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' bstract -

-~ oo

'Thisu ‘thesis evaluates and compares the'{l.psign,g

."

implementarion Wand1 operation‘ of Clarke and Gawthrop s

~

generalized ‘minimum variance (GMV) adaptlve predlctivef

-~

wcontroller with two 1ndustr1al self- -tuning PID conbrollers.

a

Tﬁé Foxboro Company s "Exact" and Turnbull Control System's.

v,

"Auto Tuning™ Controller. . o

-The "TCS controller uses. a stat;stically determined'

predictive model as a ba51s for continually prov1d1nq the

’

”opera;or WIth‘ recommended PID . controller constants.
*(g

PerformanEe _on the nonllnear : plant W generally

T

qnsatisfactory ‘because there was no rel1able indication of

when tq update. the »PID .constants and the controller had

_~The', Exact \ contxoller s = self- tunlng algorithm

'fewer practicalxdeeign features than the other controllers. LAY

automatlcally adjusts the PID constants once per transient.

"
until user spec1f1ed values*of oversnoot and/or damping are

_ met. This generally requ1red‘ 5-10 transients (eg. step

chandes in: set point) for major adjustments.. The‘controller

. is easy to. implement, . requires minimal 'expertise for

operation and gave good closed loop performance on a very‘

nonllnear process.

‘The GMV can be’ 1nterpreted ‘as a flxed paPamete; 1/Q

‘control law actlng on an adaptlve predlcted control error.

v

This suggests a PI- form for 1/Q to f-ac1-11tate comparison o

with the _other controllérs. Predictive control improved

N

-tlosed - loop 'perﬁormance but éxperimental' runs . .on’ the..



"::' "o

non11near temperaturev‘process showed . that . fixed\ gain
‘control r was unsu1tab1e. Therefore,'a second self- tunxng
-loop was added to the GMV controller which adjusted the

controller ga1w“,\J/Q such that a user.spec1f1ed<overshoot

N
(3
IR

‘was malntazned fi

N

o

ep- changes‘ﬁn'set point!!Note that the -

-

/
,Exact c0ntroller can be used to tune. the PI controller
. . ) g on P . : :

constants 1nherent in th e 1/Q

: controller. . A;[ R I o sé@‘
. ) : * ' *

The exper1mental stud1es, plus the llterature, show that

.self- tun1ng and/or adapt1ve pred1ct1ve controllers offer

defini'te advantages. in ' selected . industrial appl1cat10ns.
However, the user must carefully-select:the deésired design
features such as contlnuous selﬁ tun1ng, predictive'controlw

.

act1on1 the performance cr1ter1a, etc.,. plus practical
' “features_ such as nonlinear gain. compensation, effective
..f.'il'tering-'. opt’ions, pretune capapilities to Eélit‘ate'
startup and default :optlons for safe operatEOnb during
unusual process conditions. No controller offers Wall the

features4in one ‘package. » ‘ . .

vi
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1. Introduction

\ Interest in the design and appllcation of adaptimev
control systems has contlnued since the late 1950 s
motlvated by the work of such authons as Kalman(1958)
Astrom(1967) and many others. The research effort ha’s been
particularly strong-since the early 1970's with-many |
published reports of successful applications,both on pilot
and 1ndustr1a1 processes. |

The 1ndustr1al demand for robust adaptlve and/or

-self- tunlng controllers is grow1ng as plant eng1neers tackle
the problem of controlllng time-varying or unknown : = g
'vprocesses. Several instrumentation companies how market
single loop adaptive PID controllers, some of‘Which are
.ga1n1ng widespread acceptance due ‘in part to their improved

performance as well as 1ndustry s fam111ar1ty with the three

c i
- LI
| .

term‘controller.

At the same time, both the 1ndustr1al and academ1c

»

commun1t1es contlnue research )nto the development of more

general adapt1ve control schemes. These advanced control
schemes can give better performance than convent1onal PID
controllers and offer greater de51gn flexibility. Most,
however, have not beeniaccepted for industrial appl1cat10ns
" due to their relative &omplerity andbunprOVen performance.
Also, many of the 1mplementat1ons have suffered from a lack
of practical de51gn con51derat1ons to accomodate real

process problems and thqlr effectj/p% controller e

performance. = . : : A - | . -



- 1.1 Scopeitnd Objectives. .
| Th1s author takes the v1ew that before attempts to de51gn
', and 1mp1emént any part1cular adapt1ve control algorzthm are
; made, . the functional requ1remepts for. the control system
‘_should be developed\based on 1ndustry s needs and the
proposed range of applicatlons. The control engineer can

¢
&an proceed w1th a comprehenszve des1gn. For a part1cular
v “

'adaptxve algorlthm the enganeer must understand the control
m

.law ‘s structure and the 3ssumptlons 1nvolved in its .
deriyation.vAdﬁustable parameters must be identified and~
their.effect on closed loop performance understood The
»mechanlsm used for adaptatlon of adjustable parameters must
>then be de51gned or selected for robust long term operatlon.
--U51né the above requirements and an understandlng of the

. 'practical problems one can then proceed with-the development

of a practical adaptive control system for induStry.‘

ln thlS work, two 1ndustr1al adaptlve,PID controller s,

‘ The Foxboro Company S. "Exact" and Turnbull ‘Control System's .
"AutoﬂTunlng" controller, were experlmentally evaluated and
compared with an "academic" adapt1ve controller. The purpose
of these experlments was to 1dent1fy the controllers' type
of self-tuning mechanism, evaluate practlcal de51gn features
and deflne the1r useful range of appllcatlon. These results —
are presented in Chapters six and seven. |

The next objectlve was the selection of an academlc
adaptlve algorlthm as the basis. for a pract1ca1 adaptlve

a

controller. The geperalized mrnlmum variance (GMV)ladaptlve

dr“\-



,predlctlve controller of Clarké and Gaw@h%@p (1979) was
selected for study because of its relatﬁve success in past
appllcat1ons, its design flex1b111ty and its 31mp11c1ty.
Based on the’exper1encerga1ned froqgthe evaluation of the
PID contfollers,'a'review_of current- work in the adapcive
area and'industrial requirements,‘theithird'objective was to
deeign and'implement a practical academic edaptiVe
'controller. The thedretical background for GMV i Qﬂmmarized
in Chapter three.bThe practical issues related.to'GMV designlﬁ
such ae offsef removal, control over closed loop resgonse
characteristics and the control.ofﬁnon—minimdm phase»<a
-processes are dlscussedm The effects of»fhe various_,
‘adjustable perameters on closed loop performancelwere
'inveStigated:and led to the conclusion that GMV can be
’intefpreted as a.f}xed géin, 1/Q controller acting on an
adaptive predlcted control error. For demonstratlon
wNpurposes, a second self- tun1ng loop was 1mplemented to
adjust 1/Q.to glye user spec1fed overshoot for set- ‘point
contfol.on.a nonlineer proFesse The design of a robust
parameter eStimétion scheme is critical»for long term
“.eetimation of predicted outputs. Chapcerafour summarizes the
-currenikp:gglems associated with'the1USe-ofbrecursive‘lenr'
Sqares (ﬁLS) identification'and an Improved Least Sqdarne
_(ILS)<algorithm (Sripadé, Fisher 1987) is reviewed, For *-. &
partlcular fmplicit, poSitional implementation, the proc.ems
of distu;bance reconscrnction and estimation of measurement

noise are also addressed. Refer to section 8.1 for a'

Y,
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functional description of the "academic adaptive algoriéﬁm"

or A’ controller that summarizes its current design *

features.

Based on an experimental évaiuation of the A’ controllér
and comparison.Qith the t&o»inddstrialﬁcontrdllers, the
final objective was to summarize the most important aspects

of current self-tuning and adaptive qontrollefs in terms of’
. .

- adaptive mechanisms, practical features, performance, ease

of use and recommendations for future improvements in

" design. This is done in Chapters 9 and 10.
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2. Adaptive Control: A Functional Specification
~»

2,1 Justification for Adaptive Controi. .

\The primary objectiQe in épplYing a control scheme to a
process is the maintenance of some kéy variables at a. jﬂ
specified SEt‘;oiﬁt. The process set point may bé fixed as
in steady state control or change with time such as in serQo.
. control operations. The above goal is often difficult to -
‘échieve for many reasons; For example, unmeasured and'or
uncontrolled disturbances can ndt‘be_predicted. The static
process gain may be a nonlihear function of operating boint.
ﬁ?ny processes have large and sométimeé time;varying |
t;ansport delays; Plant dynamics can change with time.

) .

Good control of processes that exhébit any of the above

characteristics gegerally requires features specific to the

particular application. For example, process nohlinéarities
make controller tuning a difficult task since any selected-~
setiof fixed controller pafaheters may-only be suitable for

a narrow‘operqtingvrange due to the destablilizing effectlof
‘fhe éhangeslin précess'éains._Large changes in set point ‘
offen reqﬁi{e retuning of controllefipafameters to maintain
desired pérformahce levels. Often, controllers are purposely
detuned, so that closed loop control will remain stable
throdﬁhout the oﬁerating range of the process being -
controlled. The tradeoff is Betdeen:a broad range of stable
.operation versus a significant reduction in disturbance

" rejection performance and subsequent servo control, -
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The solution is to design a controller that can maintain

\

user specified closed loop performance when controlling

tyﬁ?Eél proceséiapplications} Such codgfollefs would perfqrm
a&tomatic»self;tuningﬁbn order to miqimize the amount of
supervision needed for normal operaﬁion and improve overall
' perfoimanée. A practical‘self—tunihg coﬁﬁroller would enablel
an engiﬂéer to maintain*gpecified levels of performance f;r
a -greater number of 1oop§, with less personal \effort than
that required using convenEibpaL tuning"practices. .
2.2 Reguiremgnts.

~There is a set of mihimum :eduireménts that must be met

by any controller that will operate in an industrial

;2¢ »
environment. Closed loop stability is‘the absolute minimum-

followed by the ability to guarantee removal .of controller

v : -

offset,

At a_higher level, a controller shou;a be'strﬁctured SO
that the adjusted paraméters directly affect the performanc%
chéracteristics of the s}#tem‘s closed loop response to
either set poinf or load disturbances. These éhafacteristics
must be defined in terms. of a praétical, useful
user-specified performance index. The adaptivé controller
‘coulE“hen be used to forégithe'CIOSed loop system to béhave
in ﬁhe prespecified manner.

In ofder'to incfe?se a controllér's sébpe of application

there should be a provision of features or options designed

~ to handle specific process characteristics. A worst case ~

*



'might oe a brocess thot exhibited the following
chg{acterlst1cs' nonlinearities in static gain; non-minimum
phase processes; time-varying dynamics; unknown transport ¢
delay (fixed or varying); unknown high order dynamics;

- disturbances; and high levels of process and or measurement
noise. M |

The COntrollsr should have an "easy to use" process\
operator interface. Options should be clearly defined and
require a minimum amoont of‘process control knowledae to !
use. In the event of unforessen problems, thé conrroller
shoold have a'backup or'defauit mode that will guarantee
stable oérformance, For example, a self-tuning PID
controller should have a stable set of backup PID parameters
svailéblelfor-use in_thleveht that the adaptive mechanism
produces Unsatisfactory controller parameters.

An adaptive controller's design should minimize the
amoont of expertise and.effort required for: controller
configuration; seiection of features- implementation and
spec1f1catlon of desired closed loop performance. The
operator 1nterface should prov1de the user w1th measured
levels of closed loop performance so that the tuner's

pérfo;mance can be quickly assessed and>decisions made to

modify it, if desired. -



2.3 Practical Problems

An adaptive predictive controller can be interpreted as
normal feedback control loop coupled with éome-adaptive
mechanism that automatically adjusts parameters used to
calculate predicted outputs.ﬁThe block diagram

representation in Fiqure 2.1 illustrates the general

structure of the GMV,

L e [ wwo
w(k) ———_*[R.]“*(" - -6— Proce.;s

8

g

y (k)

f\j i : k

T

GE (k+d)

7

Fig. 2.1 Block Diagram Structure For An Adapcive Predictive Controller

Overall performance is dependent on both the contfel law
.structure and the adaptive mechanism. The GMV controller is
a predictive form of adaptive coﬁg}oller,;ie.\%he
kcalculat1on of control action is based on a predicted error
which is the difference’ between the set point and a
prediction of the process measurement_'d' steps into the
future. This delay term aecounts.for both process £ransport

and discretization delay. The removal of steady state offset

in closed loop control will be accomplished‘only‘if two

¢

2
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;onditions are satisfied. The STC requires the
asymptoticall&\correct‘prediction of the process méasurement.
and a controller structure that will guaréntee zero steady
of fset, given that prediction. Steady state offset due 'to |
improper control law struéture will be termed controller
of fset. SteadyAsﬁate offset due to a bias in the prediqted
process output will be called prediction offset. These‘are
the two most important problems so be solved for any
adaptive cofitroller: designing a control law struc&ﬁfe that
will deliver good pegﬁqrmange and developing a';pbust
adaptive mechanism sﬁibable for sustained operation over a
wide range éf process‘coﬁditions;

. : | , | . 5

Controller Structure. . : S -
. _

The generalized minimum variance form of the STC includes
discrete transfer functions in the z-aomain denoted by i
R(z”), P(z"') and Q(z”) which permit set point tailoring,
filtering of‘pfocess measurements and filtering of conffol
actiog. The use of these filtering options dramatically
affects the performance of the control law and its usgful
range of applications. The effecé of these weighting or
filter functions on controller performance will be
summarizedrbélow and Qiscussed more fully in Chapter three.

When discrete filtering.of control action is not used
(ie. Q(;q)=0)‘the controller tends to calculate signals /:

. /

with large variations. The use of Q(z') can lessen these

variations and, if the proper structure is chosen, be used



to ensure that there 1s zero, controller offset.

i
S Set poln{ f11ter1ng w1th R(z ) can be used to canert
step changes 1n set po1nt 1nto a form that is more | $;511y
'dfollowed by the adapt1ve controller. ThlS leads to slower ;
jbut smoother changes in operatlng p01nt and does not requ1re
large initial changes 1n control action. o
The use of process measurement fllter1ng, P(sz,.can beh{
’ 9 .
control 51gnal F11ter1ng 1s generally used to force the -
process to folIo; a de51red reference model glven by | .

The dlscret% fllters P(z )»Q(z”) and‘R(z”)'sh0u1d be,

;>used to fllter the process output prlor to calculatlon pffa

R

selected S0 that' the control law produces reasonable

rvarlatlons in controller output' the necessary condltlons

aa

’for zero controller offset are satlsfled by adjustlng

parameters W1th1n these fllters, the characterlstlcs of

‘closed loop dynamrc performance can be prespec1f1ed and
‘gchangeﬂ at any tlme, agz closed loop stablllty can be

P

guaranteed s N R
e SR v T , ST =
- The performance of. adaptive prediCtive controllerS‘with‘

| model based estlmatlon schemes is dependent on the1r ab111ty

‘to pred;ct the dynamlc output y(k+d) of the process be g

controlled The estlmatlon requ1res 1nput/ouptut data that

Aclearly deflnes the dynamlc behav1or of the process.
@

'Measurement sampllng rates ﬂhst be selected SO that sampled i

data closely approxlmates true prbcess dynamlcs. ngh

. frequency-cut off fllters should be used ‘to - prevent

8 . . . .
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.
Adaptlve controllers generally assume a l1near1zed flxed
model structure of low order. In general ‘as aaprocess ‘
becomeahmore nonl1near, an adaptlve controller requ1res ‘
s longer periods of 1dent1f1cat10n before the predicted output
; converges to the true value. Modell1ng errors can result in
brasedsparameter'estlmates wh1ch-1n,turn;lead to inaccurate
‘predictlons and‘possible‘problems with closed loop’

.

stability‘.“.-ﬁ‘-_'I}o guarantee ‘zer_o_steady state controljerror, the‘ «
predicted output”muSt atrleast_asymmptotically‘approach the |

true future process‘output.‘

Manf of the problems'found in practical inplenentations,
of adaptiﬁe controllers are associated‘with longcterm steadf'
‘state operation of the»estimation algorithm.pThe‘basic .
recursiie/leastvsquares algorithm\suffers frOmlseveral
rpracticalfproblems (see Chapter four) which make it f
unsu1table for pract1cal appllcat1ons. The estlmat1on
a&gorlthm must ma1nta1n its ab11111ty to: adapt to. changlng
process condltlons but be able to suspend parameter updates
when no .useful’ dynamlc 1nformat10n is avallable in the
_measured I/é data. |
x 'D.c. bias is yet anothe problembfor many estimation .
schemes.dD;c. blasris[duefto nonzero steady state process

.LmeaSUrements; unmeasured load dlsturbances and«unmodelled
',pprocess dynamlcs. The b1as term must be est1mated so that

accurate predlctlons can be determ1ned Its dlrect 1nclu51on

in the parameter 1dent1f1cat10n routlne often results 1n coe
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wundes;rable var1at1ons in other parameter estlmates ‘and
Vnumer1cal 111 cond1t10n1ng. The de51gn of the estlmatlon‘;;
\ scheme‘for determining the predlcted outputishould minimize
the effects‘of d;c,’bias estimatlon on.other estimated
parameterst |

'The‘negative effect of unfiltered measurement noise on
;the\predlCted outpUt must be minimized or-remo;ed.
Measurement noise can produce biased parameter estlmates
which will. result in pred1ct10n offset

The recursive‘estimation schemes make up the adaptive
part of most."selfltuning" controllers today and are used to
track changing process’dynamics so that accurate predlctions“
are.maintained. These adaptation mechanisms do notladjust
parameterS‘within the discrete‘filters P(z"), Q(z”) and
Rz~ ) Wthh have a significant effect on closed loop
behavior. For th1s reason a second adaptatfon mechanlsm or

)

‘SUpetVlsoryischeme 1s-needed to automatically tune
‘parameters w1th1n these fllters S0 that the adaptlve
&controller can del1ver user spéc1f1ed closed loop
performance (refer to section- 3 5). . S o

;2 4 Features “for a Pract1ca1 Adaptive’ antroller.

| -From the preced1mg d1scussq;g of gengral requ1rements and
'rcommon d1ff1cu1t1es ‘associated- with ?mplement1n§ a practlcal‘
adapt1ve control scheme, the.follow1ng 1mportant features

"‘can be identified. o ’ ) : _—



1.) The use of a-priori process information should be

maximized:

a - e

Gain Schedullng' Available steady state_ input-output:

_ data can be - used to approximate static process gains. By
‘remov1ng ‘the estimated gain from'measdred 1/0 data an
. adaptive scheme would rfiot have to track large process |

nonlinearities.

P ¢

Constraints on Estimated Parameters: Ifj for a given
pfocess it Qas known thatwgeod'control performahce
existed fer a particﬁlarlrange of éontfoller,pafameters“
it would be useful if estimated parameters could be '%g,
constra{ned within that same region. Closed. loop
stability and a certain perfo;mance leVei could then be
guaranteed. This would be one’ way to l'.’minimize the
need’for operator supervi®ion, ~ - . S .

_ . - , £ :

Open Loop Rkocess ReSponSe Data and Signal to Noisel‘

~,

Levels: Dominant process time constants can . be used bx\
adaptlve schemes as an estlmate for the time scale of

the closed loop system. Known hoise levels in measured
e
,51gnals can be useful when ch0051ng f11ter constants or

~ .

w1th1n estlmatlon algorlthms that use ON OFF crlterla.
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..". - A | | _1.4.

-

fFeatures designed to handle specific~process conditions

should be available:" R o e

%

Detuning'Sanguérds:' When the user specified"closed

loop performance spec1f1catlons result in pooy control

' due to unreasonable values or other factors such as

modelling errors, controller parameters should be

automatlcally adjusted to improve performange. For

"example, unreasonaple oscillations in controller output

B
’

or proceSS measurement‘should f?ﬂFe:the controllerlto be
detuned. T1f the controller is unable to detune

correctly, the _operator should be able to select an
option_that will 1mmed1ateﬂy suspend adaptat1on and

.transfer a set of stable backup parameters to the

controller. : ' _ s
¢ : ' '
&, >
Initialization: - An option must be pizvided that will
enable thefoperator'to-obtaln initial values for

A

critical operating parameters and provide for an easy

transition from startup to normal adaptive or _
self—tuning operation. Such initialization-data-could/\\
1nclude 1n1t1al est1mates for. controller parameters,

process tlme constant transport,delay and noise levels

-,
v . ’ )
o B ’ ez -
S,

in measurement s¢gnals;

Féedforwardeompensation:v If measured disturbances are

" available, an option should be provided that
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incorporates this information into the overall control

scheme,

3.) The accebtance of aﬁy~controller (adaptive or
nOn—édapéivé) in theLfield will depehq on how much effort
and'skiiled‘knowlgdge is requiféd to operate it. The
controlier must‘bé design;d to minimize the.ahount of

information and supervision required during normal

operation.

h



o

'des1gned by Astrom and wlttenmark(1973)

. 3. Implicit Adaptive Predictive Control

Much of current adaptive-predlcﬁive'technology is based

on the original minimum variance self-tn;fng'regulator

The work was

extended by Clarke and Gawthrop(1975) to produce the w1dely

_known self-tuning controller (STC). ‘This control law

. received a great deal of attention from the academic’

communlty primarily because of 1ts flexibility. Based on the

m1n1m1zat1on of a generaI cost function, thLS-formulatlon

alloved the engineer.to modify the controller structure
using discrete time polynomial tranSfer functions. This

algorlthm was again modified by Clarke and Gawthrop(1979) to

»glve a generallzed adapt1ve predlctlve controller that was*

more suxied to on- 11ne 1mplementat1on. It is this controller

that was used in experlmental evaluat1ons and the.

~ comparative study ‘with the Turnbull and Foxboro self-tuning

PID controllers.

This chaprer reviews that controller's structure and-the

«

assumptions made in its derivation. The necessary conditions

to guarantee offset.remoyval are also discussed in terms of

the controller's structure alone. Guidelines forrselection‘

of the generalized weighting transfer functions are

provided It iS‘shown that GMV is not a self-tuning

;controller and requ1res automatic adjustment of Q(z™' ) based

a
on some measure of closed loop performancee
L3 .

<

&

16
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3.1 Process qugl'Aséumptions (CXBMA model sgructutd)‘ R

Given meaéﬁred iqpﬁt gutput data for'a particular
procesa,«an'adaptive prédictive controller atﬁempts to
identify.parameters in a.dynamic model of the process beiﬁg
confrolleat Theée adaptéd model paramefers are.then'used'to_
calculate estimgégs for. predicged process outpu;s.\

For this work the process médel is given by the following
multi-input single-output (MISO) linearized discrete’time
represéntaéion; : .

A(z)y(k) = Bz )2 %00 +L(z™) 2 % (k) +x (k) G

-
L3

where‘

"

-1 -1, -2
CA(z )=1+a,2 +a,z "+. . . +a,z

-na

B(z ') =bytb,z” +b,z 4. . . +b,z"

2

L(z7)=1lghlz ez e, L 2™

- g2d

>

and y(k), u(k) and v(k) are the process measurement,

.controller oﬁtput and measured disturbance variables,
respectively. Equation (3.1) will be referred to as the

correlated, auto-regressive, moving average or CARMA plant

model. Processfresponse to changes in controller output is

assuried to be delayed by "d" sampling periods and "q"
’intervals for changes in measured load disturbances. For

'progésses'with no inherent delays, a delay of one (1)




/
/

/

v

éamélipg &nstant,dué tqidiscretization is aséumed.

. The signal x(k) represents a general'disturbance or load
term which accounts for other: effects oQ the process

- measurement 1nc1ud1ng. unmeasured load disturbances, steady ‘
state bias, stochastlc n01se and errors due to the

11nearlzat1on of time domain process model-, Thls‘term, x(k),

is defined as: ¢
x(k)=C(z )E(k)+d - S (3.2)
‘where |

-1 -1 -2
“Clz )=l+c,z +c,z “+. . . +*c. .z

\ ’
and E}k)lis an uncorrelated random Signalx(white noise) with'
zero mean. and variance 02;\1t is further assumed thatntﬁ;
roots of é(z”) are strictly witﬁin the unit ci;cle sb that
C(z ) E(k) is therefore a stationary, moving average process
of order "nc". - : .

The second term, d, represents the previoﬁé}y ﬁeqtiqnqd
factors pgtticularly éteady state bias, unmeasured
aiStutbances.ahd the éfchts of model structure violations.

9he inherent aésnmptiéns in the. model equation are} the
pigpess is time 1nvar1ant, i.e. the parameters in the .
discrete polynomlals A(z ) B(z '),L(z™') and C(z”') are
constant'151nce true processes are rarely linear, it is
implicitly assumed that dev1at10ns in control signals and
process_measurements from their mean valueS‘are not large,

- ! -
so that the asssumed process model can be considered a local
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11near1zat10n about some fixed operat1ng poxnt- the orders

-

of the d1screte polynom1als are known ‘and bounded by some

finite value and the m;gnltude of 'aQ’ anée'q' are known.
The above assumptions, since they are violated in most.

practical applications, significantly affect the .

applicability of adaptive,cqntrol schemes.
' ’ i

*\w
3.1.1 Comments on the CARIMA Plant Model

; .
As w1llnpe shown in section 3.3 the use of the CARMA

model strucfure for process modelling, forces the control

a 8

engineer to incorporate a special‘feature for the rejection
 of unmeasured load dieturbances into the control design.
From (3.2), d must be estim&ted so that x(k) can be
‘acég{ately determihed.-ln’the implicit schemes, estimates of
pfkaicted outputs contain a term which is a function of x(k)

\
¥

(see (3.11)). The estimation of this term, &, is known as

load reconstruction andlis 5 neceésary condition for the
eiiminati%njof‘éredietion offset. \ -
| "An early solut1on to thé above problem was the
formulatlon of an 1ncrementa1 predictor equation (Clarke,
Hodgson gnd Tpffs‘1983) which ellylnatedtthe need for load-
. reconstruction to %emove prediction offset. This method was
fbllémed by that of?Tuffs ané Clarke (1985) in which the
‘assumed strUEture ofnthe noise term was'given by a |
‘nonSta;ionary prdces%, i.e. | &

\

© Ax(k)=c(z) £(k)+A3 - R & 1 )
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_so‘that substitution of the above disturbance modei.into

(3. 1) gave the cqntrolled autoregre551ve ntegrated moving
A\

average (CARIMA) plant representat1on.

. —1 -
Atz )y (k) =B(z )u(k)zosEieLELK) | (3.4)

The CARIMA model through the choice of various forms for

v

c(z™ ) and assumpfxbns about E(k) allows x(k) to be either

——

stochast1c or of a random stepwise form. The result of using
the dbove model structure in the implicit GMV scheme can be

summarized as follows: no load recons;ruction is reQUired to

o

guarantee the elimination of prediction offset; no "
. : _ \

pafticuiar form of Q(z™") filtering is required to guarantee
removal of cohtroller offset (see section\3.3) and the
resulting integrating STC has excellent d%sturbagee
rejection properties, particularly when unmeasured
disturb@nces Ean be characterized by random steps. It can
also be shown that paramezer estimates are not affected by
step changes in load since data used ‘in recursive esfimatioqw
is d1ffereiced using A=(1-2""), |

It is noted that the differencing of measured I/O data

introduces additional variance into the recursively ’ ¢

-

estimaped parameters. Since the process measuremgnts have

zero mean and random variance ol ahd -
Covfy(k),y(k-1)]=E[y(k)—§]-E[y(k-&)-§]=0, it can be shown

- (Guttman et al. 1982) that: K“
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N

Var(ay (k) )=Varly(k))+ Var(y(k=1)) & 2-Var(y(k))

The ‘above CARIMA formulation suffers %rom sens}tivity to
‘'measurement noisé, particularly at steady state operation
when nonzero I/0 signals are due only to measurement noise.
/3.2 Generalized Minimum Variance Predictive Control.

The adaptive bredic&tve controller used in this study
"(Clarke et al. 1979) ;: based on the self-tuning regulétor
(Astrom and Wittenmark 1973).or minimum variance type
control. This regulator was based on thejminimization of
'fluctuatioﬁs.in_a controlled plant's process mgésurement as

it was affected by randogy disturbances. The ¢riterion for

this regulator, shown below as the ;Kfimization of:

J=E[ (y(k))?*] \\ (3.5).
does not include penalties for excessive control action or
-‘allow for optimal set point following control.

Th%;iglf—tunind\controller of Clarke and Gawthrop (1975)
‘was based Qh a cost function incorporat;ng process
measurements, set points and controller output shown below:

: -1 -1 2 ’éo -1 ‘ 2 o
J=E{[P, (2 )y(k+d)-R (2" )wik)] +[a-o“Qn(\z Ju(k) ]} (3.6)
[
The resulfing control law allowszfof optimal tradking

of set point changes and/or penalty on controller output

. o3 i 5

°

-
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using discrete P (z"'),Q,(z"') ‘and R (z"') polynomials. This

controller structure permits the control of stable

)i
/

non-minimum phase processes, without the need for solving a
Riccati equa;?on, through the proper choice of control
wéighting (see section 3.4).,

Clarke and Gawthrdp's!later GMV versionh(1979) of the
s;lf-tu:ing controller contained several important | |
modifications which furfhér expanded'itSarange of

applications. Unlike the 1975 version it allowed for open

e,

'loop identificatién_of the predictor equation, discrete time
transfer functions for P(z '), Q(z™') and R(z™') and their
on-line modification,

The self-tuning control law is based on minimization of

the cost function:

9
J=E{[P(z-')y(k+d)vR(z")w(k)]2+[:—°0—Q(z'1)d}(.k)]2}‘ (3.7)

where P(z ')y(k+d) represents the future weighted process
measurement 'd' sampling steps ahead in time and is defined

-ras:
P(z )y (k+d)=y(k+d) Q,

'and y(k+d) can be éxpressed in terms of khqwn process model
parameters using the following Diophantine identity:

J

P(z")C(z")=G(z )A(z")+2™® %‘—(ZZ—,L)— | (3.8)
V d
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where
- B -1 . - -{a-
- G(z™')= -Effn%— = 1+g,z'+gzz+...fgw,z ey
F(z™') = fo+f,2 ' +E,27%+ . +f 2z ™"
ni=max(na+npd,nc+npn-d+1) : o
. -
and
S

etc...

' /

The use of this Diophantine identity'allows for the
éeparation of the stochastic.part of the process model {nto
two sequences of terms: noise terms up to and inéluding time
'k', and future unknown and unpred1ctable terms. Multiplying
(3.1) by P(zl)z-+d (and neglecting the measured dlsturb§§ce

term) yieldsy

[

w(k+d)=%§u(k)+zd%§z(k)+§a ’ (3.9)

Then multiplying (3.8) by ((k) and substituting into the

above equation gives:

v (k+d)=2 (k)+z GE(k)+ z(k)+Pa



‘or

A

. . < . 'K
BB\ 1,
Lo vtea)=Blupoe oo danld =

o . : s o
W(k_*-d):Bu(k)[% - éffc” 1+ Cy(k) [i ";zAC ]3+G£(k+d)- o ‘.

. :‘ ¥ )
] o . - . B _ E " .
| ' X . . o PO S . v
‘ T . ! v . ° ® '
i °

Using (3.8)

T cylk+d)eBu(k) HEy (k) 463+ GE(k+d) . (3.10)

“where E(z)=G(z ")B(z"")
C .'s..",
‘At:5£eady state, from the F1na1 Value Theorum

-

(Stephanopoulos 1984) 6 G(z )4,ﬂa and y (k) y(k)/Pd(k)
(3 10) becomes . s | 5
- o (k*d) =Eu (k) +Fy" (K)+§+GE(R*a) 0 L(3.11)
Lor o -; o i e : | a ,‘
5 Qkk+d)=Eu(k)+Fy'(£)+H¢(k+d)§s+cz(k+qyf  T Gur)
._.‘.‘ | L | v

-2 ' -nc B
H(z ) =c,z +czz Fooetcz Ut ‘ § . g

R S Tr.ﬂk » - ;f
'AS cén be seen frbm (3.12) w1k+df is noffreélizable since.
- the. term GE(k+d) 1s unknown w(k+d) 1s therefore [‘g;

S f   : approx1mated by a predlctlon of the welghted pé@gzssl

¥ . B . i
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me‘asurem,ent as: :
a V(k+d)=y' (k+d) | +GE (k+d) N - (3.13)
L ' . .
. ,whe;e 2 - ‘ S
i ‘w‘<k+d)lx=Eu<k)/Fy'.°’<y)+Hw‘(k+d)|;k+s_f"", . (3.13)
Substitution of (3.f3)-in£d the cos%%functioh"of {3.??
. ;s ' gives: | ) k
J\=E{[.p*(k+a)|k+Gs<k+a)—Rw(k)]2+a°—[Qu(k)12} (3.15))
' B . 0 s ’ ot 1

o
, -

; whlch can not be ea511y m1n1mlzed as: wrltten. Solution'of

4

. (3 15) requ1res knowledge of the uncon&?tlonal probablllty

' ;tbvtjme 'k'. Rewriting the cost function to account only fo

'/actlons taken up to time 'k' and their effecflon'

)

urements no farther_than 'a’ steps ahead in t1me~

. _\',

(3.16

'anﬁimlnlﬁfiing ﬁlth respect to u(k) glves'
| T
l ‘ S ‘ ‘ 2Jd " . ' . €y - . .
e ~ m=2[\k (;k+d.) l""—Rw;(k) ]eoi"Za;'.[QU(.k) ]q0=0- (3. 17

i den51ty fUﬂCtLOﬂ of u(k) (MacGregor 1977) Slncg thlSzls not

known (BNJS) is mlnlmlzed based on 1nformatioh_avqilable up

r .

)

)

* which can~be'simplified to give the self-tuning control law

‘;,‘.I-.»:H-‘ R
5 Y

o,



-

QK =RV =¥ (k+)[,] . (3.18)

3. 3 Requ1rements for Removal of Controller Offset.
The GMV' s control law (3.48) has a f1xed structure based
on the'mathematlcal_m1n1m1zatxon of an‘objsct1ve function

that.contaeins three, as yet unspecified, discréte transfer

-

functions P(z™'), Q(;ﬂj and.R(zq). The minimization and )
therefore the control‘law is only useful if proper desiéns
of P, Q and R are chosen sp'that_fﬁe specified requirements
of section 2.2 can bé'achieved?‘This issue of proper
controller design is independent of the probleh of
‘zestimating é:predictedvoutput'tefm which is itself felated
‘to modeliestimation and discussedhinsChapter four.
fThe’séqfroi.law for‘thevGMy is illustrated using. the

block diagram spructure'shbwn in-Fi%uré 3.1
. O -

In this section; the cloged@ loep’equation will be derived

: and'the,necessary'conditisns for the removal’ of controlleri,
offset summarized. Consider the general GARMA mbdel . ;:277J

structure given as:
C o
S S,

RN Az Dy (0=B(L )z u(k)r x(k),  x(K)=C(z)£(k)+3 (3.19)

';"" - 'R’ow‘»
and the confrogm “y A

” i,
L3

- ; [P

;\..M" o e.; '& ) ' ‘ ‘ 'l 1 ‘ b .

autly= TRu(k)- w/k\myh o (3.20)-

3 .

- Ij
>
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9
{«.:) s w .
L.
u‘ [}
/" d
8(k+d) u(k) T L
w(k) R _t@_ Co:::ol {Qrovess]—~~( — y(k)
_ Y
]
i

>

along with the prediction model:

Fig. 3.1 Block Diagram Structure for a GMV Adaptive Predictive' Controller

L ke =y (K)4Bu (k) +634GE (ked) (3.21)

wheré C(zq)ghas been‘aséﬁmed=1 for simplicityL

. ’
;! -
&

»

Assumlng that the process model is known, subst1tut1on of .

(3.19) and (3.20) 1nto (3.21) y1elds the follow1ng closed

loop equation:

zy(k+d)‘[Pswcg}s.]='13Bkw(k)+g('k+c1')[Q+‘I:‘.]‘*Q'az_d ‘ _ ?3;22)

~
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In practlcal appllcatlons, the - removal of controller
D

offset 1mp11es that the process measurement asymptotlcally.-
equals the deszred set polnt. From (3 22) it can be shown

that thls will be the case for:all'unmeasured d only 1f:

(2" ],.,=0.0

so that (3.22) simplifies to:

y (k) Pz%=Rw (k) +GE (k) - (.23

oo
or at steady state
yP(1)=R(1)w L -

~

' '*':}';\

-

It is .apparent that two condltlons must be sat1sf1ed for
'a .
‘the proper choice of controller de51gn°

- 4

~ &

$e

1-«.9(1>=0;0 - BT

C o

- ‘20 R(1)=P(1)

Note that the predlcted output term v(k+d) |, is itself a
’ functlon of u(k) which has been 1gnored in the above

dlSC?SSlOn since the issue of controller offset is being

addressed The issue of pr}dlctlon offset dlscussed in

sectlon 4.3 1mposes add1t10nal constralnts .on the. dlscrete

transfer functlons Wthh are summarlzed below.

L

Y R(1)= P(1)=1
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3.4 p, Q and R'Weiéhting - Practical Interpretations.

.The bas1c control law of (3. 18) conta1ns three dlscrete

,.transfer functlon fllters which can be des1gned to affect

3:4“1‘Noﬁcninimum phase Systems{

_the closed loop performance of the controller. This sectlon

reviews several problems common to most academlc
controller5° the stab1112at1on of non- m1n1mum phase
processes and the tallorlng of closed loop tran51ents

k]
through the proper. de51gn of discrete f1lters.

.~ Non- m1n1mum phase processes are those processes that
contain transport delay or right half plane zeros in the 's'

domain. In.the_following'discussion, non-minimum phase will

1

refer to.those discrete time processes that contain zeros

outside the unit circle.

The 1mplementatlon of dlgltal control requ1res discrete
samplzng of plant 1/0. data. In an effort to 1mprove control *
nany appllcatlons have attempted to use faster sampllng

rates. Unfortunately, this may unexpectedly result in

‘ pnstable control, Minimum phase plants, when discretely

sampled;‘may become non-minimum phase. AStrgm,”Hagander and
sternby (1984) demonstrated that when the number of
continuousptime poles exceeds the number of continuous time
Zeros'by two or more, there%always_exists a small enough
sampling interval that Will result in a non;minimnm phase
discrete system.-In practical terms‘this méans that any

plant that exhibits phase'lag > 180° at high.frequencies may



T I

become non-miniﬁom phase if samp}ed roo quickly. Goodwin et
al., (1986) proposed rhe use of a "delta" operator te
overcome the prob;ém of.ereation of non-minimum phase .
discreteNSYSﬁems. | '

General guidelines suggest: a sampl?ng interval based on "

‘an open loop response to a step change in manual controller

output, i.e.:

T, = 0.11'p
Similarly, Isermann (1982) suggests that control performance
is not very sen51t1ve to the ch01ce of sample tlmei.hd

recommends:

e‘&here Ty is the 95% settling. t1me of the process transient
response. |

The selectlon of longer sampling 1ntervals may prevent
the creatlon" of dlscrete non-minimum phase zeros,_but 1t
usually does so at the expense ofiﬁontrol performance. A
proper solution to the problem is the selectlon of discrete
filters thatvw1ll enable faster sampllhg to be used for a

' given process.



3.4.2 e(z™") - ﬁeighting.oh Control Action.
The stability of any closed loop: system is determined by s
the poles of its character1st1c equation. The closed Ioop

equatlons of 1nterest are:

y(k+d) [CPB+QA]=RBw (k) +Ck (k+d) [Q+E]-0dz™ )/// (3.24)

L

- u(k)[CPB+QA]EARw¥()—g—C£(k)*PC8~ ' : (3.25)
) N a4 .

N . .
. N

™~

]

From (3.24) above *he characteristic equatién is:
S

CPB=-QA . S o ‘_~ ~ (3.26)

1f P=0=1, the closed loop system may becoﬁe\unstable if
“either B(z ') or A(i}) coqta{n roots outside the un1t
‘citcle;vaweVer, cl‘seﬁpleep stability can be assured
through the proper ehoices for'é(z“) and/or Q(z™ ") .'Assuming
that the open loop process is stab111zable (i.e. unstable
modes are controllable and observable), Clarke (1984)
suggests using o(z™'). for stabilization and ;72') for model
fellowing purposes'(sée discussibn en'the use of P(z)). It
_ the unstable roots of B(z ') were ‘due to the effects of fast
sampllng, one alternatlve would be to decrease the sample
brate "and then adjust Q(z ) to compensate for the unstable
Q@ 3 roots;.lf any, of A(zi). Anotber alternatlvdaiuggested by
~ Clarke (1984) is the use of a factotization—technique'that'

allows for ‘the maintenance of closed loop staBility when
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very small amounts of Q(z™") weighting are used. The trade

off is a considerable increase in complexity of the control

H

calcqlagion.“
As préviously diécussed, a ce essary ccndition for the
reﬁcval oflcontroiler¢offset was that Q(i”)[zﬂéo..The
simblest choice of Q(;q)=0 ghves minimum variance control‘
with set point following when P(z”)f1 and R(z ')=1. The
'"ccntrollef attempts to drive the prccesc measurement to the
desired set point in no le;s than 'd' sample intervals. The

closed loop ééuation of (3.24) reduces to:

y(k)= w(k=d)+£(k)G(z™")
or |

'y(k+d)= w(k)+G(z )£ (k+d) : 2 0 (3.27)

and shows ;hat any controller offset will be due to the

1

effects of stochastic noise. If the process gain is lérge
_then (3.25) also indicates that set point changes will

1produceAla;ge deviations in control action pa:ticulariy at
hféhef Samplé réces where the parameters-in B(zq)‘wili be

even smaller in maghitude. From (3.26) the characteristic

equation reduces to:

c(z )B(z™)=0.0 : 7 '(3.28)
which indicates that closed loop stability will depend on

_the roots of B(z'). This demon!@rates that minimﬁm variance

2

) O



controllers can not stabilize plants that are non-minimum
phase either in the contlnuous t1me domaln or the discrete
time domain due to fast sampling rates. In the latter case

the engineer's only alternative is to decrease the sample
' 1

rate until thé roots of Bfz ')

1

With PID controllers, the same” appl1es. Either sampling time

l1e within the unlt c1rcle.‘

must be incrdased so that the controller.does not "see" the
wrong way résponSé or'controller gain must be decreased so
) B '
that  u(k) will not, change during the non-minimum phase

s

behavior. o
a : i
FA .

When nonzero control weighting of the form:

0z )= S : | (3.29)

.
’

is included, the characteristic equation becomes:
C(z')B(z™") = -AA(z™) s ‘ © (3.30)

and if B(z™') contains unstable roots, A can then be
indreasod so that the R.H.S. term will domlnate so that the
roots o{ the characterlstlc equation will 11e within the
unit circle. Of course, there will be controller offset, but

the system will be stable. The closed loop equation reduces

to:

y (k) [CB+AA]=Bw (k-d)+C£ (k) [Q+E]-A3z "
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or Q

wik)+: k+d)+

y(k+d)= £SA g (

CEEUHd) xa “ (3.31)

CB+)\A CB+AA  CB+)AA

which, for large A becomeé;

a

y(k+d)_ w(k)+—E(k+d)+ e&k+d) (3.32)

Equation (3.32) shows that A will act as a filter on changes

in set point. For open loop stable processes it intuitively
makes sense that the closed loop system will be easier to

: _ .y :
stabilize if only small changes in u(k) are allowed (cf. low

_controller gain); This illustrates that Q(z ') weightiAd can

be used to decrease .the variance of controller output.

The next obvious choice for Q(z™') that would satisfy the

necessary condition for offset removal and allow for the

. stabilization of non-minimum phase systems is an integrator

of the form:
Q(z ) =a(1-27") . o (3.33)

Sihulation results by Clarke (1984) ana'p:eliminary
experimental work by this.qﬁthbr indicate that the use of_
this inteérating Q(z™") does femove controller offset and
alléwhfor stabilizétion of nbn-mihimuw/phase_syStems. An
undesirable efféct, however, was the sometimes 6scillatory

control action and accompanying overshoot (see Section
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From the predictive control law: o " ‘.
‘ [Rw(k)=3' (k+d) |,] - —
u(k)= L ‘ (3.§ﬂ”

“‘Q(z'f)

and’ap-intetpretatidn of the numerator of the R.H.,S. term as
-filgered, predicted contrql errof, GMV éan be considéred an
adaptive predictive, fixed parameter integral controller,

The above interpretation suggests that 1/0(z"") have the
structure of a PI controller so that ythe resulting control
Qeighting'will decreaée the oscillatqry behav:or of u(k) and
giqe faster closed loop‘responsés. The desire® form of l

Q(z™") is théfeforé: )

[

. . -1
o(z )=z ) (3.35)

_ z‘-l - ' . ) )
Qao™ a1 -

The corresponding proportional gain and integral coné%ggxs
are easily determined by comparing (3.35) with the velocity

form of a PI controller corresponding to:

: T ‘
Culk)=ulk-1)+K (1+-=)e(k)-K.e(k-1) | | (3.36)

3

A

The effective gain and integral constant for (3.35) ate.:
Qar
Kc":T—

r =[7———)——q"‘ ——1]-T
P Qg day s



_é?ﬁulated results (Clarke 1984) indi;éte impro@%d dynamic
performance when inverse PI filtering of u(k) is used over
the intégrating form, Clark?jﬁ fo;mulation ysed_fixed Qalues,
of 1.0 for qug, 0.5 for 4., and k.wéé manualiy adjusted to
deanstrate that smaller values resuited in less weiéhting
orifiltering‘;f controller output. ‘

.The above Q(zj) design increases the GMVJS scope of
applicatiop and its‘usefulness_as a‘practicalAcontroller. It

meets the necessary conditions for removal of rcontroller

offset, contains an adjustable parameter .that can be used to
stabilize non-minimum phase systems and has advantages over
the integrating form in that larger X values (less penalty

on control) can be used with less overshoot for t:anngng_; u}4

.responses. ' . .

o « SRR T 219
Because process dynamics change w1th.operat1ng4reggp 3

. N ,} ay

time, it is possible that for a given sampling in é;?gg,h
. . T U
once stable system can become unstable due c‘»ghexappearan¢e~‘v;
- T ER - R L, e
R E, [ - e L M
T . -1 S PR Dy
of non-minimum phase roots in B(z ). In orderyt6é; &

the robustness of the controller it would be ide#l

. maintain stébiiity when ‘such problems arose.
One approach (Tham 1985) considers the chard
equation when C(z ')=R(z')=P{(z"')=1.0 and Q(zq)ff‘;f
- . k_{

(3.35) as:

B+ QA = 0.0



A

or v

BQy + QA=0.0 | (3.37)

For the implicit formulation, A(z') and B(z"') can be

related to estimated parameters of F(z'') and E(2”') so that
(3.37) becomes:

(e

0.E + Q[1.0-Fz]=0 . . (3.38)
- N

Since the actﬁai calculation of u(k) involves division by
[e, + @], Tham suggestedvtﬁat Qg be chosen as 1/e;, so that
the leading coef?icieﬁt would a1ways be unity, thereby
decré:sing the sensitivity of the céntroller to smali values
of e,. The value of g4, was then determiné& by solviég"(B.QB)

%

B ' . - . i LY
for a desired dominant pole "éé. #& pointed out by Tham, th@é

Lk b
»specification of the closed loop pole was exact only when

deg(QdB)=deg(QnA)=1, which is rarely the case.

Another approach is to-maintain KK, at a constant value

by adjusfing controller gain in response to changes in

estimated process gain. With explicit échemes, A(2%') and-
B(z™') are recursively ‘identified so that process gaih

estimates can be determined by:

{

"at every sampling interval§'Because parameters in A(z™') ‘are



o -'magn1tude of stat1c process gam) % dan be sensvtnre to

generally" mgch smaller than those in B(z ) (due to’

‘ varlatzons 1n A(z )-or B(i\) W1tho t, perfect

\

1dent1f1cat10n 1t is dlfflgult to guarantee that the above

4

. P
"approach will g1ve reasonab e est1mates for K. :

In th1s work a nonllnear ga1n compensatlon option was*
L N :
1mplemented to ma1nta1n K. K, at a constant value K',

>

Howgvep«,prbcess galns were approx1mated us1n1\user -
: AR

. spec1f1ed steady state input/output data, e >~

AYSS ‘ "‘ ' - N ' . B
R = s|wu) o S N

. W o
N B - N - . . .
. R SPCE ] . o

%

°

ﬁlo minimizelcomputationalVeffort'lR ‘uaS‘determined-for“
‘}‘ -

<
>proqess output (dynamlc galn compensatlon)
\ .

K]

3 4 3 P(z J%del Reference Control
\NModel reference adaptlve controllers (M R.A, C ) attempt
to force the closed loop system to follow the dynamlc

behavior of a prespec1f1ed referenqe model . An adaptlve

.- \Q .

'mechanlsm monltors the dlfference between the tran51ent

»

: f, response of the re;;rence model aﬁd the closed ﬁoop system,-

A)

and automatlcally adjusts its controller constants to

m1n1m1ze tha@ dlfference. A block dlagram for a typ1cal
- R . -

' M R.A. c. 1s shown in Flgure 3. 2 o

‘ﬂhrough the pro r ch01ce of dlscrete fllters the GMV‘can;

’ f X a o
N .

.current set poxnt (steady state compensat1on) rather than D

..

A
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.
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» Fixg. 3.2,510ci( Diagram' for a Model Reference adaptive Contﬁ;ller-’ »
: | | S
- » /‘/’, )
alsg_take the form of a M R.A.C. Cons1der t\e case when Q=0,
‘ v G=1 .and P= 1/M " where M(z™' ) is some prespec1f1ed feference

’ model The closed loop . equation can now_be written as; - N

.\ !

gt k8L Sy
: or - S -
y(k) =Mz DHw(k-a)+eM(z D E(k) O (3.39)
el Eqnation (3 39) offers an imporfaht advantage over‘mahy\
+ 'M.R.A.C. schemes. th\JP(z ) ‘is chosen as an 1nverse model
_ dlsturbance rejectlon alsoyfollows the reference model The
» K \ ii:' Oo LR R . .
L : : a4
.- . - . ' _, '.=g : ‘;' 2y - N
_/\ ot e z 4



'fg When reference models were used whlch conta1ned less<

-k
%

'
v

dlsturbaﬁce affects the system as thq’ﬂOVIDQ average | o
Ly AV v o
pred1ct1on error pa551ng through the flltér 1/P(z
o
(neglect1ng the efféect of noise). L

1

Gawthrop,(1977).suggested’us1ng a diScretized‘model of‘a

- unity gain first order process as a reference model M(z”).g('

-~

Thé first order time constant wQuldLbe of the order ofkthe v
oben loop time\constant but. somewhat faster; Since MKZJW is
'essentnally a process with phase lag, p(z™") pdds phase |
advance to the system wh1ch should have a stablllzlng

\

1nf1uence.

‘d‘It should be noted that like minimum varignce control,

this scheme involves the cancellation of plant zeros. If

B( V') contains unstable roots this form of M.R.A.C. would %d7

.not be practlcal

Gawthrop (1977) demonstrated through 51mulat10ns the

3
practical proplem of pureumodeljfollow1ngvcontrol for a

';secondnwfder pfocess,nith;no plant ieros given by:' ‘
, * : . t
,_»,y<s)=[<s+'o.1»_(s+1.p)rf‘[eis-u(s.wz(s)%' L 3.40)
D > $¥v¢ N T v;?ﬁ‘ -

-----

flgop control was osc111atoryoand.suffered from 1ntersamp1e,
ﬁringing L In practicaI appiications/Where model orders are
) unknown pure model follow1ng may not be fea51ble since 1t
dW111 be mp0551ble to guarantee that’ the spec1f1ed reference

- model's excess of poles over zeros w1ll be at least equaL to )



K | ' ' . i . a1
I S o —

that of the realﬂplant

e

Since model follow1ng can be 1nterpreted as agform of
Td1fferent1at10n\ the use of P(z™') m1ght not be su1table for:

measurement signals w1th high noise’ levels.

3.4.4 R(z"') - Set Point Filtering.. .

An aiterhative‘to-the above model‘reference type of
. control is ‘the use of R(z ") to 1mplement set 801nt

ta1lor1ng For the spec1al case Q(z” )=0,0, (z() P(z )=1.0

’
\

* the closed 1oop equatlon of (3. 24) reduces to:

y(k)=R(z " Iw(k-a)+G(z DE(k) .~ . (3.41)
[N © . -\‘;_? :

which is much like (3.39) for.pure model"fdiloWidg except

'y

that the_rejectionwof disthrbanees.will no lenger follow the.
ffeference model Also note that if P(z”)=1 0. there will be

. no- '‘way for the englneer to stablllze non- m1n1mum phase ) ,
s&stems other- than to decrease.the sampllng rate. Because

R(z" ) does not enter the characterlstlc equat1on its useﬁ«*xg

has no effect on closed loop: stabllaty From (3 8) the orderv;
of R(z™') can be modlfled on-line with no effect on the ,f;“fﬁ"

6.
number of estlmated parameﬁers. After startup, however“

P(z o 5 order can’ not be changed although 1ts coeff1c1ents
‘can be mod1f1ed Recall that . the“brgﬁr of F( ‘), ni, is

‘glven as: " max[na+npd nc+npnfe,']”"

The prlmary reason for the use of set p01nt f11ter1ng 1s

that it makes excursions in control aétion smaller and __f?f;

Y
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smoother since the effect1ve set point .change for a g1ven
,lsample 1nstant 1s decreased The smOother tran51t1on between
operatlng p01nts Will 1mprove.the.recur51ve\estlmat;on of

wf{{,\parameters since data in the 1/0 regressor vectors‘wilr not
W T . | . R
Ncqntain large.variations. These large variations can result

k" unde81rable changes in estlmated parameters and even
-ringxng control actiion, part1cu1arly when data d1fferenc1ng

"for?averaglng-1s used.

R
Na

A
u;l

. M . "‘V
3.4, 5 GMV - A Fxxed Ga1n Adapt1ve Predlctlve Controller

Drscussidgﬁgp the prev1ous sect1ons has shown that the

GMV cootrolP@r s effect on closed loop. performance varles
’ \ o W -

w1th the choice of P, Q and R. In theory, m1n1mum variance

or one. step ahead control glves the fastest closed loop

: i
responSe to set. p01nt or loaq_dlsturbances, with no penalty

on contfol action con51dered in J. Such control is not

1 T :
usually pract1ca1 Calculated controller output igs' .sensitive 5
to the Varlance of parameter est1mates and the. accuracy of i

2

predlcted outputs. Long perlodg of open loop 1dentrf1cat10n

2,

areQrequ1red to get converged est1mates of parameters used
to calculate predlcted outputs, so -that the closed loop -

.systemvw1ll remaln stabler Closed loop stabl111tywmay be

)

affectéd by sampllng rates and may suffer from 1ntersample

3;"’
e

r1nglng

Py

,unacceptably v1gorous control

The latk of f11ter1ng on u(k) usually results in

. By 1nclud1ng a penalty on, control‘ the cost funct1on J is i

-m1n1m1zed to give-a 51mple control law s =1=P)r

4
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Coulk)etw()=y* (krd) |1, B - R

which can be interpreted as a 1/Q control law acting on .

" predicted error, e(k+d). This practical implemen\ation of:

GMV requites: the choice of Q(z”) to get*ﬁhe desired -

control law and the accurate estimation of predicted contrql

error, etk+d).

,Cbnsidérations havé shown that Q(z”)|;ﬂ=0 fs‘a
requ&rement. A simple integrating fqrm given by}k(l—zﬂ) i;
adequagé but involves a direct tradéoff_between speed of’
cldéed Ioop rgsponse and degree of damping as in'classical'
integral ohly'contfol. 1/Q=PI_cont;ol is thehnext logiéal.
step. An'inverse PI structure for Q(z™') gives a variable

ratgﬂpf weighting on control. The effective proportional

actionvgives'faét.response to set point changes and the

integral term dJuarantees controller offset elimination. User

”

'spe%ified gain and integral time. are expiicitly related to

parameters in Q(z”),kallowing for easy on-line

modification.

"For the simple case of proportional- action on predicted

) '

érror, Q=1/\, the GMV effectively gives a,proportionai3

" derivative control law given by:

ulk) =3 lu (k) -y (k+d) ]

=-;\~[e(,k)=]f%mde\(k)]' '
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Using this argument, it. follows that,the use of a predictive

PI-controller: offers phase lead over the classfcalfPI
:

> -

control lawiggg should give better control performance, much

“The'use\of'higher order weighting would give additional

control d€sign flexibility at the expense of computation

’tlme and effort Furthermore, as the’ order of Q(z') is

increased, the degree of- d1fferent1atlon 1ncreases. Th1s may -

not be practlcal for measured S1gnals that are corrupted by

1

.no1se.

Overall performance 1s dependent upon the accuracy of

pred1ct1on and therefore the predicted set p01nt erftor.: For

nonl1near or time vary1ng processes, adapt1ve.modell1ng is

requ1red to track chang1ng dynamlcs. Such estimation w1ll

give better performance by prov1d1ng the control equat1on
with correct values fog predicted output o ‘

| The, use of Q(z™') for welghtlng on control act1on and o
R(z ) for f11ter1ng of user spec1f1ed set point changes

allow for the "control“ of closed loop- pe?fq;mance. Q(z );

'd1rect1y affects how the controller output responds to

-

‘changes in predicted set point ‘error and can affect ¢losed

'loop stabllllty. Set p01nt f11ter1ng affects closed loop

performance gndlrectly, by. preventlng large Aw(k) from

_enterlng the syﬁtem d1rect1y Since GMV 15 a derxvatlve of

'a’ sbep ahead control %&pf1lter1ng of the set po1nt

relaxes the reqp;rement of~dr1v1ng the process output to‘ Afy

des1red level in =d steps a&hﬁs ahlgfs_for smoother %;% .

. - N ¥
R . Sy Sl NI - IR
e Coee e R N, i T ST T N T %
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ioop response to set point changes.

transitions to new operating levels., For larger filter time

45

constants, a form of model following resultsvfor set point

.transients while'smaller values ‘simply modify the closed

The pbove 1nterpretat1on of a 1/Q(z™") control law act1ng

on a pré&gcted cohtrol errbr term leads one to conclude ‘that

‘-GMV is a fixed structuref.yonstant gain control law with™

adaptlve predlctlon used to estimate y k+d) The controller

is not self- tun1ng The. GMV is. adaptlve only in the sense

that parameters used to calculate y(k+d) are recur51ve1y

estlmated and changes 1n the1r values due to changlng model

.dynamics;, tracked w1th tlme.

RS

For the case 1/Q(z )=P1, P=R=1, GMV reduces to a PI,
S :
adaptive predictive controller differing from classical PI.
s ’ ’ @

Acontrol.in two respects. It uses predicted error rather than

current meesured'values. Parameters used to calculate'that
predlcted error are recur51vely updated to account for
changlng pro ess dynamics.
°

3.5 Autonatic Closed Loop Adaptetion of Q(z”)'-.Pl'

Formulation | |

' The use of f11ter1ng for controller output d1rectly
affects closed loop stab111ty ‘and dyn!hlc closed loop

performance. In practlcal appl1catlons, fixed Q(z') is not

i

2.
»approprlate due to the effects of process. nonllnear1t1es on
';,closed loop control When ‘an inverse PI structure is chosen

ffor Q(z1 ,f1t 1ntu1t1vely makes sense that if statlc
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proceés gain increases, controller gain must be decreased to )
"maintain a certain étability margiﬁ. When Q(z™') is fixed,

GMV is a non se;f;tuning 1/Q controlier acfinq on an:

adaptive prédicfed set point error. In ;his wbrk, A of

1 4

(3.35) was unity so that: .

~

qdl=Kc‘

L]

| oo, o ST
Qao=Kc[1 + 71 | (3.43)

For a giQen)samplé time, T,, Q(z7') contains two
adjustable parameters, Q4o and q;; hét aré'expliéitly
related to séecified PI controller aramétérs. Using this
formulatggn allows for on-line modificépion of 0(z™) uéing
conventional tuniﬁg~rules for a PI foﬁtroller.

Forzdemonstration purposes, a clbsed loop adapéive scheme

" was implemented to automatiéally adjust Q(z™') to give.user

specified overshbot for set point transiénts.‘Using a fiied
reSéf tiﬁe,f&=was adjdgﬁéd in response to chahgeslin : @‘
process dynamics or user specified overshoot. Likewise, |
Q(z”') was initialized using fhe Cohen and Coon process
reactipn,cdrve method to deferming effective cohtroller‘géin
and reset fime. Refer to Chapter 8 for a discusgiomﬂprthat.

algorithm's performance. - | %
_ . T %$
. r ! ’ %’> |

5
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3.6 Feedforward Compensat1onf

‘

The process model glven by (3 1) 1ncludes a term that

" \

accounts for Qhe effects of a; measurable dxsturbance on open

o ‘,

-loop dynam1cs»g1ven by:

L(z )z % (k) o ' ’ (3.44)

“’\

U51ng the same prguments as 'in sect1on 3. 2 1t can be showm.
N
that the predicted output equat1on (3.12) becomes°
e

3

U (k+d) =Eu (k) +F 'y (k) +Hy (k+d) +G3+GE (K+d) +GLv (k+d-q) = (3345)

From (3.45), feedforward compensation is simply the
accounting of measurable disturbances and tbeir'effect on
prncess ayhamics into the predibter equatipn. Note that for °
(3. 45) to be fealizable, the condition qu must bezmet or
predlcted outputs will be a functlonsbf future dlsturbance
terms which are not known. There 1s a correspondlng 1ncrease
in the number of parameters to estimate whlch will 1ncrease
the number of updates of 8(k) requ1red for the adaptive

mechanism to give a converged prediction. The actual control

- law is unaffected'and additional measurable disturbances can

be included in (3.45) if available. R
As-mentioned‘}n sectiqp 3.1 .the assumed delay of measured

disturbances must be greatef than or equal-to'tnst of the

manipulated varieble'or (3.455‘wiil not. be realizable since

"future" measured disturbances are not available.

.
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3.7 Certainty Equivalence Principle
The discussion in Chaptef three has dealt with the
. subject of controllerﬂdesign and cﬁoice of discrete filters
for a known process model given by (3.1) and (3.2). For the
implicit GMV, the p:edictiQezequatioh was derived.és:
{

»

CY(k+d) =Eu(K) +Fy" (k) +6+GE (k+d) O (3.46)

which is a weighted pfedidtion'of fqtute process
measurements based on.informetion'ep to and including time
k', “ | |
Ip‘practice the true parameters of the assumed model afe
unknown and possibly time-varying so that they,muet be |
approximeted on-line using eqﬁe parameter es;imétioh
technique. THe'Certainey EquiValencelérinciple involves the
;assumption that'thqse‘estimated parémeters are the "true"
values'and.cah be directly used within the adaptive
‘predicﬁive scheme. For implicit control, the unkeown ,
‘parameters of E(z""),F(z"') and c(z™) along_ﬁith § are
estimated and éhen ueed to calculate an approximate value
for y(k+d) given by: o
B , | o v | Y
Dk+d)=Bu (k) +Fy" (K)+Ry (ked) +b+e (ked) (3.47)

where E,F,H and § must be obtained from the followihg

regressiop model:

¥

v
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f(k)=Eu(k-d)+Fy'(k-d)+8;HW(k41)|,_r,+2(k) - (3.48)
.Rew:}t;hg (1.48) in vector canonical férm as:

DO |ueg=x” (K@) 0D 48 (k) - (3.49)

w(k)|k1=x0*<k-d)éo(k)+éou(k—d)+a(k) - . (3.éq)

where

7
6(k)=[e,, e, ..., B0, By, E 0 CiCyyee.,C

x(k-d)=lu(k-a-1),u(k-a-2), ..., ulk-d-nE)

er8,8,) (3.51) -

Cy'(k=d),y' (k=d-1),...,y' (k-d-nF), |
‘Z’gk_)) lk-a-1 00 (k=2 [y gz e oy W (k=1=0C) | 4opemis

1,u(k=-d)] , . (3.52)

and

nE=d-1+nb .
* nF=ni-1

ni=max(ha+npd;ncfnpnfd+1)

defines in a compact notation the identif}'étioﬁ problem ‘to
be solved. In subsequent diséussions, x and 8 will be

referred to as the input/output regressor vector and



estimated parameter vector, resbectively. g
The actual 1mplementat10n ofeGMV u51ng the estlmated ..

}

predicted output becomes'

»

R (k) =9 (k+d) | ,=Qu (k) o - (3.53)

where ¥ (k+d) |, is determined using x(k) and 8(k).. Note that

x(k) contains the unknown value of u(k) so that J(k+d)|, is

not expl1c1tly calculated until after (3.54) y1elds the

current controller output. | ‘
[Rw(k)-x",(k)B,(k)]

ulk)= = : : ‘ : .'4
u(k) [e,+0] — - (3.54)

o 3
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4. On-Line Estimation Techniques

It was shown i# sectibn 3.6 that some. form of parameter

©
estlmatlon is requ1ved to estimate the coefficients of
5

polynomials.in the implicit prediction equat1on, (3.14),

which in turn are a function of the process model (3.1).

; a
Because many process plants are nonllnear and time- vary1ng

th chosen estlmatlon scheme must be able to track

varlatlons in process dynamics over long periods of*
*

operatlons 'f”
Most aﬁaptlve control scheﬁes that use a parametr1c model

a4
repreSentatlon usg a recursive form of parameté? estlmatlon
*&\ Yo

~update koown as least squares (RLS). In this chapte; the

pra

; tieasﬁ3sqma%es algorxthm will be preSented The common

iy

“oproblems‘as%oc1ated W1th its practlcal use will be

Fey

3

K summaflzed and many of the ai hoc solut rons“presently used

-td ovetcomeﬂihem, rev1ewed ‘2=

,“fa W

Ve A new‘"Improved Least Squares" (ILS) algorithm by Srlpada

and Fl@her (1987a,b) w1XL be dlscussed that solves many of

j‘numerlcal propertles of the RLS algor1thm. Practical

the aﬁometpractlcal problems yet still maintains the

-

B gu1de11nes f0r dts use are‘also given.

‘?1nally, thexcondltlons requ1red for the removal of
pred1ct1on offset will be summarized.

‘-A‘detalled discussion of recurs1ve least squares

identification including its derivation, practical problems

‘and current solutions is provided in (Fisher and Minter

L) : - -

1987).

51 .
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.. 4.1 Recursive Least Squares Identification (RLS). ,
. ) N B : R ot ‘«'\ "‘ ‘ .v o oo | ‘s
B SR ¥ 1 1 RLS Formulatlon.4'; S : %J ’
@;lei Wlth:%ecur51ve Least squares - 1dept1 1cat10n, estlmates of ‘\«

S ‘v_dv.°9 of (3 49) are-calculated everyusampilng 1nstant based on .
R *Qprev1ous estlmates aﬁd\the ratest measured I/O data. In - = *
= ‘ practlce, RLS 1dent1f1cat10n allows for the spec1f1cat10n of‘

Y-»,)‘-;“H( initial estlmates for B ,diven: by 9(0) Theserlnltlal

°":}eesskmates may be determ1ned a pr10r1 u51ng off llne

g —-.
' ;modelllng proefdures.,;_ - . | ;
T ; L The least squares method of solutlon for (3 49) is based
f.on the mqnlmlzatlon of the costlng functlon.-. : AR
’ - N C : B s o “' . 0 - . ..:’ . ¥ ‘~
gk oLy (k) =X (k) 8(k)]%(658(0))P(0) " (6-8(0)) - (4.1)
ST AR AN v .
*where the second term ‘of (4 1) accounts for the error in
. | -6
assumed 1nf ;al estlmates. -The in1t1a1 ﬂagnltude of the
Ot W covarlance matrlx, P(O) 1nd1cates the degree of uncertalnty
““fln the 1n1t1al parameter estlmates, 9(0) -~i2‘ L . '4\L
. ‘1’;* ‘ C~"'”a ' ‘ i T & RN
The RLS algorlthm 15 glveh by the follow1ng updatei N L T
) . N . P /’ 4‘ et - » B A Q
s t ; ¥ "[ .
VAT EREE S a(k) 9 -1 LX - k X (k)9 k-1 4,2) - .
S T ( ) [1+x (k)P(k 1)x(k)] [y( ) ( {] (“’ ):7’,Jﬁ
= S R o : - S i'_ “ ‘:\
N e R ‘ ek et
o o e ' '
/ . T
» .A '%‘ v“’ 4 ) @
| BT R
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o P(k-1)x(k)xr ko L o
P(k) =R (k- 1) - KIBL ) | SRR J
o (R P(R-1)x (k) el e

o ~‘ " ) §‘ .‘ B » , : .- . ‘ . . 4 ] . .»
where y(k) is assumed to be given by:
y(O)=x"(k)O(K)+E(R) O (4.)
- The least squares algor1thm presented is one of a number

of parameter estlmatlon routlnes whose recur51ve update

«

“ftakes the‘form of (4 .2) . RLS w111 glve unblaébd est&mate-’*'

for the parameter elements of ' prov1ded that (4.4) 1s-|ﬂu‘“9

' satlsfled and E(k) is an=unCoirelated‘sequence of terms with
. e -4 e * . : . .
I " . 2 .
~ zero mean and variance o°. - R e,
S TR o B

s - : B P . . . : - o
. . « ] ' -

o

4 1 2 Summary of RLS Problems ‘and Current Solut1ons.m

: 5\ vThe ba51c RLS algor1thm~w1ll asymptot1cally glve unblased

. estlmates for 0 prov1ded that: L.

) ‘&"P. » S 'tlng _. T ] N
. K }.'tu _; .
£ 5
i

R @ e T e
. {process model struqture’ii/correctly assumed. -

. s s )
2 _the n01se term E(k) is uncorrelated Wlth measured

A - 1/0 data.‘ -
7,Ebf R 3. measured I/O data is per51stently exc1ted

'm In praﬂt1cal appl\catlonsv v1rtually all of these cond1t10ns

‘l’are v1olated to some degree. Many controlled plants areﬁf | , f{

- :dlfflcult to moﬂel Ad therefore model structures are ozé' ,J‘

approx1mat10ns,-and llnear at that. Rﬁapt1ve controller

PRSI M o ? .ﬁ'u L
o é;f*d‘_SUCh as the GMV are a COmblnatlon of feedback control‘f%w‘ = G

e . . . s : ‘o

¢
¢ -
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' | .
.become correlated with controller output due to feedback of

™

corrupted process measurements The resultlng est1mat1on

errors are therefore not 1ndependent of measured I/O data ©
and so bzased parameters estlmates should be expected The £

‘ﬁ%m1mary objectlve of most control schbmes 1s the regulatlon
of sdme. planfﬂoutput about a- de51red set p01nt at steady

4;state. This fe5ults 1n a-lack of pers;stent exc1tat10n in
measured I/O data whlch can result 1n fa1lure of the RLS

' algorlthm. e o,

Other problems also arlse due to the ef?ects of f1n1te

4

;aaword lengths on numer1cal cond1t10n1ng ‘and algor1thm1c
stab111ty The covarlance'matrlx can become non- p051t1ve
.def1n1te, a theo:etxcal 1mp0551b111ty, zpen parameter
-estlmates converge ‘and Tr[P k)] becomes small. Large time
'delays and fast sam@iﬁng times can make the condltlon anber'
of P(k)‘become very, large, resultlng in’ poor so}utlons for *
b@. _ _

gﬁ The 11m1tat10ns of the RLS algor1thm in 1ts ba51c form

- @

are llsted be long w1th the technlques currently used
“to overcome them. Refer to (Flsher and Mlnter 1987) for a
more detalled dlscussaon and 11terature review.

K : ) ) . 's . i A R o ) o ) ’,‘o\
. . }/v/ ' o ) s E T
oA AP . . . '_ N

B T S |
‘f@ﬁBasicvRLS‘Algorithm. fﬂ;“ ;ﬂ,.b o c

»
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, . e . ' . v
;'formation of a,negative‘definite-P(,,
19735' The negat1ve deflnxte problem is due o the.

Solutiod:.

¢ AP

effects of numer1ca1 round off errofs durl g long

perlods of steady state operatlon.

v
g

Discount old 1/0 data by using a forgetting factor

- X(k):tO‘pfeventvP(k) from'getting too smaii

';accuracy of sql* 1ons (Potter ¥963 Blerman 1976) Lo

(Clarke and Gawthrop 1975) ‘use spec1al 'f

| factorlzatlon techn1ques for P(k) to.minimize the 0

”

effects of numerhcal round off errprs ‘on - thet:r‘

‘.:982) suggested the add1t1on of a

a1 ¥ L |
T 3 A . PR _ -
';Prdblem;‘ Fiied fotgetting‘factors witﬁ valﬁes'%1'result ith
.exponentlal gngwth of P(k) durlng perlods of low.
: excﬁtatloni(steady state) Large covarlance Juf;
- }’*matrlces?ean result in unwanted parameter df1ft‘?A“f
. '&": and_sensdt1v1ty if changes in process cond1t1ons.. ?5
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o “Se"-lUti"on:‘Use a varlable forgeH:mg factor whose value is.

U'based on the .amount of - 1nformat10n content
. '-‘fenterlng "the 1D problem (Fortescue 1981) Dur1ng
-, periods of low exc1tat1on, )\(R)-ﬂ Thls ensures.,

. for' the stochastlc case, that P(k) will not grow

s eiponentially. S , ,_ \
S | - . L
"« . _RLS with VarT&bke Forgetting Factor ')“(k.‘{» .
v e '.r ~’ - “ v
".wﬂenweasured I/O signals are corrupted ‘by n01se,

R ‘
vTr[P(k})] caﬁ%tlll gr.ow exponentlally Fortescueﬁ‘

_algo-rlthm w1'11 g&mtaln )\(k)<1 smce RLS s

K 4

estlmatlon errors\wﬂ.l neven b‘l‘exactly ze\to due

: B ¥el
o o _ to n01se. As a result 9(k¥w111 'drlft wnlch can
. R
: Lo lead to burstlng phenomena and poor close?loog‘“
' control (Anderson 1985). _ .
7] \ v
g\ o '
: Solutgon: Place hard llmlts\ on Tr[P(k)fI and use covariance ‘-

»resettlng t’o ma:,(ntaln boundedne§s. Remove

‘ J fmeasu/rement noise ﬁléh analog f11ter1ng of y(k) ,
.Disable 1dent1cat10n )vhen process” I/O dat;a is
) .‘predomlhantly n01se.
. : T éﬂ:é) o N L . . o
e e , e : e - . Ny . . o
"~ Any of 'the above: ot D : . f \ .

¢ R B "(‘ j -~



- Problems: Correlated noise sequences resul in biised G‘Qk’) .
A Selution: ELS Ff’anuska, 1969) GLS(Clarke 1967, . v @
Hastmg James and, Sage 1969) used to 1dent C,‘z )

Thls requ1res anistlmate of Ek) whlch is. unknowh

" and generally E'stlmated using, h1gh pass f11ter1ng

Problem: Biased 9(k) due zero mean'~data. Requ1res
' \ est'imatioﬁ ef thé‘ hﬁ."zeYo steady state mean
. . "‘ ‘
output,‘ a. The "]1 in the data vector" technlque

_suffers from practlcal problems related to poor o S

. o condltlonlng due to the re,l%y large magnltu’de
_"of 4. RﬁS can produce unwai’rt‘gd Varlatlons in G(k)

due to the effects omhm’easured s}'{p d1sturbances

»

,‘enterlng the system. ‘_ R

-

f .
‘S {iﬁi "’%e,,;ndependent estimatxon of the means “and

»

,f . . | : ‘

. Any of th,e abov P e e N T
¥ ™ ’- - L SRR P ¢
. . o .d' . tyt , ) ', B : . : . s ;.' . ‘ v . .

3

N - g .-

o g . C . ! . - . -
[ . . . ¢

?fobler_g‘; .Lack_o‘f:per’siis_tenttly éxciti}g.measured I"/O signals : - :

RIS
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vl '

cresuits in randomndr fting of'a(k) ébmefﬁges into

R

w L B M
- unstable regions, whlch can result in bursting,
“"«..H{ . o a ,‘...f\\ )
~ h 1.' “1’ ’ - ’ ' .d‘ ’ ‘ B
' | * i ) )
[ . ¢ ) N ‘ X . ) . . Rt I ) . .
" Solution: Maintain excitation by adding external ‘pﬁ

i

perturbatlons or dlsable 1dent1f1cat10n when no
J

,useful dynamic 1nforq‘f1on is present 1n I/O

‘51gnals. Usecfgltérlng tf remove no1$e from I/O

e

o Slgnals to prevent parameter drlft. L.
Any. of the above: : . ' A T,
# e o :

' ‘T‘q » . ; - ,

‘L?r‘ob_lem: 'Large process t1me delays plus fast sampl%“‘
ters

,results in poor condltlonlhg and morq, para

1 . )
to estlmate. - ) .

o _ oo St .

Soluiion:.Careful gelection o

. c e . o o .
identification. S . : .
: ) - T oy '
-y Y ’ . éﬁ‘ T 4
; .

s,

From the previous dlscu551on 1t should be clear that ‘one

»

,»of .the most 1mportant pfoblems assoc1ated w1th RLS is- @ts

_cont inued use w1th nonper51stently exc1ted 1nput 51gnals and

1

‘the p0551b111ty of burstzng The . 1ncorporat1on of such an

1dent1fxcatlon'algor1thm within an adaptlve contrgﬂler ou d

. Ty

‘ .

3

K}

'result in suddenrunde51rable closed £B$p perfagmance and

[

’,",
A

EY §
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RO A

* L.i'\ﬁf{a tv‘ . . T N Py

" possibly 1nstab111ty.‘ |

;;if Whil¥ the use of an external S1gnal to sat1s£y conditxons

for per51stent exc1tat1on 1s a p0551ble\§B$ﬂtlﬁh it 1s not
‘& o Lg!”the most desfrable alternatlve. it would be more de51rable
y - to Aincorporate some’ type of ON OFF cr1ter1a 1nto the RLS

90 1thm Sb that 1dent1f1ﬂatlon would be d1sab1ed when the . 4

s ' SO . . . e
. . . : A : : . .
v : . « : Wl g . : [ a3 .

- - A M*Lw«ujﬂﬁyzﬂ[ o SNt S
) KL 2 Imprcved Legst Squarps (1LS) - ‘ ;

‘iﬁm JAn 1mﬁroved 1east squares‘bILS)aalgorlthm (Srlpada and _“A'
' ' | ‘Fisher 1987b) for recur51veuparameter estimation addreSses

o the prgbie > 4 1dent1fyhng 6 dur1ng periods of: low

eXCitat’ch} ‘e ILS scheme 1ncludes"an ON- OFF criteria that
dlsables update of 8 when x(k) is not pers1stently exc1ted
and thus prevents p%fameter drift and burst1ng, a var1ab1e :

' Ly forgettrng factor that malntalns Tr[P(k)] at ar user

'R,A é%ec1f1ed value- fllterlng and normallzatlon of I/O data to
g’v i '1mprove accuracy of-9(k) and scallng of the 1/0 regressor
%ﬁiﬂ'” s vector to mlnlmlze the condltlon number of P(k). o

| ,; The ILS algorlthm retalns the eprnentlal rate of |
;//,;g “h lconve‘gence of G(k);to 6 and is able to track slowly t1me .

(\2 varylng processes due. to 1ts constant trace feature. | ‘fﬁ
“*" Internal checks onh numerlcal condltlonlng are performed that ’

4 ®
L4

1mprove\overall performance of the estlmator.
. . ’ N

K ' " ’ '
o . S A { . . :
. . ; L i . . ) .

1
i
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4.2, 1 Important Propertles of ILS
: g& The 1n1t1al data condltnonlng steps used in this
| ’ algor1thm are a necessary part of any 1dent1f1cat1on scheme
in merov1ng numer1cal condltlonlng The scal1ng of x(k) can

L A'p be used to m1n1mize numerical ill- cond1tlon1ng aﬂd the!.%ore

"ﬂffC@ﬂTabe solutions.

The constattq&rade fedture 1mplemented by. vary1ng the

' tt}ng avo1ds Ehe need for special "

B . K

: . . . e ) . tl‘ *‘ ¢ v ’
Do ek ﬁwﬁﬁaﬁborigatlon techhﬁgues to guara%;ee pos1t1ve definite
’ e L,S,p “\ o

»

e - 'P(k}. The.u can effectlvely modlfy the algorlthm s

expense of“hzﬁ*er varlance in 9(k) for the former case. The

. "problem of”u&t&mator turn off 1s a&gvded and the need for ad

hoc's utaons such as'covar1ance resett1ng avo;ded
. ] r..

..ﬁﬁﬂ', . d% § OFF cr1ter1a can solve the problems of parameter

oA ‘s:
/‘-"" «

¢ ar ;fn stxng due to
ta i‘ o‘,-'v -
nonper stentty gxc1tyng

Lower bound"&f |[P(k-f')'x(k)|| a
- : ,.6 ‘I
e o the ILS algor1thm wlll only allow parameter estlmates to be*
! (gu o AEES £ v
. . updated if enough new 1nformatxon is present and the problem

t1nued~1dent1f1catLon w1th

'ign ls. US1ng a. user spec1f1ed

an upper*bound on C[pP(k)],

is not ‘tbo i11- cond1tloned. RS ¢
, . po T 5 .
4.3 Rejection of'P;ediction Offset ' ‘ : : ﬁ

In the 1mp11c1t GMV scheme the most cr1t1cal requ1rement
for the recurs1ve estlmatlon scheme is the ‘gac predlctlon
of future process outputs, at least asymptotlcally. Exact’

'pred1ctlons durlng tranSIent responses are1!;ly poss1ble



. M '
. .
v . . B . . '
' . :

* »(“ ,'; ' . 61 .

when the ‘exact process model is known, noise is uncorrelated

and the plant is not subjected to ‘unmeasured disturbances,

ie. simulation stUdies. In practlcal appllcatlons these

: A
fac or's deqrade the,performance 'of any identification

8cheme; In particular, feedback of measurement n01se,results
¥
1th subsequent

in pred1ctlon errors which become c¥rrel

caléulated éontroi's{gnals. Likewise,

dlsturbance ”hf not estlmated result in predzct1on offset.

Foaip

“Th1s section addresses the problems of load reconstructlon

\

and the a- pr1or1 est1matlon of nonzero mean noise.

= N
3 . . ‘ \\\ .
. g

- 3 . ’
4.3. 1 Load Reconstruct1on' 2

-

Cond1t1ons requ1red targuarantee the removal of

~

‘R

L ' e
controller offset wére summarized in Chapter three based on -

“the assumptlon that y(k+d). was exactly known at tlmeustep k 5

.»However, in practice the disturbance term is not known and

.

hence must be estimatedw Consider the block diagram in’

F1gure 4.1 that 1ncorporates the predlctlon equation (3.12)

1nto its strucnpre.

I . B L
. ..
“f
The closed loop equation for this system iss g .
T | . . it .

| . 4 o : ‘ d.¢ 7.. ,
'y(k)[(Q+%)Az = ]=Rw(_k)+‘z',-(?"Q°Lx(k)-Ga' . (4.5)
.d . . - o ’

O — N

. )
’

where x(k) C(z )E(k)+d 1g order to ellmlnate predlctlon

offset, i.e.- ensure that: T
S . B



Fig. 4.1.Block Diagram of GMV Control Law-

d.

lim,_y (k) =F (k)=lim, wik)=w(k)

e

vy
)

The steady state closed loop equation is written as:

.

)+E( 11)&&1)

Ej1

e

LI

5‘[(950

. . AR . . : - ¢ . .
From section 3.3 the conditions for removal of controller

B1)

,bffsef'were{

1.

2l N

) .

0(1)=0.0

©R( 1’)=P('1)

‘s

L

»

o (kd-1)| II

‘ © 3K
< H%?~?
Y
SN
d
n __w__
e(k+d) 1 u(k) <*L
Cdk) — R : Qoo [ Process ey (k)
\ o | -
3
.-
{ﬁi E-eo
&*‘ P ! »
A = Y —
. ‘,»‘ ! '
_.Cf(k+d)'; Q- g— =
. . T Py d '
— H
u\. 'y

d- G(ﬂ)a

)]me LE(1)+0(1)

B(1)

¥

62

-

(4.7).

A

e ¥

b Qo ey



‘Substitution of (4.8) into the steady state ciosed loop

&

equation gives: L
S(ECOA(T) F(1) B(1)a orna -
Y58 Pd(”] =R( 1)w+Bma\.G(1)\a (4.9)

/ .

_The last term in (4.9), G(1)d is unknown but in order to

satisfy (4.6) £(1)/B(1) 4 = 8 1mp11es that an exact. estimate

< of G(ﬁga is requ;red{ The second'cond1t1on is that:

E(1)A(1) . F(1)

B(1) B () R (
or , |
G(1)A( 1-)fgd((‘1)) =R(1) T | (4.10)

_ Comparing (4.10) above with (3.8) showé_that this

relationship will be satisfied since R(1)=P(1).

.

. ‘{- . . "“ )

4.3.2 A-Prjori Estimation of Nonzerp:?ean Noisﬁ'

we1ghted output term -

/

’\ihe exact prediction of the futur

Pydk+d) is given by (3.12) and repeated for clarlty as:

z - -

¥(k+d)= Eu(k)gk L (k) +H(k+d)+GA+GE (k+d) . ‘(2.11)!’

N

u51ng ;; S Zq'

¥ (+d) | =0 (k+d) [ -GE (k+d)

-




\ .‘ . . \':v"‘ " ‘ ‘ .
| R The calculated prediction, ¢' (k+d)|k is based on est1mates -

: w0 of E(z') F(z ") and H(z™") and 'G(z™)3 obta1ned using some

least squares estimation scheme on:

sb(k)|k_dsﬁu(k'-d)+%;—y(k-d)+ﬂ¢(k)Ik-d‘+Gd+GE(k) ‘ (4.13)

L ]
[ YISO
» oyt
B {“F il

= . 2 -
;Assumlng tha¢ exact estimates for E,F,H and Gd are

:ava1lable, (4 13)‘can be wrltten in vector form agy 4 {
g . Py(kY=6"x(k)+e(k) L (4.18)
. ' : . ;’hp . e ‘
By . & . ’
Y ¥.  where %(k), the prediction error will be equal to G£(k).
A . - order to eééhre‘that péraneter'estimate% will be unbiased
C
) e(k);}ﬁst be approxlmated prlor to parafieter update at each O
time step by e' (k). Note that &(k). is the.mean value® “of ,
e(k), the Pf?%iCtiO" erroL, givén by 2
e(kJ=Py(k)-8"x(k) -~ R - . (4.15)
7 ‘Note that e(k) is unknown ‘and must be estlmated TWO & AN
H PR .
a .ﬁz‘:ﬁ posslble solutipns are prov1ded
A Y ) -

’ s ‘Eév " o T ‘ B v‘."_"‘ ot - - | ,
e o S AR R P Y
f,&*Assume that e(k) 0. ,és:.;?iﬁff coe N iyf A

k . @ : . S "' - ; . . v .
SEN Esb;mate e(k) u51ng p?ev1bus predlctlon errors. This
,'%Aéﬁﬁ would 1nvolve low pass flltenlng of prediction errors
}. - '}; v | R Us‘l‘ng: . Lo " 3 e . 'é\
\ ) )
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& (k) =8 (k=1)+(1-8)8 (k) . - (4.16)
andﬁef(k)sé(k)—é(k) would be the estimate for Gi(k). Note
that if Béb then e'(k)=0 which corresponds to (1) above. The

adjustable parameter, B, is a f0rgett1ng factor. Durxng long

per1ods of steady state operation when prediction errors are

-

due to, measurement noise, a f value 0.990-0.999 is
recommended This range is ‘not appropr1ate when predxct1on
errors’ are due to actual changes in process dyndmlcs,
however,  since if B=0.?99 + e(k) ;'é(k) which will prevent’

parameter updates.

A

. 4,4 Use 'of Mean Deviation Data - Implementation Details

3

. This section summarizes. important implementation details

/

related to the use of zero ‘mean dita with the positional

imﬁlicit‘GMV used in this'work As dlSCUSSéd in section 4.2

,the use of zero mean data in recursive least squares

/
identification 1mpnoves numerical condltlonlng and allows

for faster rejection of unmﬁa%Ured disturbances. Drifting

'?'&~,tedgﬁYgqu f‘i SR S { l‘ . oy

disturbances can be 1ndependent}y est1mated thereby

estimation technlque such as the one in the data vector

@

“ - Y
decrea51ng unwanted varlatlons in"8(k) by u51ng an R

-,

w

Pl

4£€E§éy stdte b1as is removed from I/O data prior to

' 1dent1f1cat10n 50 that the zero: 1n1t1a1 condltlon assumptlon

of (3 1) is“not v1olated and 3 1s not 1ncluded in 8(k).
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R 4.4, 1 Modd fieg Pred1cted Output Equat1on .
‘">Conside£zthe7?1ﬁ3ar process model' o 'sf ; y
—_— ' Afz”)y(k):B(z”)u(k)z?fC(z”)f(k)+a‘\»f | ,‘ ‘ «“4&F75
TR O e - B
:.HT o 'iwhiéﬁ‘ae'steady state becoﬁes;,' ':M ‘ s KRR
L , Lo E . R L

| The d.c. . b1as term 1s ellmlnated by subtract1ng (4 17). from

18) to glve'~A Co . : )— s o
s . - ;-\ \H

]
-+

(u-0) 2 *+CE (k)

1 ..A9.=Btlzfd+wC.£(k) o ‘ o C (4.19)

- o The process model (4 1§5 above can be used in exp11c1t
, N s
AR control schemes or used to derlve‘a modlfled pred1cton

<,

;equatlon sultable for 1mp11c1t 1dent1f1catlon as follows.

: ' _ e ’
Multiply (4.19) by p(}")z" ‘to yield: — 74
Py (k+a) =Ra (k) +52 E(k+d) e k200
* Y . . | " : ‘ J
N PR o
" Now multiply the Diophantine identity: . - ‘
ST ; RGN A ‘ -

PC= GA+adg . where G=
a

-

U)N?J
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| S S 8T
) by £(k)z and substltute 1nto (4 20) to gﬁve- ;_“
. ' ;;’ VM~/ o T' ' :G' A
e Py(k+d)-—0(k)+ x(k>+éz(k+a o
,,,,,, K ' S
| ~or upon sdbstitution of ‘(4.19) for £(k).
T ' ' K { R ‘ v
. ) T : ! ' > . v ~\j‘t . ) - \
- py(k+d)— 0(k)+—-—-f—[Ay(k) BD(k)z ]"‘*GE('R‘;!-d.); LT a2y
(. A . f* . ) " .. . . c K
Equat1on (4 21) cam be simp11f1ed to yleld the predlcted ¢
dev1at10n in welghted process measurement from some future
{ average vaJue. /. |
T / ' P : SRR ;
CAg (k+3) B0 (k) +5-9 (k) +GE (k+d) : (4.22)
AR » o 4 . - : . i
;S ' ’ s -
k / . ooy L - ) S
. The formulatlon of (4. 22) allows for’estlmatlon of E(z’),'
F(z ") Shd ci(z") with* no risk of . b1as ‘due to nonzero steady
- ‘dtate Yevels. For estlmatlon purposes, (4 22) -is rewr1tten
’ - as: // . | ‘
S, /’ . “ .
% ,‘ . K :“’1 '.
AR | amB0(k=d) +E=9 (k=d) +HD () [ Lo jta23)
“ / ‘. . ' . S : et // :
- A ) : )
ﬂ,///so that the actual deviation is: ' B
. - \ 4
o )/ WK ] a=0 (k) |+ GE (k) . Co (4.24)
o R Y S S ’

"AS outllned 1n sectlon 4. 3 values for GE(k) must be

(/;proxlmated sa that parameter est1mates w111 not be blased
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4. 4 2 Calculat1oafof Absolute Predxct1oﬁ“

When zero mean data . are used for 1dent1f1cat10n in the

-

1mp11c1t GMV the data used in the I/O regressOr vector - N

.(ﬁ(k -a)v.., §{k- d)...,W(k 1)) can not be used to dlvectly

3
e,

calculate the absolute predlctlon Y(k+d).

\It can be shown that: = SR " s \ ;
| Do o oo
_ . | i o
\D(k+d)|k k+d)|k+¢/(k+d)|k o " - . (4.25)
\ 3 ‘. . '. ‘.'.
‘where : . o N . N .
7 (k+d) |,=P§ (k+d)= £ (k) +ET (k) +HP (k+d) |,+Ga ©(8.26)
N y . =, ¢ : . . :
. B . L T a4, . .

°
~ "

and’ Gd 6 is the load term that must be approx1mated to
) guarantee rejectlon of predlctlon offset. Slnce w(k+d) can

)-
be calculated using the same’ 1nformat10n in the 1/0

'fegfessor used for identification, w(k+d) can be determined -
by calculation. of \l/(k+d)|k and summatlon w1th @(k+d)|w

There are two optlons avaxlable for the calculatxon o

of w(k+d)|k»,

1e-. vw(k+d) can be determined using:

o -

7' (e+d) |, =55 (k) +BT (k) +HE (k+a) |, +8
- 4 ~ o v

@0

~

ﬁﬁére 8,.an estimate-of;Ga, is obtained using a-priori.
. ‘ : . - , L
estlmatlon'

~ ' . : Lo

6(k)ik,—W(k) w (k)|kd - A (4,28)

4
“
N
) ‘

‘This option is in theory the correct method to use but
: N .kf S, . N : v

AN

Va .



.

would requ1re con51der§ple add1tlonal storage and
N

'\\ Aq computat1on to ma1ntaan vectors of flltered mean data,

"periodigg'

¢ \
plus the load reconstruct;on step (4’28) to guarantee

’ v “ i 7 . P
f’no offset. . Ty P S _h:::> 0

”2; The second method ‘an approx1matlon, is based on the

©

assumpt1on that w(k) changes very - slowly Therefore,':
' (k+d) cap be approxlmated by - @(k) the actual value
of the welghted average process measurement. Us1ng thlS

| approx1mat1on 51gn1f1cantly reduces computatlonal

K

requ1rements and e11m1nates the need for load .

reconstructlon since: w(k) contalns unmeasured

dlsturbances. The trade- off is the degradatlon in the

<

o qUal1ty of absolute predlctlons during translents when

" the assumptlon that w(k) = W(k+d) is weakened.

Preliminary experlmental runs 1nd1cated that the

A

~approx1mat10n does POt 51gn\i1can§ly affect performance. in.

pract1ce, the forgettlng fackors used for mean est1mat1on

are = 0.75 to 0 -9 (window lengths of 4 10) and, as a result'

-

calculated means do not change a s1gn1f1cant amount over:the

. '~x

’“dﬂ steps. Clearly if a process has a very large

transpod%‘&f&ay, method 2 would not be val#d, and ¥(k) would

* have to be predicted u&bng (4 27) and load reconstructlon. .

It should be noted that in all of the experlmental runs

performed in thlS work, process measurement no1se was
assumed to. be random 50 that C(z )—1 Based on initial open

loop runs for both pllot plants used in this study, it was

observed that process mea5urements exh1b1ted only random

¢
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. AR

. variations about mean levels. o SR . , ‘ ,' ‘.Aﬂ
\ ‘/\ I E A T * R ' . /\ 3 :
- 4.4.3 Calculat19nlof Controllertputput ' . . ' ‘
The control law equatlon (3. 18) upon subst1tut1on of the

expre551on for V(k+d) bepomes:m

;. £
i.
v . . . L o - 3 . -
Qu(k)=-[F" (k+a) |,+9" (k+d) | J+Ru(k) o o (4.29)
' or using the approximation for ¥’ (k+d): " |
) _ r
——[w<k3+¢ (k+d) |, ]+Rw(k) o | (4.30).
N ' j - . | . - ' “'t'.,
T . . S - N . B .
= Noting that w?(kfd) is itself a function of o(k), ie.:

;

@'§5+a’1xgﬁ2§&1“+(E'eo)ﬁﬂk)‘H¢(k+d)Ik+ 6F (k+d)+eyn(k) (4.31) -

wﬁepe g(k) is given by: ‘
alk)=u(k)-G(k) |
or upon substitutiqﬁ of (4.6): N
k) =u) AR BR-1) =00 () Tul)
A=A, (D Tu(k) -G (k-1)1. o (5.32)

L
. o . L o . v
Equation (4330)J030ﬂ substitution of (4.31) and (4.32) can



.

v

' spec1fy1ng a smaller 11m1t for Tr[P(k)] and more ‘ Lo

»

' ! . ' ey M . ' ‘ ‘- ;.1} ’ ! : "

o 7 -
be formulated to’ g1ve an expl1c1t expre551on for u(k) as:

uﬂk 2[- W(k)———y(k) (E“eo)ﬂ(k)+ﬂW(k+d)|k

o -GE(k+d)+eo7\ (k)ulk=- 1)+Rw(k)]/[qo+e A (k)} (4 33)
. . . ' A :

The reader should note that thé’calculated controller~
boutpuih;ii) in (4. 33) may be- sensitive to changes in A, (k)
depend1 g on the relative magnitudes of q and eolk). .

A partlcular ‘problem related to the use of the calculated

R

forgett;ﬁg fadggr k(k) from the ILS algor1thm in estlmatlon

of u(k) was observed Follow1ng a tran51ent response tq ‘a
)

{
set p01nt change that demonStrated ‘good control performance

{no offset and” sl1ght overshoot) data in the 1/0 regresébr

\

vector qu1ck1y‘approached zero 51nce at steady state

y(K)= y(k) and u(k) u(k) The least squares problem then

- became numerlcally ill- cond1t1oned but due to 1nappropr1ate

spec1£1cat1on of l1m1ts on Tr[P(k)] |P (k- 1)x(k)" "and .

t[P(k)], 1dent1f1cat10n was not suspended As a result ‘the

constant trace algorlthm for A(k) produced forgettlng

\factors that Varled by rela(lvely large amqunts over each
'sample 1nterval These variations in ‘A(k) resulted in random

“perturbatlons in u(k). The problem was corrected by

. - §
conservative 11m1ts on C[P(k)] and "P(k 1)x(k)“ "Phe ‘use of
k(k) from ILS.1dent1f1catlon for 1ndependent" estimation of
u(k) and y(k) effect1vely couples the ldentification with

the control law. 1f the above problem can not be solved
. , L o

1

|

|
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. through the choicé of limits on

/A, (k) and A (k) should be specifie

R TR
he adjustable Whrameters,
using some other

technique or’at’ least bounded by lower limits. o

: ,.; o i . . P v
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"7f§ cascaded control scheme: for one.,

7
\*\afpehlonal computer system and appl1cations

S . Lo ' v \\ﬂ".:

‘ A
5 Preparatton £or Experimental Evaluat1ons :

To petform real- t1me~expgr1mental evaluatlons of adgpth\
conciollers, 1mportant groundwork must fxrst be carried out.

Th1s Chapter\conta1ns a descr1pt1on of the p1lot scale -

. plants used in this work and dlscusses wh they vere "

selected for testlng of ‘the adapt1ve controllers. The use of

- * -« &

#;',a

and the&performance oi the inner loo-*;;5 éabed The g

ma]or1ty Qf the experxmental evaluatlon work 1nvolvéd

&

ftware used,,

are presented: g .
~ . - . .

P
A
a

5.1 Process Equipment “a;p; . | _
Many o{ the 1mportanlt 1gssues in adapt1ve{control are ‘

related to how true plant, processes difter irom the

s1mp11f1ed models typ1cally used within adaptlve control’

schemes. Process models are almost always linear, lower
4 F ,

order approx1mat1ons of the true plant and hence result in

~unmodelled dynamlcs. Addltlonal factors such as unmeasured

4

dlsturbances and process measurement noise compound the
problem further. The two pilot ‘scale plants used 1nfth1s
work were selected because they demonstrate some of thegse

nonidedl features. L B o ¥
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e

'controlgvalve. Temperature was measured using a type. J

I o e 14 :

— 4 o
5. 1 1 Nonlxnear Process - Temperature Contro;;ed Pilot‘Plant
Temperature controlled plants ;re typxcally nonlxnear

because heat transfer coefficients are nonlinear ;unct1ons

- of  temperature and velocity, which results in variable

process gains and directionally-varying dynamics,
5 *=t ’

For the majority of this work, the pilot plant shown in

Figure (5.1) was used. The downstream air temperature was -

¢
controlled by man1pulat1ngithe a1r flow rate past the

' heatxng co1l as. shown, The heatlng co1l was supplied by a {

120 volt autotransformer operat1ng at 6C¢ volt (50%)’or 84
‘volt (70%) output. The air flow rate was regulated ysmng a

‘3.0127m 1D reverse acting, equal percentagé Foxboro flow |

‘ thermocouple 1nserted through polyv1nyl chloride plast1c

(PVC) wall. The- supply pressure of air to the system was -

regulated to 7 kPa gauge. This process was selected because

Ld

it was. h1gh1y nonlinear and also 1nc1uded very slow dynam1cs

- vwhich showed up as bias or drift." ' ~

5.1.1.1 Cascage ControI:Scheme o ' v
In1t1ally the above procéss was to be controlled-
us1ng a simple feedback control loop 1n wh1ch the: flow

-rate'of air was manlpulated to effect changes in
downstream temperature. It nas difficult toldetermine
process steady state gain values due to the effects of a
stlcklng valve stem. Figure }5 2) shows the open loop
response of thls process to'a series of manual incTeases

in air flow rate (reverse actingrvalve). Wrth each

.
'

{J 5 - .. , y' .



| .

\ .
\ ‘ o 75
) B . °

\\‘ Y *
\\“ » »
».‘\‘ L 1
: "
. \ ) . .
S ’ .
M
|—— 0.85m ——— |~ 2.85nm ' |
N S J'_, l"° am=|— 0.6m —| .
TT1 ©TT2 PVC
A - LEGEND .
I ~ ATD.: Autotransformer (60 volt supply)
. o PVC. - 0.0381m.ID polyvinyl chloride pipe
' . - REG - Pressure regulator’ (0- 200 kPa range)
\ S TTi - Type J thermocouple
>
. ; °
T ' “ " L
Fig. 5.1 Schematic of Temperature Controlled Pilot Plant .

increase, the process teﬁperature-roge ﬁp to a maximum
value after which, further increases in air flow_rate
resul;ed in dbé;gasing tgdpefature. Note that the
proéess gaih reverses sign at é:particulan operating .
poinf. With these initi#l runs, the pfocess air supply
pressure was approximately‘30 kPa gauge._ByhdeEreasing
this supply pressure to 7.6 kPa' the operating'range'éf
= tbé process was maintained within a regidnAof positive
. _ N

) S ' : 8
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Fig. 5.2 Open Loop Response of Temperature Controlled pilot Plant (Single Feedback
Loop Configuration)

steady state gaiﬁ., . ; ‘ o
An alternative control scheme wa§ chosen in which
temperaﬁure‘control was cascaded to ;ir flow rate
Qonf;ol. Refer to the block diagram in Figurri 5.3).
'Using,tﬁis cascaded arrangement the sticking valve stem
effects could be removed.from the tempetafure~con;rol
lbop. Details of the experimenté} eqﬁipment'ana

B
.operating ranges are presentetl below.
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EMF

FC

1/pP

T CV

PR

TC

Experimental Eg'uipment‘ ' -

variable autotransformer 0-120 V., with a maximum
current of 10.0 amperes at 50Hz., KVA 1.4.

)

Foxboro EMF converter, model M/693AT-0A-SU, calibrated
for Type J thermocouples within a range of 20-60°C with
a 1-5V. -output signal and built in linearization.

 Foxboro electronic transmitter, model E13DM-SAMZ,

calibrated output signal

1 10-50mA for a volumetric flow
rate range of 0-19.8x10 ’

m/s.
- ,
r

-

3

Ihner, air flow rate controller: Turnbull Control
System's model 6350, fixed PID controller.

- ﬂ o
Fisher-Governor Co., Electronic-Pneumatic transformer,
Type 546, with a 4-20mA input signal and supply pressure
of 138 kPa. . - .

»

Q& i ' } ‘ R -~

*

Foxboro flow control valve,.F§S;1V-4, c-3, 0.0127m 1D,
reverse acting (air to close), 21-103 kPa operating
range. . : ' .

Fisher Controls pressure regulator, type 64—2?§M0.0035m

orifice, calibrated for 0-200 kPa range. ,
v ¥ o

-

Temperature controller. One of either: Fowboro's Exact,
TCS's Auto-Tuning or the A” controller.

" : ‘ K 77
. - :> ¥

it
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Operating Range for Temperature Process Eduipment

Process temperature: 20-60. degrees Celsius. o
Air flow rate: Q-20;10—3 . ‘

N —

s S . ‘
FC Output: 99.99-0% (corresponding to ‘above airvflow rates). g

1 -
. TC Output: 0-100%

N 4
(forward acting control).

~
{

Emf Output: 1-4.8 Volts. w .

3

FT Output: 1-5 Volts. )

-

1/P Output: 103-21 kPa (correspondinéfto above air flow
ratgs). ‘ o

o
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_5 1.1, 2 SIave Loop Performdhce o f“»in P —

For experlmental compar1son purposes,_a 51mple~

.*feedback control 1oop was not adequate becagse the

st1ck1ng stem affecbed the repeatab111ty of results. For

‘a glven controller output 51gnal a part1cular a1r flow

7

;rate could ‘not be guaranteed

These effects were part1cular1y agﬁarent durlng the .

-iopen loop 1dent1f1cat1on tests when a pos1t1ve step o

K

'-change an controi 51gnal was“sent to the control valve,

athe process temperature allowed to approach steady



——

"same reasons it wogld have

LV

£d

state' and then the controller output returned to its

‘orlg1nal value. The valve stem did not return to 1ts :

*

- original position. The result was the flnal steady ‘state

'temperature was. not equ1valent to 1ts orlg1nal value.

The results from 1n1t1al open loop 1dent1f1cat10n ‘tests

o

were not cons1stent and could not be compared For the
%Snen 1mp0551b1e to compare f :

-

the three controllers' tlosed loop performances W1thdut
the cascaded arrangement "This type of operatlonal,

- ..

problem can, not be handled by the type of adaptlve or,

self- tunlng con\ﬁoller used in thlS study, because the

effect 1s ‘a random -event with respect to bosh time and

magnitude. T | ‘ S /.

4

: _ -
' This section’demonstrates theyabove p{éblem‘using;a )

manual. .run with.the'original slngle feédba k loop.

‘FigUre‘(S 4) illustrates how the mandal changes in air

flow rate control 51gna1 (to. 50%) dg'not producé

© R . /.

con51stent steady sfate process m@asurementsr

v

. .
v

Air. Flow'Rate Coﬁ?rol . ' o
I N e _
By hav1ng~the air flow rate controlled by an 1nner__r

loop the effects of valve nonl1near1t1es are effect1vely

removed from the outer loop This alloued the adapt1ve

:controllers to tune based on the true‘process dynamlcs

>

.excludlng those due to the valve.,Flgure (5.5)

111ustrates the closed loop performance of the a1r flow

' control loop for a 10% change 1n air flow rate to/ 20% of

-
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its maximum value. Noée that the true air flow rate
. . » 3 .

ranged between 0—20-'10_3 El—-corresponcfing to a

percentage range of 0-100% dur1ng ‘all experlmental runs.

A Turnbull Control Systems model 6350 PID controller

.

(non~adapt1ve) was comm1ss1oned in the imner loop. PID

controller parameters were determ1ned by tr1al and

3

_error. Unllke many 1ndustr1al cascaded control sohemes,

1ntegral actlon was also used to avoid load dependent
. N . .

-

- ~
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. .
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Single Set boint Change )
offsets. The " supply pressure'of a1r was’ ma1nta1ned at
6.5 kPa gauge $0 that, a1r flow rates correspond1ng to
full span of - the flow control valve stem pos1t10n
resulted in the desired temperature range of 20-60
degrees Celsius. The final controller parameters for a1r
: flow rate control vere:
3 (
Proportional band (%) . - 130%

Integral time . 1,15 minutes o




>

Derivative time, ..~ ' 0.30 minutes

v e

. . - 1

Figure (5. 5)'clearly'illustrates~the«effects of the

t1ck1ng valve stem on the closed loop response. The

4}nteractlon betWeen the 1ntegral actlon and valve stem
results 1n vdrifting" control actlon actlon*zThe run also
shows. that the chosen PID values g1ve fast response to set
fp01nt\changes. o ,h . : |

Figure (5.6) " shons.the performance of the controlier for.
a serles of set point changes through the operatlng range of
air flow rates. The flow control loop 1tse¢£ demohstrates a
var iable. steady'state galn (as expected forvan equal
percentage type valve) and dlrectlonally varylng dynam1cs.

The chosen PID parameters give satlsfactory performance

through the complete operatlng region. . ¢

&

5.1.1.3 Open'Loop Characterization oftMaster Loopﬂ

7 Even w1th the inner, flow control loop this pilot

: plant demonstrated several 1mportant nonldeal features.

'_lee many industrial scale processes, - the steady state
open }oop gajin varies with operatlng peint. In this. .
’work the temperatureﬁcontrol loop was operated using

'
one of two sett1ngs on the varlable autotransformer° 50

or 70%, known as conf1gurat10n5'1 andx2, respectlvely.'
Figure.(5.7) contains the open loop characterlzations
for_both configurations. The steady statéjproceSS‘gain

2 N : - hd

is'approximated as:
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Serieg of Set Poin

I3
.

For configuration #1, the steady state gain was f0und to

vary by an order £ magnltude from 3 to 0.3 at operatlng
temperatures cor espond1ng to 0 to 100% span of. process

measurement.‘Th Second twenty point characterlzat1on
for conflgurat'on #2 illustrated that the process ga1n

_._. . was also a st ong funct1on ‘of operatlng p01nt This
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Flg 5. 7 Open LBop Steady State Characterxzanon of Temperature Controlled Process
experimental data“was alsosuseﬂ in nonlinear procees
- - éain compensation techniques by both the Foxboro Exact
- and GMV controllars (see sections 6.1.3 and 8.1.3).
- In both configuratiens; the effects of changing
N process gain are clearly demonstrated in Flgure (5.8).

The open loop dynamic response of temperature to changes
_1n air flow rate shows . that the' steady gtate ga1n
deCreases with 1ncreas1ng temperature. The dynamlce'also'
.indicate\that'the processAmodei containsgboth low and
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- .

h1gher order components. At the lowef temperatures the

.slower hlgh order dynamics make up the larger part of a

trans;ent*response to changes in a1r flow rate. Note
‘ N
that the measured data was sampled w1th a two second\

interval % ‘_ ; o ' o

In some: runs, a random no1se generator was used with

this process to generate hlgh frequency noise which was

.



9
then floated about the true{measu:ement signal. The

4
noise was added at the Emf converter outlet.

’ é.l.z First Order Process‘- Level Control of Water
While the use'of a sttongryjnonlinear-pilot glant such as
the'tenpereture controlled process is & demanding test for
any adaptive control_scheﬁe,va more ideal.plant is also
useful for eiperimental eveluat{ons.NThereforey level
control of water in a cylindrical'tank was chosen for ifs
'¢%latively fast and simple first order dynamics.-It was felt
that the adaptlve controllers would likely have less
St dlfflculty glv!ng good control performance for such a S1mplei
process. In addition, if aqy 1nadequac1es 1n closed loop
performance were observed, it would be ea51er to identify

the cause. The schematic diagram in Fiqure (5. 9) identifies

.

the ma]or components of the process. L1qu1d level is

controlled by manlpulatlng the inlet flow rate oﬁ)water

_.- The dynamic behavior of the level process described .
. q )

above can be approximated by the‘(pllowing first order

through a pneumatic control valve,

5.1.2,1 Process Model

model for»small'deviations\in liquidzlevel'from some .
‘initjal value: ‘ /'
S J G(s) his) K

“u(s) 7 oS+
57

e
For this work experimental évaluations were performed

v
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Fig. 5.9 Schematic of quu:d Level COntrolled process

-

r

#

for a liquid level range of 0.10 to 0.0 m (10.00% to

90.00%).

4

e

given by:

where

-1

%1) h(z ) =b°z

G(z -
u(z”’ 1-a,z
bo=%, A=cross-sectional ared of

tank

A discrete approx1mat1on of the above transfer

function (assuming a zero order hold sampllng device) LS

-
e
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o .
a=e s, T = discrete sampling tim

For an operating‘range of 25 to 30% level (T8¥2 -

.. seconds), G(z) is :

o -1y_o20412” Y Y,
Gr(z}) 1-.9592z | )’J

5.1.2.2 Open Loop Characterization.

~

Several ORen 1oop response runs were performed to
1llustrate the open loop: dynamxcs of the lev/ﬂ control
system. For the operating range qf interest, Figqure
(5.10) below illustrates that the proeess gain was not a
stréﬁg function of level. Based_oe a linear slope
approximation the/Steady state gain"was 5.0}'

.“Note that the hegatiQe slope is due to the reverse;;
acting flow control valve. The open loop response to an
incre€ase in water flow rate shown in Figure (5.11)

indjcates a first order proc ss with ai;rocess time
~constant of 0.80 minutes. FiZ::;\k§;lE) demonstrates
that the level coptrol procegs does not exhibit
dxrectlonar}y vary1ng dynamics. This is a useful
property since the process model parameters should be‘
.constant over a narrow operat1ng region to permlt the
adaptive controllers to converge. For the steady state
characterlzatlon shown prev1ously the correspondlng
volumetrlc outl flow rates were measured and shown to

vary llnearly with tank ﬂ2ve1 Wthh indicates that the

A

§ .
¢ 4 .
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water fank process is linear over th% operating region

s

of interest.

5.2 Description of“CompJ\er System
A personal computer (PC) system was used to facilitéte 

exéerimental evaluation of the two adaptive PID controllers

- L

and the implementation of the adaptive predictiQe controller
described in Chapters three and four. In order to document

the performance of the adaptive controllers and monitor the

—~ /

= s
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Fig. 5.11 Open Loop Responge of First Order Proce{; to_ 1 1.2)

-

state of their parameter estimation schemes, a large amount
- of i;formation_was réquired each time the contiollers were \
polled. While both the Foxboro and Turnhull controllers have
“hand held confiéuratiog terminals for retrieving and
displaying'parameteréﬁ(as well as impleménting changes) ﬁhey
are slow and'tedious‘to use, Therefore( software was written
by the author to perfqgmediécrete Eampliqg of in%ormation
from the controllers' databases during the experimental
evaluations. These supervisory programs alssoallowed-the

-
operator to -quickly coﬁfigure the controllers to perform
specific tasks, thereby decreasing the'@imeyreguiredito

carry out experimental runs.
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The complege system is shown in Figure (5.13). The
persdﬁal computer system was used for aEtual‘supervision and
control; Recorded data was stored in hard disk files and |
'Iaﬁer_transferred to the University of Alberta's mainframe
Computer, an MTS based system, for data work-up purposes.

A ‘\( .
The personal computer system itself consisted of an

IBM-XT personal‘computér'with: E -

. 640kB random\access memory (RAM).
* 20MB winchester arive,
L 8087 math coprocessor.

° monochrome monitor (640 x 320 pixels). g
N “ ) LY )

>
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LI medlum resolut1on RGB colour monltor.

B

941‘51ngle floppy dr1ve.‘ )
ey ”f EPSON ® FX-100 ™ prlnter.
wévq‘"asynchronous commuhxcatlons.adapter card
:fl ‘.5¥“}'}p}eal t1me clock card w1th battery backup.a}
_ An add1t1onal Z@n1th Data Systems Z158 personal computer_f
was" avaxlableifor network1ng purp:ges in the 1mp1ementat1onp

. o v
of - the academlc control scheme.v

\

The supervxsory program,for the Foxboro EXACT controller.

x‘-

was 1mplement%d w1th IBM .S DOS3. 1 ver51on of advanced BASIC'

and 1s based on a demonstrat1on program prov1ded by the-“'

AR
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it S
Foxboro CompanysuLmterpreted Ba51c is a relat1vely slow

b

langauge, but the 11m1tat10n on the amount of data retr1eved

-per sampling 1nterva1 was ngm the executlon speed of the

%

supervrsory program but the lack of a good communlcatlons‘

‘

protocol . The RS- 232 connectlon for the EXACT controller was

4
de51gned for the hand held confzgurator and relatlvely slow

.data transm1551on rates (300 baud with no error check1ng)
Turnbull Control System ] 11ne of products support a
rlgorous communlcatlons protocol that aperates at
transm1551on rates up to 9600 baud =11lew ng for the
transm1551on of a great deal of 1nformatxon. In order to

¢

)
take advantage of ‘these’ commun1cat1on rates, a complled

/!

langauge was necessary. In addltlon, it was found that the

single task IBM- DOS operat1ng system was not pract1cal for

" real- time appllcat1ons. Parameter changes must be

P
-

prespec1f1ed or - at least ;mplemented w1th1n the duratlon of
a sampllng period so that the 1ntegr1ty of the sampllng
1nterval 1s preserved For most operat1ng systems,

“addressable memory can not exceed 64kB. This is a serlous.

11m1t>t10n for any practlcal control scheme wh1ch generally .

.

requ1res a considerable amount of terminal I/0 for.
conflguratlon and operator 1nterface purposes. The next.
sectlon contalns a brlef dlscu551on of a real time
multi- task1ng operatlng system that does not suffer from
these 11m1tatlons. Both the superv1sory system for the TCS -
"AUto-Tunlng Controller and the Academlc Control System

were imblemented_using‘a full featured compiled BASIC

-

e



‘langauge under the QNX operating system. ‘

&

¥

5.2. 1 QNxm 0perat1ng System

,.
4

QN% developed and marketed by Quantum Software Systems
Ltd. -is a mu1t1 user, multl tasking operatlng system for

personal computers. QNX allows for the concurrent executwon

. of up to. 40 ‘tasks thr0ugh sharing of the CPU and an

interrupt drlven-protocol. The opgratlng system also

Y

supports a distributed network. hlS permlts the execut1on

.

vof CPU intensive tasks on ded1cated perlpheral processors

and the transmission of data via hlgh speed communlcatlons
cables. Inter- task commun1cat1on is supported u51ng
‘messages, except1ons and ports. .
Due to address1ng llmltatlons, QNX does not support code
larger ‘than 64kB This limitation is not a major problem
since large tasks can be subdivided and then scheduled from
within a user wr1tten task. Refer to the ONX reference

manuals for a more deta11ed descr1ptlon of the above

;features.

5.2.2 ONX Programming Langauge - BASIC . LR,

At the present t1me Quantum markets a "C" compller and a

BASIC compller. For thlS work, QNX BASIC was the chosen

‘langauge. QONX BASIC is a sophisticated h1gh level complled

4

-langauge offerlng.many important enhancements over the

typical BASIC langauges presently found}

“The most impeortant, advanced features are:



&

e . separately compiled modules.
e local variables for recursive functions.
. global variables. , ( | ’
L] multi-line IF THEN ELSE constructs. |

»

e dexpl1c1t and 1mp11c1t varlable ‘type declaratlons.
LIS : ‘

It should be noted %hat all cpde\wrltten in ONX BASICJcan
be. interfaced with code written in "C”; subject to module
;lnterface'detinitions. | |
_ =
5.3 App11cat10ns Software

For the de51gn and 1mp1ementat10n of a practical control
'system a real- tlme multi-tasking operat1ng system is
requ1red A practlcal controller must. be able to perform the
'folloW1ng operat1ons concurrently.

~ : ‘ ¢

e Qo closed loop control.

. disblay importantboperatjng parameters both -

numerically and graphically. _ , ; ®

. gccept paramgﬁer chanoes via tefboard input.

e -data acquisil-on. ‘ la b -

. file 1/0.

. handle operator‘interrupts;-
. . ‘

and at fast enough speeds so that "practical" sampling rates

can be realized. Such a control system must be easy to



startup; .allowing an 1nexper1enced user to qu1ck1y
;1n1t1allze parameters and conflgure the . system with a’
minimum amount of knowledge and procedural effort. Defau}t
Values snould be provided a;ong'with oétions designed to -
prdvide even better initia1=startup:data; The system must be
easy to opegate: . ; .
% using a hiefarchicai structure of clearly defined
menus -and options. |
. providing easily~un§erstood instructions and-
'guidelines. o o |
e with limits ‘on user‘adjustanle parameters for
protection, ' |
e utilizing full teatuted terminal T Capabilities.
® "and ptccess monitoring information wust be

functionally organized and easily retrieved.

| if a controller is designed with ccnsiderationvgiven to
~~these types-. of requlrements 1t w1§l be much more likely to
”flnd acceptance for commerc1a1 applications.

The use of a full featured operatlng system squ as QNX
allows for the design and 1mplementat10n of a control system
‘composed of’ concurrent tasks runn1ng at dlfferent prlorlty
levels and u51ng inter- task commun1cat1ons. Such a system 1s

considerably more complex than a less‘sophisticated

controller based on a single task design, and thus requires
R TR a : ‘ C e

-



a great deal more effort to implement. However with a good
des1gn, it is usually easy to use and well su1ted for real
control appl1catlons. |

5.3.1 Academic Control System (a%)

This section provides the reader w1th some - 1nsxght 1nto
the hlgh level design of the academic control system. The
mult1 tasked -design is d1scussed 1ﬁ terms of how it ailows
for the S1multaneous performance of control system functions
and its advantages over 51ngle task controllers. Special
design features ére rev1ewed such as ‘the use of task to task

communications, use of graphlcs, network1ng capab111t1es,
and prlor1ty spec1f1ed task creatlon.b‘

. The A’ system con51sts of three main tasks that run in -

,sparallel durlng normai operatlon. Figure (5.14) illustrates

the control system's ‘design at the highest level.
‘The three main tasks and their'purposes are:

A.. MI.SO-EXEC -_gulti—input Single gotpot Executive -

program.’

n

e creates (starts) other two tasks using library

commands.

¢ verifies that all tasks are running correctly.

During normal'operationr - ///)h \

¥

1. Task suspends itself for the duration of the

o]



of

MISO| ", ‘ v
EXEC| ‘ o ,/;>yf .
A ] : . ‘ . N ) ,__—‘ .‘ .'—A-‘-Lﬁ e -
Input Schedule| . Ouebdt' ' . chceivc
fr o S : i fr
Process ; Process| ' 3
— P - .
o . ) _ - | |Cntrol

message i

PID | - |Send “““‘1 .
) reaply message .

- . ol [* B} ) POR
’ : < GMV initialization i a

" main_table theta . fileld : ils_pirams
Epdnges‘PuIIerr h
*
\
e 80kB 40kB i 4 5kB . 70kB
. POC { =~ |Bar_ Face__ . . Config
Chart Plate| . 7 . acm s

#% All files in ramdisk (virtual memory) .

3 £ .
- Fig. 5.14 High Level Structure Diagram for Al Control System

<

previous—Qampling“in;erval.by “sieeping".iTaék does
not use the CPU, while suSpénded thus Ereeing it for
use by other tasks. : . ' , &
2. Task checks for the existence of'a "changes buffer”
file stored\inpvirtual'memory\that contains operator
specified paramétgr chahges'sént via the Pfocess

Operator's Communications (POC) interface task.

9
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If the file.exists, theananges.are processed.
3. Miso_exec ‘then performs a series of funct1ons
. depending on the status of parameters whlch are
spec1f1ed by the opergtor,vla POC. Possible

functions include:

data acqu151t1on.

d191ta1 fllterlng of measun{mants.

determination of controllersoutput.

. ‘_ménual mode. - C | ‘;

e  automatic mode. | v
e fixed gain PID.
° adaptive GMV.

' writing of information to virtual»ﬁemory files
for ret:ievai by.the POC~task.

] 10gging,of data forlaocumentation_purposes.

° sending of calculated controller output to

process.

b2

‘»B.v GMV - Self-Tuning éontroller tesk. | ‘_‘ o
This program contains the self-tuning control"”

" described in Chapters three and four: The proc a
operatlon is completely determlned by paramet»rt g o it
within a message buffer sent by Miso_exec, Us.ng "2k to

" task communication prlmltives, MlSO exec sends a tianater

buffer containing'up to fifty floating point parameters to

/
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GMV every contfol intervél.uThe first ten elements are
‘"fixed" value and consist ofﬁ .
) yih - current fiite:ed.process measurement (%) .
w' - current set point (%),'
v S filtgred‘measured\disturbance.
ts = - sampling interval (s). A
uold + -  previous ébntroiler output (%).. . (:;\
acﬁ;flag advanced control module flag that determlnes
2 what funct1ons are performed, by the GMV. ’
init_flag initialization flag used to force the GMV to
o .perform varying degrees of feinitialization.
xkappa - ‘ uppef Sound.on clp(k)] in ILS. -
xk. - scalar multiplier for P(k). |
‘ipté - lower bouna on HP(k~1)x(k)Hw(used in ILS).

e

which are required inputs. Timing problems associated with

. data acquisition (performed by Miso;exec) and control

E,Kpérfdrmedtby'GMV task) are solved using a "blocking

2 receive”

type of message trénsfer. The GMV task suspends
execution until Miso_exec sends the message éontaining the

transfer vector. While waiting, the GMV is left in a

RECEIVE BLOCKED state. When Miso_exec sends the message, it

then becomes REPLY-BLOCKED, awaltlng a reply message from

the GMV task which is now busy cal

a control signal
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based on the control equation (3.18). Once:-the GMV task has

calculated a controller output it updates the information in

the transfer buffer and replies to Miso_exec. Miso_exec is

therefore no longer REPLY-BLOCKED and continues execution

while the GMV. task returns to the top of its program and

vRECEIVEf%POCKS until the next sampling interval.

The two “tasks with blocking message t;ansfef is almost
equiQalent to the more conventional superordinate ’
subo:diﬁaée arrangement for a single task where the GMV
would have been a sﬁbroutine called by MiSo_exec. The single
task design is some&hag easier to implement but the gwo task
arrangement offers important advantages. -v/“\\
1. If the GMV code is large, linking it with Miso_exec

”could exceed gode‘size 1imitations oft 64kB (this was
actually the case). |
2. I1f desired, the“GMV task could be run on énother
processor in_tpe ne;work thereby freeing up the CPU on
the main PC. ﬁqnning the GMV on another peripheral
would also free RAM for other tasks. Since the GMV task
performs no’ferminal i/o and a minim;l‘amount of file
1/0 (initialization only), it does not matter where the
task ;ﬁns in the network. e
1Additional advanced control tasks cguld be developed by
others and used with 6ni§,mino?\mg§)fiCatidn 6f either
Miso_exec or PQOC task. They ;duld only have to use the -

same transfer procedure and structure for the message
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buffer.

c. POC - gfocessfgperator's Communications (POC)
Inferface task. '
., y
The POC task 1s the operator's interface to the A’
control system. Operator spec1f1ed parameter changes
are sent,to Miso_exec via the changes buffer which is’

l’ '07
processed every sampling interval. As well, current

operating comnditions and .other -data are retrieved from
®amdisk files which arihfpdated by Miso_exec. The POC"
task, created by Miso_exec runs at a lower priority

than either Miso_exec of GMV so that these more

{:>ﬁtical operations are never held up. It is emphasized

-~

that uﬁf?ke a single task controller this system does

~ not require that control be stopped during POC

> ¥

execution and/or that operator specified 1nputs be
qu1ckly 1mplemented so that control sampling 1nter$als
are.not corrupted or delayed. The data acquisltlon_and
control steps are comple;ely uninterrupted by terminal
1/0. This allows for shorter confrol intervals and thus
increases the suitable range of applications fo; the/
controller as well., /

The ' POC task uses a we{ﬁ‘organlzed hierarchical - i
system of menus that allow the operator.to easily
coﬁfigure.the system for a particular mode of

operation. The high memory overhead associated with

&
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terminal 1/0 coupled with the 64kB code size limitation

/s .
for single tasks has resulted in the subdivision qf POC

S

into smaller tasks. When particular menu items are

elected from within the ma{h;POC'task,

POC simply

starts the "sub-tasks" redirecting their terminal 1/0

to its screen and éuspendé itself until the

completes execution.

"sub-task"

The interface task uses terminal 1/0 features; such

as the following, to imprové readability and allow for

quick assimilation of information:

.
4

Some of the more, important,

'h1gh11ght1ng of d1sp1ayed parametei'values.

masking of input fields for operator specxfled

parameter changes.

the use of graphic, displays.

are functionally describegd below.

/
"sub- tasks" assoc1ated w1th POC

1. Configuration of Ifit{alization Files - "CONFIG_ACM"

This task is used to retrieve and modify any of the

f,i;itialization files used by the GMV task.

¢

specified includes:

a)
b)
c)

d)

_.f : h)

Model structure.
[ 9

Discrete transfer functions P(z™"), Q(z

Information to be

[ 4

"y, R(z7).

Initial parameters for least squares estimation.

Steady state process 1/0 data for nonlinear
_ ;

T

_—

.
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compensatxon.

e) Miscellaneous data. e,q. dxg1tal filter constants.

Options are selected using menus. The task searches for .
the correspondfng’data'files and retrleves current data
values—;hlcgﬂare‘then drsplayed.,lf desired, the operator
may implementfparaﬁetegvchanges ahd when finished, redirect -
updated data files.to a ramdisk. If for a given option, the
data file does not exist, the task will, dlsplay default
values. This task can also be executed oft;{Tﬁe for database
modiflcation if desi{gd. tff

\
2. Faceplate Task
‘ This sub task provides the operator with a graphlcal
display of current operatlng condltloqs. Process set p01nt
measurement and current controller output are displayed
using vert1ca1 bargraphs ranged 0-99. 99%~ Numerical yalues
are also dlsplayed to four s1gn1f1cant flgures. The data is
retrleved from a ramdisk file that is cont1nually updated by
Miso_exec. The bar charts are continually updated from ’
within a non~-branching goto loop. The sub-task uses a

keyboard interrupt with an exception handler routine to -

allow foé{&ranchlng out of the loop to a menu. The ‘menu -

P
4

allows the operator to change elther the process set point

—_—

or controller output dependlng on the controller s mode of
operat1on. If-de51red, the operator can also. change the

sampling interval used by Miso_exec.
. \

L4
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3. Trend Task - ,
< ‘Thig graphics program produces trend plots of specigied
data uéing‘either medium or high resblution'(b;ack and
white) modes. The task runs on-line aécessing a ramdisk file
updated by Miso _exec. Trends are updated at a user specifiéd
interval rate and hardcopies obta?nea using "screen dumps";‘
This task can be useful for‘thé.plotting of parameter
estimates 8(k) Qiﬁh time in order to observe variations in.
(k) when eithgf“RLS or ILS are used for parameter
identification..

The program allows for the use specified limits on "x-y"

data, tick marks, labeis and physical location on the RGB

~. 2

monitor. 1 /7“““

Yl

5.3.2 Apﬁlications Software and Documentatéon

To indicate the amount of Sgogfamming effort involved in
this work, a briéf summary of thé supervisory systems o
designed for_experimental evéluation of.£he contrgllers is

presented. The total programming effort resulted in

- approximately 16000 lines of code written by the author.

LN

I

Foxboro Supervisory Program "Fox.bas"
1BM Dos3i1 - Basic language implémen%ation - single,

. menu driven task.

“Size - =2000 lines of source code.



RN Vel T "f"‘*““ftj‘}ﬁ;"~“'" < by
"‘ L e | e ‘ , ' Al . ‘ . "g: ) .
' Supervisory System for TCS 6355 Controller -

ONX Opefatihg‘SYstem‘— QNX:Basic imiplementation,
mult1 tasked (two) de51gn. Lo P ’ )

‘1% Data acqu151t10n task DATA _ACQ - 2600 11nes code.

'2; Processaoperator 1nterfaqe task, TCS_PQC -"150Q

‘i lfnes.
. < - the P?C task has four subordlnate tasks Wthh
i totai account for 1200 llnes of ‘code. Thefe
’ 7? - programs do not run concurrently to TCS POC';;kj
: A Control System 3 B
| QNX Operatlng System - QNX Ba51c 1mplementat10n,z
, 'mu1t1 tasked (three) desxgn |
EL 7',171. - djta achISltlon task, MISO_ EXEC - 2800 lines
h AR oode. ‘ o
. S I o
i 2. ProceSs/operator interface task, PCC - 2700 lines
| B .eode. e | | | IR |
“f : 3. GMV control task STC - 2900 11ne51§pde.- |
| ) 4‘\ In1t1allzat10n task CONFIG_ACM - 1300 11mes oodeu -
”5, Faceplate task BAR _CHART - 500 lines. code. |
R Hé. Treng/taSR(graphlcs plottlng), TREND - 500 line
o ‘ code. .
"
e o ’a' R T ’

»

'*Additional.Documentation'.
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Functlonal Descrlptlon of Foxboro S “Exact" Controller..

-Functional Descr1pt1on of TCS s "Auto Tunlng"

controller; , '

\

User ‘s Manuals.f

a) TFoxboro s superv1sory program - fof the purpose of
| demonstratlng a self-tuning controller s
-performance, thls 1nterface program: m: be used
‘Wlthln undergraduate control laboratory courses.
a The manaual prov1ded the user 'with.a descrlptlon
‘of . the features avallable, the programs

capabilities, and.sYstem.requirements.

-

b) TCS superv1sory system - as above, th1s system of

,programs can be used within a student laboratory
env1ronment to demgpstrate self- tunlng PID
cpntrol. The manual prov1des the reader wltm a.
description of the system, and the features
currently.available. »

¢) Al control system - this. report presents a
deta1led funct1onal descr1pt1on of the

&
cont: vller's capab111t1es. Deta1ls regardlng

necessary configuration of the QNX env1ronment.are.

W *
~

-given, along with hardware requirments,'

| Programmer s/System Documentat1q8 for A System.

- For ‘each of the QNX based. systems, current source
.code llstlngs are prov1ded with: module 1nterface
- definitions,‘program ‘structure dlagrams_and'any

special details regarding compilation, linking and

108’
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execution of the
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individual tasks.



6.1 Functional‘Description

6d Foxborols ésact Controller - Experimental;EvaIuation
This Chapterfprov1des the results of ewper1mental

evaluatlons for the Exact controller. A functlonal .
‘descr1ptlon along w1th typ1cal performance runs out11he the
‘ éontroller s general capab111tr§s..A series of evaluatlons
are then presented that demonstrate the Exact s performance
for spec1f1c process condltlons such as nonllnearltles,
measurement noise, asymmetrlc dynamlcs and others. Features
that have. been 1ncorporated into the Exact's des1gn to
improve performance under these cond1t1ons are then

2

.evaluated.

The EXACT controller is a prOcessor based
E.I!F

self- tun1ng PID controller de ed for single loop control.

o
: The tunlng algorlthgumon1tors the closed loop response to a
set point or load dlsturbance and updates the PID parameters'
SO that user specified ‘values of overshoot and damp1ng are
achleved

The EXACT controller uses two separate sets of PID
‘ parameters. DUring non-adapt1ve operation when the
self-tuner 15§ turneleFF the flxed parameters~ PF |
(band%),IF(minutes) and DF(mlnutes) are used. When the
self tuner is turned ON these, fXxed values are transferred
to the’ adapted set: P, I<:nd D wh§ch are then ad)usted by ‘the

.tuner. The tuner does not adjust the fixed set which can

therefore be usedjas backup values. If desared the operator

110 -



can explicitly transfer the P,1,D values to PF,IF,DF.

' ‘ R
6 1. 1 Expert Adaptive Controller Tun1ng

111

The EXACT controller s self- tunlng algorlthm contlnually”

monitors the closed loop system s set point error. Dormant

]

at steady state,,the self- tunet’becomes active whenever the

»‘set p01nt error exceeds twice the noise band
level of measurement noise.
or set p01nt

response, time- between peaks and steady state error. Peak

height information is converted into dlmen51onless

.For the above dlsturbance,

the tuner measures'peak heights of error

' performance.variablés' overshoot and damping.

Typ1ca1 error responses for set p01nt and load

disturbances are shown 1n>F1gure 6.1 with labelled p%aks.

Error(%).

.

PK1

" .
0.54 ~ .
| PK3
) N
"0-5_ PK2 . -
—1 “ T T l LI A l T 17 .l LR lf! T I ) T ¥ 1 l L S I T 17T l 11 ]j T 1 I
0 20 40 60 80 100 O 20 40 60 B8Q 100
Time(s) Time(s)

F:q

SETPOINT. CHANGE * LOAD CHANGE

yoT==EKl
OVERSHOOT= =535

NG= DBE3=-PKz2
DAMPING= PK1-PK2

6.1 Error Response Curves for Set Point and Load Disturbances

or spec1f1ed

load

Note that the damping ratio term is not the same as the

| classical damping ratio deflnltlon.flf a closed loop



Kraus (1984) and Brlstol (1983) .{
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v R v

response is overdamped, pseudo'values are -assigned for the

heights of peaks 2 and 3 g1ven by PKZ an8 PK3. From ‘the

measured’ 1nformat1on above, the I and D parameters are

d1rect1y set using the measured per1od (tlme between PK1 and
PK3). The I and D controller parameters are adjusted to give
desired ratlos of I/perlod and D/period wh1ch are 1nterna11y'

set by the self tunlng algor1thm. If the closed loop

'response 1s overda@ped the I .and D parameters are not

‘ S 3
adjusted using period informatjon.

If the observed overshoot'and damping are both less than’

the user sgec1f1ed max1mums, the controller galn 1s

increased. Since overshoot and damplng are not 1ndependent

the gain-.is increased accordlng'to,the smallest error in

either parameter. Adjusted PID parameters are automatically

updated and . used 1n the controller.

-The self-tuner requ1res some estlnate‘of the .time scale
;} the process so .that it knows how long to wa1t for peak
heights. Figure 6.2'i11ustrates the various states of thgﬂv

self-tuner during & transient response to set point'cbange.».

: Accordlng to Foxboro, the self tuner uses knowledge based

»
rules that have been §elected to ensure general

appllcablllty. For add1t;onal.1n51ght 1nto the EXACT

controller’s tun1ng the reader is referred to papers by
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3- / ,
2.5 v ‘ ‘ Set Point
* IJ .
Process Output
2
> 1.5 5 1-QUIET \
. 2-LOCATE PEAK 1
! 3-VERIFY PEAK 1.
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14 6 \AA -~
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' 2
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Time(s) ' -

a

. ' v
. : .

Fig. 6.2 States of Self-Tuner ﬁuring a Set point Ttansient
~ 6.1.2 Required Inputs ' L

. 'y . . . . " ) . . v .
" One of Foxboro's objectives was to design a self-tuning
- .controller that was easy to use and required a minimum

amount of expertise or knowledge to operate, For self-tuning

operation’thé'following information must be specified:

- PF,IF,DF 1Initial estimates.of desired PID parameters.

4

y
\ .
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NB: = 'Noise band

The user must specify limits (%) for the noise in the

’

measured p?%cess output signal which determines when the !

"self-tuner will enter the adaptation cycle. If the specified

noise .band is too high, the

0

‘dynamic information. If the’

may be started due to noise

self-tuner will ignore useful
limits wre too low, adaptation

rather than because of -

disturbances as shown in Figure 6.2.

WMAX: Maximum wait time

Tge self- tuner requ1res an estlmate of tbe t1me scale of the

closed, loop system. WMAX is

‘algorithm will wait for the

the maximum time that the

second peak of ‘an error response

to a disturbance or set point chahge. Where T=period of.

oscillation, WMAX is bounded by:

2 <wmax < 8T

— In normal operation, if WMAX is set too small the closed

/

loop-system will appear overdamped to the self-tuner. If the

'process requires 30 minutes
oscillation and WMAX is set
decide that the response is
control card settings. This
instabilitiee. -

If WMAX is set too large

the closed loop response is

expected based on WMAX. The.

\

h

to complete -a cycle of
to 1:minute, the self-tuner Qill
overdamped, and tighten the

can lead to closed loop

s

the self-tuner will decide that
much faster than the response

self-tuner will not adjust PID

-

v
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parameters and WMAX will have to be decreased -to enable the

self-tuner to operate.

"1f the ahove required inpqts are correctly.givenh the
controiler will be able th\operate in the s;lf—tuning mode.
When the above information is not available, a‘special open

3

loop procedure can be used to obtéinuinitial,estimates for

. pF,IF,DF,WMAX -and NB. This PRETUNE feature .is described in

-section 6.1.4.

6.1.3 Additional Features and Inputs

Foxboro has provided adﬂétional features and optional

>1nputs that improve overall performance and widen the

controller S range of app11cat10ns. These optlons are not
\

critical for the operat1on of the self—tuner and default
valuea‘are'provided that generally give good results.

J
I

Optional Inputs

Max1mum allowed overstht and damplng limits: (DVR and DMP) .
These two measures of performance are not 1ndependent so
"the self- tuner adjusts PID parameters based on the limit
that is closest to being exceeded S1nce large overshoot
—

usually requ1res higher controller ga1ns, an operator should

exerc1se caution when specifying overshoot~for overdamped

- processes. Default values of ‘0. 5 and ‘0.3 for -overshoot and

damping respectlvely'are prov1ded by Foxboro.
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Derivative factor (DFCT). .

The controller;s derivative action can‘be modified by
using the derivative factor; The EXACT controller multiplies
the FaiCU1at¢d derivative action by ihe derivatiQe factOjdto
either increase or decrease its coptribution to u(k). Normal
derivative action is specified'by setting DFCT=1 and .
-disabled using DFCT=0. The in1t1§1 1dent1f1cat10n procedure
PRETUNE provides an 1n1tlaﬂ value for the derivatxve factlor.
.If‘the self-tuner is Q?F the operator must expl1c1tly set
the derivative conétaht,(DF, to zero to dlsable derivative
achio;. X ' ” ‘ |

Clamping of PID parameters using Change Limit (CLM).
A : 8 '

The operator can limit the values of controller

3 _ 7 : - _
patrameters within a range expressed as a”frac;ion,g:i;”\\J)f”
multiple of PF and IF (the fixed PI constants) as: .

PF
CLM < P < CLM'PF A el

i )
The: CLM paraméter has a range of 1.25 to 100.0 and a default

value of.4.0. The use of the change limit can prevent the

self-tunér froqiproducing unreasonable controller parameters -

L . .
due to unforeseen factors, - -7

L1m1ts on cycling of controller output (LIM).

The self tuning algorithm monitors the controller output

when 1t.c@anges at a frequency,h1gher than that which the &
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plant can respond to. If the peak to peak magnitude of those

oscillations exceeds the Specified value of LIM for 3

minutes or more, theqcontroller s automatically detuned by
increasing the proportional band P

a range of 2-80% and a default value of 80%

D1g1tal filtering of meaSurement (LAG)

Mea5urement can be f1ltered with a second order

e

Butterworth fllter glven by.

d decreasing D, LIM has

4 v

specified LAG replacmg Y. The reader should’ note that thls

is an underdamped filter rather than’the widely used

exponential filter. -

LT

RS 2 | | \
A s - .
~ (s uyseny - -
where ) ¢ ,(
‘G(S)—x(s) :
and ‘ -
kN ' 3
Y=filtet output ‘ g>
. X=filter input (raw méa‘surement). ot ’ i N
y=®ime constant. - N
4
S= Laplace Transform variable but for linear
O.D.E 's Wlth zero 1n1t1a1 conditions s+d/dt . ~
-
. , . 1 23N
The actual filter used is a finite difference' (4f‘g;
- e ) 0
approxlmatlon of the transfer function above witH user A
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Nonlinéar process gain compensation (NLN).
.‘ "’
The EXACT controller has an option that allows ‘its user

.

to make use of known steady state 1/0 data. An "n" (up to
twenty) pofnt characterizapion_entered into a nonlinear

table by the user aliows,tﬁe self-tuner to adjust,i{s PID
parémeters in response to thé difference between an expected?K
nonlinear érror response curve and the ;fue.gurve. Th{s
effeétiveiy resulté in less variation in adjustable
controller pa;ameters.over‘the nonlinear opefat’hg range.

Q‘

6.1.4vPretune - Oéen Loop 1dentification Option

For Sta;;up procedures when initial e;timates of required
paramaggijhare not available, qubpro has provided the
PRETUNE option., Operator initiated- when the proc;ss is at
steady State, and in manual méde, the p‘ cess is perturbed
by a user specified (+BUMPY%) step chang:?sn controller
output. From the resulting'gpen loop response, the
self-tuner estimates the, PID parameters, noise band, maximum
walt time and der1vat1ve factor.

The user specified BUMP must be large enough so” that the
process measurement will change enough to give a reasonable
signal to/Ti//r .

oise ratio, eg. 2.5%. The four main stages of the

PRETUNE are: , ‘ ;.

17 Process is perturbed by a step charlge in controller

A

| output of +BUMP%. If ‘the BUMP is too small, the PRETUNE

status parameter, PTUN, will display "PTUN=SMALL 1", Tg;‘\\

rd
s
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operator will have to restart the PRETUNE with a larger
BUMP.

Process reacts to the iﬁput and mqﬁes towards a ney
steady state. |

Once steady state i\s reached the PID parameters are
calculated ahd the controller output is returned to its
original value, If the procees has a hiéh gain or is a&\~
integrating type, the contro%ler output is returned when
the measurement changes by 10% of'jts span or the BUMP

size, whichever is larger.

 During this stage the Controller waits for the process

to again reach steady state at which time the noise band

and derivative factor are estimated. If the process

-
.

measurement is "noisy", tpe derivative factor is reduced

to minimize the effect of no1se on the derivative

*

act1on.

These four stages are’ illustrated below for .the

temperature,cont}olled pilot plant in a single loop scheme.

Controller output (0—100%) corresponds to air flow rate

3

(20-0-10"" ——) and’process measurement (0- 100%) corresponds

to 20-60 C.
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Fig. ;.3 Pfetun;/;::::;\i using Temperature Controlled Pilot plant

6.2 Open Loop Identjf;cation - Pretune Perg, mance

When the Pretune option is used to Obtaiﬁ jnitial
estimates of requireg inPUt parameters, the ;perator has
only to specify the directi‘on and mégnituae' of the step
change in controller output. Using the resyting open looé>‘>
response fhe EXACT cgptroller gives good injtial PID
constants that result in cénservativé, damped, closed loop
performance. fhe Procedure used to ealculat; initialﬂ
paraheters is not sbeCified put is indepengent of user
specified limits On_ovérShOOt and damping,

Figure 6.4 illustites two Pretune §GQUenceS for the

e
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temperature controlled p1lot plant deSCflbed in Chapter
flve. In these and -all subsequent experlmental runs, the
‘cascaded control scheme was used so that the EXAC;
Llcontroller s output was the set po1nt to the ygher air flow‘
rate controlled loop »For these two runs, the
autotransformer was operated at 50% output correspondlng to
COnt1gurat10n #1 (see sectlon 5 15 Both runs used BUMPs of
.JO% magnitude as shoWn but oppos1te 51gn. '
o éomparison of the two‘open loop responses‘clearly ' R
indicates the nonl1near1€;—of the plant. At the lower
voperat1ng reglon the plant is much more sen51t1ve to changes
1n a1r flow rate w1th a steady state galn that is twice that‘
vat the hlgher temperature. The Pretune results indicate the

1

degree ‘of nonllnearlty as. well The recommended controller

ga1n 1n the 30 40% operat1ng reglon was 2.9 wh1le 1n the'qf

,\,
55- 60% reglon (lower process galn) 1t was 7.1, The process

t1me scale remalns relatlvely constant as 1nd1cated by the

.
e 7 .

max1mum wa1t tlmes spec1f1ed The process measuremént rs oy

9

‘relat1vely no1se free as shown by the controller s estlmate

ES

of the n01%e band and der1vat1ve @actor.: »
For the control of nonllnqsf processes sJEh as thlS the;;f;j
widely varylng open loop responses should 1nd1céte that:
e “operator should be wary ;§§1a§%e set p01nt changesfd

. | partlcularly from low to h1gh process galn Jeglons. %

s ‘:the ‘use of ‘the ﬂonl1near compensatlon optlon should-

be con51dered partlcularly for processes subject to

PR
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large load disturbances or changes in desired set

point .«

For a given operating point the EXACT controller's Pretune

gave cons1stent results. F1gure 6. 5 demonstrates a. typ1cal

response to up/down set p01nt changes 1mmed1ate1y follow1ng

- a P:etune.

45
| ¥
~~
5
S’
> .
R e L B — T 1
‘ 0 60 120 JBQ 240 300 369 0 60 120 180
55 - S | » :
O .
‘ - & 4
45 | .
,B\—O\ ’ .
ON N ST %
» ) / N -
- - : —
- 25 T /e e BN S S T
- : o 0- 60 120 180 240 300 360 O 60 120 180
N s Oy o Time(s) Time(s)
: ¢r ‘a: o e N

Fig. "%. % Closed Loop Performance Following a Pretune

- Section 6 3 discussing convergence of adapted PID-

™

\
parameters shows that the estxmate&“values from the Pretunes

are very close to the fxnalﬁgglues obtained for a spec1f1ed

overshoot and, damping.

£
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6.3 Closed Loop Performance

Results presented in this section,demonstrate typical
performance for the Exact controller. The self- tuner s
ablllty to adjust PID parameters SO that user spec1f1ed

overshoot and damplng are ach1eved is shown. Other results

ver1!yrth'QWQhe Exact controller can adjust PID values.in -

w“.a
N 'l

aging process dynamics and changes: ih

peréormince specifications.

6.3.1 Typical Controller Performance . .- |

Figure 6.6 1llustrates the EXACT- controller 5 closed loop
N

performance with the temperature controlled p1lot' e

(autotransformer at 50% output) Following a° serle -
po1nt perturbatlons and automatlc PID parameter adjustments,

«the. EXACT controller was able to deliver the de51red closed

L)

loop response. 5
' e, : S 4 |
The spec1f1ed values for overshoot .and damping were 0.25

and 0 20, respectlvely. ‘For this part1cular transient, the

————

controller del1vered an overshoot of 41\3 and a damping
ratio of 0.17. The adapted control}er parameters had -

&
eremalned unchanged over five prev1dps set poznt changes.-

Figure 6.6 demonstrates_an important pornt about the
EXACT controller s se f—tuner; The self—tuner only considers
the tran51ent response of the closed loop system to the set _Q-‘
- point ‘change. Follow1ng the completlon of the adaptat1on ﬂ;
¢YCl?:Xat steady state the process measurement oscillates at®
hiéh'frequency vlthin the noise band. These oscillations‘are:¢6£

’
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Fig. 6.6 Typical Closed Loop Rerformance of Exact Controller for a Step Change in

Set Point

a

due to interaction between this loop and the inner air flow

_control loop. As the tuner increases controller gain in an

effort to‘éiye desired overshoot'and damping, the relative

speed of the fnner 160p in relation to the outer lbop,-

decreases. ‘The EXACT controller's self-tuner will»nbtv.



recognlze‘these oscillatlons since Eﬂey?gall:within the
noise band level of one (1) percent. 1

In order to achleve the des1red closed loop response it
was requ1red to use smaller: set _point changes so that the

effect of process nonllnearltles and asymmetrlc dynam1cs » "

could be reduced

5.3.2 Convergence of PID Parametefs

Tuo runé vere performed to de onstrate the EXACT '
controller's ability to deliver a\speclfied response snd
conzergedeID parameters giéen poor initial estimates _
(PF=100, IF-O SHand DF=0.0). For each run,; a series of set'
point perturbatlons were used to prov1de tran51ents for the
self tuner. Both runs were performed about the same
‘operatlng p01nt (52.5%) using different spec1f1catlons for
overshoqt and damp1ng Table 6 1 contains the ¥inal PID

parameters and the resultlng patterns of closed loop

response. -

-

1

1fTABLE 6.1 Parameter Convergence Using the Exact Controller

Run - P(%) 1. - D OVR DMP .OVR ~ DMP Setp.
o IR act act '
4 21 0.07 0.02 0.10 0.10 0.11 0.10 52.5

5 - 17 % 0.09 0.0t 0.25 .20 .0.24 0.25 52.5

Figures 6.7 .and 6.8 contain plots of process measurement,
set point and controller output for runs CODGF.4 and"

T
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CODGF.5.'In‘both'Cases the closed loop response to set point
changes is initially'sluggish due to Qow controller gains.
As PID, values are adﬁusted following‘each set‘point
transient, 'closed loop performance improves. For CODGF.5
.Wlth the larger overshoot and damping spec1f1cat10ns,
approxlmately fourteen tran51ents were requ1red before the
EXACT controller was able to glve the desired closed loop.
pattern. W1th more conservatave closed loop spec1f1cat1ons
for run CODGF.4, approx1mately twelve set p01nt cﬂanges wvere
required. Figure 6 9 contains parameter trajectorles as a

v
function of tun1ng transient number for proportﬁgpal band

\

and 1ntegral time. These plots 1nd1c!&e that the EXACT's
.self tuner dellvers a better than 11near rate of convergence‘
(near quadratlc) of PID parameters. Note the correspond1ng
values obtained from a Pretune run indicated by the dashed -
:llne. These initial valuesf;re reasonably close to the final
values and would’ have requ1red only five or six tunlng kell
tran51ents before g1v1ng converged, results. Der1vat1ve
actlon was not shown because 1t rema1ned relat1vely constant
_throughout the series of set point changes. The above
"results indicate tWdt if initial PID parameters are not‘

' aVailable the Pretune option should be exercised to obtain

good initial values and m1n1mlze the number of subsequent

gtun1ng tranéqgﬁtjvjequ1red to give converged controller
constants. ' ' : _‘

-
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6.3.3 Tracking Ability of Self- Tuner

One of the prime motlvatlons for adaptlve control is the
need for a controller that can automatlcally adjust its
control}er parameters in response tovchanglng_process‘
dynamics.'As shonn in Chapter five the temperature

~controlled process 1s h1ghly nonlinear. To demonstrate

_track1q1g;\1)e/rii%the fol&nng sequence of steps vere

performed:
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v!:'ig. 6.8 Convergence of PID p’;rameters About 52.5% c;pe;_acinq Point (OVR=0.2 Run
CODGF.5 DMP=0.2) :

A Pretune followed by a sequence of set point

perturbatlons about the 60% operat1ng point was used to

obtain cbnverged PID paramete(g-and stable c%osed loop.

control. : | ‘ f;‘ f

A serles of negatlve step changes in set point were then

used to meve théﬁprocess temperature to a lowver

operating p01nt co;respondlng to 30% measurement span.

Several additionai perturbations were then uéea'tO'allow

the self-tuner to give converged PID pafeﬁeters.



et

130

1009 0.5-9

90

Run
(o] OVR=0.1

80 ' A  OVR=0.23 0.4
) O PRETUNE

a PRETUNE

P(%)

a ! .
L\A“A"‘A‘\/\/ E-EEEES R R N /\A v

T . . ]
o 4 8 12 1B 20 0 4 8 12 16 20
Transient # Transient #

o
Fig. 6.9 Parameter Trajectories Demonstrating Convergence of P and I

Figure 6.10 illustrates éloséd loop performance for steps
two and three. Figure 6.11 shows the*cor;esponding,»
Eraje;tories‘for prpportiohal band and integral timevthrough~f
the series of set point changes. ‘

- As the set point was decreased and the process
measuremént mOVedttowards the high (openlléop) @rocess’gain
region, the controller'graduélly "detuned".in an effort to
maintain specified closed loop berformance. The third.and
Vfourth tran31ents show that the EXACT controller's -

a- posterlor; once- per- traw51ent tun1ng phllosophy does not
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allow it to detune fast enough As a result the fourth set
po1nt tran51ent was osc1llatory with a da ing of 0.33. As
the set point was moved towards the 30% opérating region,
the error response.became more osc?llatory due to high o
controller gains, )

By us1ng a square-wave sequence of set point changes an
operator can give the Exaqt-coqtroller time to "catch up" by
giying it additional transient responses as was done in thi
40—45% range. ) . ' L <

These results demonstrate that the EXACT controller
maintains its tracklng ability and can handle nonlinear
processes. They also demonstrateva limitation of its tunlng
philosophy: parameters are only adjusted after an
appropriate error transient, but notlcqhtinually during-
arbitraryvﬁransiénts, as in continuous forms of

S

identification. Estimated parameters are not adjustéd until
K ;/:“ . o
the tuning cycle has completed.

- .

6.3.4 Tailoring of Closed Loop Response Characteristics.

Using the tank level controlled process asvdescribed in
.Chapter five, an egperiment was performed to demonstraté the
'EXACT cohtrollef's.performahce folldwing a change in
performance specifications. For.a tank level correspondin§
to 25% of measurement span ana the following.values for
requifed/inputs:

o

[
\
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-

a series of set point perturbations were 'used to obtain
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converged PID values of: g

»

P=17% I=0.41 min. 'D=0.07 min. ;

Following pérameter convergencé_ghe-specified overshoot and

damping limits were changed to: .

of set point perturbatlons betwee

1; - .
transignt response had an overshogt.

).Q

ratio of ==25% after which the se

&

proportlonal band in an effort t ’Jf‘f“ After o ;“
ubsequent cloSed loop



parameter trajectories for the COrrespondfné series of set

point changes. The final set of PID parameters were:
»

N . ! ,
P=46% 1=0.65 min. D=0.09 min.
.

The more conservative specifications resulted in smoother
control action since centroller gain was reduced by a factor

of 2.7. .

(o

The reader should note that the digital filtering option
was used for the above runs with a'six second time constant.
. The use &qf fllterlng effectively increased the oréer of the

closed loop system making it easier for the EXACT controller
B ¥
to force the system to oscillate. Refer to the following

section for a discussion of highly damped processes and the
& L . . - Y
problems associated with the specification of overshoot., In

P

practice a confrol engineer would not,use digital filterire o8

in order to allow a closed logp system to become oscillatory
T T

» fg
and thus increase, é&osed loop response times.

6.4 Evaluafion Under Selected Process Conditions

—

/  Results in the previous section demonstrated the
self-tuner's ability to meet the basic requirements }br anﬂ
adaptive controller under élpical conditions. In this ,
séétion,ﬂlhe'effects of sbecific process conditions on
closed loop perfdfmance are presented. Results show that
these practical problems must be considered for ‘a gener1c

controller design that will be useful for 2 w1de range of

&
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The 11qu1d level process is a domlnantly damped flrst

'_order process w1th a t1me constant of approxlmately fi

‘Minutes and a steady state ga1n of 5. O(A%measurement

Tits pprox1mate1y llnear, flrst order dynamlcs because 1f
. was thought that the adaptive, controllers would have no -

d1ff1cultv ) controlllnq its tank level. ;/*f

Rl

<
n/A%controller outpﬂt) Thls pllot plant was chosen for .-
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., This section discusses a problem associéted with the:

- spec1f1cat1on of. overshoot for overdamped processes.

Followlng the operatlng gu1de11nes for the EXACT controller,

\ .

a Pretune was used to obtaln 5plt1al estlmates for requ1red

’ pdnputs.'F1gure 6 14 1llustrates the .open loop test and shows

the final results. The process measurement was 1n1t1ally

o

-of measurement span for a controller output of 48.8%.

,Pretune sequence used a BUMP of -5.0%. Note that the

‘allowed to reach a steady state leve@ correspondlng to 24. 4%

The

process

',measurement was not allowed to reach steaJy state after the

k——/
BUMP * had been 1mp1emented The controller output was

””returned to its’ oﬂ1gﬁnal Value when the change in. process )

3 *‘V" )

‘measurement reacheda10% of span (see section 6 );
5 )

&
be 'seen from the results, the process measurement is

¥

AS can

o 1’36*“,

~



relatively noise free(NB=$z) and the. process time constant

was relatively small (WMAX = 0i5 min.).

. 40_} ' . . (
" L PF=30. WMAX=0.5
. IF=15 DFCT=1.0
-~ DF=.03 NB=1.0
5 304
. >
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Lo Fig. 6.14 Pretune AP 1 1.2) for Level Controlled process ou'r=4nr8% _m-:s=24'.'4%
' BUMP=-5% LAG=0.0 min. . . o : ‘K

-~

%v; sing the above Pret ne results and the default overshoot

and damp1ng spec1f1cat1ons (OVR 0 5 DMP=0.3) ‘a series of set’

v

p01nt perturbations were then u5eq~torenable the self- tuner‘
to adjust the PID parameters. The self-tuner contlnually‘
decreasea the proportlonal band . after each tran51ent. After
ten set p01nt changes ‘the EXACT controller s tuner had *'a
decreased the controller band from thlrty to one (1). This
phenomena which will be referred to as’ garn w1nd up, results
in unacceptable, hlgh frequency'csc1llatlons in contrcllerv ;.

‘éﬁtput. Figure 6.15 illustrates the closed loop perfdrmance
: R o T : i . L . :

PalNEN : B . . - / T

. ; R
v .
: : . 3 =
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for the series of set point changes and the eventual. gain’
wind-up problem, When closed loop control was disabled the .

PID parameters had been adjusted to values of:

"

/ ' p=1%, 1=0.15 min. and D=0.03 min.,
It is emphasized that the gain wind-up problem described

above is- due to unreasonable spec1flcat10ns for 11m1ts on
4

'overshoot and damping and not due to poor controller de51gn.

For domlnantly damped processes such as thls the operator of

~an EXACT cbntroller must use. more conservatlve overshoot andv
'damplng spec1f1catrons. | L ’ A

This is demznstrated beLow for a run performed u51ng the
ial cond1t1ons as above but overshoot and damplng

o

;

‘s'ame ini

limits ot R= 0. 0 and DMP= 0 . The/result1ng controller
output was mu'h less osc111atory due to lower resultlng
'controller galns as shown in Figure 6. 19

The tra]ectorles for P and I in F1gure 6.17 1nd1cate that
the proportlonal band 1s contlnually deareased after each d
set point. tran51ent even\though the tran51ent responsesf
exh1b1t approx1mately zZero overshoot. »w .? .

It has been observed that the EXACT's sel£ tuner appears
to drxve the cqntroller galn as hlgh as p0551b1e for the
given perforg;gceig%ec1f1cat10ns. Subsequent set p01nt |

changes resuE@ed 1n4even hlgher ‘controller. galns o

‘(Correspondlng to a pnoportlonal band of- 10%,,and hence evenfnrlﬂ

t.‘hwt, e T e

£

’more osc1llatory cdgﬁgpl actlon.;

For any. adapt1ve control scheme 1in wh1ch the performance
: .

-
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,index does not take the resultlng controller output into
consideratlon, care must be taken. The EXACT controller

adjusts the PID parameters based only ‘on the error response

of the closed_loop system following a dlsturbence. The

. .
a . : . .
. .
- . s :
. A . B *
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Flg 6.16 Use of Conservative Performance Specifications to Prevent Galn wind-UpX

(0VRO0DMPO‘!)(C162) : -

self-tuner does not consider the resulting controller output

. when adjusting controller parameters. That 1s one ‘reason why

Foxboro has prov1ded the two features for clamplng of PID
values and the automatlg detunlng of band,iﬁigder1vat1ve.‘

time when control output is too osc1llatory The detunlng

feature is partloularly 1mportant for processes subjected to,
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The above problem is- analogous to m1n1mum variance type

'-control'where VatiatiOﬂSﬂlq proceSS'measurement only\are
tons1dered in the object1ve @unctlon. The GMV-self- tunlhg

controller includes a penalty on control action in its

s

o

performance index whlch can be. used to control the amount of

variation in u(k),

1 3 the predlcted set p01nt error.

“ﬁ

s

Anﬁad

. the use

i e

0}6-1

-

ve

g1tal fllterlng to effectlvely ado

at_thevexpense,of greater variation in

301ut10n to the gain W1nd up problem 1nvolves '

-
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and hence allow for overshoot spec1f1cat10n. Thls is not a
practmcal solutlon since the add1t1on of dynamlcs through |
measurement fllterlng results’ 1n more slugg1sh control and
longer response times. Sectlon 6.5.1 demonstrates this’

technique.

I

6.4.2 Proce’ses With Asymmetr1c Dynamics

Many' plants exh1b1t not only nonllnear1t1es but behave
dlfferently dependlng on the d1rect1on of process X
measurement changes, ie. (heat1ng vs. cooling dynam1cs) The
temperature controlled piloy plant demonstrates such
behav1or ’Flgure 6.18 1llustrates the effect of asymmetric
dynamlcs on_the EXACT controller's closed loop performance

for a series of 5% set point changes.‘

The negative changes in!set point resulted in oscillatory

C P
overshoot and 0.27-for damping. Conversely the positive set

transient responses with a;g%age values of 0.38 for

p01nt changes resulted in near damped responses with an
average overshoot of 0.10. The parameter tra]ectorles in
F1gure 6.19 show that the proport1onal band and- 1ntegral
constants ‘were osc1llat1ng through the serles of set po1nt
changes about partlcular values.

’ The ab esults 1nd1cate that a d'te -per- transient
adapta 1on mechanlsm such as the EXACT S . can not give
vconverged constants for. the chosen sequente of set poxnt
'échanges. !

If 1t were desired to obtain converged PID parameters, a
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Fig. 6.18 Effect of Asymmetric Dynamics on Performance (C 3 0 2 LAG=0. \:min.

WMAX=3.0 min. DFCT=0.68 OVR=0.3 DMP=0. 2) -
4 3 ;@« ;

ser1es of unldlrectlonal set p01nt perturbatlons would be
_more approprlate. Four un1d1rect10nal set point changes from

;*qh tran51ent response

30 to 25% were 1mplemented. After
~and compleﬁed‘adéptation cycle, t 7?
slowly famped back toiéO%vgo-that”'
activated. The f1nal trans1en&f;esponse shown in F1gure 6, , 20

had an. overshoot of 0.28 and a damplng of 0 19 which 1s

0 ) | - _éﬁwﬁ§”
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i&l » Fig. 6.19 Effec&si .ot Asymmetric Dynamics on PID 'Paramete‘ra (C_\‘3\_;0Qx) . s
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equivalent to the spéciﬁied<valueé of OVR=0.3 and/DMP=0.2;
Fo;mbbth the posiiive and negative series of set point
changes, Figure 6;21‘illustrates the conyergence of measured
overshoot and damping to the spécified'limifs. Similarly the
parameter trajectorieé are shown.in Figure 6.22 for the same
series of transients. : 4 - y

For the series of positive set ‘point changes from 25 to

s

30%, the finé& set point transient in Figure 6.23 had an-
ovarshoot of 0.20 and a damplng of 0.15. PID parameters had
c&nverged to values of 21%, 0.46 min. and 0.08 m1n.,
respectlvely, o
Adaptive control systems that adjust controller
| parametefs based onfprevioﬁs‘transient reéponses;can‘not be
expected to givé user specifjéd~performance when operating
,p01nts are moved or pr0cess dynamics change. Adaptive |

controllers that use. recursive parameter'estimation schemes

should be able to track such changes faster and hence
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Fig. 6.20 Final Transient.from a Series of Negative Set Point Changes (C_1 0.3)

-

improve control performance.

6.4.3 Measurement Noise P

In real applications measured process output signals are
often corrupted by nearby external signals. It is generally
és§uméd,that these superimposéd"signals-can be chatacterized

by some function of random noise that has zero mean and

-
7
i
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Fig. 6.22 Convergence of PID Parameters for-Two Series of Unidirectional Set Point

Changes- _ Y

known vafiance. This measurement noise contains no useful
dynamic information. Adaptive mechanisms if not "protected" ’

from noise may adjust controller parameters inappropriately,

i

If the noise signal is not random and its dynamic model -
. - ———r——

resulting in degraded clpsed loop pérformance.
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//“
e
1

e structure known, it should either be identified or removed
o from the measured signal. Noise signals generally have high

frequency content and can therefore be removed using low

3

pas’s filters. I S |

The EXACT s tuner haﬂdles noisy signals by ignoring set
'p01nt errors untll'they_exceed some spec1f1ed dead band.
Tuning is.baéed only angggnsient information that exceeds

47}) ’ - N - -
) -
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the limits of this specified noise band, NB,

1f nc?’igge levelsexwed theﬂspecified band the tuner wi‘l
be actlvated unnecessarlly. 1f these noise sxgnals contain’
hlﬁh freguency osc1llat10ns w1th/perxod T, such that WMAX is
greater than 8T, the tuner will not adjuet PID parameters »

unnecessarily. The EXACT controller"s tunér is not

susceptible to high frequency noise and the resulting

'problems associated with parameter drift.

Several open loop runs were performed to first determine
if high levels of supErimposed noise actually entered the

EXACT controller and.to what extent that noise ‘was filtered.

o ‘ﬁ? Using the randoh, high frequency noise generator described

P

1@ section A.3, the following levels of noise were
0@.

superlmposed on the measurement input signal to the EXACT

controller, for the temperature controlled process.

-

TABLE 6.2 Leyels &f Superimposed Noise ¢on Controller Input.
) : 4 3 .

oL Loe
,‘Lével# . Noise ‘ ' N01se a
: : : Variance , vari Qe
o (V) o
N 0.5 - 12.5
2 1.0 v 25.0.
3 1.5 ) ’ 37.5
. 4 2.1 52.5

L

) »

.For a constant controller level ‘of 53.6%, Figure 6.24

indicates that supérimposed«noise is filtered out. The gg



. dlgltal fllter constanﬁq LAG, was set to zevbwfor these
DR runs..The true_process measurement was 46 6% of measurement
) '\ -
‘ , qun\ As noise levels were 1ncreased the measunedu51gﬁhl

led osclllate somewhat but not a 51gn1f1cant amount. -
.’.. . -' R
{
-0 - 60 - 120 180 ¢ 240 300 .
S ime () |

o,
+

Fig. 6.24 Efte(:t of Supenmposed ‘Noise on Process Measur.ekent_l..evels for the EAx'act‘
‘ Controller (0 7 _t.5)

— A seoond run was penformed u51ng the feurth level (52 5%)
B S
‘ . of no1se and resultlng osclllat1ons were Stlll not »
N . € \ . . e o PR ' R
o srgn;flceut,. « T ey ;{ﬁ.q o
A ‘ L R ",f ‘ R Ly T
‘- _;‘ . P AR 4 'r. . .. ‘ I w
o 6. 4 4 Effeq;s of Slowly Drlftlng Dls}urbances f\ .
i‘\‘ "f The EXACT controllerﬁs self- tuner is only actlvated when
« > N
Y dlsturbances force gme set polnt error to exceed tw1ce they////
.»s:"]} B

./’g: o Qplse banQy‘SlOuly dr1ft1ng dlsturbances or changes in

'y :
_ process dynamlcs w1ll not perturb the closed loop system
e ‘f““ enough to fovce the selﬁ*tuner to adjust PID parameters. If

R : - -
« . y‘,v R . . M : E . i



v : -
L. R . ’

S i : "
the”§£§ult1ng changes 1@ process dynamlcs are 51gn1f1cant s

-

| the closed loop system may become unstable or very slugg1sh

In the former tase. the EXACT controller may adjust PID

«

parameters approprlately if the resultlng osc1llat10ns in

process measurement exceed the noise band limit.

-
-

The follow1ng serles of experlments demonstrate how

o, :' ' slowly dr1ft1ng dlsturbances can %‘;ec oﬁﬁ;p& performance.wgb
» | 'F1gure 6. 25 contalns ‘the two open loop“qgteady state:' S )
. charactenlz ions for the temperature controlled process.
v 'Conf1guratlon #1 corresponds to the case yhen the

,autotransformer ig operated at 50% and’ conf1gurat1on #2, a

£

:70% ‘For. a temperature cornespondlng to 35% of measurement o

span the statlc gains for the two conflgurat1ons are

s L approx1mately 0. 6 and 2 O respectlvely 051ng this known
: Y 35 A .\‘ ] } .
Ly L X Teddm
“f.; ‘i;;@ﬁicrm&t"'v-izhe follow1ng{ser1es of runqrwere performed
. ‘ ) ’ “‘ “A," . . ) . . . . . . 4 .,
B | o i /7”’/" e L o : T ol
1. Wlth the. autotransformer at 50% output, a Pretune
R N
B followed by a square wave Series of set point changes

was performed to obta1n converged PID parameters for .-

g A spet1f1ed overshoot -and damplng values of OVR 0. 0 ang,
f:ljﬂ‘ ‘DMP 0 25 at an operatlng polnt of - 35%. Pretune used a
> BUMP of +1o. 0% 4_ N s

. ‘2; Whlle runnlng at a\steady state :éﬁ;

7 bcorrespondlng to 35% of measurementgs u, &
Y | autotransformer s output was resetwﬁd’l' )
) ”'j_f.f effectlvely 1ncreased the open loopbst:tlc‘galn byf

» o .
'factOr of three to 2.0. The PIQ%%arameters deter 1
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Fig. 6:25 Open Loop.Characterizatioﬁs)gor Temperature Codtfolled Process

tep b then resulted 1n osc1llatory control.

W

Step 1 was repeated wlth the autotransformer now atv70%

utput fQ{'the same operat1ng ‘point. e

N e
’ : ¢

. | ‘ . . . _ ~
¥ ' ‘ -» ,

3 and clearly 1nd1cat1s that the stat1c process galn has

T 1ncreased based on' the dlfference 1n recommended

proportlonal band The converged PID parameters for each

o

ser1es of - set point changes are also presented @; ‘

[} RN l) - J

Note that the recommended maxlmum waut %1me lS almost tw1cé

L S i ‘-‘?agg&a
o oo } U . : . e . 'ﬁt'. ’ '
™Y . : . o : -
PR S A
: : (s NN L
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, changes for conﬁlguratlon #2 Controller performance 1s

o162,

+ R
-~ » 3

b

TABLE 6.3 Tuning ‘Results at 35% Level for Conflguretions,1

and 2
Step  PF(%)  IF - DF * NB WMAX _ DFCT
N : : . o -
125+ 0.13 . 0.02 1.0 0.50 1.0
2” 3 67 -.0-29 i 0005. ' (1.0 0097 1.0
P(%) 1 D ,
1 ©20 S 0.12 0.03 : o .
2 AR 0.27 0.05 . 1 '
| .27, > V.
. ; s »
{ % B
as large for conflguratlon #2 . “g*c ' : ' B

o

-

ci.

ar’ Negatlve set p01nt changes towards the. h1gher process

\

ga1n reglons con51stently overshoot whllé? 051t1ve changes

»

are damped; as 1s deS1red- Figure 6.28rshows closed loop

system s response to the 1ncrease in ttansforme output.,"

_ < :
3W1th .she ‘convefged PID constants from Step 1 the controller;

ma1nta1ns the process temperature at the de51red level thus °

preventlng the Self- tuner from turnlng on‘tAs the process

dynamlgs change and the effectlve statlc process ga1n O

1ncreases, the closed Ioop system begins to*09c111ate within, -

the spec1fre@ noise band -The, result is unsatlsfactory R

vlosed lopp performance. Flgures 6.29 and 6. 30 show ‘the

'tran51ent responses for the Pretune andjserles of set p01nt

.

“better follow1ng the reest1mat10n of requ1r¢d inputs but ;s ‘p%

g . ) b

’ . . . by » ¢ - . ' - ' ) S
- . - 1 .~ - "(., < - . . ! ] )
. . . ; . r



‘qptaln a more appropr1ate value for WMA&’ﬂy o

N
RS

~

>

S

-

)

‘s&ightly,csciilatory at "steady state" due to interaction

between the master loop"and the inner air £low control loop}_

‘The above results iﬂdlcate as. expected that the EXACT s -

-

tuner w1ll not adjust PID parameters in response to slowly

dr1ft1ng dlsturbances or slowly changlng prpcess dynamics "’

'unt11 thelr negatlve effects on closed Poop\performance have

o

‘been realized. If ‘the resu1t1ng change in process dynamlcs ;@;‘

ot

415 s1gn1f1cant it ma‘lpé necessary to perform ‘a Pretune to

.

A ]M  PF=25. WMAX=05
IF-.13 DFCTgj0
DF=.02 NBHD,

ot Finish : T

.

\

U(%).

20

0 » 60 20 180 240 . 300 - 360

N . : , . ‘
., :
. Fig. 6.26 Pretune (config #1) at' 35% Operatxng Point: OVR=0.0 DMP=0.25"BUMP=+10.0%
s " Run P 6 1.5 ’ ) ¢
un S : . , o \
- R \, - l . . Q’; - ‘ R

-

6.4. 5 Effects of Osc111atory Dlsturbances

[ '
El *

///&f‘\ The EXACT controlrer s sei?ﬁtuner adjusts PID parameters

-

“in ‘response. to. step qpanges 1n set p01nt or load m;,w‘.ﬂ'

&

e L o

dlsturbances prov1de€ those changes are larbe enough o o

~
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PF=67. WMAX=0.07

{IF=29 DFCT=1.0

BN ..,mma:os NB=1.0

l

" Finish

Fig.

M

. ) . . .
6.29 Pretune (éonfig #2) at 35% Operating Point:
~ Run P_6_2.5

80
me(s) o

B

]

¢
¢

£
A

LS

- 24'0 *wt;@o e 360 »@i |

. ' ° \, ' : s ' , . .
generate ah error response as illustrated in Figure 6.1.

a

¢

OVR=0,0 DMP:O-ZS_BUMP=*IO:0%

’

If

‘eithér the .set point or load again change during a transient

P . -~ response,, the se1f~tuner will "restart" the adaptationg

cycle.

o

set poxnt error to exceed tw1ce the noise band

If an unmeasured load dlsturbance or MIMO proc
1nteractlon was osc1llatory and large enough to force the » e

the ]

self tuner although actlve, would contlnually restart 1tse1f \

.. . i
.

‘

6 4, 6 Processes with Domxna t Dead T1me

3
temperature controlled pilok plant conta1ned s1gn1f1cant

transport delays and so- could not be used to evaluate

13

approprtate act1on to take under these condltlons.

' Nelther the 11qu1d‘4evel\controlled process nor the

and therefore never adjust 1ts PID parameters whlch is- the\

R
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dead-time effects on controller pertormance. Some simulated

N

results by Nachtigal(1986a,b) indicate that large time

delaYs result in closed loop responses with longer periodsk

vof OSClllatIOn. Since the EXACT controller does not use .

eap11C1t time;delay estimation or compensatlon, thls would

be expected. The value of WMAX must be appropriately chosen.
i

: &ﬁ there are large variatigns in process delay time, WMAX

w1ll have to be respecified by the operator.

6.4.7 Nonlinear Processes
. ' ) '

,‘1'n ‘section 6.3.3, the tracking ability of the EXACT's

selﬁrtuner was demonstrateé for a change in operatxng o #

»

-cond1t1ons usxng ;he temperature controlled process. Because

thls process is SO nonllnear the change was 1mp}emented

us1ng a series of —5% set point changes in crder to enabley
the tuner to ad]ust its PID para@gters in response to wﬁ ’ ef;'
changlng proccss dynamics.

{ ' v

Fxgune 6.31 contalns a run with the same change in

'operatlng point 1mpIemented uging a single —30% set point

change. The osc111ato;y response 1llustrates a arawback of ¢

_ the ‘once- per tran51ent adaptatlon phxloSOphy Because theg '

process gain is much higheriaat the 30% operatlng p01nt ‘the
L4

controller gain obtalned in the 60% reglon is not

' _appropriate and the closed loop system becomes ugiilable. The

,,.*.‘

self-tuner adjusted the PID parameters twice before the

i

system stab111zed

The parame'ter trajectorles shown in Flgure 6.32 1nd1cate

oy
KN
@
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. ~ that the self- “tuner "overreacts" in response to 'the y

osc1llat1oﬁs in temperature. The proportlonal band 1n1tlally

at 16% is 1ncreased to 88% Subsequent sit point changes ¢

*»
) result in the»proportlonal band belng de¢reased to a value

q

- - of 28%. Npte thz PI parameter ;rajec;grles for the run udﬁng
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the series of smalller set pomt changes. The‘smaller set B
point changes resulted in more conservalive adj%stments of
PID parameters. The use of the nonlinear compensatmn option
to overcome the problem of oscillatory control due to large-
set point changes and slow tracking is dlSCUSSGd 1n36 5.4.
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. ‘ , . ’
* . .
. . Fig. 6.32 Effects of Nonlinear Process on Para;&er Estimates : {/

A
. 6. 5 Evaluation of Controller Features“

Several features have been 1ncorporated 1nto tbe EXACT

contro!ler S dé:-ngn to 1mprove its ovenallﬁ

‘

range “of app11cab1.11ty Many of. the
© : ' L. [P

the funetlonal descmptlon, were used to &verco
. [ W .

Lo
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' the problems discussed in section 6.4. It is these results

that are presen;ed below. v ks e B

6.5.1 Digital Filtering of Process Meagureménﬁi

L

Ve

f1lter1ng option was. used to prevent the ga' ,fjd;up,!"
problem discussed in section 6.4.1. The 1nc'on of the

” wa digital filter effectively increases the overall order of
the c}osed loop system and thus allows for OSC1Tiatory,

closed loop. responses with lower controller gains.

. o . Figure 6.33 illustrates the effect of'using a relatively
N -

o

Ll

4 laﬁge t1me constant (51x seconds) on closed loop
performance. A Pretune run _was flrst performed using the
s, . following initial conditions: , ~

" ' ) . L X
; L. ‘ —t

o . m.?-l—

LAG=0.03 min, y(k)=24,6% » o
_-BUMP=-5.0% _ u(k)=48.5% '

with«the'following,results:

p=120% = 1=0.44 min., ¢ D=0.05 min,
| _ ' ., .. )

NB=1.3% WMAX=1.47 min. . DFCT=0.68

T . R . -
o ) Lt

ae&iﬁyersboot and!damplng limxts of 0. 5 and .0.3 a

o
P NN

. ser1es’oﬁ/set p01nt perturbatlons were then 1mplemented 1n

an attempt to get converged PID parameters ahd the des1red
‘¥ . '\\ »

‘ .
'y . P N}

3



'cdntroller's.t%ner. The *tuner delivers the specified three
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'blosed loop respbnSe pattern. The. partlcular series of set.

L «-

T L}
,.po1nt changes wajmauspended when the controller parameters

had attalned valuég of:

-

HEEY ¢ ¥
ot .
-

‘P=4% Iy0.15 min. D=0.04 min,

-

due to undesirable osvlllatlons in controller output and

tank level (w1th1n the 1.3% n01se band) . {.

Figure 6.33 illustrates performance when fhe digital
filter constant was increased from 1.8 to 6;6 seconds. The
closed loop response 1n1t1ally became unstable due to the .
added dynamlcs and the self- tuner quickly detuned PID values
in order to stabilize the system. Several<set point changes
were'then implemented to obtaln the desired cloéed 1oop
response. - : ‘ | -

'-Figdre 6.33 also demonStrates one drawback of thé EXACT

peak response for a set point tramsient-but it does not

onsider subsequent oscillations in tank level. Even though

.ghese 05c1lla§10ns are within the spec1f1ed no1se~band they

are not acceptable.
6 5 2 Output Cyci;ng L1m3ts . . -

AS dlscussed

-,Qn~magn;tude,of'sqstained oscillations in ‘ontroller outputa

1

can be use@ to automatically detune the ACT controller.'

T

Such a feature is-particblarlyuneeessary for adapt1Ve

section 6.1,w£he'5pe" icgtion of ‘limits .

”
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Z aqg o controllers whose performance 1nd1ces do not 1nc1u§e f}
_varlatlons 1“ control 51gna1 when mon1tor1ng performance
The ga1n w1nd up and resultlng large, hlgh frequency

A h B 2 _ osc1llatlons in controller output due to large Qvershoot

speolflcat1ons 1llustrates the probrem w1th such adaptlve



'fiqllustratir the effect of automatlc detun1ng on osc1llat10ns
. ) ‘
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Us1ng %pe flnal PID parameters obta1ned from the serles

'of set~901nt tran51ents 1n Flgure 6 1? of sectlon 6.4, 1 the‘

»

. )

use of the output cycl1ng l1m1t feature is shown 1n Flgure

s N W

6. 34 Injtial condltlons are summarlzed as: ~ jT _Q e

N L N

. .9 N . - o N N v -
. AN . Cos Y TR F . . .Af,ﬁ 5

«.*3 : : ' V" v T TS

- p—ibi% N =0.15 min.  D=0.03 minl - OVR=035 - D"ﬁ°=0-3}ff’/

. L
o S . » . . 4 o -7 . ,
N - REPEPEY . - o . i L. . .
e ‘ RO U W s ECIR R : L
' ’ - L Doae oo . T _ , ) 5 — B

v

The,de51red Set p01nt was held at 25% of measurement span

.

for app&oxrmately elght mlnutes. The/11m1t on- output cycllng

Ifwas changed from 1ts default value of 80% to 3%. Flgure 6 34

o

’tli1n“control output (at/tlmes 90, 260 and 440s.). It also. o
'}demonstrates how subsequent set. p01nt changes w1ll agaln N
.reSult in hlgh é%ntroller galns and unde51rable osc1llat10ns
;1n controller output. The self tuner and the. cycllng 11m1t
;?-feature effect1Vely "flght" agalnst each other. In most

-practlcal appl1cat10ns, hlgh f*requency osc1llat1ons of any ‘t;

Y -
magn1tude arp unde51rab1e due to wear on; actuator dev1ces.

/

/
_It would be appropr1ate to maintain. a small value of LIM for

general o) eratlon rather than the défault value of 80%.'
%; . .
/

6.5. 3 élamp1ng of . Controller Parameters

1

@hen the Exact controller 5 seljrtuner is turned on, the

'non adapted PF IF and DF constants are transferred to the

/

P I and D parameters. By spec1fy1ng PF,IF and DF v1a .the
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: ‘switching the self tuner OFF and then ON

hand held conflgurator or a supervisory comppter, an

0

operator can 1n1t1allze the P,I. and D values simply by

<

Flgure 6. 35 de@ﬁnstrates how . clamplng can be used to



,%‘ . " ‘
prevent the gain wind- up problem dlSCUSSed in sect1on 6 4. 1

_ \:‘ . The same hﬁlual cbndi‘tzons were used\% 1n Flgure 6.15 .
\\\\ _ ‘ (sEht1on 6 4. 1} but CLM was set to 4. 0, thus 11m1t1ng the o
::w.- o p0551ble range of adapted proportlonal band (w1th PF 30%9 ,‘};~;
5J'b to:

L 7.5% <. P < 120%

-~

R ' bl * s ' \/
With the specifled<overshoot"and damping ratios 6f 0.5 and .

0.3 the controller’ propOrtional band was QUickly =)

&

decreased by the self tuner follow1ng several set point

\

changes. After three trans1ents, P was 8% and. subsequent

transients resulted in no further decreases due to clamplng

This effect1vely prevents the ga1n>w1nd up problem.fThe

S
"

operator must Spec1fy the constraints on proport1onal band

. - o ,
'/Qh)\ to use t‘ns feature. : - Rﬁ ‘* .
v - . o . , AATERIAR

6.5.4 -Use of Nonlinear Compensation

"+« The performance .of the nomlinear compensation feature‘is

illubtrated ih-Fié@x

ki

1'_37 for a large set p01nt change to
ES Q

Fan operat1ng poznt w1th a‘hlgher static . process ga1n. The

- temperature controlled ‘process wa;’used w1th the
‘autotransformer at 50% output. Steady state 1/0 data shown
in Flgure 6. 36 was entered into the Exact s nonllnear~table.';h
h W1th compensatxon the 1n1t1a1 tran51ent was less
.osc1llatory but subsequent tuning tranlents d1d not dampen,‘“‘
i‘out, 11kely-dueuto an‘anapproprlatelvalue of WMAX. Thé usek’
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6 5.5 D1rect10nally Varykng Derlvatxve Act1on
One feature not d1scussed in section 6.1 was the
- implementation of directionally varying derivative actﬁcn.‘
ZMe EXACT contrdller allows the operator to force the PID
control law to use derlvatlve actlon“when its decreases the~
process M%asurement (DER=—1) increases the process
ff measurement (DER=1) or 1ncreases/decreases the process o

measurement (normal der1vat1ve actlon) (DER 0).

The feature xs useful for processes.exh1b1t1ng asymmetric
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‘ 2 » -
>3 :
dynam1cs. The f1rst order liquid leézj‘controlled processA

[

-was used for demonstratlon of the option. Specxf1ed

\//

gvershoot"and-damp1ng were 0.30 and 0.20,,respect1ve1y, A

digital filter constant ok 0.10 mirutes was used. PID’
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.. r\" ' . ’ J“ ) . v
parameters were 1n1t1a11zed to. P=34%, I1=0.53 fninutes ahd/

D=0.07 m1nutes. Fxgure 6 38 ‘shows a series of set poxnt
changes wh11e DER=+1 and F1gure 6.39 for DER-—1 For the
f1p.t,ser1es of set po1nt pe turbat1ons e closed loop
“responSes are much more sym‘etrlc W1th~the der1vat1ve actlon
'be1ng approprlately used flgure 6 40 compares the. sk
o7 %4»4 54 “‘.v
and 1 parameters for both cases as a functlﬂ :

"tran51ent number . In the first case, DER——1 tpé‘%ser

specified limits are‘closelykmatched and controlaef'i *
'

' parametersawefe approximately converged. When DER=+1 the

effect of asymmetric process dynamies is ‘even more .

'pron0unced w1th damped responses for p051t1ve 'set p01nt

changes. The - adapted PI parameters var1ed by large }d

magnitudes resultlng in poor performance. It was not

" intuitively easy to choose the appropriate value for.DER. .

i
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Vo . 6.5.6 Summary of Features and Performance - EXACT Controller

‘
’

1. The Exﬁct controller ‘uses an error driven PID contrél’
law, berivative action is filtered .to prevent derivative
kick and sensitivity to measurement noise.

: | . » .

2. The Exact's self-tuner automatically adjusts PID
parameters following ¢closed loop responses to set point
or load disturbances. The pattern of the responsé is
compared with a user spécified patﬁérn characterized.ﬁy

. desired overshoot and dgmping. ‘ K

3. The éxact controller réquires five to ten set point or
loa? disturbancesrto give con&erged overshoot and
damping. The controller demonstra%qg its ébility to -
‘adjust PID in response ﬁo changes in process dynamics or
changes in specified oversﬁqot and damping (see section

[ d

6‘3). .B

] ' < )
4, . For self-tuning operation there are ff;E/;%quired inputs
(see sections 6.1.4 and 6.2). If initial estimates are

~

not available, an open loop PRETUNE test gives excellent

initial values that result in damped responses for set \

point charndes. With these initial values, user specified

overshoot and damping is attained.in approximately five,
'tuning transients.

N\

[ 4

, ' . / . ’ « . :
5. The performance’criteria, overshoot and damping are not



t | o : i?p
. - : ) ; , 2

suitable for oyerdamped processes, OVetBhOOt

-

specifications result in .large controller gain and o
p
unacceptable variations in controlie; output (see

sect1on ‘6. 4 t).

L)

The tuner § once-per- transient adaptatlon approach can
not track large changes in process dynamics given one
tuning transient (see section 6.4.7). For highly’

. . S . :

nonlinear processes, a large change in'operating point
should be implehénted using a.serieé of smaller set:
point changes so that the self-tuner has more tuning' .
tr;Bsients to adjustkPIDfparameters.

The Exact s tuner will not adjust PID parameters im
response to slowly drifting disturbarces or slowly
changing process dynamics.AIf the change in p}ocess
dynamics is~signj£icant, it may.be necessary to péfform
a PRETUNE (section 6.4.4). A
With no dead time ;ompengation, the Exact controller is
not suited for processes with large transport delay.
Closed loop cont;ol will be too oscillatqry with long
periods of oscillation. If transport delays are time
varying; WMAX may have to be respecified by the opérator
(section 6.4.6). .

The Exact's tuner is not sensitive té the effects of
high;frequency measurement soise (section 6.4.3). PID
parameters will not be adjusted even if noise levels
exceed the user specified noise band, NBX.

The Exact controller is not suited for processes that -

<
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;j,can not be forced to follow ‘a second order underdamped

A ‘ ST N
‘type of . closed loop résponse. S - ":

11, For processes w1th asymmetrlc dynamlcs the Exact s:t

‘ - - —

oncesper tran51ent tun1ng phllosophy can not g1ve
converged performance u51ng up/down set p01nt

’perturbat1ons (sect10n 6 4, ZQ ‘ “\x
- S : ‘
12, The use of a nonllnear process galn cémpensation option’

'reduced the number of - tran51ents requ1red for
oo "->convergence of overshoot and damplng It also prevented

‘;large osc1lla%1ons 1n process outputs follow1ng large
'P

-

I Set p01nt changes 1nto hlgh process ga1n reglons

~

(sect1on 6 5 4) : > _

. s
,13; A dlgltal éllter opt1oﬁ 1s avallable for use -as a dow

1 -~

pass f11ter to remove mé%surement noisea. Th1L opt1on was
@ used to. allow overshoot spec1f1cat10ns for: Oﬁirdamped

”processes (sectlon 6 5.1) by 1ntroduc1ng additional

"dynam1cs into the closed loop. lf ' fa L .
14. If controller outputs osc1llate at hlgh frequency for

S | :‘iover three- mlnutes, a user speclf1ed l1m1t on the |
i)yff' s "i'fmagnltude of those OSC1llatlonsfw1ll force the tuner tof‘
‘; adjust controller galn so that'osclllatlons will,be Qx:

’TW1th1n that 11m1t \‘e'{ f;ﬁ o : i

335; As a safeguard h1gh and 1ow limits on proportlonal band
can be spec1f1ed ThlS clamplng feature guarantees that
ad]usted band w1ll 11e w1th1n some spec1f1ed raﬁ%e. f\l

16.,If the self tuner g1ves PID parameters that result 1n7h
Lo . _ _':7poor performance, a back up set of. const\hts can be used

. ‘ ~ .
T : . 8
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51mply by turn1ng~the tuner off u51ng a hardware sw1tch

/
i
C

17

-on the control ‘card.

The Exact controller 1s very easx to use. The status of
7 .

ﬁelf tun1ng operatlon is eas1ly monltored us1ng a

IS

+hand-held conflgurator. Informat1on stored in the(

’

controller's memory is\retr1eveﬁ u51ng meanlngful, up to
. e ‘ : p

elevén (11) character mnemonits_orgahized into four

-

"tables";“Most features required the specification of

v : .
" FP ¥

w

one or two paramters and a mjnimal amount of process p

control knowledge. AR

’.
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7. ‘Turnbull‘Control systefn's Auto;Tunjng Controller
] The model. 6355 Auto- Tun1ng controller is presented in -
thlS Chapter. The important features ‘of the controller are
‘presented in a functional. descr1pt1on. Tiis is followed by a
presentatlon and dlscu551on of closed loop performance
| evaluatlons in controlllng the two pllot plant processes
descrlbed in Chapter E?GET The experlmental de51gn follows
'\that work performed u51ng the EXACT controller in~ the_

previous Chapter.

7.1 Funct1ona1 Descr1pt10n

Turnbull Control Systems 6355 Auto- Tunlngw anto pk
m1croprocessor based PID controller w1th a se_ h‘h ;‘
algorlthm that recommends adapted PID parameters.ln response‘
to changing process-dynamlcs. The 6355 features contlnLal
‘ony 1§ne 1dent1f1cat10n ‘of process dynam1cs andvcomputatlon
1'of'“opt1mum Pl or PID controller parameters. However, new
 PID constants are not implemented\untll aﬁthorlzed by thé@#t

-operator.

7. 1 1 Adaptat1on Mechanlsm and Tuning Ph1losophy

The TCS 6355 Auto- Tunlnq Controller uses an adaptlve |
pred1ct1ve est1mat1on scheme in whlch//\st%f{;zlcal model is
1dent1f1ed based on measured I/O data. Given a user o
»spec1f1ed estlmate of the process delay time, the 6355's
“tuner "forms" a node1l of the controlled ‘plant's dynamic f'

characterlstlcs based on measured I/O data, wh1ch is
TN

178
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updated as more 1nformatlon is acqu1red

Based on the est1mated plant model, an unknown controller

de51gn procedure is then used to calculate recommended PID ~

_parameters as well as a recommended tuner sample t1me. While

the §355'1tse1f uses a sampllng rate ofcapprox1mately 30

. times a‘Secogd tthe self—tuner automatically*selects‘an

1nternal samp11ng rate for process model 1dent1f1cat10n.

‘Recommended PID parameters are. spec1f1ed as: proportlonal

band (RP%), ‘integral time (RI seconds or m;nutes) and

o T o | ) -
ivative time (RD s./mln.l and are not automatically used
. v ; . . R . : '

‘v”the-PID control law. | 5 Lk

The 6355:algorithm calcdﬁates the value of a confidence

‘factor (CF%) derived fromshow accurately the calculated
~model fol}ows the true process variable. High values of: the

‘confidence factdr indicate that the recommended PID

parametérs are closer to the optimum"-values. Using the .

- Canidence factor as a gu1del1ne, the operator can then

explicitly'force the controller to transfer the recommended

constants: RP,'RI, RD and RT into the set thet are'actuslly

-

, usedbby the controller: XP, TI, TD and TT. If the prooéss

time delay spec1f1ed by the user 1s 1ncorrect the

recommended parameters will not converge and the confldence‘
‘ X

factor will remain low due to.poor modelling.

The 6355'controller has not'been'designed to operate as a

‘self-tuning controller with continual automatic adjuStment

of tte PID controller parameters. Instead the user is

expected to use the adaptlve mechan1sm ‘for perlodlc retunﬁng



" this perturbation signal,. the 6355 Wlll not be able to

.

S 180

when operating conditions, desired set ‘point or process
dynamlcs change.

" When the 6355's self-tuner has been performlng model

ﬂidentification for long periods of t1me, the estlmated_é

. Ve - k ‘ . .‘ ] y N )
parameters of this plant model chahge more‘slowly-than at

"flrst. If rapld identification is’ requxred the operator

should re1n1t1al1ze the plant model. By. startlng "fresh",

__/ " N

old 1/0 data is d;scounted and-only current data is used,

reSulting in faster adaptation; This is‘accomplished'by

u51ng the "Retune" option. By setting the parameter “T?"

~equal to one, the current statlstlcal model is dlscarded

r

‘along w1th 0ld 1/0 data. Only current data is then used for

*

modelllng, resultlng in faster adaptat1on. .

‘Turnbull Control Systems recommends the use of a user

'spec1f1ed superimposed set point perturbation signal during-l

retuning that w1ll provxde adequate exc1tat10n and result in

.faster_adaptat1on.=The magnltude.of these automatlc changes

in set point are selected by*the operator (AD% of ~“
measurement span). These perturbat1ons are not 1mplemented
until the operator selects e1ther the "continue tun1ng

(T?=0). or "retune" (‘T?=1) options. Perturbations are

: suspended by either setting AD 0% or aborting tun1ng (T?=2).

The reader should note that for plottlng purposes, a

numerlcal value of T?=-1 cprresponds to T?=A., For example,

in Flgure 7 4, tuning was aborted at t=265s (T7=—1) and then

the "continue tunlng optlon was started at t=415s. WlthOUt

o
e N

-oL
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determine an accurate model or optimum PID value.

7.1.2 Requnred Inputs | ‘v

The Auto- Tuning Controller contalns a’ con51derable number

v

“of adjustable parameters that are used fopfspec1fy1ng aIarm
“..limits, s1gnal condltlonlng, spec1f1cat10n of eng1neer1ng
units.on measured signal, and so on. These parameteri are

tjpipai of ‘many non-adaptiQe industrial PID contrq%lens_gpd'
provide sbme‘fléxibility when configé;ing the hardﬁ#re £or_;_
. sp;bific applica;ion.a | ;
'\?v_ For’"auto-tuhing operatlon fhere aré‘four feduiréd

',Jparameters that must be spec1f1ed so that the self- tuner can

v

be useq:‘ .

XP,TI,TD, Initial values for PID parameters.

’

DT Process Delay Time.

operétor must .specify fﬁe magnjfu@e of the:
process delay time (assumed to be constant);ﬁThis
payameter must. be reasonably accurate or the
auto- -tuner w1ll not prov1de converged. PID

arameters,
when tHe auto-tuner is turned on, it will determine an

self/~tuning operation.
J/ . ' '
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Like the EXAC& controller, if the four required inputs

,descr1bed~above are unknown, an "initial test" pndcedure can

1

be used to determine start1ng values. The’ 1n1t1a1 test is

i . ’

described in section 7.1.4.

- ‘ - \

7. 1 3 Add1t1onal Features and Inputs

Because the Auto- Tun1ng Controller does not automat1ca1sy

1mplement updated PID parameters during self-tuning

opiratlon no features or safeguards have been prov1ded for

l1m1t1ng PID parameter esimates calculated by th‘

‘self- tuner. The design 1mp11c1tly assumes that the operator
Twill make thefcdrrect decision about whether to update PID

.parameters guided by the given confidence factor. _

Error L1m1t - EL : i o .> B g

Turnbull has prov1ded a;?eature that enables the operator

U‘l

to 1nd1rectly 1ncrease the controller's plosed loop speed of -
response to step changes in set p01nt. If for a given set

p01nt change and current PID parameters, the‘controller

output saturates at its upper or lower limit (HO or LO%) the

error 11m1t can be used to maintain saturat10n°unt11 the set-

point error falls within the spec1f1ed value of EL¥%. The

x"error 11m1t" parameter is used as a means of regulating the

time that the control%er output is held at saturation and -
hence can be (loosely’ speaking) used to control the amount
of overshoot exhibited by a partlcular process. It is

emphas1zed that the error 11m1t parameter only becomes

- B . . . N : o



.

183

effectlve if the controller output saturates followxng a set

p01nt change.

Digital Filtering of Process Measurement - IF
The Auto-Tuning Controller's control law st:uctu:e'has

the following continuous time representation:

OP=

e

where. . .

-

XP

XP

OoP

i}

~ ER=

-

_proc

TI=

TD

PV

100

GPV)

-(ER + —*IERdt + TD- Bt

output of controller

proportional band

error or dlfference between sebpo1nt and

4

eSS'VQriable.

integral time constant.

derivative time constant.

-

process :variable.

[

Note that derivative action acts on the&process output’ and

not on the error, thus preventlng "derivative kick" on set

p01nt changes. To prevent unde51rable feedback of noise,

‘Turnbgl] has provided a first.order exponent1al digital

>

filter. The use of this option:signific%ntly reduces the

’

‘variation in controller output .for process measurements

.

‘corrdpted by noise. It should also improve the performance

=

of the self-tuner since measured I1/0 aata_i§ better

conditionéd.
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Identification Mode - IM
The operator can“use the hexadecimal parame&er, IM, to
disable/enable the self-tuning of integral and derivative

modes during auto-tuning operation.

;Y
b

7.1.4 Initial Test - Open Loop Ildentification Option :

Turnbull Control Systems has provided the "initial teswf

. L]

optlon to be used ﬁhen reliable starting values- for requ1red

inputs are not avallable. With the process 1n1t1a11y at

steady state and in manual mode, a user Spec1f1ed square

wave perfurbation of u(k) 'is sent to the process. Based on
the resulting dynamic response, estimates for PID

Lo : K
parameters,. process delay time and.tunér sample time are’

calculated.

The magnitude of the tOD% change in u(k) must be large

‘ enough to force the process measurement to deviate from

steady state by at least 2% of span. A useér spec1f1ed

maximum allowable dev1atlon in process measurement, ID%,

determines the per1od of the square wave signal.
BN Follow1ng complet1on of *the initial test, the derlved

“confldence factor can be displayed as a measure of

reliability for the recommended parameters (See sectlon 7.2
for an initial test run performed on the nonlinear

process.).
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7.2 Initial Test - Open Loop 1dentification

Using the nonlinear plant, a typical initial tth,and

-

subsequent closed loop performance is illustrated is Figure

7.1. For this run, the deviation in controller'outpft vas
. Vi . 4 4

OD=10% and the maximum allowable deviation ih.procﬂfs outpu£

was ID=5%.
" )
457 hj i 4
< h P
8 35- ‘ |
> Finish
54— T T T 1
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407 . g ’
T
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S _
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> ‘s
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Fig. 7.1 Initial Test Using Nonlinear Process (Ti1 4.5)

The model output, plotted along with the process output

°

did not track true'process‘dynamics véry well, Note that the

process output curve has the larger oscillations. Upon

completion of the test, the recommended parameters were

-
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RP=23.5%, RI=0.52 mihutes, RD=0.02 minutes and RT=0.02

minutes. A confidence factor of CF=40% was displayed upon '«\

&

complet1on of the test. Figure 7.1 shews that Turnbull's

statxst1cal model approach is slow to converge with a fairly

low level of adaptability. This is illustrated by the

transient response of the modelled output for the set point'
! - k

change and indicates why Turnbull recommends the "retune”

option after long periods"oP modelling.

7.3 Closed“Loop Performance . -
This section demonstrates the ‘performance of the

Auto-Tuning controller and the use of its "continue tuning”

"and "retune" options to obtain goed PID parameters. °

7.3.1 Typical Coﬁtrollef Performance

A closed loop transient response tdb'a +5% step change in’
set point shown in Figure 7 2 demonstrates the 6355 S
typical ‘control performance. To obtain this level of

performance, an initial test was first perforﬁed (0D=10.0%

ID=5.0%) about a7 operating point of 30% of measurement span

to give RP=23.5%, RI=0.52 min., RD=0,07 and RT=0.02 with a
confidence factor ofv40%.

The controller was then switched to automatic mode -and
automatic set point perturbations were'usedvto proviée
excitetiop for the "cqntinue tuning” option. Set'point
pefturbetions were used for =5 minutes » rigé which time the

recommended parametere were*transfeﬁred to the controller

\
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two times corresponding to confide\ce factors of =50 and
«70%, respect1vely. Following the two PID updates, automatic
tuning was disabled (T?=- 1) and several step changes in set
point wer; implemented to demonstrate resulting- closed loop
performarce. The damped closed loop response of Figure 7.2

was typical of all runs and had a rise time of = one minute,

7.3.2 Convergence of PID Parameters LT

Unllke the EXACT controller,‘user spec1£1ed 1n1t1al 13394
‘values are not modified by the "Auto Tuning" controller when
the tuner is "turned ON", Subsequent recommended PID
parameters are not a function of the initial Qalqes. This is
due to the controller design which calculates.recqmmended
values based on an estimate of the process model. Because
the operator can not specify desired 51o§ed loop

. ‘ .

pérformancé, convérgence of th? controllg; parameters was
demonstrated for two operatiné points, using the nonlinear
“temperaturée process., ! , : ¢

The first.run (Tc1_5.§) used the "continue tuning"'option
with automatic set pointlﬁefturbations (AD=2.0%) about an
operatlng p01nt of 45.0%. The second run (Tcl1_6.5), used the
"retune” optlon with .AD= 4 0% about an operating p01nt of
30.0%. Both runs used 1n1t1a1 PID parameters of XP=100.0%,
TI=00.50, TD=00.00 and a tuner samﬁT% t?me,-TT, of 00.05,

Figures 7.3 and 7.4 contain the graphical results for the
"continue ghning" run. The transient responses -of both the

process and model output to the automatic set point
. | R

/
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_Fig. 7.2 Typical performance for the Auto-Tuning Controller {Tc174.5)

perturbations are presented in Figure 7.3 along with the
resulting control action? Figure 7.4 shows the transient
responses of the confidencg\factor(CF), recommended
band(RP), actual propqrtionél band(XP) and the status of the

_self-tuner (T?). The actual band, XP, initially at 100% was

rd
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updated five times as can be seen from Fidure 7.4, when
confidence factors reached values of 40,57,58,66 and 67%.
During the iﬁitial part of the tuniné period when T? was set
to zero (t=80s), confidence factJrs,remained low, With low

c ntrolier gains and set point changes of fixed magnitude
low levels of excitatién‘which, in turn, result in
cons vati&e‘recommended PID and low CF. If excitation
levels\remained low for too long, the 6355's tuner couid
lose its\adaptability before giving good PID,parameters. As
the contrdller gainlwas increased due to updates by the
operator, rose due to hiéher levels of excitation. From
Figure 7.3, erver, the combination of set point
pertUrbations nd lower proportional bahd resulted in
unexpectedly vigorous contsol actioﬁTXWhen the continue
tuning optipn was\suspended (T?=-1 at t=§j§s) closed loop
control was slight oscillatory due to interaction with the
- inner flow control l%op. Process measurements osci]\ated 3
about the set point with a deviation of #0.1%. The-final
contrpller cdnstants wevre: XP=4.5%, TI=0.14, TD=0.04 and

TT=0.01,

Run Tc1_6.5 demonstrate qoﬁvergence of PID parameters

using the "retune" optioh at the 30.0% operéting point
(higher static process gain n‘this region)‘using 4.0%
autématic perturbgtioné in set\ point. Figures 7.5 and 7.6
illustrate.the transient results for the "retune option”
used. When the "retune option" wWas started (T?=1) at t=142s,

the tuner reset the confidence factor to a value of zero.
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Inlglally, due to poor estlmates of the process model, the

) : -

",:recommended PID parameter were osc1llatory and the

B

estlmated output of the model d1d not track the. true process

K

ﬁoutput very well After ~1 mlnute, the estlmated process
"parameters began to stablllze and the confldence factor
: rose., At t= 4455 the, recommended PID parameters were

;transferred to the controller to glve PID values of ¢
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'_xp 16. 1%, TI= 00.21, TD=00,06 and TT=00.02. Subseqguent set
point perturbat1ons resulted in 11ttle change in the
wrecommended PID parameters so the tuner was turned OFF . The

,;resultlng closed loop control was stable w1th sustalned

-
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_oscillations of +0.5%.
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Fig.{ 7.5 Use of. Automatic Set Point Perturbations tQ"vae Conve;rgeé PID Parameters
A ) (Retune Option - Tcl 6.5) '
7.3. 3 Track1ng Ab111ty of Self-Tuner o

Y

f‘In order to evaluate the auto tunlng controller' s ab111ty
to track large changes in process dynamlcs, a set p01nt |
change_from~45%>to'30% span was 1mplemented for two runs.

. The first run (Tc1_7.5)"used a'single.set.point change of
 —15.0%.‘Figure 7.7 centains fhe transiehtrresponee for the
ruhvwhiqh lasged.approximately’twenty'minUtes; The fOilowing

initial pa:ameters'were specified (from Tc1_5.5):

+
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}proportlonal band, XP 6% TI=0. 18 mlnutes, TD=0. 04 mlnutes,

tuner sample time TT 0. 01 and process delay time 0. 02

" minutes. " ' ) ' o » .
T _ . _ .

The "continue tuning" option was used initially during 

the run. The PID pdrameters were Updated On-liné 6y the
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operator whenever thehepecified confidence factor reached an
"acceptable" level (50-75%). Although this update procedure
is somewhat subjectlve, it is typlcally how the controlle; \
would be used in 1ndustry.% " . 3\” e ’ d

Figure 7. 8 graphically shows the performance of the 6355
‘controller ampuher,.durlng the run._Varaatlons in confldence
factors,'recommended proportional band»and tuner.status(T?),
are plotted as functiona of timet Recommended values for
integral and derlvatlve times are not shown since decisions
to update PID parameters were based primarily on the

o

confldence factor, CF, and the "trend" of the recommended

-
' b a

proportional band, RP, jteelf.
Fo!lowing the_—15% set 'point change, the value of RP

quickly increased once the process measurement‘reached the
new set\point of 30%, to a value of appromimately 15.0%.
(t=170s). The confidence factor was at a 1evel of =70% and‘
"~ the controller had to be detuned ‘as ev1denced by the /
lsusta1ned osc1llatrons in u and y. Follow1ng the update of
parameters (from XP=6 “TI=,18 TD=.04 'r'r=.,|01 ‘to XP=15 TI=.20
T™D=,07 TT=.02), the confidence factor dropped to:a value of
10% due to the change in tuner sample time, TT. It then
cllmbed to =~60% (t=275s) and parametere werevagainﬁupdated |
(14.2%/.18/.06/.02). Shortly after this, the self-tuner's
confidence factors suddenlY‘dropped“to 5-10% -and recommended
constants took on "%idiculous"tvalues (42%/51-2/0 dO/Z 07)

due to the large changes in recommended tuner “sample time .-

At t=380s, a random set point perturbat1on (£1%) was

o N
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1ntroduced in order to provxde excitation (throuoh feedback)
for 'the tuner, The recommended PID and RT Q%re gradually
adjusted to more "reasoneble" values of 14. 1/0 19/0.05/0,02
with a confidence factor of =60% by t= 500%

ad
2

For demonstration purposes, at t= 5255 the "retune option
(T?=1) was specified so‘that the auto-tuner would discard
~ the 0l1d model -and "start gresh"' In1t1a11y, CF. drops to -
- ~zero and then rises to =60% (t= 6505) at’ which time the PID
parameters are updated (XP= 14 0 TI*O 18 TD=0.05 TT=0.02).
' Pparameters were again updated at t=710s
(12;3/0.17/0.05/0;02). Tuning was.suspended (T?=-1) et
t 7405, and closed loop performance was oscillatory due to
1nﬁeract10n with the 1nner flow control loop

At t=820s the tuner was again turned on with no set“poipt
perturbations. Confidence factors remained high (=70%)
howe@er and at t=890s the PID parameters were updated to
values of 6.8%/0;15/0.04/0.01; Following this update;
control became.very.oscillatory and the tuner "failed",
giving negativelvalues.for RP\and'low confidence factors
] (as%)

For- this part1cu1ar run, the controller was not able to
.track the change in process dynamics ﬁastxenough to ma1nta1=
smooth control. Once at the Gesired 30% operating porpt, tme
Pcontrqller could not detune,iteelf.in order to give
"hon;oscillatorx control using eithe& the "continue tuning”

‘or "retune" options. o

The results of this run indicate the amount of
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supervision and effort.required for operation of ‘the

Auto Tunlng controller. Recommended PID values are very
sensitive to the performance of the model and changes in
tuner sample-t1me. The results also show ‘that the operator

can not make Safe'update decisions on the basis of the

’ confldence factor alone. When changes in recommended tuner

sample time resulted in low value for RP (1%), which when
updated to XP gave unstable control, the confldence factor
had given no indication of trouble remaining at =40%.

In the second run, Tc1 _8. 5. the'-15% change in operating
point was 1mplemented u51ng a series of -5% step chanoes in
set p01nt. Thls»procedure resulted in much better control
performance.compared to that of Tc1_7.5. Figure 7.9 contains .

the transient response of the system to the series of set

K4
point changes and the subsequent use of set point

. perturbations to improve the PID parameters about the

operating point of 30%. Following‘this tuping period,
several set point chanées were implemented to demonstrate
rza&lt}ng closed loop perfornance. Figure 7.10 shows the"
behavior of CF,RP, and XP‘ﬁor the above run. The status of
the tuner -is plotted, as well.

Followlng each -5% step-change in set point, the

recommended PID parameters and the corresponding confidence

factor were monitored. Recommended PID were explicitly

transferred to xP TI, TD and TT once during each transient
in order to keep the controller parameters up to date".

Follow1ng the set point changes to 35% the process varlable

T,
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was somewhat osgcillatory after the first update likely
because the derivative constant was ser to zero by the
tuner, Followlng the set point change to 30%, and several
PID updates, control was very sluggish, A subsequent set
~point change to'35% vas aborted because the current PID
parameters gave poor closed loop performance. o

With such sluggish control action, the only practlcal way
to improve the PID estimates is with automatlc set point
per}urbations. At time t=570s, AD=1 was specified followed
by an update at t=695s resulting in XP=45.1%, TI=0.40,
TD=0.12 and TT=0,04. The set point perturbationeparameter
was theﬁ re-set to AD=2% in order to speed up parameter
conqsrgence. Severai additiohal PID updates were impiemen;ed
and the adjustment of “PID parameters then suspended. Several
operator specified step changes in set point were
}mplemented to demonstrate the“resulting closed loop
performance. |

With the highly nonlinear temperature controlled proeess,

the "auto—tuning" controller demonstrated a limited ability

Y.

to "track" caang1ng process aynamlcs. ‘Run Tc_1_7. 5 indicates
'that large step changes in set p01nt should be avoided
(pfrtlcularly when moving into regions with higher open loop
statxc gains). Using guidelines for operation,,attempts to
get the self-tuner. to detune the loop and staQ\l1ze control
failed at the lower operating point of 30%.

The use of a\series of smaller step changes in set point

~ towards theVQesired operating point of 30% proved more
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Fig. 7.9 Tracking Ability of Auto-Tuning Controller- Transienmt Responses with
Series of -5% Set Point Changes (Tcl 8.5)
successful. Like .the EXACT controller, it appeared to over
detune, so much so, that control became very sluggish. The
use of the automatic set point perturbation term AD was used

. to provide system excitation so that the tuner could adjust
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!

the recommended PID parameters.
In addition, it was required that the self-tuner be

"reinitialized" using the "retune" option of identification
3 . A ‘
because the tuner had essentially lost its ability to adapt.

The value of AD also had to be increased to 2.0% because a
value of 1.0% gave slow adaptation. Following this
considerable amount of supervision, the TCS controller gave

good control in the 25-35% operating range.
. . ' 1 . .
™%

7.3.4 Tailoring of Closed Loop Response - Error Limigﬂg
Parameter .\

As discussed in section 7.1.3 the Error Limit parameter

S

can be Qsedvfo maintain Ehe'controlieg“output at saturated
levels for longer periods of timé in order to increase the
clased loop system's speed of reéponse to set‘point changes.
It éSh'also be used, indirectly, to provide overshoot for
set'poin£ transients. . |

The first order liquid level controlled process was used

. -

for this demonstration. Based on the tlosed loop performance

with the nonlinear process it was decided that the first

order process-model would be ‘easier to control and therefore

-

demonstrate specific features. Two closed loop runs were

. : ' .
performed each using the following initial coﬁéﬁtions:

.(’/v .

XP=-10% T1=0.19 minutes TD=0.05 minutes
IF=0.50s

y=30% w=30% u=45.9%
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The firsqcrun (Tc2_5.2) using an error iimit of 5% is

shown in Figure 7.11. The first two set point changes were

large enough that the controller output saturated at 0 and

100%‘re5pectively. The resulting overshoots were 11 and 18%,

respectively. The subsequent 15% step changes in set point

111ustrate that the Error Limit only takes effect when the

controller output saturates due to large errors and/or high

controller gains for a glvsn process.

The second run (Tc2 6.2) using the default value for the

Error Limit of 80%, gave corresponding overshoots of 7.7%

and 7.9%, respectively. The difference in results is not

large because’ the closEd'loop system responds very quickly

after the controller output is allowed to come out of

saturation.

Nonetheless,

it demonstrates that the Err%é

Limit can be used té decrease rise times ¥t the expense of

larger overshoots.

Table 7.

\

1 summarlzes the effect of the Error Limit on

_,closed loop performance.

TABLE 7.1 Effect of Error Limit on Closed Loop Performance

Aw
+20%

-20%

Run

Tc2_5.2
Tc2_6.2

Tc2 5.2

(Ligquid Level Control 30-50% Operating Region).

)

EL Rise Overshoot
Time (%)
‘ (s)
5 25 11.0
80 28 7.7
I/ |
5 22 17.5
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7.4 Evaiuatioannder Selected,ProcesS‘Conditians
7. 4.1 Overdamped Processes »
Unlike the EXACT controller ’Fhe 6355 auto- tunlng
'controller does not suffer from the ga1n w1nd up problem
_when controlllng domlnantly ngped processes. Although the

N

closed loop.performance crlterla "are unknown, results
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1nd1cate some form of "mlnxmum variance"® type control that
g1ves dampnd closed loop response to set po1nt changes.
Results below w111 show that for this s1mple process, the
auto tunlng controller glves fast, almost damped tran51ent
responses to step changes in set point. Tunlng was performed
Lusmg the automatlc set_p01ht perturbatlons. With
measuremeht filtering,nthe controller output variance is

acceptable at steady state (see section 7.4.2 for a

Mg

discussion of Digital Fnlter1ng) The" contlnue tuning option
N
“was started ‘at t=50s and set p01nt perturbatlon turned on
 (AD=2. 0%) at t 82s. Dur1ng the x4 mlnutes of random set
p01nt perturbatlons the- PID parameters were updated four
t1mes. Following the suspen51on of self tuning, several set
point changes were 1mplemented to demonstrate closed loop
performande. Flgures 7.13.and 7.14?on the followlng pages
graphlcally 1llustrate the closed loop performance. ”
r1gure 7 13 demonstrates one real drawback of the use of,.
automatlc set point perturbatlons. As P;D.parameterS“are

~updated (controller gain increases) the controller output

becomes very oscillatory, likely due te the derivative
#

action..Such contrdl act1on 1bght not be acceptable in

Y

1ndustr1a1 appllcatlons. e ) ‘

- -

7.4.2 Heasurement‘Noise.%'
'The "Auto—Tuning“ controller's control law equation
~includes der1vat1ve actlon@on process measurements. If . 7’6

process measurements become corrupted by .random noise, the

p
S
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! i

feedback of these signa?s‘can\resuit in corresponding

\ I

: i . ..4 .
These corrupted process meaSurements are also used within

3

the self-tuning algorithm for odéliing purposes;'The ' )

feedback of measurement noise.dﬁkes it more difficuIt far
N . \

A

\ .
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the tuner to give converged PID'parameters. The recommended

AN
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PID constants will tend to vary unnecessarily‘and'due‘to
modelling errors, the confidence factors will be lower. This
will make it difficult to decide when to transfer

w

recommended PID values. Figure 7.15 demonstrates how the

measurement noise affects the variance in measured process
N

outputs. The fllter constant vas set (t=550s) to IF=0. 255

and the noise level to 63% at t=600s. The fxlter decreased

the effect of n01se on the measured process output.

Figure 7.15 demonstrates the effect- of noise (12.5%) on
control performancehusing the first order process. At t=270s
the noise generator signal was increased to‘12.5%. The ‘
controller output became more oscillatory due to the effects
of derivative’actibn'on_noisy measurements. Subsequent set
point'transients produced laroer variance in controller
output, as well. _ ' _ _ ,

At t= 5105 the filter constant was 1ncreased to IF= 0 25s
to demonstrate the effect of filtering on closed loop-
performance. Controller output became less osc1llatory until
f11ter1ng as dlsabled at t= 5955. N01se was removed frombthe
measurement s1gna1 at t 725s. |

For the above run Flgure 7.16 1llustrates the effect of

‘measurement n01se on tuner performance. Recommended PID

parameters and the‘corresponding'confidence“factor are
plotted as a funct1on of time. When the level of no1se’was
increased to 12 5%, the recommended constants suddenly began

to oscillate and the confidence factor decreased. When the

_measurement filter was "turned on", the PID parameters

~ o
d — .
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N

stabilited but confidence factors remained lou.'When
filtering was disabled and follow1ng several PID updates,
the turter went unstable due to poor, mode111ng (t-10805)

The above results indicate that the‘6355.Auto—TunYng
controller is very sensitive to measurement noise both in
terms of der1vat1ve action on process measurements and on
tuner performance. When measurements are corrupted by noise
the tuner g1ves wildly varying recommended PID parameters
;and low confidence factors. The tuner also loses 1ts ability
to adapt much sooner than when process measurements are not
corrupted by hoise or process measurements are dlgxtally

f1ltered. !

7.4. 3 Slowly Dr1£t1ng Dlsturbances

Wlth the temperature controlled process the output of the
autotransformer can be 1nterpreted as a disturbance
varlable. When the autotransformer output to the heating
’c01l is changed the dynam1c characterlstlcs of the process
change. - |

With its continual model identification, the Turnbull ~
controller's ability to adapt in the presence of slowly
varying dynamica was investigated. Following an experimental
design similar to that work done with the EXACT controller,
the'followinngeries of runs were performedJabout.an |
operating point_of‘37.5%; |

0

1. With the'autotransformer at’50%boutpug_an Initial Test



Band(%)

RT(min.)

CF(%)

212

\ .
0] | L
70- '
50

50‘ - " . *

104

-10-

- 30

0.1+

0.0-— I T
1001 ' : . . g

80 -

| ] L | .+ 1. I | R 1
0. 120 240 360 480 600 720 840.960 108012001320 1440
) . Time(s) “

[

Fig. 7.16 Effect of Measurement Noise on Tuner Performance - Tcl 9.5

*



213

\
(OD=10% iD=5%) followed by "continued tuniné“ with
autoﬁatic set point perturbation (AD=2%) wgs performed(
in order to Jdbtaih converged PID parameters (XP-10:7%,
TI=0.20 TD=0.06 TT=0.02). Several set point transients
were then used to demonstrate closed loop control
pérformance‘(ans Ti3_1.5/Tc3_1.5).

2. While ruqﬁing aé steady staté-tempe;ature corresponding
to 37.5%'zf hgasurement spah, the autotransformer'output
was'éﬂghged from 50 to 70%, effecti?ely increasing

’ (asympéqtically) the process gain from 0.6 to 2.0. The
effect 6fbthis_change on closed loop perfo}ménce was
observed and the ability of the tuner to readjust
recommended éIDvparametersfstudiéd. Automatic set point
’perturbations“were used to provide the necessary

‘Jbexc1tat10n for tuning.(Run Tc3_2.5)

Step 1 above was repeated with the autotransformer at

70%. (Runs Ti3_3. 5/Tc3 3 5) ‘
Table;?.i égmmarizes fpe Initial Test results from steps
1 and 3 with dffferent aufotrénsformer outputs. As expécted,

the second run (tranéformgr at 70%) gave larger proportional
. .
band since the static procéss gain is higher. The
. \ .

"converged" parameyers are those values obtained following

additional tuning.. : ‘ . .

Flgure 7.17 shows the In1t1al Test for step t (Ti3_1.5)

and F1gure 7.18 thé“dynamlc response of the system to
G

automatic. set,p01nt perturbat1ons. Flgure 7.18 also shows
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TABLE 7.2 Initial Test and Continued Tuning Results about

37.5% Level for Configurations 1 and 2

Step XP
(%)

36.5
51.0
10.7
48.6
72.9

WA =W —

ODO0OO0OO0OO

TI
(min)

.43
.34
.20
.36
.30

TD TT

(min) (mgn)

o O. )

0.02

0 0.05

.0 0.03
0.06 - 0.02.
0.00 0.03
0.00

DT
(min)

CF

12

33
56

73

Run

Ti315
Ti335

» Tc315

Tc325
Tc335

how the tuner performed with plots of XP, RP, CF and the

tuner status as well.

at t=364s, closed loop control was oscillatory.

When the tuner wes turned off (T?=-1)

turning the tuner off,

been "switching"-between two set of vaiues:’13%, 0.27,

. 0,02 versus 10.0%, O.

recommended—derlvat1ve constant and” h1gher gain. When

¢
18,

Prior to

the recommended PID parameters had

0.00,

0. 05,\0'02,}One’set contained a

constants had been updated at t=352s, recommended values of

RP=12.5%, RI=0.28 and RD=0.00 were transferred which

resulted in the osciligtions about 37.5%. When the "other

set" was implemented (RP=10.7%, RI=0.20 and RD=0.06) at

t=619s, subsequent controller performance was satisfactory.

The correspondlng values of confldence factors for the two

'sets of parameters gave no ‘indication of which set might

have glven better control performance.

When. the autotransformer output was 1ncreased to 70%\

o’ ’
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0 / #

folldwing run Tc3_1.5, the implemented PID cpnsfants_ataréed

to produce oscillations due to interaction with the

incréasing process static gain. Figure 7.19 shows the

oscillatory behavior of the closed loop system. As the

valu}s‘of the confidence'factor decreased, the model output

also started to deviate from the true process measurement a
significant amount. The resulting.t%ner performance is .
illustrated in Figure 7.20 with plots of RP, XP, CF and T? \\ "
as a function of time. The tuner had to be reinitialized

three times (at t=443, 657 and 1176s) in an~éffort to get..

highef'confidence factor ote that when T?=-1'in Figure

7.20, the tuner is @RF. - 17545, the PID parameters were

updated using RP=184%,k ), RD=0.26 and RT=0.10 even
though the correspomding confidence factor was only 5%.- The
. closed loop system was then able to stabilize.

Figures 7.21 and 7.22 on the following pages contain the
results for run Tc3_3.5. Following the initial test
(Ti3_3.5), automatic set point perturbations (AD=4%)wer¢
used to provide excitation for the tuner and allow forréood
adaptatioﬁ,'At t=173s the recommended parametias were
tranéferred to"give RP=31.9%, RI=0.28, RD=0.07 and RT=0.02.
Subsequent closed loop performance was oscillatory'wﬁen the
tuner and set point perturbations were disabled. At t=365s
the "continue tuning" was used’(AD=1.0%) and parameters
updated at t=493s to XP=72.9, 'r1=6.30, TD=0.00 and TT=0.02
with a confidence faétor of 69%. When the tuner and set

point perturbations:were turned off, closed—Toop cont:ol was

4
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stlll osc1llatory.
At t= 6705 control was gtabilized by adjustlng the PID

constants in the slave loop controlf%r from values of

1

130/0:15/0.30 to 75.0/0.90/0.25 in order to incredse the

inner loop's speed’of response. This effectively decreased
the 1nteract10n between the two loops. At t=1170s the

.or1glnal values of 130/0 15/0 30 were agaln 1mplemented into

\ ’ ¥
the - slave controller.

The tuner's 1nab1l1ty to give smooth control and

converged PID. parameters in run Tc3 3.5 is llkely due to its

'sen51t1v1ty to incorrect spec1f1cat10n of ‘the process delay

time, DT. From Figure 7 19 ‘when. the autotransformer output

was 1ncreased to 70% the' steady state a1r low“rate required

&)

to ma1nta1n the temperature at 37.5% of span decreased from

4
*

.=38 5 to ~18 2% These lower air flow rates Wlll result in

larger transport delai;hégii:nwas 1nd1cated by the Initial
3 ,

Test where the delay ged from 0.0 to 0. 02 inutes.

This mismatch in Ddeesulted'1n low confldence ‘factors and

w

poor adaptatlon. The ‘funer quickly lost its ab111ty to adapt

and gave unreasonable PID recommendatlons.

If proccess’ delay tlmes ﬁpange, the tuner should be

re1n1tiamﬂg$d$W1th an 1n1t1al test or the known time delay

) ‘respec1f1é§ It is dafflcult to make conclu51ons about tuner

perfzrmance because the criteria used for

. ~

Calculating/adjusting PID parameters is ungnowﬁ.

¢
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7.4.4 Oscgllatory Disturbances“\&)~ '\ift

hejqﬁelity of recommended PID parameters from the
auto—tPner is qependent on the perfqrmance of the modelling
mechaﬁism. If the'dyhemic‘beﬁavior of the meaeufed process
output is affected by unmeasured dlsturbances and the tuner
%font1nues to model the process, the confldencegfactor will

‘quickly drop. Because the changes in process output are no

TR
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'longer correlated w1th controller output, the "u-yt model

S will becOme corrupted I1dentification should not progeed

when a process is subjected to unmeasured disturbances.
7.5 Evaluatxon of Controller Features

Because the "Auto- Tunlng" controller does not
automat1cally transfer ‘its recommended PID parameters to the

control law it has not_been necessary to prqv1de safeguards

for poor tuner performance like &;tuning when controller

output cycles or clamping of adapted PID constantsare not
necessary. . L

An lmobrtant option tnat is available is’the use of
digital.filterlng that was briefly-discussed in section
7.4.2. Measurementlnoise can seriously affect~tuner and
controller performance if not removed from measured’process
output signals. The use'of measurement filtering and its
effect on performance ‘was evaluated using the f1rst order

4

level controlled process. ’

Figure 7. 23 contains tran51ent responses for set po1nt
changes from a tank level of 30% to 25% and back to 30%. In
run Tc2_3.2, a filter constant- of IF=0.50s was used while

for Tc1_0.2 no filtering was used, -Control action in the.

latter case is much moreyoscillatory partly because of -

higher controller gains but mainly due to derivative actlon

on noisy process measurements. Flgures 7.24 and 7.25 contaln

‘COrrespondlng plots of CF and the modelling errors (y-y) for

»

each run.,

”
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*  When filtering is used, the recommended controller gains
. T O ..

are lower resulting in less variance in control ction.

- Confidence faétors remain higher for longer periods of time

and the tuner maintains its ability to adapt.
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7.6 Summary of Controller Features and'ﬁerfogmance

N,

/ L]
\ \
Control Law
The 6355 Auto-Tuning controller uses a't}pical PID
control law structure with derivative acting on the process
. 4
measurement. There is no, special filtering of derivative

action so the variance of u(k) is sensitive to measurement

noise. _ ’

Self- Tunlng

‘The tuner uses measured process I/0 data and user
specified process delay time to gene;ate a statistical model
for predicting'future.outputs. Based on these predictions
the tuner tﬁen calculates_the optimum PID parameters needed

to %rive the measurement to the set point.

These newly calculated constants are not automatlcally
transferred 1nto the control law. The user must issue an
"update"” command to exp11c1t1y transfer these "recommended”
.values intohthe,actual:contrql,algo;ithm.

The performance of the predictive model is continually
monitored and a confldence factor is der1ved based on errors
in predictions. The value of tnis confldence factor (0-100%)
is meant to be a‘guideline for deciding how valid
recommended‘PID paramete;s are, )

The criteria on which the recommended PID parameters are

based is not specified. Under ideal conditions, the
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auto-tuning controller dives critically damped closed loop

responses to set point changes. The user can not specify

-

desired closed loop performance.

During self tuning operation recommended values'for PID
.parameters and tuner sample time are displayed. In the  {I%s @f

. e

control of the two pilot plants used in this work, the tuner

would sometimes change the recommendea\ﬁuner samﬁle time by

a factor of three. This resulted in corresponding cﬁahges in

- .

-

the recommended PID values as well as the confidence factor.
Sudden,“large decreases in the confidence factor made
decisions to update PID paramefer% difficult (Althdugh the
6355 ha;dware samples at a Tixed rate, the adaptive tuner.
samples at- a slower rate dependent upon the dynamics of the
proéess being controlled). For the control of a nonlineat
"high order process the calcul;tgd confidence factor rarely
exceeded 50%. When recommended PiD values were transferred

with'a confidence factor of 30-35%, closed loop control

sometimes became unstable. If the operator inadvertantly

updated the controller with an unstable set of PID
param;ters he had to manually modify'the PID constants or
switch to manual mode. An option should be provided for the
tfansfer of stable packup constants in such an event. The
tuner can not‘be used for long periods time. The confidence
factor becomes very low (~3%) and recommended PID pargmeters
“drift. In this work the recommended controller gajns became

very large =100 as the congidence factors dropped. The

generation of a predicted statistical model requires that

)
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the process delay time be known and t1xed ‘When this
assumption is violated, the\performance of the model is poor
(low confidence) and recommended PID values shdf1d not be
used. |

Assuming that the statistical model does give accurate
predictions, ‘the aut®~tuning cogtroller can give converged
values for recommendeo PID parameters. Unlike trial and
‘error tuning the 6355 delivers optimum control as soon as
optimu@ prediction is achieved.

Inlorder to ootain an accurate model, fhe 6355's tuner
requires richly excited input output signa;}. Normal closed
loop control with periodic step changes ih“set point fs not
enough. The use of automatic set point pertdrbations]ﬁs
virtually required for. good model 1dent1f1cat10n. Dependlng
on current controller gains and or process sens1t1V1ty these -

: ,,,’,

perturbations result in unacceptably high varlance Ln u(k)
. o i b

The performance of this device as an adaptlve conéﬁollﬁﬁVJ‘

\:,

is only as good as the predlcn on model obtalhed Predxct13
? e e

v,'

in the £valuat1on work with the non11neaﬁ§prqpess.f
‘ S ‘ ‘ % Cund

Initialization and Starf—Up

For normal operatlon, the operator must s e Ey f?ve ’“ﬁ' o

’ parameters- initial PID values, the process,bﬁka% t1me and

N %’ ; : i 'y'," B )

“fe no%
? i

a\

the tuner's sample time. If reliable estimatf

avail#ble, an "Initial ‘Test" can be used.lq
wave perturbation signal u(k) is used to exry

[
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The operator spec1f1es the maximum allowable deviation in

y(k) from its 1n1t1a1 value and the magnitude of the change
N

in controller output..

Parameters (from the initial test results in damped glosed
A

loop response to set point changes.

-

Meaningful Feature, Options and Safeguards

' Because the Auto-Tuning controller functions as an

advisor .and is designed for periodic retuning rather than

continual adaptive ogeration, TCS has not provided many
practical features.

The one mﬁcq;%eeded featufe that is available is
measu;ement filtering. Bothfthe performance of th? tuner and
control law are sensitive to measurement noise. The use of
filtering results in less variance in recommended PID

L4

parameters and more accurate predictioné.wThe PID aigorithm
uses direct d1fferent1ation of‘ﬁ&ocess measurements maklng
the use of filtering mandatory. Filtering significantly
reduces the variénce of u(k).

Based on the experimental evaluation of this controller

several additional features should be provided:

5
A set of backup PID barameters should be available that can
be easily transferred into the control algorithm. If an
operator "updates" the controller with unstable PID
parameters from the tuner he must modlfy the PID const?nts

or switch to manual mode. The "update" of recommended PID



and tun r sample t1me should be allowed only if the

\
confldence facto? exceeds some user spec1f1ed lower limit.
Y e . - A -
| LT ,i T NC
' ' | . S S
«Easeﬂof Use ' : . » R, ' o !

A flnfdimat1on w1th1n the ‘Auto- Tuning controller is accessed ,

L)

: us1ng a hand held conflgurator. Parameterkxalues dre

retr1eved from several database tables u%}ng two character

- L

mnemonics. The operator must keep a llstlng of these table
-

s so that he can determlne in whlch table the desired

parameter 1s located s1nce§he musg "move" to that table
\ ' : o '4’
’ before the particular parameter can be retrieved.
’ v

In thlS work a mult1 tasklng superv1sory system was /> &

i3

A o 1mplemented so that large amounts of relevant data could be

51multaneoulx dlsplayed and. ea511y modified w1thout

o requ1r1ng éhat the operator know the structure of the . L
"¥m; contrbller S database,or_parameter‘mnemonlcs. .
Lo ‘ &moun of Expertlse Regu1red for Operatlon. .f, S o ‘@'
A ‘.,J f‘&f The Auto Tun1ng co roller requlres a cons1derable amount
k _)‘f “iof'superv1s1on when EZZd'for per10d1c retunlng A reasonable )

S

,\\\\;:iue for the magnltude of automatlc set p01nt perturbatlons.

st be chosen. The der1ved confldence factor must be

-

C¥ monltored S0 that a dec131on by the operator to transfer the )

PO recommendedﬁP{E\constants can.be qorrectly made.
LR ' AR ' ' 5 o 7

_The amount of’, t1me and'effort needed to obta1n reliable:

7

S P?E%xgnstants and ‘control 1ncreases for nen 1deal processes.'

(.

T It was d1ff1cult to §et4%0n<E:ged P1D parameters for the ///f%

-
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_ odapt1ve pazt of GMV. ”’\

Rt NN

8.. A’ Experimental Evaluat1on
Th1s Chapter presents an expexlmental evaluatlon of a
control system based on Clarke and Gawthrop's GMV controilef

.using a nonlinear process and a simple girSt order plant.

B - - "
' v ) PO 0

8.1 Funct1ona1 Descrxptlon '. , ‘ ’Nm .

The A controller is an adapt1ve predlctlve controller
based on the Generalized M1n1mum Varlance law of Clarke and
Gawthrop“(1979). GMV 1s essentlally a noft adaptive control
law (1/Q)‘acting on pred1cted error. Predicted outputs are

determinequsihg recur51vely est1mated parameters whose

~values vary with changlng process dynamics. The recurs1ve~

estlmatloﬁ of*the predlctbg output makes up the current-

',i

4

"u L]

‘o g .
géneral allo%1ng a control englneer‘to eas1ly spec1fv P,Q.

\and R transfer functions as de51red@@§arameters W1th1n these

L. %v . '.

fllters can be ea51ly modified on- 11ne. However the: = =

N

superv1sory task or "Process Operator s Communlcatlons" task
Q

‘automatlcally 1n1t1allzes the GMV to give a PI control 1aw

act1ng on predlcted control error. Set po1nt changes are

L]

"exponentlallx.flltered by default, for ta1lor1ng purposes.

The degree of set p01nt f1lter1ng is determlned by the user

'

spe01f1ed.de51red closed loop time oonstant. S

. - ‘ - . : & . . .o~

]

. & . , ¥ ¢
N ) ’

I}

The acﬁhal 1mplementat10n of th1s GMV is completely _' p“
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8.1 1‘hdaptive Prediction and Self-Tuning'Meehanisn

The A controller contains two adaptlve schemes.»A
recursive algor1thm is used to estlmate predicted outputs
(see Chapter four) with an 1mp11cit scheme. Parameters in' a
predlcted output equatlon (3. 12» are estlmated on llne and
used to calculate future ptocess measurements..For norse
free processes,}classical RLS with 'upu" factorization and
Fortescue's variable forgetting factor can be used. The
improvedfleast squares-algorithm,‘ILS,'described’in\dhapter
four;w;th its useful ON-OFF criteria is a more-practical
schemevthat minimizes unwanted drift in‘predictioni

estimation due to numerical effects, poqf*conditioning-and

Y

'n01sy 1/0 data.- o P ‘ ‘.“

A segond ad hoc tuning scheme has been de51gned and

1mplemented to modlfy the degree of fllterlng on controller
Outputs based on uSer spec1f1ed overshoot (see sect1on 3.5).

When the A controller is operated w1th P or PI Q- f1lter1ng,.
L
a tunlng mechanism is used to modlfy the effectlve '

ty

'COntroller ga1n follow1ng set po1nt changes. W1thout thxsﬁv

0

adaptatlon sche e, the GMV controller remalns f1xed ga1n and

\/
therefore unsuitable for hlghly nonl;near proeesses. Thxs

L4

Second tuner is de61gned to qgerate when set po1nt f11ter1ng

aeE w‘

has been dlsabled The tune_

regu1res an 1n1t1algest1mate of
the open: loop process t1me@constant in order to know how

long 1t will wait for peaks ﬁgllowing a step change 1n set y;;

Atvany°time‘during its .operation, the PI control

ot
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Vparameters can be replaced by user specified values and/or

-this tuner can be turned wif., Likewise, a fixed parameter

PID controller is available as a backup controller. The.ﬂ
f1xed galn controller allows for smooth - closed loop startup
of the GMV. controller by first. allow1ng it to perform

1dent1f1cat10n whlle‘the conventlonal one carrles out

g*control.

,8 1.2 Requxred Inputs
; Y-‘\t i .

N” Ease <£ﬁse and 51mpl1c1ty are two factors that w111

ontr1bnte to the success of any controller Hlstorlcally,

"Aself tunlng controllers have been con51dered too complicated

“foq practical use. Process model structures must be

'spec1f1ed PQR frlters ‘chosen, initial parameter estlmates

,\.

f04 predicted outputs Selected and 50 on. - L e
The prev1ous dlSCUSSlODS ‘on Q we1ght1ng and set p01nt J%l

% B
\fllterxng havé led to the’ selectlon of default values for Q.7

andsR L1kew1re,"tBe ch01ce of a default process model

&)

structure with' secondﬂorder denom1nator and flrst order
numerator dynamlcs glves good track1ng for a wide range of

protesses.

7‘: .:‘ N i o -

'nghe follow1ng 1nﬁormat10n is requ1red for normal

?

1;7 *

operatlon and being process dependent must be spec1f1ed by
the Operator..
Kc,Ki  Ihitial values for desired PI controller parameters.

- These are used t0’specify the value of;Q(zq). 1f

=
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these parameters are not available, use the open

loop identification test discussed‘ih(siction 8.1.4.

l»

To : Open loop pJLcess time constant'(approximate),

The A controller requires 7, as an estimate of the

. » ‘time scale of closed loop dynamics: When the second

“tuner is used, it wifﬁ search for peak heights until
S
4-7, units of time have expired since the set point
‘change. It is critical that 7, is not underestimated.
: 'ﬁ\: .

dince this may result in unreésonably high

controller gains.

Tq Process de;ay time. .
The GMchontroller's adaptive prediction elgorithm
must have an accurate'estiméte of the total delay
.t1me in the closed loop. Lnacurrate values may lead
 to poor estimation of predicted outputs and p0581b1y

" “unstable control

For the purposes of predicting process
T measurements there are additional parameters that
- Jnust be 1n1t1allzed Default values for these
parameters'have been prov1ded.to minimize the amount
of information needed for startop. |
— ’ RS n, )
e o AN é§9~*%
: “ - Process Model. Struc r%g

A
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The assumed orders of A(z™"), B(z”) c(z™') and L(z™")

must 'séecified. If feedforward compensat1on is not -

‘used®=-1 since for NL=0, L(z ')=1,. The default

P values: NA-Z' NB=1 NC=0 and NL=-1. specify a process
ilpth second order denominator and first order numerator

’ d&namlcs whose processs output is corrupted by wh1te5

measurement hoise and not influenced by. any measured

‘disturbances.

I - I
In1tia1 covar1ance matrlx 1s'spec1f1ed as 10-1. The'
value of the d1agonal elements 1n P(0) d1rectly affect N
the gain ln the recursive estlmatlon scheme. Larqer |
values of P(0) indicate greater Uncertaint§ in the
initial estimates of @ and'result in more active =«
1dent1f1cat1on. The operator can overrlde the default
\spec1f1cat10n at %nltlallzatlon time. Dur1ng closed loop
operatlon a covarxance mult1p11er\can be‘beed to inflate
'P(k) The covarlance matrix is automat1cally inflated
follow1ng a set point change by some user spec1f1ed
\Nfactor (default 10) for six sampling perlods and’ then
deflated by the same amount. Covarlance Lnflatlon

1ncrea395 ‘the RLS algorlthm s sen51t1v1ty to changes in

9(k) and allows %’faster adagtatlon.

h‘

. LTS . ., . ‘e

0(0)
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predicted output, y(k+d). These parameters are not .
explicit estimates of. the process model and can .not be
directly initialized using estjmates'of_n(z”),‘B(z”)

)

and C(z™") in (3.1). Default values of 1.0.are used,

[
M
AN 9%
N2

WOLA©) g T T |
Forgettlng factors for mean est1mat10n in ILS are
%.1n1t1allzed to 0. 75 The operator may specify other
values for elther factor. Smaller values will result in
faster dlscountlng of I/0 data when determining means,
1f these factors are too small the mean dev1at10n data -
used for RLS 1dent1f1cat10n wlll 1ose useful dynamlc
f”1nformat1on. If the factors are too large =1, the
tracking of d.c.'levéls will be too slow. This will -
result in slow of fset rejection since poor:mean

estimation will give inaccurate predictions.

I0TA ' ' n , ; : .

v
%

»User specified lower limit on |[P(k)x(k)| (used tor

ON-OFF criteria) is initialized to 107°.

conp -
¢ i a‘

User spec1f1ed upper limit on ‘condition number of P(k)
(used ﬁor ON—OFF criteria) is 1n1t1allzed to 500.

The aboge default values are. adequaté for most

“appllcatrons. Results will demonstrate that the performance

A

of the adaptxve prechtor is notgsensrt1ve to small changes °

S

'ff', R AR
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in model structure., If de51red the structure can be
mod1f1ed pr1or to startup as-can any of the other

‘parameters.

8.1.3 Additional Features and inputs

-~ To widen the al controller's potential range _of '
app11cat1on, add1t1ona1 features are prov1ded that allow the
user to make use of known process 1nformatlon ‘handle |

specific process conditions and minimize the need for

operator intervention.
iaY

Max imum allowed-overshcot. Default.yalue 0.0 (OVR)

The. operator can specifg the degree of damping desired
for closed loop responses to set point changes. In theor§
' the cost function glven by (3. 165 attempts to m1n1m1ze

predlcted control error, but since control welghtlng is

1

necessary for most appllcatlons, minimum variance control is

not rea11zable. Using an inverse PI control law structure

I

for Q and a few heurlst1c ‘tuning rules, the GMV.can be tunggh

o A
to glve a part1cular overshoot following se; point changes.
)

Exponent1al F1lter1ng of Set Point Changes. - TOWSP

:used to

3

produce smootner tran51t10ns between operatlngﬁggvels. A

Dlscrete f1lter1ng of set point changes cani

spec1f1ed set po1nt fllter constant of 0.0 se%%nds results
}n no filtering. If set point f1lterlng 1%{enab1ed, a

default valEé of 7?/3 is autcmatically‘selgcted, The user
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! . ' ) . :': ’ . L
“can respecify the value of TOWSP any time ‘and R(z ') will be
“‘ updated: accordingly. - ‘

- NB

V
‘

B
S I
,

Noise band
| User specified‘limitS’on‘process_measurement noise

(white) canape‘USed by GMVi@b dete{mine a yalpeaef I0TA. a
Because the ILS algorithm uses mean deviation data, at \¥hv
steady staté‘the only measured 51gnals enterlng the

'recur51ve afﬁorlthm are due to white noise. Since’ Tr[P(k)]
is held constant and I/O data in x(k) is due to noise, an . <

v’approxlmate 11m1t for: "P(k)x(k)" an be determined.

i . Digital Filtering Jof Procesg Measurements - TOW.

A discrete ite difference approximation (bilinear

d

transformatlon) of a second order Butterworth f11ter is used

as a low pass filter (Phillips and Nagle, 1984).

@ .
Gain Compensation

/" This option has been provided to allow the.GMV to adjust

- iks effective controller gain automatically, folloﬁiﬁg a set

point change. Using an operator specified steady state open

loop characte;izatidnﬂ the controller will immediately

adjust the degreebof‘weighting on control following a set
po{nt'change. The use of'gafh compengation allows the

controller to maintain user specified closed loop reSpdnse»
‘characteristics through the operating range of a nonlinear

' process. ‘ o - o *
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I . T

Ideally, perfect}gain compensation would result in
'convergence of'adapted controller gain independent of
‘operating levels. Internal adjustment of controller
weighting prevents problems aSSociated'with moving from low
process gain to high proCess gain regions,

With gaxn compensatlon in use, the second tuner (based on
overshoot) should only adjust Kc in response to changes 1n
overshoot specifications and differences between actual and
,assumed nonlinearities. ‘

| ‘
8. 1 4 In1tial Identlflcat10n Option

To m1n1mlze the amount of knowledge required for startup,
an open‘loop 1dent1f1cat1on option has been provided. The
optlon involves the use of two sequences of controller'
perturbatlons. W1th the open loop system initially ‘at: steady
state, the process is perturbed by a step change in
controller output and the process reaction curve monitored.
From the open loop resoOnse,.the process delayvtime, open
loop time constant_and/static gain are determinedt With this

%  data, the sampling interval, initialeI controller
parameters and set point f11te£‘t1me constant are
calculated. When this sequence 1s completed, and the process
alloxed to return to its original steady state, the second»

~ .
phase-is started.

/

N square wave perturbatlon signal w1th user spec1f1ed

output dev1at10ns is used to exc1te the process. The per1od

' of~the square waves 1s,dependent on the maxlmumval;owable

v " - -

.
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deviation in process output specified by the ooerator prior
to starting the open loop test. The resursive ILS algorithm
is turned on and estimates for 8(k) calculated. User |
specified limits on allo;able deviations in process output
determine the period of the square wave perturbations. These
limits allow the operator to specify the amount of process
upset in the test. Flgure 8. 1u1llustrates a typical open |
loop identification test performed using the nonllnear
temperature controlled process. Note that at t=360s the
controller was put 1nto automatic mode using the PI
parameters determined from the first .phase of the open loop
test. The process output,was oscillatory due to the value of
the controlle gain (25% overshoot and % decay ratio
specifications), |

Recursive estimation’ of predicted outouts (open loop) can
not be carried out using a single step change in u(k). The
square wave signal is needed to provide sufficient
;xcitation so that 8(k) can belestimated.

It should be noted.that the test is completely automatic
once started. Using TOWSP, PI estimates and the curfent
sample time T,, the initial Q and R filters are calculated

-and implemented. Qhe second phase of the test 1s completed
when the controller output ;s returned to 1its orlg1na1
steady state value follow1ng the fifth perturbation. When
the test is cqmpleted récursive estimation of 8 is

suspended. unt11 the operator, proceedsﬁw1th closed loog,

control .or exp11C1t1y starts adaptive pred}ctlon via the
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Fig. 8.1 Open Loop Identification Test for A Control System

Yoe

supervisory program.

Some of the Figures on the following pages contain plots
of variables that indicat
Ny _

H

e the status of the A’ system

during its operation. These parameters are defined below:
. g

5

Acm Flag - Status of the GMV controller.

1- Has performed a complete initialization from disk

% ¢ ..
/ S
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o
. ‘ s :
» files. W v
%'l\ # . dx".,_ v ‘
v | ) . ’ ’ - . .
2- 1Is buffering data vectors with measured, filtered
£
a{o data. |
‘ ) R ) .
4- 1s performing least squares identification (and 2
_ above) . " -
a ) o .
) ’
5- 1Is calculating controller outputs (plus 2 and 4).
. ’ .
6-, Gfiatrol calculation is suspended by the operator
;'g~(sﬁeﬁsd2 and 4 remain on).
S P . 5
« ALG = 'Céntroleslgorithm currently in use.
. ) s ‘* o o . .
R ‘::;,f " ,
e oy e v A
© o+ % 1% «Conventional PID. .
i A “ e & LW ' :
. 27 GMV, S . %
E I b K . % . ' ,
O L L :
¢ R '
L T B T S G
. i M.. ‘s . ,f. N - . ) " ~ )
' o c;g“Elag‘4rStatus of recursive least squares algorithm.
R L t x - T ~. : }"‘i . ; . . ar
R ! ’."‘ 3 ,ﬁ t\"'.m L ‘ " ; 3 "‘1 x’-‘
-~ . ID.is suspended.
(R ) .
y - “1D is on.
& -
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8 Z)Use of Controller Output Flltepﬁng~— T/Q~Controlv f«\{

RTIN N
i ¥ B °

BRI r Th1s sectlon experlmentally demonstrates the effect of

J‘.fl'_'“ several Q struct@\es on closed loop performance and ver1f1es %
the d1scuss1on in sect1on ‘3. 4 2. For results in thlS sectlon
the default second order model (NA 2 NB 1 NC= 0, NL=—1) was*

Yoo T s :
:R'gﬁ" e used P and R vere held flxed with vaIUes of 1. '0 and dlgltal

3

'j»gp f11ter1ng of measuremeqﬁ§ was not used Sampl1ng and contrdl

. v
, 1ntervals were flxed at two seconds.

- ..
N . T o . . . s,

L 4

’l" 3 2.1 M1n1mum Var1ance Control (P’R—;' 0=0) s } -

n

W1th the above cho1ce tor P, Q and R, Stable c105ed loop

4

control 1s dependent upon the performance of the recur51ve

‘estlmatton scheme. Calcu&ated controllet outputs depend upon

R t "he of 1/g0 wh1ch is an est1mate of 1/(b°e0) and are
o extremely sen51t1ve ‘to- varlatlons in: go, partlcularly at

“}fﬂt;'_ fast sampllng rates. The lead1ng coeff1c1ent by, of B(ECTQ“

is- a functlon of statlc proces gaan and sampl1ng time.

A

;V'f*bvfh'*', . Due to sen51t1v1ty to/est1mates of %o - the GMV can ndt be
A v. v ; . » m'.‘ L
oY commlss1oned w1thou& flrst perform1ng on llne recur51ve '

-

/o . .
1dent1f1cat10n of, y(k+d) 1ntorder/to obta1n rgood" estlmates

;' - . of e(k) ‘With the A% control system, thls .was performed R
: Bk ‘v u51n9' convehtlonal PID closed loop! COﬂthl operator N
f?;l\'.e\g ﬁnlmplemented chahges 1“ “(k) or ‘the 1g}tlal tESt. ' -

' Y Flgu?ENB 2 1llustrates m1n1mumﬂvar?ance contfol. Fot thlS

partlcular run the. RLS algor1thm‘nas turned on whlle 1n

e

"'%Fﬁw' manualfmode U51ng Kc 5?K1 255 conventlonal PI control and

S

. L everal set p01nt perturbatlons were*1mplemented to prov1de
B T TS R . , R AR o P =+ S

ELPURSENES e T LT S e AR T S s ‘ T R A Foren T h
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'_useful I/O datavjuf‘parameter 1denttf1cat1on. P(O) and 8(0) .

. were 1n1t1a11zed to 1001 and 1 respect1vely.

’ Whlle at steady state, control was transferred to the

m1n1mum varlance sTC (t=2805) Due te e1ther 1mperfect

' modelllng or sample time effects the closed loop response

) 1mposs1b1e to ach1eve perfect modelllng and thlg’efo? gﬁb

fcontrol ‘with Q 0. . K L _,"- ‘.. wQ;

,‘l‘
t

'

a8

began to osc1llate. Nonllnear1t1es 1n the process made it
o~

a I

r_‘fv(-_
-9 & i ' ‘
8.2.2 Proport1onal Contro (P=R=1, Q=inverse PI1) .

The use of 'Q to stab111ze closed loop oerformande 1s

demonstrated in Flgure 8. 3. Follow1ng m1n1mum Oarlance

' 'cantrol (905<t<1805) Q was 1mplemented as an inverse PI

-

controller W1th Kc 4 and K1 SOOS,Neffect1vely d1sab11ng the
-

Y W SN ")v - .

1nt§gralvagﬁggﬁ U%?nvl

ttlon of Q lghe cloged loop*becam’e

* stable but ‘3 steady s!aWet resulted Note how ‘the”’

process measurement moved towards w(k) 50% at t= 2855 At

@

~this p01nt the 1ntegral constant was changed to Ki=40s and -

gact1on glone. Follow1ng two set p01nt tran51ents using:

7subsequent set p01nt changes demonstrate 51§$j but

8 2. 3 Integral}Cbntrol (p= R=1 Q—1/k) T o .

fconventlonal PI control Kc 5/K1 205) the GMV coﬂ%rqlle_

the controller offset was e11m1nated

~ ‘\

5 . . ‘ . .
E -
B . . o - ; ) ‘ - -
“ ) . K . : . E o

/

-

‘ /
Flgure 8.4

&

actlvated with an 1ntegra1 tlme of 5 seconds ag ta31

‘?.'\‘ .

“_aCCeptable, SErVO ‘control. The effect of nonl1ne process

1lustrates typlcal performan&e 051n3}jntegral»

:w’ﬁ
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“dynamics is evident. from the slightly more oscillatory
response to the negative set paint dhanges.

.

Flgure 8.5 clearly illustrates the effect of varying K1

qon GMV closed loop responses to set polnt changes. The first /.
N . 14

two transfents were osc1llatory\w1th Ki=ts, By changlng Ki :
to 10s (higher .penalty on u(k)) a S1gn1f1cant change in. |

closed loop performance was realuzed Controller output was'
ST ,x\/ '
: much less osc1llatory and changes il'ller, result1ng in a

¢ o N

. wped tran51g:on to the new operatmg pomt The negatlve
3
,

p01nt Emanges result in less damped response due to

[

hlgher process gafhsrin the the lower operatlng regloq‘? '

While the 1ntegraP3§t ucture is nece sary for offset ¢
&» %

. 1‘
’nd ree of_
i L] . Y

[}

d1rect tradeoff between speed oﬁéresonSé

»

'ﬁamplng The effect 1s even more pronounce forcprocessesﬁ
w1th large t1me constants. : ' '\\';' ) « '
‘ . . \r ) . oty
o For servo control the 1ntegral only mode is not adequate

v

since hlghly underdamped ﬂesponses can only be prevented at

3

‘ éhe .expense of slugglsh control o

- o y

/T‘ i '; : n ’ n
R ' RPRRY L -
'8.2. n Proportaonal Integral Control (P=R=1 ; Q=1nverse P1)

.Q. The use of ‘Q as an 1nv§tse PI controller allows for a
var1ab1e degree of welghtlng wh1ch~rs a,functlon of -

predlcted error, (w(k) - y(k+d))“ o~

"

Figlure-8. 6 de@ynstrates how adjustment of effectlve AN

controller gain and 1ntegral t1me affects‘tﬁﬁns1ent

‘x

responses fh Set pofnt changeh As 1n convent1onal PIu €

’

-

ellmlnatxon the efﬁect of ad]ust‘mg‘;il 1s clear. There is a -

250
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' control R1gher galns glve faster response and eventuallgh

L}

"

éﬁ @@%ﬁ 1hterpn;:at1dﬁw§hat predlctedgerror effectlvely 1ntroduces_

8.2.5 QTal'sg,Predicte& Error vs Convent1onal Error PI Control

"tlon presenté results that support the

- phase 1g8d.into the closed loop system. This allows for the

r controller galns and more stable contrQl as

. . .“‘qkb .": ] . . .J
) w1th\d‘er1*t;1ve action.

. . r;'F1@UL(‘8 '8 illustrates thagthC gives 1ess osc1llatory
,:v“gantro} than ccnvEntlonal PI cont?oi for. equ1valent Kc: K1
if’5v tges.r1n order to stabllllze the closed‘loop u51ng

,': _ ”«" a%éeg&nﬁl PI control both the controller ga1n and

N .

\, in egralrt?@e had to.be detuned

- Flgure*B 9.déhenstrates ‘the effect of. process

. -
At J“ L -

nonl1pearitiés on performance. US1ng conventlonal PI
',A;iv,ﬁ: g \‘.r JU——

.- ' =controi detunlng was requ1red after each negatlve set p01nt

- €

change Due to detunlng, a ubsequent p091tlve set p01nt

-

change gave very slugglsh control At t= 4855 control was.-
swltched to STC (Pf) u51ng the same or191na1 PI constants.
fMuch less dstun1ng was requ1red allow1ng for a narrower ,”
range of controller constants‘and better overall control
The use of predlcted control erron glves better .

performance and dapted predlcted err&' part1ally

4

\'.

v



60—}
F
e-
. \ »
. . 2
~' »
o i "]
X 504 . . '
- q
.
,
o
. .
\
4
1 N S
» -
. P g
NS ¢ L
S .
o0 '.‘J:_,A
' "‘«‘3 5 7
. \ . N )
v /-l r ‘1 *': T I T [ el I L ] R r T l
o ST .
D 44 » , —* :
EVEE »w
£ . “ ,
O 2_ - f ,
. '
.< -1 . /
0 o & * - -
L] T T T *.l l U ' T I T I L T T ]
2 - >
o .
2 ]
0 - T =T ]‘ T T T T T T T T Y T T | . ‘
. 0o 120 240 360 480 - 600 720 840 960 -
| Time(s) .- ' -
- * )
Fig. 8.7 Predictive PI Control - Effect of Adjusting K¢ on Servo Performance. :
.o : t
’ . ar
Ny
(I L4
- P



‘ 256

50~ . - !fwg

, e, 100_

(%)

i

Oﬂ[&,‘.“?‘,.

Y e

Acm Fla

T T T T |. T T T 7 ™ T T T LENE

? ~T
B = : - . ) ‘ o '

1 J S S L. , <

4 A 0 T T Y — Y 1 :\' ‘ T 1" 1 LINEREY & ERRE 1{’ n|

. -0 120 240 360" 480 . 600 720 840 " 960
Time(s) ~ o |
7 ) . ¢ . ’ { -
. Fig. 8.8 Comparison of Conventional Pl-and Adaptive Predictive PI .Control

’ Performance.’ L

ALG,
Ja

.- .

Py

ia,



ﬂ",
Fa

U(%)

40

Kem7'§
Ki=10

Ke=7.5
Ki=10

Ke=7.5
Ki=30

Ke=b . s
Ki=10 ,

Ki=40 ~ N

100
y

80+

53

¥

F T T T T W’*A T T

I/
240 ' 36Q 480 600,
C oL 2 Time(s),

e . [ .

¥ }

T T T
129 720 84_9

- <N
<

) . ST . e ] 4
Fig. 8.9 Effect of Prdb;\s.s".wnbnlinze'arit‘i‘es-,fpn Closed Loop Performance - PI*’- ISR
T P ORTT O T o ' ' R 4 .
Predictive PL Tontrol ™' ‘. W . Y .
. . — ) ¢ ~

Voo 3 -



y g .
. (R PR ., .. . X . '
' o B » LN \ A L4 . m.\ \
A . . . -
r, W
W

compensates for process nonlxnear1t1es and changing
“dynan1CS. The use of predicted error results 1n less.
osc1llatory control when compared with conventional errorr,,” 

.

driven PI control, The use of predicted error is analagous “:

to using derrvatlve action. For conventlonal PD control w1t

. derivative acting on the measurement only:

mu(k)fktﬁiddoté[e(k)+Kd[Y(k—1)-y(k)]]

.

* . . \‘\ )
With proportional STC (Q=1/l) acting‘on predicted error:

)

q(kfkb/klw(k) -y (k+d) 1=1/AMw(k)- y(k)+[y(k)- y(k+d)]]

,.g " _

‘o . ;1/l[e(k)] + 1/k[y(k) 7(k+d)] _ :
RN ‘, ' | X ‘
- . @
,C; - FQ;:Kc=l and:qf1 the G&V is equivalent to a cla551cal ,
/ . a <Y
~proportxonal derlvatlve controller albeit y(k+d) f(u(k)) o
The der1vat1ve term in GMV is based on predlcted changes in
- ¢
process 6§lput rather postérior estimates.
_S‘\ 8.2.6 STC‘is,NOT a Closed Loop’Adaptive Cofitroller —u

Results with STC and-Q¥1/PI also indicate that tﬁere is

. <, L] ‘
‘ﬁ¢<:§‘ ' ho. adaptat1on of controller parameters based on closed loop

performance)spec1f1cations. Albhough the- control law is

: A"_,,once Qé1s non zero GMV is
"‘iti ! W v ot

T IRAING 1onger m1nfmummya : nce'control and\the effect of Q on
et .3 b

crosed loop performance can not be predlcted for unknown

4

processes. The proper cholce of Q is process dependent and

[3
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for nonlinear processes als% dependent on operatxng ‘point,

Regions with' hxgh stat1c procea‘!§a1n require higher penalty

(lower gain) on u(k) in order to maintain overall closed

H

84

The previous results clearly demonstrate how on line

adjustment of Q affedts the characteristics of closed loop

transignt responses to set point changes. Through

k]

specification of gain and integral time, Q can be used to
maintain stability of the closed loop, provided that
predicted outputs areraSymptotically correct. These
statements clearly suggest a need for a proper adaptation
loop’ that will adjust something in the'STC‘s control law of
3.18 so that user specified closed loop performance
specificiations can he realized;'The present "adaptive" : t
mechanism attempts to give accurite prédictions, y(k+d) by
adjusting 8(k) but does not provide any kind of closed loop .
adaptation. v .

The results of- Figure 7.6 demonstrate how Q can be
ad;\it/d u51ng‘heur1st1c knowledge to tune corresponding PI
parameters. Fidgure 8.10 1llustrates the proposed structure
for a truly closed loop adapt1ve STC. Using such a de81gn, a

-

control éngineer can 1mplement a closed loop adaptat'on .
: » b -

'scheme 6f his ch01ce. Given deghred closed loop perfo ance

spec1f1catlons and 1n1t1a1 cohtrol parameters, the adapt'

i

mec,§&1sm must compare current performance w1th desire

Based on the d1fference, the current control parameéerb are‘
X

adJusted 's0O that desﬁred performance is achieved. When P=R= 1

. " N , R Y
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8.3 Effect of Set Pblnt“F1lteh1ngionHClosed LOop Performance
Although set p01nt fllterang has no effect on closed loop ,

stab111ty 1t can be used fot servo model folloWﬁng

prac\lce, stqﬁ changes 1n set po1nts are rarely pOSSIble.:
Controlled varlables are often 1ﬂPUts to downstream‘ifw.lv.f'vﬁ
- . \.‘ X . :. T ‘
v : o
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processes and vigorous control action is not acceptable.
Fast transitions in operating levqhithereﬁore'upset

downstream processes.

]

Results\demonstratlng the practlcal use of fllterlng are

. presented in F1gure 8. For a fixed set oﬁ Pl constants

-

(Kc=5. 0/K1 10 0 s. ) several set p01nt transients u51ng

d1fferent set p01nt filter: t1me constants are shqwn. As iy

-

f11ter1ng was 1ncreased changes 1n contrgi actlon became

smoother approachlng steady state 1evels exponentrally
rather than w1th saturatlon and osclllatlon, For T, —305 the

controller attempts to drive the process measurement to lts

/ o 4

new‘ set po1nt in 4- Tsp seconds or two m1nutes. The use of.

set p01nt filtering prevents large erfors from entering, the
closed Ioop,-resultlng 1n,smoother control and tran51ents
" At t‘}‘ﬁs the controller ga1n was 1ncreased to 10 0 just

kprlot to a -10% change 'in set po1nt (r —155) to 40%. The

_ I
tran51ent response was osc111atory abbut ‘the set p01nt of

- 45% demonstratlng that the set p01nt filter had no 1nfluence

on steady state performancef With the proper ch01ce of
-
ontroller constants,‘exponentlal f11ter1ng glves the .

/

operator a means of spec1fying degree of damp1ng for servo ‘rp

changes. Also‘51nce the GMV attempts to m1n1mlze the error

l

2 [w(k) y(k+d)] set p01nt fllterlng 1s an 1nd1rect method of
. /
,ach1ev1ng &he des1red closed loop response to a set p01nt

. change- ; /: Lo R N

. /‘

e, .
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"Chapter four). To make full use of these On-Of f tests the.

."“’ | . | - . . oo : _...—263
v ‘ | B ' | . 'v 0 . ..:" . .
8.4 Selection of On-Off Criteria Limits for ILS

\

:\. Impr0ved Least Squares has incorpdrated two -important

"On-Off cr ter1a 1nto its constant trace algorlthm (see(
'ﬁser‘must2SpecyEy*an allowable upper limit on condltlon
number of P(k) (Condp)\and a 1ower 11m1t on "P(k—1)x(k)"
.(Iota) which is- related to 1nformatlon cont:nt in measured
~1/0 s1gnals. “ |

"Selectlon of approprlate values for these llmlts is not
-intuitively simple, but can be accomplished by tr1al and\\_J///
error -In this work, Condp and lota were‘determined using' N

the follow1ng procedure. Uslng elther GMV or convent10na1 PI
~control - the predlcted output terms were estlmated u51ng RLS
ﬂmlth UDU factorlzatlon and Fortescue s variable forgettlng
factor. ‘The ' same normalization on y (k) and’x(h) was
performed as in ILS and'ualues'for "P(k—1)k(kl" and
Cond[P(k)] calculated and d1splayed to\the operator s
console"éoncurrently, the plottlng tas@ was used .to dlsplay _
a graphlc trend of parameter estlmates so that the operator
could observe how B(k) behaved dur1ng closed loop operat1on.
“Follow1ng a user speaiiled set point change, the calculated
‘values for "P(k 1)x¢€%% and Cond[P( )} were monltored When
the process.llned.out at the new sgt point, the mean
deViation'data in‘x(k) quickly approached zero so that -
"P(k 1)x(k)" suddenly decreased in value. ‘The cond1t1on

number of P(k) tended to remain at a constant level prov1ded

that ‘the process measurement was not corrupted by large
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P N e f_/Jﬂfr"

s S ' ' \ -
amounrs of noise, L1m1ts were then’ selectkd based on the

values calculated prior.to the sudden drop 1nv"P(k-1)x(k)"
at stehﬁy\gyftg. mhe value ot»?r[P(k)] wa§v1n1t;ally“set to
10001 for RLS identificatgpn. , ",,' ;.‘

*Figure 8.12 illuStrates~the'dynamic response of
calculated values of ||P(k-1)% k)“ and Cond[P(k ¥ durlng
_clcsed loop conv@ntlonal PI control. Values for Condp and-
Iota uerefchosen at 500 and 0.001 for subsequent use in ILS,
The uatUe;cf TrIP(k)].was held at 2.0 (O.Qidkfor subeequent
runs unless'otnerwise specified . | V

F1gure 8.13 shows the resuitlng pertormance of ILS us;ng
these 11m1ts for a series of set point changes. With" the
\ c;osen limits for Hij—1)x(ka and Cond[P(k)], -
identifftation was suspended during petiods o;'lqw4
'texcitation, thus preventing drift in 8(k) due to noise or

hlgh frequency dynamlcs. ‘ ‘

The ILS algorlthm malntalns Tr[P(k)] “at a user spec1f1ed
value by adjust1ng A(k). If the calculated valde of Ak) is

.malso used for mean estimation of u(k). and y( ), the chosen

i

limits for On-0Off crlterla can affect.closed locpl E
performance‘duringv"steady~stateﬂ opefationffif lota is
spec}fled as a very small number (~10 )f and. Condp“very
wlarge (~1O ) then the update of 9(k-1) will not be turned
off. As a result the calculated values of X(k)Japproach
_valuee-of zero so that Tr(P(k)] w1ll be kept constant Frcm
equatlon (4 32) the ac{:al calculation of u(k) is.aiq

-

function of A, (k)u(k—l) or A{k)ulk- " Pf A, ()=N(k). As a |

1
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effects of A(k) on control calculations..

T o o 267

result, ulk) w1ll be "perturbed by'k(k)u(k—I) giving
unsat1sfactory control Fagure 8. 14 demonstrates thxs
problem. The transaent response of y(k) ahd u(k) are shownf
The values of Iota and‘Condp were 107’ and 10,. At steady
state (t= 3255) the pertugﬁat1ons 1n uik) appeared The
problem was corrected bJ decreasing the desired value for

Tr[P(k)] at t= 415s. The value of l(k) is al%§t~‘

Follow1ng this, parameter 1dent1f1cat10n was o

j to a lack of excitation and k(k) was fixed. At t=5605,

Tr[P(k)] was -inflated to 105.0, resulting in gscillations of
Mk). The controller eventually became unstable due to the
In this uork,.the forgetting factors fdr mean estimation,
ly(kl and-A,(k), were specified.by the user (default 0.75)°
and not a function of A(k) from the ILS algorithm.
8.5 Open Loop,ldentifiEation
The initial identification option minimizes the amount of

knowledge requlred for startup and closed 1oop operatlon.
P

\Flgure 8. 15 1llustrates a typ1cal test followed by several

“set point transients to demonstrate the resultlng controller

performance.MThe initial phase uses the Cohen and Coon

method for calculating initial estimates for Kc and Ki

following the estimation.of Kp, 7o Ts and 74. The initial

values for Kc and Ki are based on 25% overshoot and —tdecay.
The re;ommehded sampllng 1nterval based on the estlmated

time ¢tonstant, 7 g1ves results that compare with those

p’

. .
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that had been arbitrarily used previous to the

implementation of the initial test. The minimum allowable

sample time is one second. This value increases to two

-
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test, refer to Figure 8.16 in which the STC is com%issioned
with the same init}alhpl constants but no prévidus open loop
estimation of predicted outputs 9§k+d). Control is in{tihlly
unsfable due to’pOOr prediction. As prediction estimét:s
improve the controller manages to bring the process output
to its desired level. ' - |

The use of an inverse Pl structure for Q has allowed for
'its calculation ba¥ed on well known, commonly used
tecpniques for obtaining initial PI constants. Most
applications in the past have used much more arbitrary
procedures in wﬁich parameters in Q are directly médified
aqg Q kept simple\in structﬁre. .

Figure 8.15 demonstrates that GMV can give good conttol
with é minimal amount of supervision for startup. ﬁecause_
_the initial identification results a;e baSea en dynamic opén
" loop response daga, results were“consistent and rebeatable
for a given operating point. - .,

With the initial tgs‘; the operator must spécify only two
pieées of information: the magnitude of the step change in
controiler output and the maxiQO desired deviation from
initial s;éady state for tha\p?ocess measurement. The
-specification of exact model Structure is not critical for
"non minimum variance" control since calculated cdntrol&er{///

<
outputs are no longer a function of 1/g, alone.
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8.6 Closed Loop Performance ' .
/ .

8.6.1 Typical Controller Performance

F§r expefiménfal burposes, controller‘performancé must be
defingd. Strictly speaking, GMV's per%ormance criteria is»
the minimization of 3.16. This cost function ﬁinimizatibn is
realizable only. if perfect godelling is achieved.
Futthermore‘even with pe;fect modelling the minimization is

guaranteed in ;he discrete domain alonez

W}th‘the use of filteriggion u(k), it becomes more
difficu{t to interpret the performance criteria from a
préctical point of view.AQ is used to offset the
destabilizing”effect of modelling errors. With the presence
of modelling errors during transients, the only thingfthaf J
guarantees is that if y(k+d) = y(k+d) and Q(z”)lzﬂ=0 then
y(k+d) will equal w(k) at steady state. It makes no
guarantee as to how.set point error will be rejected.

More meaningful performancg criteria are needed that will
provide the basis .for adaptation of adjustabie parameters
within 3.18. The criteria should‘uniqdely determine the
characteristics of the closed loop transient behavior to
specific process upsets such as disturbances or set point
changés. For exémple‘ISE is often used as a measure of
performance but can not alone be used as the criterion for
adéptation. Both an underdamped and ovgrdamped transient .

response can give the same ISE values.

/For the a’ control'system, overshoot of process

L



©8.6.2 Performance o%'the'Adaptive'Algori!hms .
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measurement follow1ng a set po1nt change was used~as a

LR

measure of performance, whlch was then used to: adjust
controller ga1n on llne. A user spec1f1ed max1mum allowable

damplng was used as a constralnt ‘to overrlde the overshoot

-~

spec1f1cat1on. ThlS prevented susta1ned osc1llat10ns 1n y

N

fOllOWlng set po1nt tran51ents. F1gure 8 17 shows a typ1cal
"closed. loop response to an’ unflltered step change in set
‘ )

\pornt for the A° control system The cost functlon

minimization prov1des the necessary Qecond condition that

will specify‘the'time fcalevof,the glosed loopAsystem

“through the choice of set point/filtering -

L3

‘ AS shown in Figuré (8. “10), there .are two adaptatlon
@ .

schemes runnlng dur1ng normgl closed loop operat1on. The

»

flrst 1s the recur51ve est1ma}10n of E(k) used-. fd
pred1ct1on of y(k+d) The second ls the scheme used to
adjust parameters w1th1n the 1/0Q control law based on the
dlfference between de31red and the latest measure l
:overshoot B 'p“\\,ﬁ | |

The RLS scheme is essentlally opé”'loop 1dent1f1cat1on

: whlle ‘the second based on measured wlk and y(k) is closed

'loop self tun1ng The estlmatlon of predlcted outputs is not'
BRN

‘based,onSthe feedback of anynclosed lqop performance

‘

2 f

Cr1ter1a.

The main ob]ectlve of the 1nner adapt1ve loop ns to

\

accurately predlct the dynamlc behav1or of the proceg& (a -

R " a . . Lt

~ e

o
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B

,

. ) . i % ‘ N
With this implicit scheme, the values of

[ © -

"u-y.model").
parameters within 8(k) converge to some_ set, not necessarily

. L“ s N ) ~ ) . . . . \ -
~ the true values, so that &, does not drift or oscillate.

= .
i o

- From (3.54), variations ih»éo due to numerical problems- will

credte undesirable fluctuations in u(k). " L
. oL - iy » A } - . N S
&£ N . T ) S ) ' 4 - . . . Sk .



LB« o IR : S : I : o - . )
B L S ' e ... 275
D N \ . - . L . . s B - : P . o ‘

e . . .

 8.6.3 Automat1c Adjustment of Kc 2Q(z™) ,

v

“_\4d A second adaptat1on loop based on closed loop overshoot
and damp1ng was. 1mplemented in an effort 'to make GMV

l dlrectly selfftun;n;. The purpose of thas section 1s'to

-demonstrate that automatic adjustment of‘Q(z ) can be-used

7

to deliver user spec1f1ed closed loop performance. -
With thelinverse PI control law formulation and some

‘heuristic tuning rules, recommended controller gains were

used to automatically adjust Q{z”)ffollowing set point

changes. Using an underdamped, three‘peak.characterization

'for closed loop responses to set point. changes,{a 51mple

g algorlthm was designed to adjust Kc based on tiﬁ
' between desired and measured overshoot As we
spec1f1ed 11m1t on damping (as defined by Foxboro).

ws an overriding constra1nt on Kc. The performance of thlS
{. . R R

[

tuner is documented in this section. {ufpf"

‘Cogvergence of Rc
A YT

'fbiven'initial~control constants Kc=1%nd Ki=30s.,‘amafi
-steady-state‘operation at 30% of Span, the ability of the
Aa'srtunerfto give auspecified overshoot of 0.30 with-a
'dampingﬁconstraint of 6!10 was evaluated.'As shown in Figure
8.18 the speed of'response to set point changes improved
with each tuning transient After3=5‘transients,‘the
Jcontroller galn had converged to.a value of 6 0 dellverlng

an overshoot of 25 30% Subsequent set point changes about

N
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27.5% resulted in constant controller gain. Figure 8.19

éQntains the £Eaj§ctory of Kc'as.a functidn,of tuning

gransient.‘ |

© 40

\ \ o k W’ ,
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Fig. 8.18 Convergence of Specified Overshoot About 52.5% for the A Tuner -

- OVR=0.3

BN

Tracking Ability

An adaptive controller must be able to adjust

-

controller parameters in response to changes in process

A
[
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Fig. 8.19 Trajectories for Adapted Kc Demonstrating Convergence '

dynamics. For an Qvershoot.spegification of 0.30,“tﬁq&GﬁV
was opergteé about the 27.5% lgvél‘to obtain conve;gedfﬁc
.and G(ki. A.series of +5% set ﬁoint chadges were then ”
i_dmplementeqqin-order £o'opefateiat a set_poiht o£.45;50%.
-Figure 8.20 illustrates the closed>l§op performance for the
series of Set point changes. | ’

The effects of the'p;oéess nonlinearities on the closed
loop'performance are clear.fThé A’'S self-tuner had to
.kincreése.the conf:ollér Qain«after each transient‘in an
effort to maintain the desired'erréhoot} Therverall
adjustpent of contfollef éain wés hot as critical as in the
Exact cohtroller's case due . to thebadVanéagé of using

predicted error. Refer to Figure 8.21 for a trajectory of

controller gains for the series of set point changes.

© \,
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Fig./ 8.20 Tracking Ability of the A  Controller (OVR=0.30)

Tailor[ng of Closed Loop Response
An adaptive controller must be able to adjust its

control .law parameters in response to changes in operator

I

[
Y

sp7£ified performance criteria. For user specified changes

7
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Jransient #

A
Fig. 8.21 Trajectories foér Overshoot -and Kc for a Series of +5% Set PBint Changes

&

“demonstrates?the 2’ tuner's ability to adjust controller

¥ Initially, for.agépéqffied overshoot of 0.30 and damping

14

limit of 0.25, the cohtfol;er'gain was 6.5. At t=60s. those

limits were changed to OVR=Q.15 and DMP=0.1 and several set

poiht perturbations‘used;to'generate tpansient responses. '

The tuner decreased the controller gain to 2.21 after 7

transients and subsequenrt set point changes had overshoots

-

of =0.15. Figure 8.23 contains.fhe.trajeotory for Kc for the

,

18 =
. 12 A
5 |
g o
o -
£ ]
.2 6
C
- 0.15 legend | 37
: o T 42 -
0.0 T T r T ',\l T |,l,|.;,-o
5 0 2 4 6 8 10 0
.
Transient #
‘_ to 52.5.% (OVR=0.30 DMP=0.10)
in overshoot at a given operating level, Figure 8.22
gain s0 that‘the:specified overshoot is achieved.
v-“'.
series of set point changes following the overshoot
_ specification of 0.0.
/. / BN .
— o) -
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8.7 Evaluation Under. Selected Process Condifions

»

- 8.7.1 Overdamped Précesség////”§N~ ~ . .

The specification of undetdamped closed loop responses in

S

the'coﬁt:ql.of'aominantly damped processes can result in the
adaptive tuner éiving high contréller gains. For the ff}st

i orde?’liquid level contr&iled plant, Figure 8.24 |

| demonstrateé the gain wind uptbroblem. ‘

.’Following’each transient, the self-tuner increased

controller gain in an effort to force the process to
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-

overshoot on the -next set point changes Control action

i

eventually becomes almost deadbeat, osciliating between its

-~

upper and lower limits.
With the A’ controller, this problem yaé solved by -

relaxing the overshoot speciffcatiég so to OVR=0.20. The
- opeator éan also specify overdamped closed loop resbonses
through the choice of set point filter time dpnstant as was
‘shown ‘in Figu;e 8.16. Figure 8.25vdemonstrates how the 0.2
overshoot spécification preventéd the gain‘wind up problem.
Figure 8.26'sh§ws the trajectory of‘controller'gafh for both

casés: OVR=0.5 and OVR=0.2.

- 2
’ I

8.7.2 Measurement Noise

The performance of GMV is dependent on the accuracy of
. _ 3

’predicted outputs which in turn can be adversely affegted by
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Fig. B8.24 Gain Wind-Up for GMV (OVR=0.5 DMP=0.3)
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measurement noise (see Cﬁapter 3). In this wbrk the noise on
process measurements was assumed to be random so that
C(z')=1.0 for’ﬁbdelling purposes.

The effect of'measurement rioise is shown in Figure 8.27.
.Initially withoutK measurement filtering} coﬁtroller
performance was slightly oscillatory due to feedback of
noise (the(ﬁoise generator was not used for this run). From
Figure 8.28, parameter éstimates were drifting a .o

considerable amount up until t=330s when measurement

filtering was enabled with a time constant of 6 seconds. The
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Fig. 8.25 Prevention of Gain Wind Up Through Specification of Conservative -
Overhoot (0.2) - - ;
filtering removed the high ffequéncy content of the
meaéuremént signal and thus prevented the predicted outputs
and #(k) from varying unnecess;rily. The result wa; an
improvement in steady state peéformance for both the
controller and-the adaptive p;édictor; Parameter estimates
stopped drifting and filtering enabled the On-Off criteria
is ILS to take effect at steady state.
The' second closed foop'adaptative scheme is noﬁ sensitive

to measurement noise when the userrspecified deadband

exceeds the wariance of y(k).
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8.7.3 Effects of Slowly Drifting Disturbances

When the A’ controller's PI constants are well tuned,
slowly drifting disturbances will nérvactivate the-closed
loop édéptive scheme. These /disturbances do adversely affect
the quality of pr;diction estimates since 9(ki is adjus£ed
based on I1/0 data thaé does not represent true u-y process.
dynamics. Figure 8.29 illustrates how a change 'in
autotransformer output‘affects the adaptive controller's
performance. At t=80s. the output was increased from 50 to
70% with the process measurbheng—;;;ady at 35% of span ‘and
PI constants Kc=3.0 and Ki=90.0s.

At t=345s. the controlier gaihbwas decreased to a value
of 1.0 in order to remove the closed loop oscillations in

u(k) and y(k) and the system stabilized.

The ?bove results again demonstrate that the adaptive
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prediction scheme alone is Jot sufficient to guarantee that

closed loop performance will be "good". Q(z"') must be

adjusted so that the appropriate amount of control weighting

is used.

<
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é.7:4,Effects of OsciliatqryvniéturSancés

”gThe’ciosed labg-tgne:‘fot the A’ q@nﬁroller?doeS'nOt

adjustikcbin.reépdn§e to load ehahgés. If 6sciil§tory
disturbances are»sﬁrcﬁg eﬁdugh‘they méy'force tﬂe'adaptive
;_prggictot tQVadjuét 9(&6 ingprrectly,,pbssibly resulting in

uhStabié Eontrol. L o ,'ﬁ' _ - '

When unmeasured disturbances efiter the closed lodp, the
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STC effectlvely mod1f1es the process model 1n an effort to .

e me

v

correlate u(k) 'with y(k). In the open loop case with ulk) s

o
fixed; the process model coulégappear to- be unstable 1f y(k)

drifted away from its initial steady state value. The ’

M

—

'resultlng 6 (k) would be incorreot for clos%d loop control ' s
& .

.
,1

The STC controller must ‘either recognlze that a

‘disturbance has entered the system and disable:updame of )
- . ‘k& . } .
B(k), or somehow estimate the disturbance term so that it -

‘ willrnot adversely affect 8(k). If the effects ofcunmeasured
'disturbances are accounted for in the bias term, d, one
' alternativefwould.be to decrease the forgetting fa © - for
mean estimation to 0.0 so that d=§(k)=y(k)'and, - th . an
dev1at10n data, y(k) u(k)=0.0, Th}s would suspend_hr:ameter
:1dent1f1catlon until A (k), A (k) were again made non zero..
From Chapter four y{k+d)=y (k)+9 (k+d) where y(k+d) f(yg, O'
W1th X oK)y A, (k)=0.0 y(k+d)=y(k). This implies that in’ the
‘presence of oscillatory, unmeaSured dlsturbances STC should

H

use d1rect feedback of y(k) rather than predicted estlmates

v

'8.7.5 Nonlinear Processes
.
The demonstrat1on of tracklng&ablllty in sectlon 8 3 used

.

a series of,-5% set\p01nt changes in order to allow both the
Uadaptlye predlctlon and tuner ‘time to adjust 8(k) and‘Kc to

Jchangdng‘process dynamics. Due to an inadequate design the. -
A 's tuner could not correctly adjust controller ga1n for ..

the large f20% set p01nt change. F1gure 8 30 1llustrates the

effect of nonllnear process gain on- closed loop performance.
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The first three set point transients,§emonstrating stable
control used a nonlinear process gain compensationvoptron to
adjust Kc'ds a function'of operating set point vAt t=420s,
thls feature was disabled w1th the set p01nt at 50% of’ span.
W1thout the compensatlon a set p01nt change to 30% resulted
in sustained ‘oscillations 1nAcontrol:and process output. The
Iowerhplot in Fioure 8.30 shows the value of "controller |
gains as a functionhot operating set point to inaicate the

kY

degree of nonlinearity in the process.
8.8 Evaluation of Controller Features

8.8.1 Digital Filtering of Process Méasurement

The sensitivity of the adaptiye predictor to measurement
noise was shown in sectfon‘8t7.3.'Thevusejof filtering to
remagve the higher tréquency modes,of the measured process
OUtput prevents noise from being fed back to eithervthe
controller or the adaptive predictor. This results~in less
.dr;ftiné of estimated parameters used for calculating
predicted outputs and less variance in controller outputs.
B;BtZ‘CIamping of Controller Parameters, -

. -

As a safeguard the operator of an adaptive'controller
should- be able to spec1fy hard limits on adapted parameters

so that fallure of the adaptation mechanlsm will not result \
. in unstable control. An adaptive tuner may give poor‘control

——— e —

‘parameters if operator %ézcified performance can not be
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performance and a set point change is then spedified; the

~gain, This approach is adequate: for maintaining stable

L]

B | | ' © 291

a

acﬁieved. This wes‘the case with overshooebspecifications
fer 5 dominantiyadamped process,.resulting in very high "
conffoller gain and excessive éop;yblfaction.

~This particular feature Qas not implemented within the Al

control system. K

8 8 3 Compensatlon for Nonlinear Process Gain
A non11near process gain compensatlon scheme 1mp1emented

within the GMV aYlows for automatic ad3u$tment'of contrcller

~output filtering (Q(z”)ﬁKc) based on relative changes in

estimated static process gain.

1f, for.a given operating point, a perticular controller
gain has been selected thfeugh tening to give a desired
. A
gain compensation will: ‘
%
1. Estimate the process gain expected at thelnew set
" . point. i |
2. Compare the new'p;oeess gain with the ‘current value.
3. ﬁdﬁust the effective‘controiler gain'Kevand
» therefore Q(z™') so fhat Kp(ﬁi(k))-Kc(wi(g)f is held
constahtl ’ .
When compensation'is'opefating, the controller gain is.

not ad]usted at every control interval due to computatlonal

';oad considerations. It is ad/;sted once per set point

change based on the new set p01nt and estimated process

t ) : 4



S
performance at steady state, but results in degraded
transient performance. For example, a set'point change Lo‘a
bigh'process‘gaih region will result in an immediate |
decrease in controller gain based or the relative change in’
proce§§_gafns. This conservative épproach'willumesultjin‘
sluggish performance. Tge ideal apbroach woyid be to perform °
Jbontinual scheduling based on actuél.operatgag poiné (not
setrpoiﬁt) which would requirevestim;tio@ of process gains
at every sampling interval. ' .
Figure 8;31 demongtrates the effect of gain compensation
: oh performance with the nonlinear plant. Figure 8.32
contéins the corresponding trajedtéry of’compenséted
controller gain for the same run. For a .series of -5% set
point changes ff&h 55 to 30% of span, the controller gain

ranged from 6.0 to 0.26. While the transient responses are

 somewhat sluggish, closed loop stability is maintained.
' ! ¢
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Summary ‘of Features and Performance - GMV Controller

ot

"The A’ controi system uses the Generalized Minimum

Variance controller of Clarke and Gawthrop (1979). In
this work, GMV is’considered.ro be a 1/Q control law

acting on filtered, predicted set.point error.

The discrete fil€3r Q was chosen to be an inverse PI
control law acting on (Rw(k)—&(k+d)) where R wag a
discrete exponéqglal filter with user speclfled time

constant and x&ﬁﬁd) a prediction of process measurement.

The inverse PI control 1aw formulatlon for Q allows for
rejection of steady state controller offset and there is

an explicit relationship between adjustable parameters

1n Q and PI controller parameters that allows for on

ae

lxne modification of.Q based on changes in PI constants.

GMV contrblluses predicted error, (Rw(k)-y(k+d)) in
which an estimate for future process autputs is |
required. The 63 control system uses either recursive
-least squares (uDu" factorization and Fortescue's

forgettihg factor) or improved least squares for
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implicit estimation -of y(k+d).

The adaptive prediétion meqhanismlrecursivély
identifigs parameters‘a(k) in a linear'  model based on
measured process 1/0 data and then uses those parameters
to estlmatg y(k+d). For the purposes‘ofygtggtlcal
~control, RLS,must at least givemgsymptotic convergence
of y(k+d) to y(k+d). In this'work, both RLS and’iLS met

this objective using mean deviation data™and load

reconstruction techniques.

It was found that traCkiné performance d;gtaded with
1ncreas;ng process non11near1t1es. The problem was
offset by using a covar1ance multiplier for ILS durlng
set point transients wh1ch<allowed for greater
sensitivity to changes in process dynamics. The RUD
algorithm with Fortescue's fotgetting factor
automatically inflates Pfk) wten tracking prediction

errors during transients.

" The recursive identification algorithms require an
assumed procesg model étructure. In the experimental
'evaluations; a default second order model was used. Both
the ILS and,RUD algorlthms gave satlsfactory

pred1ct10ns. o
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During long periods of steady state operatiop ILS,
through the use of on-off criteria, suspended adaptation

thus preventing parameter drift and problems associated

A

with poor numerical conditioning. Noise levels in
measured 1/0 signals were not significant so that the

RUD algbrithm also gave good long term steady state

.
performance.

. N
- % . 1

-

The advantage of using pred@icted set‘point error over
actual erfor when *calculating controller output ié
clear. Good predictionmintréduces phase lead into the
closed lodp much like classical derivative action. With
adaptive prediction;;ﬁpwevér, the degree of phase lead
is dépendent on actual proce;s dYnaﬁics and changes with
operating'point for nonlinear processes. The A’ system's
PI control with predicted error offered-two adavantages
over conventional PI»contréI. For a given set of PI.
contfoller cgﬁstants the predicfive control gave less
oscillatory ciosed loop response to set point changes.
With the nonlinear brocess less’tuning of PI constants

(and therefore Q(z ')) was required for changes in

operating point.

GMV control requires a separate self-tuning scheme based

on closed loop performance. From initial experimental
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#¥ith the nonlinear process, it was found that

Q(z™') had to be adjusted by the control engineer during

ehosed loop operation. Changes in process dynamics with

operating point dictated that varying amounts of control
weighting be used. By selecting a PI control law
structure for 1/Q, closed loop performance was modified
usiqg heuristic tuning rules to adjust the éffective Pl
parameters. These PI constants were then uéed to
explicitly determine appropriate filtering, Qlz™), of

u(k).

An ad hoc self-tuner tuner was designedlto automatically
adjust controller gain based on the difference between
user specified and actual overshoot to set point
changes. The tuner demonstrated that the use of closed
loop tuning is a necessary feature for an adaptive
contréllef, With a robust set of tuning rules relating
PIL constants to closed loop measures of performénce, GMV
could be made a truly practical gdaptivg controller. The
performanc® of the tuner used in this work'Qas
satisfactory demonsérating conver'gence of closed loop
overshoot for set point transients. A more complete set

of tuning rules would increase the A’ system's adaptive

performance and practical range of application.
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The A’ control system's initial open loop identification
.option enables an opefator to startup specifying only
two parameters: the magnitude of a step change.in u(k)
and the allowable deviation of the p®ocess output from
its initial steady state value, Using this information,
the A’ éystem auﬂomaticallyiperturbs the open loop
process and obtains initial estimates for required
inputs. For open loop stabl§ processes, the initial test
gave good starting values for sample time, process/jgiﬁy
time, proceSs time,constént and static gain. This L,)

information was then used to qetermine estimates for PI

control controller parameters and set point'filter time

- constant which were then used to specify Q(z'') and

R(z™'). If reliable initial estimates for the above
inputs are available the system can be easily started up
without Using'the aone option. Pl parameters from the
initial open loop test weré obtained using the éohgn and
Coon reaction curve method wifp 25% overshoot and %.
decay specifications. For the nonlinear plant, more
conservative specifications‘are requireé to avoid
oscillatory control upon transfer to automatié adaptive
mode. Pi,control constants can be later modifified by

the~user or adapted based on user specified overshoot:

A nonlinear static process gain compensation feature

allows the operator to make use of reliable éteady state
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1/0 datas US{ng this information controller gain is
adjusted folfowing set point changes as a functionfofr
relative changes in estimated process gains.
Experimental results demonstrate that these adjustments
help to maintain stable closed loop éontrol for highly
nonlﬁneaf processes. With good compensation there is
less "load" on the closed loop self-tuner which‘ideally

will only have to adju3t controller gain for changes in

closed loop performance specifications.

"~
The A3‘controller's closed loop performance can be
modified for servo changes using R(z™') for set poiht
filtering. In this work, an exponentia} filter witﬁ user
specified closed loop time constant was evaluated. Set
point filtering impro;ed overall performance by
smoothing coﬁtrgller acpion ana transitions to new
operating points. This smoothing of process I1/0 data
fesulted in smoother changes in #(k) and allowed the

adaptive predictor more time to track changes in process

dynamics during set point changes.

o

A discrete approximation to a second order Butterworth
filter was used for filtering of process measurements.

This discrete approximation uses a bilinear /

i

transformation with a prewarped frequency scale. The
I .
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ﬁigital filter was used as a low;pass filter, removing

‘ o O .
h1gh freQUency content (n01se) from measured process .

' outputs. Fllterlng resulted in better performance of the

>

$loop 1n'the event

16,

"\

adaptive predictor with less variance in 8(k) and y(k+d)

and therefore controller outputs were smoother.

The prov131on for: backup convent1onal PID control
allowed the operatt; to quickly stab111ze the clrosed
o)

problems w1th the A’ controller.

N o . _ ‘, ‘
The, A’ control system is very easy to use. The operator
% / ) _

uses a,menu driven task for configuration, displayiné

1nformat10n and modlfylng adjustable parameters. Opt10n5~ |

are clearly deflned so that the operator can qu1ckly
have the system running in closed loop adaptlve mode.

Once the adaptlve contgpller is operatlng, a single

"MAIN$ table 1s used to dlsplay and mod1fy parameters.

Lower level parameters such as those related to

a-

recursive least squares 1dent1f1cat10n or the closed

i loop,tuner are accessed u51ng other menus.

17.

g,
>

.
- .

The A’ control system give good closed loop performance

for nonllnear processés us1ng the default conflgurat1on

¥
and‘reasonable estlmates for‘requ1red 1nputs. Once

‘.

_\\ :

A

ko
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running, A’ is qsfeasy to Qpérate as a fixéd gain PI
céntroller.‘Tpe édded features are easily used and

- disabled if desired. Design featurés such as automatic
adjuégﬁent of 0(z"') and R(z™') based on desired pr
control cons£ants and closed loop time coﬁstant indicaté'

how.GMV can be made more "user friendly".
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9. Comparative Study,of the Three Adaptive Controllers

9.1 Introduction

Historically, the ‘most common form of singlée loop,

feedback control. has been the three term PID’control‘law] in

its various foxms. The’selectiom of the adjustable
controller parameters is typlcally performea 151ng
convent1ona1 tuning methods and heurlstlc rules. However, in
recent years 'both the academlc and 1ndustr1al communltles
have moved towards self- tunlng controllers capable of
automatlcally tunlng themselves with little or no operator
superv151on. Just1f1 ation for such;controllers has stemmed

from the need for more consistent and better control

performance for a wider range of process conditions.

A

e

:n&ar and slowly time -varying processes require periodic
retuning to maintain desired performamce levels as well as
the 1n1t1al tqnlng at startup This can be a time consumlng
task on large appllcatlons unless some aqtomatlc tuning
mechanism is available. ‘ f‘_ °

-,

In the selection or design of a self-tuning controller,

_the end user must ensure that his requirements fof control

"are satisfied. With the wide range of opt%?ns currently

available, it is imporkant. to d!hsider: the controller
B ¥ o . . W .
mechanism and adaptive design, practical performance

features, amount of information required for initialization,

documented performance and o%erall;eaSe‘oﬁ use. Each of

- . o N R . b . - ' . .
these topics 1s discussed further in the following sections.

@ .
1303
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The format of the chapter is 1ntended to summarlze and
document the key p01nts that should be con51dered by anyone
de51gn1ng or 1mplement1ng an adapt1ve or self- tun1ng

controller for industrial applications.

9.1.1 Controller Structure and Adaptive Design

| Currently, the terms "adaptive“ and "self-tuning” are.
used to describe a w%§e~§gnge of both industrial and
academic controllers. In the follow1ng discussion,
self-tuning describes those controllers that adjust
controller parameters based on some closed.loop measure of
performance. Adaptive will be reserved for those controllers
‘that incorporate model based estimation schemes into their .
algorithms for the purpose of prediqtionwand identify, or-.

adapt the model parameters on-line.

9.1.2 Model BaseJ'Self Tun1ng t¥D - Advisor
This type of controller uses a“%odel based estlmatlon
.Scheme to predlcﬂ)future process outputs Calculated model _
parameters are then 1pcorporated into a self—tuning design
procedure to determéne PID controller parameters. The N
‘modelling-scheme_requires that assumptions-be made regardlng
the process being controlled. A model structure must be
selected so that the number of éstimated model parameters is
fixed. Figure (9.1) shows 4 block‘diagram structure for this

type of controller. Turnbull Control Systems'"model”6355

controller features continual calculation.-of recommended PID
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Law

e (k) . (IonLr()lJ___u(k)

~control | 8(k)
Design :

]

erformance CF1
riteris
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Fig. 9.1 Structure of Model Based Self-Tuning PID Controller
- /

parameters based on parameter estimates, 8 obtained from a

statistically based pfocess model estimation scheme. The

5

model is useq‘dnly to determine 8 values. The predicted

i

output térms are not fed back to the gontrollér for

predicfive°control. The control design bock for this type

‘of controller typically assumes that the given & from the

model are}exactly correct. The calculation of the three PID

'-controllep paraﬁeters usually involves solving for the roots

of a characteristic equation. The desired closed loop =

" performance criteria or index is prespecified (unknown in.

1

the 6355's case) so that the contfoller parameters are the
only unknowns to be ‘solved. ThQ}mOSt important limitation of
the above type of self-tuning schéme.is at PID constants

are adjusted on the basis of ‘changes in estimated model
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- parameters instead of on the basis of actual closed loop
performance. The accuracy of 8 is dependent on the«
statistical model S perfarmance which, in turn, is degraded
by errors in assumed model structure (likeiy second order)
and current process conditions., Nonlinear, high order
processes will be much harder tohaccurarely model than fow
order, linear plants as shown in Chapter 7. Hence, the

recommended PID constants may not give ‘good control. It is

important that the reader understands that the recommended

Plp»constants are not automatically transferred to the PID
control block. Based on model performance, a "confidence
factor", CF(%), is generated to assist the opera*Or in hlS
decision to exp11c1tly transfer these constants to’ the
control law. In controllrng the nonlrnear process;
confidence factors rarely exceeded 60%. During experimental-’
runs, PID parameters were updated whenever the dlsplayed
confgdence factor exceeded a value of approx1mately 50%.

To hlghllghtgthe above 1nts,(closed loop. performance of
the model 6355 is shown igézlgure (9 2) for the first order
linear plant and (9.3) for the high order, nonlinear
‘temperature process. With the easier to model linear plant,
the controller gave smooth, critically damped responses to
step changes in set-point:(for the”large set point changés,
the Error Limithparameter, EL, took effect caus}ng slight
overshoot¥ see section 7.3.4), i.e. "optimal" control.

However, with the nonlinear process, control was siuggiSh

" and slightly oscillatory at steady state. One important
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advantage of this type of self-tuning approach is is that

PID parameters can be calculated'as often as estimated model

parameters, 8. With perfect or near perfect modelling the

>

6355 controller would always‘béve "optimum" closed loop

performance, unlike the "once per transienp"‘appioach used

‘by the Exact controller. However, current technology can not

give perfect modelling of real processes. Therefore,

self-tuning schemes that are sensitive to model parameter

estimates or modelling performance are not practical for
eomplex:processes. There is no feedback of closed loop\
performance to the-self-tuning block .so that PID parameters

are a function of process model parameters (based on process

,I/O data) and desired performance but not actual

performance. °

9.1.3 Performance Based Self-Tuning PID
The most important feature of this type of self-tuning
codtroller is that PID parameters are adjusted based on

<

actual measured closed loop performance. Estimated PID

parameters are not a- function of model estimates and

therefb:e do not suffer from the negative effects of poor
modelling discussed in section 9.2.1. Foxboro's Exact
controller falls into this category of self-tuning, since it

used measured. overshoot and damping of closed loop responses

'to disturbance or .set point changes, as performance

criteria. Figure (9.4) illustrates the Exact controller's

block diagram stfucture with closed loep self-tuning.
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Unlike model based éelf-fhners, PID parameters are
adjusted only afterv?closed loop perfarmance” has been
’méasured, In the Exact's case PID constants are tuned once
per underdamped transient response, since overshoot and
dampiné are "once—pe;jtransient" measures of performancet
Figure (9.5) illustrates a transient responée for a +5% sfep

in”set poﬁnt for the first order liquid level process. Prior
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to the transient shown, converged PID values (Band=17%,
Reses time=0.41\minutes,_Derivative timé=0.07 minutes)lwere
obiaiﬁea for specified overshbot/damping of 0.5 and 0.3,
respectively. The desired closed loop performance was then
‘changed to OVR=0.0 and-DMP=0.0; and the set point change
impleménted. With measured overshoot and damping values of
0.46 and 0.28, the self-tuner adjusted PID constants to

give: band=27%, reset timé=0.44 minutes and a derivative

{
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Fig. 9.4 Block Diagram Structure for the Exact Controller

time:of'0.0S minutes. Subsequent set point transienis then
approached the desired ciqsed‘loop specification.

The once per”;ransieBt épp;oach‘to tuning has its
limitationsg Figﬁre (9.6) ii}ustratés closed loop
perfo:mance,fof a large set ﬁoint change into a high process

’gain region (nonlinear process). Control about the new
'operating'point wgsajnitially very oscillatory until a
seriés.of three peak\responses were recogni;ed and the
coniroller detuned. This Fiqure simply‘illusgrates thét a
user must carefully éénsider thévimplizations a particular
self-tuning design wiii have for his application. Another
important-aspect of this self—tunihg_design is the implicit

assumption that a process can be forced to overshoot and.
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o
Qscillatekin a feedback control scheme, given an appropriate
set of PID parameters. Because controller output, u(k), is
not considered in tﬁe performaﬁc? index, overshoot
_specifications may’not“be an app}opriate performanceﬂindex 
for highly damped processes. Controllér gains are tuned to
largé values, resulting in largg, high frequency .
oscillations‘in‘u(k). This phénomena, descriged as gain
wind-up, is shown iﬂ Figure (9.7). In selecting a |

self-tuning controller, it is very important to consider

what criteria are used by the tuner and their
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appropriateness for a given application.
- L R
.9.1.4 Adaptive Predictive Control
The major drawback of the PID controller is its inability

-to compensate for. processes: with time delay, plus the fact

™~ ‘ 3 5 {
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that it waits until there is an error in the actual process
output before taking corrective action. Without time delay
compensation, controller gains must be decreased to maintain
. ) \ '

closed loop stability at the expense of sluggish control

/ )
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performance. The Smith predictor is an example of
non-adaptive predictive control which gives improved

Sperformance for plantsfwith known process mpdéls. For
ntil;near, time-varying plants, a fixed parametér process
model is not adequate. The Generalized Minimhﬁ Variance

» (GMV) controller used in this work,oand shown in Figure

(9.8), is one example of an adaptive predictive controller.

d

R u(k)
w(k) -——1 R 1 WA | Process s -y y (k)

Fig. 9.8 Block Diagram Structure for Cla+«dmp and Gawthrops GMV Adaptive Predictivg
Controller

Theoretical considerations in Chapter three and
experimental results in Chapter eight support the argumént
‘&‘that GMV .is a non:self-tuning, 1/Q controller s%ting on
‘predictéd control error. Adaptive prediction is model based,
uéing a recursive least squares algorithm to identify ghe'
process model parameters needed to calculate predicted
process outputs. Figure (9.9) illustrates that the chosen PI
formulation for 1/Q aliows for Q to be.adjustgd using
conventional tuning technigues for a PI contralles, With the
highly nonlineag plant used for experimental study, there

was a demonstrated need for self-tuning of Q. Figufe (9.10)
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shows how process nonlinearities affected closed loop

stability. The effective PI parameters in 1/Q werehadjusted
on—line by tng=autho; in an'éffort to offsétwthe effects bf
higher process gains 3; lower operatlng p01nts Flgure

(9.10) also demonstrateé\the advantage of adaptive

predictive over' convenb1on§l error driven PI control. With

initial'PI constants of Kc=A'5 and Ki=10 seconds, the
o o N o .
‘conventional PI controller fedhjred detuning of the reset
. ) 'w - . . . \ I o
time in order to maintain stable\Qontrol (first three S5

T8

«

transients up to t=480 seconds). Usilng the same initial PI /J

N,
\,
™,

v

cdnstants,'the adaptive predictive PI éqntrbller (GMV)
requ1red less detunlng as the set point ;as moved towards
phe 45% operatlng p01nt 3he 1ntroduct10:&6f phase lead due
to predlctlon allows for garger controller galn;\and more

stable cOntrol through a wider operatlng range than or&gnary

i - \
PI. con;rol ’ o ‘ : - s

the TCS model 6355, GMV performé'modelling-of the N

but for dlffetent purposés. In the GMV

¥ i .
the actual values of 8(k) aré“generally not critical, unless

they are also used fo_adjust 1/Q on-line.
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1 9.1.5 Self—Tuning'Adaptive Predictive Control

The previous discussioﬁ‘has demonstra£ed that self-tuning
controllers and'adaptive predictive controllers use two
dif ferent épproaches, each with its own advantages and
_prébléms. Evalﬁation work with the Exact has shown that a
tuner that adjusts contfqller parameters'based on measuréd

closed loop petformance is'q§céssary for a practical
: : : FNPREAEE

R B Py

5

¢ the same time, results with
SRS

demonstrated the advantage of dead

self-tuning control sy
the GMV controller have,

. time compensatioﬁ.and adaptive prediétion over the error
driven feedback‘control schemes. The block diagram in Figureﬁ
:(9.11) is for a sélf-tpning adaptive predictive contrdllér
h?éh cdmbines a closed , loop self-tuner (cf. Foxboro Exact)
18 ‘an adaptive predictive feedback loop (cf. GMV) .- The
Benefits aerived from each type of adapt;tionlare,combined
to give a better coﬁtroller, overall, in this work, a |
’“self*tuningjioop was-addeé to the aaaptivé éfeéictive GMV
‘cbntrollgr to adjustfgbntrollér gain %Ethin the 1/Q=P1
control iaw’so that a Qser specified overshoot for set point.
tMansients wgg maintained. For a series of +5%- set point
‘changes, the tuner demonstrated’its ability to maintain a
user specified overshoot of 0.30. Figures (9.f2) and (9.13)
show closed loop performance and the trajectory of

cont?ollé;;gaids.
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9.2 Practical Performance Features L A
. N L Ok .
_ . =

The performance of any self-tuning or adaptive predictive{?

AN

controller is'degraded by the presence of "non-ideal” | .
process conditﬁons.<Mo§t of these controllers"designs are
based on some assdmp;ioqs aboutlfﬁe plant being éontrolled.
‘Beéause these assumptions are virtuélly always viblated;
pfactiCal‘features and safeguérds_should, and in someWCases,
. , mggg be incorporated inté the oyeraliAdesign. fhese features
cénkguaranteelcqnt:oller integrity for long term’operétion
and minimize 6pgrator supe;vision requireien%s,_thds

- increasing a controller's useful range of application.

.
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9+2.1 Highly Nonlinear Plants

Plant nonlinearities are ofe of the main justifications

‘for self-tuning and adaptive predictive controllers. Most

"~

.model bésea*adaptive contrallers assume that a lbcally

linearized model will accurately characterize eveﬁmﬁ\\
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nonlinear piant. As the degreé& of actuai nonlineariﬂﬁ
increases, however, this assumption becomes valid only for a'
narrow range of operating conditions. Large changes in
operating pointsvcan not be perfectly modelled and closed
ibop performance suffers.
* One solution to the probiem is the use of nonlinear
pfocess gain_compensatioﬁ. With known process information,
such as steady state I/O data, estimated static process

gains, 'R, can be determined as a function of operating

P’
p'o-i'nt; Controller gain, K. can the% be automatically
adjﬁsted so that the forward loop da%ﬂ,«(KcRp), is |
maintained at a constant value, baseé on.relative changes.in
Rp;'This procedure Was used in the 3’ and Foxboro Exact
coptfollers; Figure (9.14) demonstrates how gain
compensationuin the A’ controller mairtains stable'closed

loop operatiob for the highly ponlinear plént. At a time of
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approximately 450 seconds, gain compensation was disabled
and the same series of‘set poiht‘chahges implemented. At
both -the 40% and 30% operating points, overa}l loop gain was
too'high re5ult1ng in oscillatory control. The reader
should note that this feature can be used in con]unctlon
with a normaifself-tuning'scheme; The{sélf‘tuner will,
however, only have to adjust K. for 4 fferences between an
assumed nonlinear process model and actual nonlinearities,
thus ‘nimiiing thevamount of tupihg~re9uired.

For mcdel‘based adaptive predaction, nonlinear process
gain compensation may also be used to imprcve dynamif
predictive.petfotmance. Measured i/O data can be conditioned
by r;;oval of Rp from process outputs prior to tecurSive'
nestimatiqn. This will result in less change in parameters
for.G(k) for a process' given range of operation. This
technique was not used iphtﬁis'study but‘is sugéested for

e ?ye
[

future work.

9,2.2 Process Measuqemeht Noise

The presence of noise in measured process output signals
is a common problem. Feedback of noisy measurements . results
in unwanted variance in controller output~ ulk) (i.e.
derlvatlve actlon) Model based adaptlve predictive schemes
are partlcularly sensitive to noise because I/O data no
longer represents the true process model. Es ated process
model parameters can drift sometimes resulting in unstable

predlctlons. In addition, calculated predictions can have
- .
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sustained offset,‘which“will result in steady state control
errors. H

There are two approaches to'solving the problemxand both.
should be used. Analog and digital filtering can be used as
’low pass fllters, to prevent feedback of noise. Filtered I)b
data’ wlll more accurately represent true!process dynamics,
resulting in better predlctor performance. The second
approach is to dlsable 1dent1f1cat10n when measured I/0

I

51gnals do not contaln useful dynamlc information. The use
and effect on performance of these t&o techniques is shown
in Figures (9ﬂ 5) gbd (9.16) for the A’ gontrol system,
Prior to t=3§0 seeonds, measure%ent filtering was not used.
Both y(k) end u(k3 were osciliatory due to noise feedback.
ILS identification was used to calculate predicted outputs
and disable identification due'to-low information content
(JP(k-1)x(k)}} less than 0.001) or poor conditioning
\(Cond[P(k)] ‘greater than 500) From Figure (9.15), ILS did
not disable ID (ID flag=0).adequately, resulting in ‘ -
parameter'drift (see Fiéhre (9.16)) particularly between
t=180 seconds ahd t=390 seconds (This could have been
corrected hy charging the user specified ON=OFF criteria
limits). Tbe effects of filtering are clear. The variance’in
both y (k) and u(k) decreased to very small levels. From
Flgure (9. 16 parameter estimates qu1ckly stabilized. During
“and following the +5% set point transient at t=570 seconds,

parametes estimates had converged, Identification was

subsequently suspendea due to poor conditioning.
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9.2.3 Variable Transport Delay

The use of predictiye control has been shown to imérove
‘control performance for processes with time delay. In turn,
adaptive predictive control improves performance with . /
nonlinear or time varying processes. Although not shown in

this work, incorrect assumptions about model transport delay

can have disastrous effects on predictor performance and

)

.t

~
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closed loop stability, Additional design effort is required
to implement -an adaptive dead time compensation scheme
(ADTC). Both the model 6355 and the GMV controller%gssume a
fixed process delay time with the process model. A robust o
ADTC scheme  would increase any model based controller s
useful range of: appllcat1bn. Becausé)the Foxboro Exact\do S
not explicitly consider time delays, it would have to detune
if the time delay increased.
9.2.4‘nonminimum Phase Processes

Nonminimum phase or wrong way response procgsses can not
be handléd using conventional PID control without detuning
controlier gains so that inverse responses are essent!%lly
ignored. GMV control suffers from the same limitation when’

‘,

1/Q is formulated as a PI control law. The use. of lowerw,

controller gain 1mp11es heav1er weighting on u(k) 1n the'

i
index, which results in a shift in closed loop=

common approach 1s to select controller sample“tlmes great

n.x KN

than the-duration of the 1nverse response. Thts a%}oWs*fh

higher controller gains (less‘welght1ng on u(k)). %ov1dedy3rfl
of the open loop process..

With the GMV controller, the design of the P-,‘”"

appllcat1ons at the expense of an 1ncrease in ¢

-

”



9.2.5 Limits on Variance of Contgoller Output Oscillations
One criteria often omitted grom the closed loop
performance indices is the dynamic behavior of u(k).
Fokboro's Exact i; such an example. For highly damped
processes, overshoot specifications can result.in large
control gains and oscillations in u(k), ‘as was shown in
Figure (9.8) (gain wind-up). As a safeguard, Foxboro has
provided an option to automitically decrease controllengain
- when sustained high frequenéy oscillations in uf(k) excéed a
user specified limit for three minutes. Figure (9.17)
demonstrates thg'uig of this feature in controlling the
damped first order process. The .controller was detuned at

times of 90, 260 and 440 seconds due to a specified 3% limit

©n oscillations in'controller outpdt.
. &

-

9.2.6 High and Low Limits on-Tuped'%fntroller”Parameters
" (

1f a user has available, knownt 1tmits for controller

s parameters based on past experience or closed loop design,

| ?tﬁey can be‘used,toqensure that tuned values never exceed
’these specified limits. Such a feature is easily
incorpérated into a controiler's design. The performance of
a clamping option in the Exact controller is shown in Figure
(9.18). This run used the same initial conditions as that
used to demongtrate the gain{winé-ub problem in Figure
(9.8), but the initial band value of 30% was limited to a

range of 7.5% to 120%. Clamping prevented the tuner from t

implementing large controller gains due to inappropriate
- o
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9.2.7 1/0 Data Valiaation | :

. Several technlques are avallable. For example,,as a

ol

safeguard agalnst loss K\‘f/measurements due to mechanlcal or

¥ J ) W -
electronlc failure, maximum allowable or expected 11m1ts of
’ 3 . . "" & R
: A R . S
L v s
& t
j R ¢ f;
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change in,u(k) or y(k) per samp11ng peqrod should be

1ncorporated into: the control des1gn. Changes in controller
¥
’output can be l1m1ted to prevent upsets in @ownstream

\4&
processes I£ process measurements perlodlcally fail,
previous vaLdes’should be used to temporarlly prov1de an ad
hoc measurement to maintain stable operation and avoid

unnecessary shutdowns.

W)
AR

9.2;8 Back up Controller‘Parameters and Mode of Operation
In the event-of tuner or predictor failure, stable back

up controller’parameters should be .made avallable for

'transter~to theucontrol block)or predictor equatlon.

Experimental evaluation of the model 6355 controller with

the nonlinear plant demonstrated this need Sometimes, when

[y

'recommended PID parameters were transferred to the control
Ny 3
block, control becamer unstable. With no back up PID

parametefs’ axailable, the controller had to be switched to
manual mode and stable PID values entered into the

@ -

controller's database manually By contréﬁg, with the-other

[Pt *

controllers, it wa&’only necessary to switch to. the back up
mode (Note that "expert systems" could be used to make thlS
kdec151on on-line). v . o o
ﬂ 9. 3 In1t1a11zat1on *' , E
All of the controllers evaluated in, this study requlred

%
r
sinitial estimates for parameters related to self-tuning or

. adaptive predictive operation.vStarting values for , »



or

and T,);. Q(z"") (based on T,,K, and r,).and #(k) were obtajned

332
A

controller parameters, closed loop t1me scales, sampling

rates for control and adaptlve prediction and 1n1t1a1 values
for adapted predlctor %mrameters were the most-lmportant.
“To minimize the amount of., knowledge and effort needed for
commissioning, all three controllers prov1ded 1n1t1a1 open
loop identification optlons to determine the,varlous
required initial'parameters. The dommon factor in using
these optlons was the specification of 11m1ts for the change

!
in u(k) used to perturb the process and max1mum allowable

-limits on'subsequent deviations in process output. The

~second limit is important because it prevents process

a

outputs‘ftom changing by unexpectedly Latge amounts (i.e
for integrating type and/or highﬂgain processes).
‘The’ 1n1t1al test optlon for. the GMV eonttoller, shown in

= 4
Flgure (9 19) used two open loop perturbatlon sequences.,A

single user: spec1f1ed bump in controller outpgt (% span -of

u(k)) was used to performsa Cohen and Coon Step.test from
which estimated 7,, 7, and K, were used to determine T,, 7,,"

K., 7, and 4. A second square wave perturbation s1gnal in

~u(k) was then used to prov1de exc1tat10n to determine 9(k) .

- 4

for adaptive prediction. From the test; R(z ') (based on‘jsp
_ ! > ;

with-the specification of only twoipafaméters: deviation in" .-

u(k) and maximum allowed dev1atlon~1ﬁ$ (kY.

&

o,
.
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~ several useful features that were easily implemented. One

334

9.4 Ease of Use - .;

The practlcal success of any controller is heaV11y
dependent on how easy it is to use. The ba51s for closed
loop self-tuning (per formance index) should be measurable
and.easily\understood.-The Exact‘centroller satisfies this
regquirement using limiks on overshaot and damping. Because

these two guantities are easily measured, an operator has

.immediate feedback of tuner performance. Turnbull's model

6355 controller, however, does inot speclfy what closed loop

.criteria are used for the adjustment of PID values. It is

difficult.to aceept the controller on "blind ‘faith" alone
particularly when the tuner periodlcally necemmends unstable
PItharameters. The GMV controller currently laCks a robust
self-tuning loop to-adjust parameters ln P,.Q and/or R.
BeforeAsuch a loop can be designed, parameters within these

discrete transfer functions must be related to measurable

‘closed loop performance criteria (dlrectly or 1nd1rectly)

AN attempt to indirectly relate 1/Q to closed loop overshobt

fthrough adjustment of K,‘in 1/Q) demonstrated adequate

“tuning perfdrmance and the need for further work.

Whiledaddition of practical features can significantly
increas€ a controller's useful/range of application, they

must be designed to reduire a minimum amount of knowledge

and effort for use. For example, the Exact controller had

~

2

feature s °ffect on closed loop performance, directionally

varylng derlvatlve actlon, h0wever was not easily




aspects. Informatlon was functionally organized into four

' contrast, the TCS‘6355 used two character mnemonlcs (not

335

understood and therefore not very useful. Subsequent Foxboro

!

products with Exact tunlng, such as the 760 series

controllers h.ve éliminated thls optlon.

1)

.,f'

Another'i ténp factor is the process operetor
iﬁtg;face desiQn. Bofh industrial controllers eveluated in
fhislstudy uSed-hand held "configuratqrs" or "programmers"
to displéy/modify parameters (one at a time) within the
contfollefS' databases. Foxboro's Exact wastsuperior in most
/

tables and accessed using dlrect retrleval or scrolling. In’

necessarily easily understood). Direct retrieval of '
parameters was only allowed from within the current "page"
or table\ef paramete}s. To eecess information in ether
pages, the operator had to first switch pages., Tgis
limitatiop was criticel’when cpntrolkbecame unstable due to
pdor PID values. K |
For'the experimentallwork wlt; both industfial
self-tuning PID controllefs,,supervisory?Qthware'was
designed/implemented by the author _to providg a more
efficient process-operator ihterface. Using these programs
nllowed for faster retrieval and modlflcatlon of database
1nformat1on partlcularly fof the model 6355 controller
Turnbull s 6355 Fontroller is provided w1th an excellent

3
-,

serial communlcatlons pro%hﬂol spec1f1cally 1ntended for .

superv1sory communlcatlons. The . superv1sory programs were.

also used to tonf1gure thé‘qpontrollers for spe01f1c types "af

g




' o 332

‘experimenta&Jruns and archivin'.kor subsequent documentation

of performance.

The multi- tasked design of the A control system allowed
for the implementation of a lowet’prlorlty process operator
1nterface task. All features and optlons were accessed using

menus ahd-advanced terminal-1/0 features available w1th the

w“

QONX operatlng system. Thewcurrent 1nterface,de51gn allows

i ob,'

for considerable flexibillgy in configuring the A’ control
system. A commercial\implementation would restrict access to-
users (operators versus design engineer) so that only the
necessary information'for operation would be available.
9. 5 Shmmary

The most 1mportant dlfferences between the three

evaluated controllers were -due to design. The'FoxborovExact

controller performed well over a wide range of‘process
ond1tlons, but tuned only once per ‘cycle, Also, the
inherent PID algorlthm does not compensate for t1me delays

nor does it offer the advantage of pred1ct1ve control, The

TCS 635; acted as an adaptive advisor rather than a

Self tuning controller. Thus, the operator had to decide

when to 1mplement the recommended PID parameters,-and the

confidence factor prov1ded‘ﬁy the controller was not always

a good indicator of subsequent process performance. . The GMV.-

' controller as orjiginally defined by Clarke and Gewthrop

(Clarke and @awthrop 1979)_showed the advantages-of-an

adaptive predicti e control system, but did not have a
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direct self-tuning mechghism; There are a considerable

number of paramétersmto specify for the A’ controller, but
experience with the Exact and Auto-Tuning contfollers has .-
shown that the number of operator Lnitialized.vafﬁés must be
.minimized; The a* system wés designed so that an operator
must specify only two (2) parameters for,starthp of the GMV
controller (see section 8.1.4).

| The récommendéd appréach is to combine éh adaptive
predictive control stratégy oflsay the GMV, with a
self—tuning performance mechanism such as used Qy the
Foxboro Exact Sius the best of the "practical features”
ihqld&éd in the individual controllers, eg. nonlinear gain
compqqsation, initialization, etc. The potential performance

of .such a“"combined}cont}oller" was illustrated by the

extended;'self—tuning GMV implemented as part of this work.
Y | : /

-
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10. Conclusions and Recommendations

a& The primary objective of tnis thesis was to functionally
" and experimentélly evaluate the performances of two

. industrial, addptlve PID controllers and, based on those

results and a nequ1rements deflnltlon de51gn and 1mplemeﬂt

a practlcal adapt1ve control system using Clarke and

)
‘)

Gawthrop s (1979) Generalized Minimum Variance controller.

By experlmental%y comparing this academic controller's

‘performance w1tH the two 1ndustr1al models, areéas for future

1mprovement were. 1dent1f1ed *

"10.1 Conclusions

The results of theoretical analysis and experimental,

evaluations for the three controllers used in this study are
summarized below: ) '

-

Foxboro Company's Exact Controller

1._ The Foxboro Company s Exact controller is an example of
a self- tun1ng PID controller that provides good adaptive
control for a wide range-of applications. The controller
automatically adjusts PID parameters, ‘

once- per tran51ent based on user specified overshoot

and damplng following set point changes or load

disturbancesr Given reasonable initial PID values, the

Exact's se;f-tuner‘requires'five~to ten tuning |

transients before giving.user specified performance.

338
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reduces the effects of process nonlinearities on dynamic

339

‘
' -

When initial PID values are not available, an open loop
PRETUNE option can be used that gives good initial

estimates. Results demonstrate that the Exact controller
delivered good performance in controlling both a simple

first order process-and a highly nonlinear plant with

directionally varying dynamics.

Foxboro has also implemented a number of practical

 features designed to handle specific process conditions.

Nonlinear process gain compensation minimizes the number

of tuning transients required for convergence and.

closed loop control. A low pass digital filtering option
[ )

is also provided to remove process measurement noise.

Clamping of PID parameters, automatic detuning in the

“event of high freqﬁency\oscillations in u(k) and backup

PID‘parameters were shown to improve the Exact's overall

performance.

The operator can not specify overdamping for sét point
or load disturbance transients. As a resuit, the tuning
éppgoach used is not sUitéb}e for prééesses not easily -
forced to oscillate. Overshoot specifications on such

processes result in large controller gains and

“unacceptably large variations in controller 6utput.

-

&

v
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The controller does ‘not use dead time compensation. For

processes with large time delays, the controller will

detune automatically and this will result in slowly
damped oscillatory control.‘lf change§ in time delay are
significant relative to closed 1oop period, the operator
will havejto reuse the initial PRETUNE option to
estimate WMAX, a parameter requireq for tﬁe pat£ern

recognition algorithm.

Turnbull Control System's Auto-Tuning Controller

.

Turnbull Control System's Auto-Tuning PID controller
acts as an advisor which recommends PID parameters which

can be transferred by the operator to the PID control

~ law. Based, on théafracking ability of a statistically

f

determined model, a confidence factor (0-100%) is -
generated to assist the operator in making the transfer
decision. To obtain high (z50-7d%) confidence leveis, an
automatic set p01nt perturbatlon optlon is used to |
generate the necessary exc1tat10n for modell1ng The use
of thlS option always results in unacceptably large
variance in controller outputs (set point perturbatlons
of 1-2%) and the "confldence factor" was not always a
good indicator of how well the new paﬁ&meters would

perform.n
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The performance criteria on which the recommendéHiPiD

constants are based is not specified, but the controller
- i .

typically gave cgitically damped responses to step v N

changes in set point when controlling the simple first

order process.

.

The Auto-Tuning controller‘did not giQe good tuning ,
performance for the nonlinear plant used in this work.

The statisticaliabdel apparently could not track process
nonlinearities res:ulting in low confidence.factors and

operator.uncertainty when transferring recommended PID

'values. Resulting control performance was- sometimes

unstable foilowing.PID updates.

Besides the digital filtering option for process

measurements, the Auto-Tuning controller lacked
g

- practical features such as bacKup PID parameters and’

nonlinear process gain compensation. Based on
experimental.results, the Auto-Tuning controller does
not satigfy the requirements for a practical adaptive

controller.
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1. Clarke and Gawghrop'si. 1979 controller can be interpreted

. ‘ as a non-adaptive, fixed gain, 1/Q predictive control
. ) ' ) ) ) ) ‘ *
law acting on "set point minus predicted process '

outputs”, or predicted error. Predicted outputs are

%alculated using parameters estimated by an implicit

’
recursive scheme,

L .
2. Experimental results demonstrate the advantage of using

¥ ¥ »

‘predictéd.set'ﬁoint error over méasured set point error.
. e B% i .
. i i . . .
The use of prediction introduces phase lead into the

I‘ i h 3 13 0.
. "« cposedsloop much like the derivative action of a PID

) . ¢on£rbalér; A fixéd parameter PI control law écting on
. e o ‘ - 't .
s predicted set point errorlirequired less ‘tuning in
. oo i ) 3 ) s - . )
;&‘: ' - bgﬁ;golgggg % %onlingév plant than a conventional PI
v;ﬁféhn}noliéf. " |
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3. Eﬁpéﬁimeﬁtal evaluations demonstrated robust long term

B :, n B ‘t_> _ ‘y,‘“: :' . N _‘!;\ ) 4 ) .

o .6péﬁation?o§ an YImproved Least Squares" algorithm for
*récﬁpsive'eétimation of predicted outputs. Useful ON-OFF- .

+
v [

" criteria effectively suspended estimation during periods
ofjlow excitation, preventing problems associated with

parameter drift and measurement noise.
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'«_pn_}f‘;4,‘:TQ overcome'problemskassociated with incorrect
A = " , e AR : S e
assumptions about process model structure, the use of Q“
- ‘ : . 5

or, P‘filtering‘is required In this wagrk, an 1nverse PI
L contrdﬁler structure was chosen.for Q ‘to guarantee
controller pffset rejectlon and'allow for the use pf
conventlonal tunlnS\rules to ad]ust Q Control

N ‘
'pérformance on a nonllneam prgcess‘demonstrated_that3the
Jinverse Pl law for Q géduired arself—tuning mechanisﬁ to
ef-;ri? _: 7ﬁtomat1cally adJust the controller gain and reset times,
o | An ad—hoc scheme. was xmplﬁ%ented to tune controller ga1n
based on.user spec1f1ed de51r£d overshoot for set po1nt
tran51ents. Thas tuner 1mproved'the GMV s cverall
performance by ma1nta1n1ng stable closed loop control
throughout the operatlng range*of the nonanear plant.

i

‘Addltlonal de51gn effort is requ1red to 1mprove the

>t

robustness *of thls second closed loop self- tunlng

i
-

mechanl’l;for a w1der range Qj app11c¢t1ons. ‘Another

-

alternat1ve 18 to use the Foxboro Exact controller as a. -
"plggyback" tuner in conJunct16n w1th ‘the GMV adaptlvei

predlctlve controller. The Exact could be used to tune

effectlve PI constants w1th1n the /Q d;screte filter of P
) - . ) T . : - . . !
SN T S . s
the - CMV controller.‘ L e SRR
’ , ’ - Lo € h ) ‘( . v
o , o . : . .
. LN ‘_ ‘ ) . ‘ . ‘ .
o . o > ’ ) ‘
R - T SQveral features were 1mplemented that 1mproved the
- . w [
h académlc con%roller s overall performanckw Nonllnear
AT . ;e .

SR :,process galnrcompensatlon was used &pnautomat1cally
o . & A,u - e ' :""_’ ] M . . 3 . " ) .
RIS " - o

B AR o, L v
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P adjust the ga1n of the 1/Q fllter based on changes 1n B g
a .
estlmated static process gains. Use of this option: :
. A
decreased the. amoggﬁégﬁ closed loop tun1ng requ1red to

~

L]

.malntaln user specified overshoots and closed loop
stab111ty Exponentlal fllterlng of set poxnt changes
‘was 1mplemented via the R transfer funct1on to allow the
‘operator to spec1fy response times for set po1nt

\‘; . tran51ents. ThlS filtering also m1n1m1zed upsets in the

,,9.

: @‘
estimated parameters used to calculate prealctlghs ”

—— .

¢ ‘ R . . 4 . l .

6. Although the- GMV controlle*equired the specification”‘

o‘ ’ ‘ »
of a large amdunt of 1nformat10n prlor to Startup, an

l

1n1t1al open’{oop 1dent1f1datlon opt1on was’ 1mplementcd

that reduced the number of user spec1f1ed parameters to

o two values.,A Cohen and Coon step response procedure was

- ®

o used §o obbasr1°°1n1t1al ‘nl‘ﬁi Jax’ameters based on 25%
' 3 1#3§&{ dg

, overshoot and one qugater decay rat1o for set p01nt

B
‘"transients,’QESults show’ thattfor general applicabiliti},
lthe\lnltlai PID~Values should be based on more |

;&, . conservatlve crlterla. Follow1ng ‘the step test

estlmated tranSport delay, calculated sample t1me and
the default second order process model structure were
dsed to automat1c>lly determlne the structure of the
pred1ctor ‘equation. Recurslve 1dent1f1cat1on of g}' _\
%;;/; , predlcted %utputs was automat1cally started and a uberykjﬂ

',A', s spec1f1ed perturbatlon used to prov1de the eXCltatlon.

T 8 . < . . -‘. ' B

: Ea v ‘- .~ “ e - . ERO it

- . - . F . . - s
R ; N . A - i I N ® . .

. : . . = z . .
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applications, the following ateas forlfuture work are

10.2 Recommendations

recommended

S

ﬂgﬁ changes in estlmated parameters,

2.

%

Ve

3.

©
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»

LS : S w

To improve the GMV cantroller's general range of

1)

Y
oifl

.

;.‘

u!

’
f .
+ S £

Dynamic performancekof the adaptive‘predid%ive scheme

must be 1mproved Steps should be taken to minimize the:’

o,

effects of mnmeasured d1sturbances on the estlmated o

»parameters used to calculate pred1ct1ons, i.e.

suspenszon of process model -identification when load

N g Ty
disturbances enter the closed loop, éfnstralnts onh

estimated parameters. Known process nonlinearities}

should be used to modify measured 1/0 data prlor toa

recursive est1mat10n SO that the recurs1ve;;-

Qxldent1f1catlon algorlthm does not have to track large

.
I '
.
ettt ™

Introduce dynamic dead-time compensation for processes

- e

with varlabﬁe transport deliys;- = L o %f'
o ’

< o S . - ’ : \

Relate the spec1f1catlon of P Q and f to measuLable,

n

1vt1me domain- based performance characterlstlcs. The

performance characterlstlcs must be suitable for a .
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genetal class -of appllcatlons.‘For examplg,_overshoot

and damplng, used by the Exact controller’Q self tuner

are not suitable for all processes. By'lncbrpora 1ng

§ ‘ * ' - . ., i ) )

provisions fot the specification of overdamped
@ responses, the Exact congroller would‘increasefi

.useful range of applicability,

LI

'4. Develop a robust self tunlng mechan1sm to adjust
{
. parameters w1th1n P Q and/or R based on the spec1f1ed

' performaﬁce criteria and meesured process valﬂes ThlS

work is needed to mgke GMV a pract1ca1 self- tunlng

MV based on the use of the CARIMA process ‘model &

formulatlon. The 1ntegrat1ng GMV controller should

!
1nvolve conS1derably less de51gn and 1mp1ementat1on*_

& effort part1cularly in terms of rejectlon of predlctlon

. 1
offset and. e11m1nathn of controller offset

o | 3 C,

o T K3
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