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Preface

Conservation is often portrayed as an applied science—a corpus of knowledge about how ecological systems function, how they are threatened, and how they can be maintained. Conservation is also a form of management. It entails working with people to achieve desired ecological outcomes, grappling with conflicting land-use objectives, and making optimal use of available conservation resources. The aim of this book is to build a bridge between these two perspectives, linking theory with practice.

The challenge in wading into the practical aspects of conservation is that much depends on local circumstances. The types of threats matter; the existing laws and policies matter; institutions matter; the values and concerns of local people matter; history matters, and so on. In short, how conservation is done depends on where it is done. Most conservation texts address this issue by incorporating case studies from different regions. Readers are left to figure out for themselves how all the pieces fit together and how conservation is actually practiced in their region.

In this book, I take a different approach. The entire narrative is structured around one specific region: Canada. This permits an integrated treatment, where conservation theory is presented in the context of the social and institutional framework responsible for its implementation. The result is a synthesis tailored to the needs of conservation students and practitioners in Canada.

For undergraduate students studying conservation, this text will serve as an introduction to the field, providing a broad overview of both the scientific and social dimensions of conservation. For graduate students who have already acquired a solid foundation in ecological theory, this book will serve as a gateway to conservation practice, showing how the scientific “tools of the trade” are applied in real-world settings. For readers with a professional or personal interest in conservation, this book will provide an accessible description and guide to how conservation is currently practiced in Canada.

Given the book’s applied focus, special attention is given to issues that are the subject of debate or controversy. Conservation practitioners will invariably encounter these issues and should be prepared to deal with them. Moreover, these debates provide valuable insights into the practical aspects of conservation. Some of the issues explored in the text include:

• How do we determine how much conservation is enough—a ubiquitous question that arises in the context of protecting habitat, limiting industrial activities, and many other applications
• What do we mean by “natural”?
• Is the aim of conservation to achieve the most good for the most species, or is it acceptable to prioritize some species over others?
• Are conservation practitioners dispassionate scientific advisors or biodiversity advocates?
• What does it mean to maintain biodiversity when ecosystems are fundamentally changing because of global warming?
• Does the advent of “new conservation,” centred on the delivery of ecosystem services, support or hin-
der the conservation of biodiversity?
• What is the difference between science and Indigenous traditional ecological knowledge, and what are their respective roles in decision making?

Chapter 1 introduces fundamental concepts and provides a conservation framework that subsequent chapters build on. The next four chapters provide the social and scientific context of conservation, setting the stage for the applied chapters that follow. In these initial chapters, we learn the “what” and “why” of conservation. We are also introduced to the factors that constrain it.

Chapters 6–8 are devoted to the practice of conservation at both the species level and the ecosystem level. In these chapters, we learn the “how” of conservation and acquire an understanding of the relationship between theory and practice. We also gain insight into the role of conservation practitioners in the overall enterprise of conservation.

Chapter 9 presents an overview of the ecological changes expected as a result of climate change and what these changes mean for conservation. Specific consideration is given to the adjustments that need to be made to conservation objectives and conservation practices.

Chapter 10 focuses on decision making and planning. This topic is often overlooked by conservation students, who may be more interested in the ecological aspects of conservation. Nonetheless, it is central to the practice of conservation. Not much happens without a policy, strategy, or implementation plan to encapsulate decisions about priorities, limits, and choices among management alternatives. Knowing how to make effective decisions is an essential skill for conservation practitioners.

Chapter 11 presents a suite of integrated case studies—both successes and failures. This chapter revisits the main conservation themes of the earlier chapters from a practical perspective. Here we see how all the pieces fit together. The case studies are designed to illustrate the complexities of real-world conservation and to provide additional insight into how conservation theory is translated into practice.

The final chapter examines applied conservation from the perspective of effectiveness. We look back over what we have learned, highlighting the factors that are typically associated with successful conservation outcomes. We also discuss the training and tools needed for maximizing effectiveness at the personal level.

My hope is that readers will come away from this book with a solid understanding of the “big picture” of conservation in Canada. There is, of course, much more to learn, both in terms of ecological theory and management techniques. But this book will provide a sound foundation to build on. Moreover, readers will have a clear sense of what it is to be a conservation practitioner and how to be effective in this role.
The digital edition of Biodiversity Conservation in Canada: From Theory to Practice presents a fully revised version of the original print book. Factual information that has changed since the original publication, including graphs and tables, has been updated with the most recent data available as of 2023. The text has also been revised and a new section, on citizen science, has been added.

The digital version of the book is published as an Open Text, under a Creative Commons licence. The intent is to make the book as widely available by providing access through the Internet and by removing cost as a barrier. In addition, educators and others are welcome to use the illustrations, tables, and text excerpts to support their work in whichever manner they please.
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CHAPTER I
AN INTRODUCTION TO CONSERVATION
An Introduction to Conservation

Defining Biodiversity

We will begin our exploration of conservation with a high-level overview, starting with the components of biodiversity—the targets of our conservation efforts. We will then sketch out, in broad strokes, the biocentric and social models of conservation practice, establishing a foundation that subsequent chapters will build on.

Biodiversity refers to the variety of life in all its forms and at all levels of organization. Three levels of organization are usually distinguished: species, genes, and ecosystems. We will examine each of these levels in turn, emphasizing foundational concepts. In later chapters, we will revisit these concepts from the perspective of applied conservation.

Species Diversity

A species is defined as a group of organisms capable of interbreeding under natural conditions. However, this definition is difficult to apply in practice because it requires information about reproduction patterns that is generally unavailable. Therefore, taxonomists commonly differentiate species on the basis of physical and functional characteristics and, more recently, DNA barcodes (Coissac et al. 2016).

Researchers estimate that the total number of species on earth is somewhere between 2–8 million, not including bacteria or viruses (Costello et al. 2013). Species diversity is greatest in tropical regions and declines as one moves poleward (Willig et al. 2003). For example, the Amazonian lowlands contain an estimated 16,000 tree species, whereas there are less than 200 native tree species across all of Canada (Ter Steege et al. 2013).
In total, Canada has approximately 80,000 known species (excluding bacteria and viruses), and there are many yet to be identified (CESCC 2022). Vertebrates and vascular plants have been well studied but the vast majority of species are simpler life forms (Fig. 1.1), and only a fraction of these species have been catalogued. The more we look, the more we find.

A common measure of species diversity is **species richness**, which is the number of species in a given area. There are also more refined measures of diversity that take spatial scale into account (Jost 2007). These include **alpha diversity**, which is the number of species in a specific location; **beta diversity**, which describes how species composition changes across space; and **gamma diversity**, which describes the overall number of species across a broad region (Fig. 1.2). In real landscapes, these measures are often correlated.

![Fig. 1.1. Canada has approximately 80,000 known species, and insects comprise the largest group. Vertebrates, which garner most conservation attention, only account for 3% of species. Source: CESCC 2022.](image1)

![Fig. 1.2. A conceptual illustration of diversity patterns on a mountainside. The circles represent study sites, and the letters represent the individual species present. In this example, alpha diversity—the number of species within each site—decreases with altitude. There is little overlap in species composition among sites; therefore, beta diversity is high. Gamma diversity is the total number of species on the mountain (i.e., 12).](image2)

Of course, it is not only the number of species that matters but the diversity in traits and life strategies within the community. Important aspects of this diversity include:

- Functional role (e.g., predator, herbivore, decomposer, etc.)
• Habitat use (e.g., habitat specialist or generalist)
• Life history strategy (e.g., short lifespan, many offspring at a time, and minimal parental care vs. long lifespan, few offspring at a time, and high parental investment)
• Behavioural traits (e.g., herding vs. solitary; migratory vs. stationary)

Another attribute of relevance to conservation is whether a species is common or rare. There are three forms of rarity to be considered. First, some species are rare because they normally exist at very low population densities (e.g., the wolverine). Second, some species are associated with uncommon habitat types (e.g., patches of recently burned forest). Third, some species are rare because they have a very localized range (e.g., the Vancouver Island marmot).

The term endemic is often used to describe species with a restricted range. For example, we would say that the Vancouver Island marmot is endemic to Vancouver Island. While this usage of the term is correct, it should be noted that range size is not actually part of the definition. Endemic simply means that a species is found only in one geographic location. So, for example, the muskrat is endemic to North America.

**Genetic Diversity**

Genetic diversity arises from spontaneous DNA mutations that are passed down from parent to offspring. These mutations are rare, but they accumulate within a species over evolutionary time. The full complement of genetic variants that exists within a species is referred to as its gene pool. The variant forms of individual genes are referred to as alleles.

Through natural selection, beneficial mutations tend to become widely distributed among individuals, whereas deleterious mutations tend to be weeded out. However, because environmental conditions fluctuate over time, natural selection is faced with a moving target. In the face of changing conditions, no single set of genetic variants will be universally optimum (Reed et al. 2011). Instead, species are best served by having a diverse gene pool containing genetic variants that are adaptive under different conditions (Kremer et al. 2012). This allows species to adjust to environmental changes much faster than if they had to wait for new adaptive mutations to arise.

Another aspect of genetic diversity is spatial structure. Many species are divided into distinct populations—groups of individuals that live in a particular geographical area and normally breed with one another. Populations that reside in separate regions may experience different environmental conditions and different selective pressures (Fraser et al. 2011). This can result in localized genetic differences, especially if the rate of gene flow (i.e., reproductive mixing) among populations is low because of physical barriers or distance (Savolainen et al. 2007). Given enough time and isolation, sufficient differences can accumulate within populations to result in the formation of new species.

In Chapter 6, we will examine genetic diversity as it relates to extinction dynamics and the designation of species at risk. We will also discuss methods for maintaining genetic diversity. In Chapter 9, we will revisit genetics in the context of adapting to global warming.
Ecosystem Diversity

An ecosystem is a group of interacting organisms and the physical environment they inhabit. The living members of an ecosystem are referred to as a community. Unlike species and genes, ecosystems are not discrete entities. Although some distinct boundaries do exist, such as between a lakeshore and forest, most ecosystems change gradually across space in response to environmental gradients.

For example, hiking up a mountain trail, we find that the mix of tree species gradually changes with altitude, and at the highest elevations, trees become stunted and eventually give way to open meadows. These changes are driven by a climatic gradient: higher elevations are associated with lower mean temperature, higher moisture levels, and shorter growing season. Because the climatic changes are gradual, so too are the ecological transitions.

The factors that generate ecological patterns are scale-dependent (Willis and Whittaker 2002). At broad scales (like provinces), regional climate and large physical features are most important. At intermediate scales, soils, topography, and large-scale disturbance events (e.g., fire and insect outbreaks) are the major drivers. At the local scale, biotic interactions, small-scale disturbances, and microclimate have an overriding effect.

The ecosystem boundaries we define are largely artificial constructs developed for specific management purposes. For example, when the focus is on aquatic biodiversity, ecosystems may be delineated using watershed boundaries. The classification system most relevant for terrestrial conservation planning is the National Ecological Framework for Canada (Fig. 1.3), developed by the federal and provincial governments (Marshall et al. 1999). This classification delineates ecosystems on the basis of climate, topography, geology, soils, hydrology, vegetation, and fauna. Ecosystems are defined hierarchically, with three main divisions: ecozones (n=15), ecoregions (n=194) and ecodistricts (n=1,021). Some provinces have developed classifications that extend this hierarchy to even finer scales.
Fig. 1.3. The National Ecological Framework for Canada divides the country into 15 ecozones. Each ecozone is further subdivided into ecoregions and ecodistricts (not shown).

Individual ecosystems are described in terms of three main attributes: **composition**, **structure**, and **function**. Composition refers to the individual elements that comprise the system, especially the species that are normally present. Structure refers to how these elements are arranged in three-dimensional space. For example, consider the horizontal and vertical structure of a forest. Structure also includes the relative abundance of species. Some ecosystems are dominated by just a few species, whereas others have a more even distribution of species. Function refers to the various processes that occur within the system, both biotic (e.g., competition) and abiotic (e.g., nutrient cycling).

A process of particular relevance to conservation is disturbance. Natural disturbances (fires, insect outbreaks, storms, droughts, etc.) are a normal and necessary part of ecological systems. They reset **succession**, resulting in much greater ecological complexity than would otherwise exist. In contrast, **anthropogenic** disturbances (i.e., of human origin), especially those with no natural analog, can disrupt ecosystems and cause species to decline (see Chapter 5).
The Biocentric and Social Models of Conservation

Having clarified what biodiversity is, we can now consider what it means to conserve it. The Oxford English Dictionary defines conservation as the preservation, protection, or restoration of the natural environment and wildlife. From this definition we can infer three fundamental tasks for conservation practitioners: (1) determine what the natural state is; (2) determine how the natural state is being perturbed (i.e., identify threats); and (3) develop and implement measures to mitigate the disturbances and, if necessary, restore the system. We will refer to this as the biocentric model of conservation (Fig. 1.4). This model portrays conservation as a technical problem-solving process—conservation as applied science.

Fig. 1.4. The biocentric model of conservation is focused on maintaining (or restoring) the natural state of biodiversity. Conservation is seen as a technical problem-solving enterprise within the domain of science involving the identification and mitigation of threats.

The biocentric model of conservation is prominent in the conservation literature. However, it is incomplete and does not reflect the way that conservation works in practice. What is missing is the social dimension. Canadians
value biodiversity, but it is not the only thing we care about. The ecological systems that support wild species also provide us with food, raw materials, opportunities for recreation, and other benefits. The problem this presents is that ecological systems have a finite capacity and cannot meet all the demands placed on them. In short, we cannot have everything we want. Consequently, trade-offs among competing values are a central feature of conservation (McShane et al. 2011). This leads us to the social model of conservation, which is centred on managing human activities (Fig. 1.5).

![Figure 1.5](image.png)

**Fig. 1.5.** The social model of conservation is concerned with maintaining biodiversity but takes other values into account as well. It includes a social values component, a science component, and a decision-making component. These three core elements exist within an institutional framework that provides organizational structure, resources, and authority for making and implementing decisions. Most information about landscapes enters the system through the science component and most human effects on landscapes are mediated through the decision-making component, which sets rules and compels action. The dotted line represents unregulated interactions between humans and landscapes that are not part of the model but need to be acknowledged (e.g., off-road vehicle use).

The social model has several interacting components. First, there is a societal component involving the general public and stakeholders (i.e., industry, environmentalists, Indigenous people, and others). These voices articulate the values, priorities, and concerns that are at play (see Chapter 3). Social values and priorities are what ultimately enable and constrain conservation.

Second, there is a science component, including both biological and social sciences, that provides the facts, ideas,
and predictions needed to make robust decisions (see Chapter 4). Science is also needed to identify threats to biodiversity and to devise solutions (in common with the biocentric model). Finally, the application of science ensures that conflicts among values are resolved in the context of what can realistically be achieved.

The third component is a decision-making system that is overseen mainly, though not exclusively, by the government. In the face of complex trade-offs, a formal, structured approach to decision making is vital for finding optimum solutions (Gregory et al. 2013). The main steps include clarifying the objectives, identifying management alternatives, predicting outcomes under the available alternatives, and selecting the best option (see Chapter 10).

The three core components of the social model exist within, and are supported by, an institutional framework that provides organizational structure and establishes lines of authority. The institutional framework identifies who does what and provides the resources needed to turn management options into management actions (see Chapters 6–8).

To be clear, the social model of conservation is not an alternative to the biocentric model; it is an extension of it. The core tasks of describing the natural state of biodiversity, and the actions needed to maintain it, remain central to the social model. We can think of these steps as defining the conservation need. The rest of the model places this need in a broader social and political context, which is central to implementation.

In practice, individual components of the social model are often missing or deficient (see the case studies in Chapter 11). Institutional structures may be fragmented, decision-making systems may be dysfunctional, scientific studies may focus on the wrong questions or be ignored, and so on.
CHAPTER II
THE HISTORICAL FOUNDATIONS OF CONSERVATION IN CANADA
The Historical Foundations of Conservation in Canada

A New World

The contemporary practice of conservation is rooted in the events, decisions, and learning that have occurred in the past. This applies not only to the landscape changes that now threaten many species, but also to our collective way of thinking about biodiversity and what it means to maintain it. To understand current conservation practice we need to understand its historical foundations. The aim of this chapter is to provide that foundation by tracing the evolution of conservation in Canada from the initial influx of Europeans through to the start of the new millennium. More recent developments will be discussed in subsequent chapters.

When the Europeans packed their bags for the New World, they brought with them a worldview that emphasized human dominion over the earth. European conservation practices were based on the control of land and resource use by nobility, and they were not part of a culturally shared worldview (Donihee 2000). Furthermore, in the battle for survival that characterized the lives of early settlers, wilderness was something hostile that needed to be subdued and tamed, not preserved. In any case, few could perceive the need for conservation in a land so bountiful and limitless.

The effects these early Canadians had on the environment grew with their numbers and with the expansion of the fur trade. Canada’s population increased slowly at first, remaining under 50,000 until the mid-1700s. It reached 3.5 million by the time of Confederation in 1867 (SC 2014a). Three categories of activity accounted for most environmental impacts during this early period: hunting and trapping, agriculture, and tree harvesting.
The activity with the most widespread ecological impact was trapping associated with the fur trade. Beavers were the primary species of interest, and by the late 1800s, they had been extirpated from many parts of Canada. Given the beaver’s role as an ecosystem engineer and keystone species, its removal had widespread ecological repercussions (Hood and Larson 2015). The Hudson’s Bay Company eventually instituted trapping limits as a conservation measure; however, the directives were never effectively implemented (Sandlos 2013). What ultimately saved the beaver was not conservation but changing fashion. By the mid-1800s, beaver hats were out, and silk hats were in.

In contrast to the fur trade, which affected species and ecosystems across Canada, hunting, agriculture, and tree harvesting were concentrated near the early settlement areas. Before Confederation, almost all of these settlements were located along the St. Lawrence River, the Great Lakes Lowlands, and around the coasts of the Maritime provinces (Fig. 2.1). Agriculture had the greatest impact because it involved the clearing and transformation of land and because it supported an ever-increasing human population with an ever-growing environmental footprint.

Even though most settlers were not dependent on hunting for survival, supplemental hunting was common and resulted in substantial pressure on local wildlife. Hunted populations went into regional decline, and some species, like elk, were extirpated from some eastern areas (Rosatte 2014). Forests were also pushed back, as the

---

**Fig. 2.1.** The distribution of Canada’s urban population in 1871. One dot represents 1,000 inhabitants. Source: Atlas of Canada, 3rd Edition (http://open.canada.ca).
need for agricultural land, lumber, and fuel for heating steadily increased. The eventual loss of 90% of southern Ontario's Carolinian forest, Canada's most diverse ecosystem, can be traced back to this period (Suffling et al. 2003).
Nation Building

With Confederation in 1867, Canada transitioned from a collection of British colonies to a country in its own right. From the perspective of conservation, the most important aspect of Confederation and the associated Constitution Act was the division of power between the provinces and the federal government. The provinces were awarded exclusive control of lands and resources within their boundaries and given primary responsibility for their management. Wildlife was not mentioned in the Constitution Act directly but has since been interpreted to be a component of the land, and therefore, is also under provincial control (Kennedy and Donihee 2006).

There are a number of specific provisions in the Constitution Act that create exceptions to the general rule of provincial control over wildlife. In particular, the federal government has control over the management of fisheries, most migratory birds, and endangered species. It also shares responsibility for various aspects of environmental management that impinge on conservation indirectly, such as the control of pollution and the environmental assessment of certain types of industrial projects. Finally, the federal government has retained partial control of land and resources in the territories and has full control over certain other areas, such as national parks.

Confederation was followed by a period of vigorous nation building. Settlement of the West was a top priority for the new national government and was supported by the building of a transcontinental railway and a campaign to draw immigrants from all corners of Europe with offers of free land. These efforts were highly successful in terms of their stated goals. By 1911, Canada's population had more than doubled from the time of Confederation, to 7.2 million (SC 2014a). Export markets grew in importance and began to include a wider range of products. Businesses were established, a service sector was developed, and urban centres grew in size and importance.

Economic growth and the great wave of immigration led to increased environmental degradation. The problems were similar to those of earlier periods but the rate of change was now much faster. In the space of only three decades (1881–1911), the area of farmland in the Prairie provinces increased from 1.2 to 24.3 million hectares, comprising over half of all farmland in Canada. Canadian wheat exports rose 16-fold, to 97.6 million bushels (SC 1983a). Not only were there more people in more places than ever before, but growing external markets for resources placed increasing and unsustainable demands on natural systems. Last but not least, the frontier mentality and human-centred worldviews of earlier periods remained largely intact, muting concerns over the ecological changes that were occurring.

An important feature of this period was the existence of markets for wildlife meat and parts, which increased the rate of harvest far above that needed to meet local subsistence needs. Unsurprisingly, targeted species declined precipitously. A prominent example is the plains bison, which once roamed the Great Plains in the millions. By the late 1880s, the Canadian bison population was extirpated and only a few hundred individuals remained in the US.

Market hunting of bison was initially conducted mainly by the Métis from Manitoba’s Red River region (Dobak 1996). By the mid-1800s, their hunts had evolved into highly organized biannual events, sometimes involving over a thousand individuals. The bison meat provided winter provisions for Métis families and also supported a thriving trade with the Hudson’s Bay Company and European colonists. The 1870s brought hide hunters, who “killed
lavishly for the one or two dollars per mature hide that American tanners were prepared to pay” (MacEwan 1995, p. 59). In fairly short order, all that was left of the vast bison herds was their bones, which were later collected and ground up as fertilizer.

A similar fate befell the passenger pigeon (Fig. 2.2), which went from being the most abundant bird in North America to extinction in the late 1890s. These pigeons had always been hunted because their colonial nesting habits and large numbers made them an irresistible target. The tipping point to unsustainability occurred when hunting became commercialized and then increasingly mechanized in the late 1800s. By the end, railcars were annually shipping pigeons by the millions to markets in large cities (Yeoman 2014). Although market hunting was not the only factor involved in the demise of the passenger pigeon (Bucher 1992), extinction is unlikely to have occurred without it.

Trade in meat was not the sole focus of market hunting in the 1800s. The fur trade was still important at this time, and there was also a thriving whaling industry that was providing whale oil for lamps and baleen for corsets. This would eventually land many whale species on the endangered species list. Last, but not least—not to be outdone by the gentlemen and their beaver hats—ladies started a craze of their own involving the use of feathers to adorn their hats. Innocuous as this may seem, the growing size and affluence of human populations in the late 1880s generated an unsustainable demand, leading to the decline of many North American bird species, including Canada’s own now-endangered piping plover (Doughty 1975). Wild bird feathers were also harvested for stuffing pillows, and this was one of the main drivers of the extinction of the Great Auk off the coast of Newfoundland in the mid-1800s.
Early Twentieth-Century Conservationists

Toward the end of the 1800s, the demise of the bison and passenger pigeon, and the overexploitation of many other species and other natural resources, began to affect the collective conscience of North Americans. Sporadic conservation efforts and localized restrictions on hunting had been implemented earlier, but these were of limited scope and were never effectively implemented (Loo 2006). What transpired at the turn of the twentieth century was a broad social movement that embodied a new way of thinking about wildlife and nature.

The first conservationists were mainly Americans. The end of the frontier was reached earlier in the US than in Canada, and environmental losses were more apparent, making the myth of limitless resources untenable (Foster 1978). Almost from the start, two disparate views of conservation emerged, and they remain distinct themes today: a utilitarian or “wise use” view and a preservationist view (MacDowell 2012). Advocates of the utilitarian approach, such as the first Chief of the US Forest Service, Gifford Pinchot, focused on the sustainability of resource use and elimination of wasteful practices. They also emphasized the importance of scientific management and centralized control over resource use.

The preservationists valued nature for its intrinsic qualities, rather than as a resource for human use. They were led by men such as John Muir, who co-founded the Sierra Club in 1892. The preservationists’ main concern was the loss of wilderness, and their preferred tool was protected areas, where resource development was prohibited. Pinchot and Muir were both advisors to President Theodore Roosevelt, who was himself a strong advocate of conservation. Both views of conservation were advanced under his watch, though the utilitarian view was dominant and eventually co-opted the term “conservation.”

Conservationist ideas percolating in from the US helped to generate a conservation movement in Canada, distinguished by strong support among political and business leaders (Sandlos 2013). The high-water mark was the establishment of the Commission of Conservation, through an Act of Parliament in 1909. The Commission was heavily influenced by Pinchot and his utilitarian views of conservation as well as ideas from the contemporary Progressive Movement about efficiency, science-based decision making, and professional management (Sandlos 2013). It published about 200 reports during its tenure, greatly expanding knowledge related to resource management and contributing to the development of public policy (MacEachern 2003). In so doing, it raised the profile and credibility of conservation and promoted its widespread adoption.

By World War I, Canada’s approach to resource management had been completely overhauled. The state was now firmly in control, and the fragmented and uncoordinated management efforts of earlier periods had been replaced with top-down bureaucratic management systems involving planners, scientists, foresters, game wardens, and others. The new approach incorporated the concepts of utilitarian conservation and featured a legal foundation, professional staff, research-based problem solving, and effective enforcement. Attention was focused on three main areas: game management, forest management, and parks.
Game Management

The decline in wildlife populations during the 1800s was, fundamentally, a manifestation of the Tragedy of the Commons (Box 2.1). Human populations were now far too high and technology was far too lethal to maintain a sustainable rate of harvest in the absence of effective control mechanisms. This control was achieved by the early conservation movement, but not simply through tougher laws and regulations. The critical change was the emergence of a sport hunting ethic, originating mainly in middle and upper-class society (Loo 2006). In the absence of such a shared vision and ethic, it is unlikely that regulation alone would have been effective, given the challenge of enforcing such rules in Canada's vast wilderness.

Box 2.1. The Tragedy of the Commons

The Tragedy of the Commons is a resource management problem in which the users of a shared resource end up depleting it through the narrow pursuit of self-interest (Hardin 1968). In the absence of controls or assigned rights, individuals are motivated to take as much from the commons as they can because failing to do so means someone else may get their share. Perhaps the most grievous example in today's world is the global decimation of fish stocks through overfishing of the high seas.

By the turn of the twentieth century, Canadian society was changing, as cities grew and became the focus of political power. Subsistence hunting had no relevance for these urbanites, though many retained a strong desire to hunt and reconnect with nature as a recreational pursuit (Fig. 2.3). Sport hunting reached its pinnacle during this time and was one of the top recreational activities for men (Herman 2003).
The objectives of sport hunting are far removed from those of subsistence hunting. It is not the meat, but the hunting experience that is of highest priority. And this changes everything. Instead of focusing on the most effective and efficient means of killing, sport hunting is based around ideas like challenge and fair chase (Posewitz 1994). As a result, wildlife is most valuable while it is alive, not dead. Finally, from the perspective of sport hunters, subsistence hunters, market hunters, and hunters that did not adhere to the sport hunting creed were all unwanted competitors.

The sport hunters, being largely urban based, were politically well connected. In fact, politicians were as likely as not to be sport hunters themselves. Therefore, the system of game management that developed during this period was designed to serve the needs of sport hunters over other users. The new system of management was based on three core policies, which remain in place today: (1) the absence of a market for the meat and products of game animals; (2) the allocation of hunting rights by law, not birthright, social position, or land ownership; and (3) a prohibition on the frivolous killing of wildlife (Geist 1988). Earlier piecemeal hunting laws and regulations were also coordinated and strengthened, and game wardens were hired to ensure compliance. Practices contrary to the sport hunting ethic of fair chase were generally banned, and restrictions were placed on the number and types of animals that could be taken and on the timing of the hunt (Donihee 2000).

These policies and regulations had several effects. First, they removed value from dead animals and increased the value of living animals. They also ensured that the killing of wildlife was not economically rewarding, once the costs of equipment and travel were accounted for. In addition, the take of individual sport hunters was reduced to a sustainable level. Finally, the system made each citizen a shareholder in wildlife, with a stake in maintaining healthy populations. An important caveat was that management interest was squarely focused on game species above all others. Species that were perceived to be a nuisance, such as wolves and raptors, were still killed indiscriminately.

The new system of game management was very successful in terms of its stated objectives. After decades of widespread decline, the populations of most game species stabilized and began to recover (Geist 1988). In turn, hunting opportunities increased, and so did economic benefits and jobs associated with wildlife (e.g., outfitters and equipment suppliers). Many conservation organizations also came into being, providing political and material support for conservation efforts.
This is not to say that the new system was free from detractors. Rural people, in particular, chafed at the new restrictions imposed upon them by what they perceived as urban elitists (MacDowell 2012). Market hunters were, of course, none too pleased either, though declining wildlife populations had already reduced their prospects for profit. In any case, neither of these groups had the political power needed to stem the tide of change.

The new system of wildlife management, which emphasized public access to the resource and the absence of markets, was applied to most game species. However, fur-bearers and certain fish species were handled differently. For fur-bearers, sustainable commercial harvest was achieved, and continues to be achieved, by regulating access through exclusive-use traplines. This privatization of the resource kept interlopers out and encouraged trapline owners to harvest at a sustainable rate. In addition, the high rate of reproduction of fur-bearers, relatively low economic potential of trapping, and the labour-intensive and arduous nature of trapping, all contributed to keeping supply and demand in balance.

Commercial harvest was also maintained for a variety of fish species, but here the outcome was generally very poor in terms of sustainability. In large part, this was because the resource could not be effectively privatized—neither fish nor boats could be tied to defined locations. Thus, the Tragedy of the Commons manifested, exacerbated by progressive improvements in the efficiency of commercial fishing. We will review an example involving walleye fisheries in Case Study 5 (p. 293).

Forest Management

Forest harvesting underwent a rapid expansion during the 1800s, supported by a thriving export market to the US and England, as well as growing internal demand. The general approach to harvesting was “cut and move on,” which propelled cutting crews down ever-smaller tributaries of the waterways needed to transport the timber to market (MacDowell 2012). The advent of railroads in the mid-1800s greatly improved access to backcountry forests, leading to further increases in the rate and spatial extent of cutting.

Forest harvesting was only loosely regulated throughout most of the 1800s. The main concern of governments was the extraction of rents and the control of competition through regulated access (Ross 1997). In contrast to the US, access to forests was generally provided through temporary leases rather than land sales, and this turned out to be a pivotal decision. Over the years, the retention of public land ownership in Canada has been a critical factor in advancing forest conservation.

The conservationists of the early twentieth century were not concerned about the commodification of forest products, as they were with wildlife. Their major worry was that forest depletion would lead to timber shortages, jeopardizing future economic development (Drushka 2003). This was conservation with a very strong utilitarian and economic orientation. Three main problems were identified that required attention: farmers, fire, and poor harvesting practices.

The primary tool for dealing with agricultural clearing was the establishment of forest reserves, where land clearing and human settlement were prohibited (MacDowell 2012). The basic idea was to allocate landscapes according to the uses for which they were most suitable. In some areas, the forest reserves were intended to also support watershed conservation.
Concerns about fire losses led to regulations on the use of fire and the deployment of fire rangers in many parts of the country. Rangers sought to prevent fires, especially from careless brush burning and sparks from trains. They were also expected to find and fight fires, to the extent this was possible at the time (Drushka 2003).

As for harvesting practices, the conservationists engineered a major overhaul, which included new measures to ensure forest regeneration, sustainable rates of harvest, and the prevention of waste (Ross 1997). In addition, under the influence of Pinchot and the Progressive Movement, management was thoroughly modernized. Formal bureaucracies dedicated to forest management were developed at the provincial and federal level, and professional foresters came into existence. Research into sustainable and efficient forest harvesting also got underway, led by the federal government’s new Dominion Forestry Branch (1899), Canada’s first Faculty of Forestry, at the University of Toronto (1907), and the Commission of Conservation (1909).

**Parks**

Another manifestation of the early conservation movement was the establishment of parks. Unlike the US, where wilderness preservation was an important driver of park establishment, Canada’s first parks were created mainly for their utilitarian benefits. A good example is Ontario’s Algonquin Park, established as the first provincial park in Canada in 1883. This park was created with three specific uses in mind (MacEachern 2003). Sport hunters sought a wildlife sanctuary to provide hunting opportunities. Logging interests sought a forest reserve where a secure supply of pine could be obtained. And municipalities sought the protection of the headwaters of several major rivers. Wilderness preservation and the conservation of biodiversity were notably absent as motivating factors.

The creation of Banff in 1885, Canada’s first national park, also illustrates the mindset of the time. In this case, the primary interest was the commercial potential of tourism (MacDowell 2012). The government and the directors of the Canadian Pacific Railway recognized that the region’s spectacular mountain scenery and the newly discovered hot springs would draw travellers from around the world. It took just three years for the 250-room Banff Springs Hotel to be built, and other mountain parks and Canadian Pacific Railway hotels soon followed. Although tourism was the main focus, additional revenue was sought from hunting, mining, and logging, all of which were permitted in the mountain parks in their early years.

In 1911, Canada formally established a Parks Branch, responsible for overseeing the expansion of the national parks system (Tanner 1997). The agency was led by James Harkin, who would become one of Canada’s leading voices on conservation and the preservation of Canada’s special places. Additional provincial parks were established during this period as well. Management efforts were primarily focused on creating the infrastructure needed to support tourism and recreation within the new parks. Additional efforts were directed at increasing wildlife populations and the prevention and control of fire (MacDowell 2012).

In addition to the new recreational parks, several wildlife reserves were established to support the rehabilitation of species that had been decimated through overharvest. The largest of these, at 44,800 km$^2$, was Wood Buffalo National Park, established in 1922. Some of the other reserves that were established around this time, such as the National Antelope Parks in Alberta and Saskatchewan, were later decommissioned after the target species had recovered (Foster 1978).
The threats facing biodiversity underwent a fundamental shift in the twentieth century. Whereas wildlife declines in the nineteenth century generally involved someone setting a trap or firing a gun, the declines of the twentieth century were mainly the result of widespread habitat degradation from agricultural expansion and industrial development. The rapid growth and intensification of the resource sector was the result of several interacting factors:

- **Mechanization.** The farmers and lumberjacks of earlier periods had only muscle power and hand tools with which to push back the frontier, limiting the rate of change. The story of the twentieth century is one of increasing mechanization—more machines doing more things, with more efficiency, and more power.

- **Energy.** The increase in mechanization and expansion of the development frontier was supported by and dependent on an ever-increasing supply of easily transportable energy, primarily in the form of diesel and gasoline.

- **Access.** A defining feature of the twentieth century was the development of an extensive national transportation network that not only linked together Canada's far-flung settlements, but also provided the access needed to bring resources from remote areas to market (Fig. 2.4).

- **Innovation.** Technological advancement was rapid in the twentieth century, leading to greater effectiveness in finding and exploiting resources as well as increased profitability.

- **Population size.** Canada's population increased steadily over the twentieth century, increasing the demand for resources and providing the labour needed to extract them.

- **Export market.** During the twentieth century, Canada became one of the world's leading exporters of resource staples, especially to the rapidly growing US market. Market demand was, in turn, a strong driver of development and technological innovation.

Resource development also led to the establishment of mining and mill towns in remote areas that owed their prosperity and survival to the extraction of a single resource. In time, these towns would become a politically powerful constituency that supported industrial development.
Agriculture

The amount of land used for agricultural production reached its peak in the 1930s (Figs. 2.5 and 2.6). Most of the agricultural expansion occurred in western Canada, and the three Prairie provinces today account for over 80% of Canada's agricultural land. In the East, agriculture remained focused in the Great Lakes Lowlands and the lands adjacent to the St. Lawrence River.
Although the amount of land devoted to agriculture plateaued early in the twentieth century, the impacts of agriculture on biodiversity continued to rise in later decades because of intensification. The transition from horses to tractors was pivotal. Steam tractors were already available at the turn of the century but widespread ownership of tractors did not occur until affordable gas-powered models became available in the 1940s (Fig. 2.7). Over the years, farms increased in size, through consolidation, and tractors grew larger to match. Whereas the popular 1937 Allis Chalmers Model B produced less than 20 horsepower, John Deere now sells eight-wheel behemoths that produce 620 horsepower and weigh more than 20 tonnes.

As farms mechanized, the cost of farming increased, leading to further intensification. Less and less of the land-
scape remained in a natural state. In addition, wetlands were drained to provide more cropland and to reduce the nuisance they represented to large farm machinery. It is estimated that more than 40% of prairie wetlands were lost to drainage over the past century and there is little evidence to suggest that the rate of loss has slowed in recent years (Cortus et al. 2011). Other manifestations of intensification included the removal of hedgerows, especially in Eastern Canada, and a progressive increase in the use of fertilizers, herbicides, and pesticides.

The rangelands of southeast Alberta and southwest Saskatchewan (Fig. 2.5) merit special mention because they followed a different trajectory. Low moisture inputs in these areas made them unsuitable for growing crops or pasture grass, so the native prairie remained largely intact. However, the replacement of bison with cattle, the control of prairie fires, and invasion by agronomic grasses had cascading effects on the integrity of these ecosystems (Fuhlendorf and Engle 2001). This region was also impacted by the development of an extensive road network.

**Forestry**

Rail networks expanded rapidly in the early decades of the twentieth century, providing access to a progressively larger proportion of Canada's merchantable forest. Another important change in this period was the rise of the pulp and paper industry, particularly in Eastern Canada (Kerr et al. 1990). Advancements in the design of the rotary press allowed the production of large numbers of daily papers, which became popular throughout North America. Demand for newspapers was also stoked by rising population levels.

Harvesting for pulpwood led to changes in forestry practices. Previously, trees were individually selected based on their suitability for producing dimensional lumber, which meant that much of a forest stand remained after harvesting. With pulpwood harvest, smaller trees could be utilized and so could species not suited for lumber production. Therefore, harvesting became more intensive and involved a greater range of stand types (Drushka 2003).

The next major change in forestry was mechanization, which became widespread after World War II. Most important was the internal combustion engine, which powered everything from chainsaws to large logging trucks. Trucks offered much greater mobility and flexibility than trains, and consequently, the development frontier was pushed even deeper into Canada's hinterland.

Mechanization also led to a further intensification of forest harvesting, culminating in the clearcut approach, which became the dominant method of harvesting in the last half of the twentieth century. Clearcutting offered several advantages for timber companies (Nyland 1996). First, it was efficient to implement, especially once harvesting was done with large machinery instead of chainsaws. Clearcutting also provided companies greater control over regeneration trajectories. Monocultures of desired species could be generated, boosting timber yields relative to natural regeneration, especially in mixedwood systems. The regenerating clearcuts were also even-aged, which facilitated the achievement of an even flow of timber each year at a standardized age at harvest (i.e., the rotation age).
The combination of mechanization and improved access led to steadily rising production of both lumber and pulp over the twentieth century (Fig. 2.8). The majority of Canada’s merchantable forest is now subject to harvesting, and the remaining unallocated forest is mostly in the far north where productivity is low (Fig. 2.9). Harvesting has resulted in a progressive simplification of forest structures and patterns over time, and these changes continue to accumulate (see Chapter 5). Furthermore, forestry access roads have fragmented forested landscapes and served as wicks, drawing in other industrial and recreational users and their associated ecological impacts (Trombulak and Frissell 2000).

**Oil and Gas**

Oil and natural gas (Fig. 2.10) were discovered in Canada in the nineteenth century. However, significant levels of production did not occur until the middle of the twentieth century, when several factors came into alignment.
The first factor was demand, which increased exponentially once the internal combustion engine came into widespread use. The second was exploration success, which improved as a result of systematic seismic surveys and better understanding of subsurface geology. The third was the ability to extract and ship the oil and gas to market, which improved with better technology and expanding infrastructure.
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**Fig. 2.10.** *The distribution of oil and gas tenure, by type, in 2013. Source: Global Forest Watch Canada.*

Oil and gas deposits were eventually found throughout the Western Canadian Sedimentary Basin, stretching from northeast BC, across most of Alberta, and into southern Saskatchewan. Additional deposits were found in the Maritimes, Northwest Territories, and offshore. Drilling and infrastructure development were initially centred in the Prairie region, where most of the early discoveries were made and where access was plentiful. However, by the 1960s, road and pipeline networks were being developed deep into the boreal forest and the foothills of the Rocky Mountains. In areas of active oil and gas development, the annual rate of forest clearing for roads, well sites, pipelines, and seismic exploration approached the rate of cutting by the forestry sector (ECA 1979).

In 1973, the production of conventional oil reached its peak and then began to slowly decline (Figs. 2.11–2.12). Thereafter, growth in oil production was achieved through the development of unconventional deposits. Most important were the oil sands in northern Alberta, which contained thick bitumen mixed with sand. Some of the oil sands deposits were close enough to the surface to be recovered through surface mining, and this is where initial production began, in 1967. In the 1990s, technology was developed that allowed the recovery of deeper oil sands deposits using steam heating and in situ extraction. As a result, the land area affected by oil sands development...
expanded from 4,800 km$^2$ (surface mining only) to 142,000 km$^2$ (Fig. 2.10). Today, the oil sands produce more oil than all other sources in Canada combined (Fig. 2.12).

Not all of Canada’s oil and gas deposits have been brought into production. Many deposits remain stranded because of a lack of infrastructure and challenging working conditions, especially in the Northwest Territories. In areas with established infrastructure, there has been a tendency for successive waves of development to occur, as evolving technologies allowed different types of deposits to be profitably extracted.

The development of oil and gas over the last century has left a significant cumulative footprint, especially in the western boreal forest. Over 400,000 wells were completed in Canada between 1955 and 2017 (CAPP 2017), disturbing approximately 1 ha of habitat in each case. Virtually all of these wells required the construction of an access road, and most were connected to a pipeline. In addition, hundreds of thousands of kilometres of seismic cut-lines remain in forested areas as a legacy of exploration activities. Oil and gas development and refinement also resulted in air, soil, and water pollution (see Chapter 5).

**Mining**

Before 1900, mining in Canada was limited to small-scale operations focusing mainly on coal, iron, and gold (Cranstone 2002). Mining slowly expanded in the early twentieth century, closely tied to the expansion of transportation infrastructure. Many mining towns in the Canadian Shield and BC interior got their start during this early period, including Kimberley, Flin Flon, Sudbury, and Val-d’Or.
The demand for metals and other minerals rose rapidly after World War II as a result of increased mechanization. Demand was further stimulated by advances in metallurgy, which led to new applications for metals. Rising demand provided mining companies with the incentive and security needed to undertake large, capital-intensive mining projects. Moreover, with the advent of heavy machinery, it became possible to remove large quantities of surface material to access extensive low-grade deposits through open-pit mining. Finally, advancements in science and technology enabled systematic exploration for mineral deposits and provided better methods of ore refinement. Consequently, mining production increased rapidly in the second half of the twentieth century (Fig. 2.13).

Today, there are 220 principal mines in Canada producing more than 60 minerals and metals (NRCAN 2013). These mines are distributed across the entire country, including the territories (Fig. 2.14).
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From an ecological perspective, the most important legacy of mining in the twentieth century is the waste produced. Hundreds of millions of tonnes of rock had to be crushed, ground, and then chemically processed to extract the target minerals, which were generally a minor component of the ore (less than 1% for many metals). The residual tailings were stored on-site or discharged into the water, posing a variety of environmental hazards (Allan 1997).

Ontario’s Sudbury region provides one of the more egregious examples of environmental harm caused by mining in the twentieth century. Over 7,000 lakes within a 17,000 km$^2$ area were acidified to the point of significant biological damage (Keller et al. 2007). In addition, the lakes and soils in the Sudbury region accumulated dangerously high levels of copper, nickel, zinc, and lead from windblown dust from tailings piles (Nriagu et al. 1998). The result was “an unusual anthropogenic ecosystem of denuded barren land with lifeless lakes” (Nriagu et al., 1998, p. 99).

Not all mining operations were as bad as Sudbury’s, but it was not alone in leaving a long-lasting environmental legacy. Over 10,000 abandoned mines exist in Canada (MacKasey 2000), many of which are leaching arsenic, mercury, lead, sulfuric acid and other chemicals into the environment (Parsons 2007). Consequently, twentieth-century mining continues to have an environmental impact today that extends well beyond the footprint of the mines themselves.
The Advent of Modern Conservation

The ecological deterioration and decline in wildlife populations that occurred as a result of industrialization in the twentieth century presents a question: what happened to the early conservationists? Some authors have suggested that the initial flourish of interest in conservation at the turn of the twentieth century waned once societal attention shifted to economic growth in the 1920s (MacEachern 2003; MacDowell 2012). In reality, conservation efforts during this period did not diminish at all, they expanded and became institutionalized (Burnett 2003). However, they remained narrowly focused on species that were hunted or harvested; broader conservation concerns had yet to be meaningfully recognized.

Over the ensuing decades, we got more of everything—bureaucrats, game wardens, foresters, scientists, schools, and associations—greatly expanding management capacity. Our knowledge base also improved. By the 1930s, game management emerged as a distinct discipline and research was well underway into species distributions, population sizes, food and habitat requirements, predator-prey dynamics, disease, and many other topics. Silviculture likewise underwent substantial development and maturation.

As capacity increased and ecological knowledge accumulated, management efforts became increasingly sophisticated. The basic objective of sustainable use morphed into the concept of maximum sustained yield, which guided research and management efforts in wildlife and forestry for much of the century (Larkin 1977). Regulations to avoid overexploitation were fine-tuned, and steps were taken to increase the productivity and long-term sustainability of desired resources. Species with no direct utility were largely ignored, and those identified as having negative effects were often targeted for elimination.

The management of Wood Buffalo National Park during the first half of the twentieth century provides a window into the mindset of the time. The park was established in 1922 to support the recovery of bison. Initial management efforts simply involved a prohibition on hunting by local Indigenous communities and others. Once the herd began to recover, the park administration began a program of small-scale, seasonal bison hunts, in response to a request for bison meat from the local residential school (McCormack 1992).

From the early 1940s until well into the 1950s, wolves in the park were poisoned with strychnine and cyanide, and a wolf bounty was used to encourage trapping, all to increase the production of bison (Fuller and Novakowski 1955). In the early 1950s, infrastructure within the park was expanded, and the commercial slaughter of bison began in earnest, lasting until 1967. In total, several thousand buffalo were killed, along with an unknown number of wolves (McCormack 1992). Wood Buffalo National Park forests fared no better. Approximately 70% of the park’s riparian old-growth spruce was clearcut between 1951–1991, without concern for the species that depended on it (Timoney 1996).

The upshot is that modern concepts of biodiversity conservation did not arise through the progressive refinement of early twentieth-century conservation principles. Management capacity and knowledge certainly increased over the years, but the objectives of management remained wedded to a narrow, utilitarian view of conservation. For the most part, wildlife and forests were treated as commodities, even in parks, and progress was measured in terms of rising production.
To be fair, there were some individuals at the fringe who argued for a less utilitarian approach to resource management. They were unable to effect much change during their time, but they did help prepare the ground for the future. One of these individuals was Grey Owl, whose articles and books were popular in the 1930s (Loo 2006). Writing from a cabin in northern Saskatchewan, Grey Owl railed against the commodification of wildlife. He suggested that conservation was hampered by the view that nature was a basket of goods that could return an income if properly managed.

Another important figure was Aldo Leopold, considered to be the father of wildlife management. Leopold's early career involved killing cougars, wolves, and bears in New Mexico. However, in his later years, he came to believe that these types of management activities were misguided. In his most influential work, the *Sand County Almanac* (1949), he outlined a biocentric approach for interacting with nature that he termed the “land ethic.” The non-consumptive values and holistic ecosystem-based management concepts he articulated presaged the future direction of conservation:

> The land is one organism. ... If the biota, in the course of aeons, has built something we like but do not understand, then who but a fool would discard seemingly useless parts? To keep every cog and wheel is the first precaution of intelligent tinkering. ... The land ethic simply enlarges the boundaries of the community to include soils, waters, plants, and animals, or collectively: the land. A land ethic of course cannot prevent the alteration, management and use of these resources, but it does affirm their right to continued existence. (pp. 190, 239–240)

A notable Canadian figure of this period was Ian McTaggart-Cowan. He advanced a holistic approach to conservation through television, radio, writing, and lectures. Other individuals and groups promoted direct interaction with wildlife. Birdwatchers and field naturalist groups were in the forefront (e.g., establishing the Audubon Society of Canada in 1948). Low-level efforts to support species at risk of extinction also continued. These efforts expanded from their initial focus on overhunted game species to new species such as the whooping crane and trumpeter swan. At the international level, the International Union for the Conservation of Nature (IUCN) was established in 1948, with a primary focus on endangered species.

**Origins of the Environmental Movement**

Although Leopold and his compatriots influenced many people, they were too far ahead of their time to affect mainstream thinking. The real crucible of modern conservation was the environmental movement of the 1960s, which carried conservation along like a surfer on the crest of a wave.

The environmental movement arose as a collective response to the negative impacts that industrialization was having on the environment. But there is more to the story than simple cause and effect. Consider, for example, the Cuyahoga River which runs through Cleveland, Ohio. This river was so polluted with industrial waste that in 1969 it started on fire (Stradling and Stradling 2008). The fire attracted widespread media attention, including an article in *Time* magazine which reached millions of readers. It graphically illustrated just how bad the nation's environmental problems had become and fuelled outrage and demands for action. It was followed, in 1972, by the US *Clean Water Act*. 
The problem with this narrative, which suggests a direct relationship between environmental damage, public concern, and policy response, is that the Cuyahoga River had burned at least nine times before (Stradling and Stradling 2008). The 1969 fire was not even the worst. The picture used in the Time article was actually from a much more serious fire in 1952. If environmental degradation was the trigger for action, why then did it take until 1969 for the public to engage? The same disconnect exists for most of the other environmental issues that rose to prominence in the 1960s. Clearly, other factors were at play. And in the messy details lie the foundations of modern conservation.

The world did not suddenly fall apart in the 1960s. Instead, a tipping point was reached that led to a new way of looking at things. In short, we developed an environmental consciousness. The key players in the development of this new environmental awareness included researchers, the media, environmental groups, policymakers, the public ... and the hippies.

Hippies are symbolic of the counter-culture revolution that took place in the 1960s. Their contribution was to question authority (Fig. 2.15). Such youthful rebellion was, of course, not new. But in this case, many of the issues being raised resonated with the broader public, including the deaths of young men in an unpopular war in Vietnam, the prospects of a nuclear Armageddon, and slow poisoning from environmental pollutants. Consequently, many began to reconsider the merits of the paternalistic system that controlled decision making.

The range of issues attracting attention quickly expanded and people from all walks of life became activists or supporters of change. It was a social awakening, and North American society was never the same afterward. In particular, elitist, closed-door decision making would no longer be accepted. Henceforth, the public would demand a say.

The development of environmental consciousness also involved a conceptual frame shift. Frames are mental constructs that shape the way we see the world (Lakoff 2004). They help us make sense of events and information by providing background context and default interpretations of cause and effect. They are also value-laden, which means that certain aspects of reality may be highlighted while others are marginalized or ignored (Reese 2001). Because they are mental constructs, frames can change over time, even if the underlying reality does not.

Prior to the 1960s, people did not think of the environment in the same way we do now. Most environmental deterioration occurred out of view, and relatively few individuals had any direct knowledge of what was happening. There were no government monitoring programs, no environmental reporters, no activist groups, and little scientific research on environmental problems. Incidents like the early Cuyahoga River fires were reported as isolated
local events rather than symptoms of a broader problem. The existing frame, to the extent that one existed at all, was that environmental damage was the cost of progress (Sachsman 1996).

The initial change in perspective was led by individual scientists with a personal interest in the environment and by environmental activist groups, most of which were spawned by the broader counter-culture revolution. These individuals and groups gave voice to the environment, bringing firsthand accounts and analysis of what was happening to a public that was unable to witness the changes directly. The publication of *Silent Spring* in 1962, by Rachel Carson, was a seminal event. It drew attention to the effects that pesticides were having on birds and, more generally, to the powerful and often negative effects of humans on the natural world.

As the 1960s progressed, the media began to play a central role in facilitating the environmental dialog, linking information providers with the general public. Stories about the environment proliferated and journalists began to connect the dots, interpreting individual local events in the context of broader national-scale concerns. By the time the Cuyahoga River burned in 1969, it was a national story about industrial pollution out of control, not a minor article in the local paper about how much it would cost to repair the railway bridge.

The interactions between scientists, activist groups, the media, and the public were mutually reinforcing. Mass media sparked public interest, which produced more activists and stimulated more scientific research, resulting in more information for the media in a virtuous cycle. In addition, political figures began to understand that taking a stand against pollution and other forms of environmental degradation made for good public relations. Their pronouncements and actions helped to legitimize the issues. Environmental awareness rose quickly, and by the first Earth Day, in 1970, the transition to the modern framing of the environment was essentially complete.

**Indigenous Influences**

Indigenous perspectives on conservation first attracted public attention with the writings of Grey Owl, who gained a wide audience in the 1930s (Fig. 2.16). Grey Owl suggested that much could be learned from the way that Indigenous people interacted with nature (Loo 2006). Other writers, such as Henry Thoreau and John Muir, had presented conservationist ideas ahead of him, but Grey Owl was the first high-profile author to make a strong connection between conservation and Indigenous ways of life.

Although Grey Owl planted a seed, the time was not yet ripe for widespread uptake of Indigenous perspectives. This had to wait until the arrival of the environmental movement in the 1960s. In the search for alternative approaches, Indigenous worldviews re-emerged and found fertile ground.
The incorporation of Indigenous perspectives in this period centred on broad philosophical themes about stewardship and respect for nature that resonated with an increasingly environmentally aware public. These ideas were widely circulated, sometimes ending up on posters alongside Indigenous people and art (Fig. 2.17). Common themes included respect and reverence for wildlife and nature, the idea that resources are being held in trust for future generations, and the intrinsic interconnectedness and sacredness of animals, humans, and the land. Popularized quotes from a speech given by Chief Seattle in 1854 provide an example of how these ideas were presented:

We know that the white man does not understand our ways. One portion of the land is the same to him as the next, for he is a stranger who comes in the night and takes from the land whatever he needs. The earth is not his brother, but his enemy—and when he has conquered it, he moves on.

Humankind has not woven the web of life. We are but one thread within it. Whatever we do to the web, we do to ourselves. All things are bound together. All things connect.

Humans merely share the earth. We can only protect the land, not own it.

A defining feature of this period was that Indigenous worldviews were being interpreted and presented mainly by non-Indigenous commentators. Ironically, Indigenous people were themselves still marginalized at the time (e.g., the right to vote was not awarded until 1960). It was the harmony-with-nature ideal that Indigenous people represented, and the powerful symbolism they provided, that was most important to non-Indigenous conservationists. To some extent, this involved filtering, simplifying, and romanticizing Indigenous culture and worldviews.

There was also liberal use of artistic licence concerning attribution. For example, although Chief Seattle did give a speech in 1854, his popularized quotes were later attributed to a television scriptwriter named Ted Perry (Stekel 1995). And while Grey Owl did live with and learn from Indigenous people, he was later exposed as an Englishman. Despite the dubious morality of some of these tactics, their historical impact is clear. Indigenous perspectives on nature went from relative obscurity into the mainstream, affecting the thinking of Canadians at large and helping influence the changes in resource management that occurred during this period.

Later in the twentieth century, Indigenous communities found their own voice and began to engage directly in
public discourse about resource use, especially at the local level (see Chapter 3). Moreover, conservation was often subsumed into broader discussions about treaty rights, self-determination, and control over resources.

An important feature of this later period was the development of place-based conservation campaigns involving formal alliances between Indigenous communities and conservation groups. Notable examples include campaigns against logging in Clayoquot Sound in British Columbia (Nuu-chah-nulth, 1993), Alberta’s boreal forest (Lubicon Cree, 1990), and the Temagami forest in Ontario (Teme-Augama Anishnabai, 1989). The objectives of conservationists and Indigenous communities aligned in the context of these campaigns and this provided the foundation for widespread gains in wilderness protection.

From Game to Biodiversity

Although the primary concern of the early environmental movement was pollution, the plight of wildlife also received increased attention at this time (Fig. 2.18; Gregg and Posner 1990). The scope of concern expanded beyond overexploitation to include habitat degradation and the harm to wildlife arising from pesticides and pollutants. Public attitudes toward wildlife also changed, with increasing emphasis placed on non-consumptive values, the moral right of all species to exist, and general respect for nature.

Narrow utilitarian perspectives were faulted for failing to prevent the environmental declines that had occurred in preceding decades. From this point forward, resource management would be increasingly scrutinized and contentious, involving competing and conflicting values held by different segments of society. Utilitarian values continued to play an important role in decision making but they were no longer the default.

The changing status of the wolf is illustrative of the public’s evolving attitudes toward wildlife. Prior to the 1960s, wolves were considered dangerous and undesirable, a menace to human safety and livelihood. Extermination campaigns, such as those in Wood Buffalo National Park, were routinely conducted, and public opposition was basically nonexistent. In the 1960s, through writers such as Farley Mowat and filmmakers like Bill Mason, the public—especially the urban public—began to see wolves in a new light. In Mowat’s Never Cry Wolf, released in 1963, wolves were noble creatures whose commendable conduct highlighted the virtues of nature (Loo 2006). Mowat may have made liberal use of literary licence, but his story resonated with millions of readers. Mason was later hired by the Canadian Wildlife Service to provide some balance to Mowat’s writing, but his 1972 documentary film, Cry of the Wild, further advanced the preservationist perspective.
"Never Cry Wolf" and "Cry of the Wild" were not just arguments against predator control; they embodied a new conception of wildlife and conservation (Loo 2006). Rather than efficient use, they advocated an ethic of existence, similar to what had been proposed earlier by Leopold. However, rather than emphasizing ecological integrity, their arguments were based on the intrinsic value and rights of animals. These views may have found little support among farmers and hunters, but had great appeal to city dwellers, who sided with the wolves. For these people, utilitarian and scientific arguments were not critical factors. They were swayed by the ethical dimensions of the issues, viewed in the broader context of social change and progressive loss of wilderness. For many, saving the wolf was a proxy for saving the wild.

The shift in public attitudes toward wildlife led to a series of policy changes. The US was again first to respond. However, this time Canada did not simply follow the US lead. Our response was substantially slower and differed in several important aspects that set us on a distinctly different policy trajectory (VanNijnatten 1999).

In the US, the landmark change was the passage of the US Endangered Species Act, in 1973. This Act was heavily influenced by input from scientists in the Bureau of Sport Fish and Wildlife and members of the conservation community (Illical and Harrison 2007). Through their efforts, the Act included a broad definition of species, a scientifically based determination of endangerment, and mandatory prohibitions on harm to listed species.

Notably lacking in the Act were economic considerations, reflecting the virtual absence of input or opposition from the private sector (Illical and Harrison 2007). In hindsight, many of the Act’s provisions should have been red flags for the business and agricultural communities. However, lacking experience with such legislation, the private sector did not grasp the full import of the new Act as it related to their interests. In the absence of arguments to the contrary, the bill received near unanimous consent in the House and Senate.

A key feature of the US Endangered Species Act is the use of non-discretionary language, which reflects the separation of powers within the US system of government. Congress tends to be distrustful of the Executive Branch, which it must rely on to execute its instructions. Therefore, US environmental statutes have invariably employed non-discretionary language and firm deadlines to control the actions of administrative agencies, backed for good measure by “citizen suit” provisions that invite any individual to sue the executive should it fail to fulfill Congressional mandates (VanNijnatten 1999). The US system also contains many veto points which make it difficult to unwind laws once they are passed.

Once the practical implications of the Endangered Species Act began to be understood, developers sought to avoid them. This led to legal action, culminating in a Supreme Court challenge over the construction of a dam that posed a threat to a small endangered fish—the snail darter. The Supreme Court ruled that, despite the obscurity of the snail darter, the intent of the law was quite clear and non-discretionary: all species were to be protected, regardless of the cost. Amendments to the law were made in subsequent years, providing exceptions; however, there has never been enough support for the fundamental features of the Act to be repealed (Illical and Harrison 2007).

The trajectory of wildlife policy in Canada has been quite different from that of the US, for a variety of reasons (VanNijnatten 1999; Illical and Harrison 2007). In Canada, the legislative and executive branches of government are combined, so there is no incentive for creating non-discretionary laws. Our environmental statutes typically authorize, but do not compel, government actions. Second, because of decisions made at the time of Confederation, provinces have primary jurisdiction over natural resources, including wildlife. This has led to the uneven
development of wildlife policy across the country and has hindered the coordination of conservation efforts. Finally, because Canada did not react as quickly as the US to the initial wave of environmentalism, there was an opportunity to learn from the US experience. The most important lessons were gleaned by the business community who, in contrast to their American counterparts, mounted a strong lobby to limit the scope and economic impact of Canadian wildlife legislation as it was being developed.

Initial efforts to update Canadian wildlife policies began in the mid-1960s, with efforts by the Canadian Wildlife Service, in cooperation with the provinces, to develop a national policy on wildlife. These efforts culminated in the passage of the Canada Wildlife Act in 1973—the same year as the US Endangered Species Act. The new Act expanded the definition of wildlife to include any non-domestic animal and also stated that any provisions respecting wildlife extended to wildlife habitat. The Act also included a provision for the protection of species at risk of extinction, expanding the scope of federal interest in wildlife beyond its traditional bounds. In contrast to the US law, there was no explanation of what the species recovery measures might entail, who would do them, or when they would be implemented. Instead, our Act simply stated, “The Minister may ... take such measures as the Minister deems necessary for the protection of any species of wildlife in danger of extinction” (GOC 2015, Sec. 8).

Although a number of conservation groups and some members of Parliament were pressing for federal endangered species legislation, it was evident to Canadian Wildlife Service officials that such an approach would be anathema to the provinces (Burnett 2003). Therefore, national efforts were instead focused on a program to determine species status, without infringing on the legal prerogative of each province to manage wildlife within its boundaries. This led to the establishment of the Committee on the Status of Endangered Wildlife in Canada (COSEWIC) in 1977.

During the 1980s, wildlife policy continued to evolve through regular conferences of federal and provincial wildlife ministers. One notable change was a further broadening of the definition of wildlife to include all wild organisms, including plants and invertebrates. In 1988, Canada’s wildlife ministers established the Recovery of Nationally Endangered Wildlife committee to coordinate the development and implementation of recovery plans for the growing list of species that were being listed by COSEWIC. The committee was also intended to prevent species from becoming threatened or endangered and to raise public awareness of species conservation.

In the late 1980s, Canadians went “green,” amid a renewed surge in global environmentalism. Polling in 1990 found that 82% of Canadians agreed with the statement “We must protect the environment even if it means increased government spending and higher taxes” (Lance et al. 2005). Also, Canadian Wildlife Service surveys demonstrated that wildlife-related activities, especially non-consumptive ones such as photography and bird-watching, were growing rapidly (Burnett 2003). Federal interest in conservation reached its high-water mark at this time. In 1990, the federal Progressive Conservatives unveiled their Green Plan, which provided funding for a range of environmental initiatives, including wildlife conservation. Canada was also an active participant in the development of the 1992 UN Convention on Biological Diversity, and we became the first industrialized country to ratify it. This was followed, in 1995, by the Canadian Biodiversity Strategy (EC 1995).

The Canadian Biodiversity Strategy marked the final stage in the conceptual evolution of conservation in Canada. In contrast to previous conservation policies, wildlife was now mentioned only in passing. The primary focus had shifted to biodiversity, a term that had only come into widespread use a few years earlier (Fig. 2.19). The Strategy defined biodiversity as “the variety of species and ecosystems on earth and the ecological processes of which they
are a part” (EC 1995, p. 5). This was an important conceptual shift. Conservation was now about maintaining biodiversity, not the wise use of a few preferred species.

In the mid-1990s, efforts also finally got underway to develop federal species at risk legislation. In contrast to the 1973 US Endangered Species Act, which passed swiftly with minimal opposition, the development of Canada’s Species at Risk Act (SARA) was highly contentious. Conservation groups were guided by the US experience and sought comparable mandatory provisions for endangered species in Canada. However, business interests, also guided by the US experience, mounted a vigorous opposition. Further complicating the negotiations was the reluctance of the provinces to accede any further control over wildlife management to the federal government.

Given the widely divergent positions of conservation groups and scientists on one side of the debate, and the provinces and business interests on the other, it took until 2002 for SARA to finally be passed. The federal government sought a middle ground, and this meant that many compromises were made. SARA ended up substantially weaker than its US counterpart. We will examine the specific strengths and weaknesses of SARA in Chapter 6.

While SARA was being developed at the federal level, many of the provinces adopted endangered species legislation of their own. By the time SARA was passed in 2002, eight provinces and territories had species at risk legislation in place, and five did not (Boyd 2003). The provincial legislation was generally weaker than SARA and featured the same compromises (see Chapter 3).
The advancement of conservation in the late twentieth century was not limited to the recovery of species at risk; it also included the management of landscapes. Landscape-based efforts began when rising environmental awareness in the 1970s led to demands for better management of industrial activity on public lands, most of which are forested.

Federal and provincial governments initially responded through commitments to manage forests for multiple values (such as wildlife), and not just timber supply. However, in practice, managers generally interpreted this directive to mean that other values were to be accommodated only to the extent that they did not significantly impinge on resource extraction (Wilson 1998). This did allow for some conservation gains, such as the protection of sites with low resource value. But fundamental changes in forest management were not forthcoming. Consequently, individuals and groups concerned about forests became progressively disillusioned with the government and their trust was eroded.
South of the border, forest management was also evolving, but along a different trajectory (MacCleery 2008). By the mid-1970s, studies had revealed that late-successional forests in the Pacific Northwest provided essential habitats for a suite of animal and plant species, including the northern spotted owl (Fig. 2.19). In response, conservation-minded scientists began to develop and promote new ecologically based approaches to forestry. These developments, together with a growing wilderness preservation movement, fuelled intense debate about the management of US public forests, most of which were under federal jurisdiction.

The turning point came in March 1989, when federal district court judge William Dwyer issued an injunction on the harvest of virtually all national forest timber within the range of the northern spotted owl (i.e., most of the Pacific Northwest). He ordered the Forest Service to revise its standards and guidelines to ensure that the northern spotted owl remained viable, as required under the US Endangered Species Act.

When the dust finally settled, in the early 1990s, a new system of forest management, referred to as ecosystem management (see Chapter 7), had been adopted for all US national forests. Harvest volumes, which had been relatively consistent between 1960 and 1989, fell by over 80%, reflecting what the US Forest Service deemed necessary for maintaining the ecological integrity of national forests and the viability of species dependent on old-growth habitat (MacCleery 2008). These changes were backstopped by the US Endangered Species Act, which had no counterpart in Canada at the time. Nevertheless, Canadian conservationists were emboldened by the developments to the south and determined to see ecosystem management concepts applied here.

Another important development affecting the course of Canadian conservation was the release of Our Common Future (also known as the Brundtland Report) by the World Commission on Environment and Development in 1987 (WCED 1987). This high-profile report drew international attention to the importance of balancing economic and environmental objectives through sustainable development, which was defined as “development that meets the needs of the present without compromising the ability of future generations to meet their own needs” (WCED 1987, p. 43). The report also called for a tripling of the world’s protected areas to achieve adequate representation of all ecosystems. This recommendation formed the basis of the 12% protection target that was popularized in many countries, including Canada (see Chapter 8).
Our Common Future and the old-growth forest controversy in the US were elements of the broad resurgence of global environmentalism in the late 1980s that we encountered earlier in our discussion of species at risk legislation. In this milieu of heightened environmental salience, simmering discontent with forest management across Canada reached a flashpoint, resulting in the so-called “War in the Woods.” During this period, the media once again displayed heightened sensitivity to environmental issues, and local stories that had previously lurked in obscurity were now cast onto the national and sometimes international stage.

Although the War in the Woods affected forests from coast to coast, BC was ground zero (Fig. 2.20). Most of the initial battles involved opposition to proposed harvesting in southern BC’s last pristine watersheds, including South Moresby Island, the Stein Valley, and Clayoquot Sound. These early campaigns were primarily based on a wilderness preservation agenda, rather than a forest management agenda.

Fig. 2.20. Hundreds of individuals were arrested in protests against old-growth logging in BC in the early 1990s. Credit: R. Muirhead, Elphinstone Logging Focus.
Conservation groups advanced their forest protection objectives through broad networks of supporters and public outreach. The groups were adept at using symbolism and emotional appeal to win support for their cause, feeding into shifts in societal values. They were also highly effective in discrediting the forest industry's old-growth liquidation program and out-of-date harvesting practices. In later stages, the groups also used international public opinion and boycotts as leverage. The forest industry, for its part, spent millions of dollars on advertising campaigns, but public perceptions of the industry continued to decline despite these efforts (Wilson 1998).

In terms of public profile, the high-point of the BC campaigns occurred in the summer of 1993 when over 800 people were arrested for blocking logging trucks in Clayoquot Sound—the largest act of civil disobedience in Canadian history to that point in time. Television sets across the country beamed images of hundreds of people, from students to raging grannies, being dragged off to jail in defiance of an industry that had been the lifeblood of the BC's economy for almost a century. The protests did not result in immediate capitulation by the government, but most of the areas contested in the early campaigns were eventually protected.

The events in BC had ripple effects across the country, raising awareness and leading to forestry-related protests in many areas. The objectives and nature of the protests were different in each case. In Alberta, the trigger was the allocation, in 1987, of vast northern timberlands without public hearings, scientific study, or regional planning (Pratt and Urquhart 1994). In Ontario, the focal point was the proposed logging, in 1989, of the old-growth pine forest in the Temagami region, one of the last of its kind in eastern North America. One of the protesters arrested in this case was Bob Rae, who would later serve as premier of Ontario. In Quebec, the film \textit{L'Erreur Boréale}, directed by a popular folk singer, Richard Desjardins, generated public outrage over forestry practices in the province and demands for change. Forest protests even reached the east coast, as New Brunswickers battled to save the Christmas Mountains from harvest.

As the 1990s progressed, the place-based wilderness preservation agenda began to merge with the ecosystem management agenda imported from the US. A broad consensus emerged to protect 12% of Canada's lands and waters in sites that provided representation of all of Canada's natural regions. World Wildlife Fund Canada provided initial leadership through its ten-year Endangered Spaces campaign, launched in 1989 (Hummel 1989).
Several provinces initiated formal planning programs in the 1990s to complete or augment their parks systems, and efforts are still ongoing in some regions (Fig. 2.21). As of 2022, 12.6% of Canada’s terrestrial area (land and freshwater) was protected, along with 9.1% of Canada’s marine territory (ECCC 2022). Legislation governing parks was also strengthened during the late 1980s and 1990s. Of particular note was an amendment of the Canada National Parks Act, in 1988, which established that the first priority of national parks was to maintain or restore ecological integrity (GOC 2000).

The War in the Woods also led to changes in forest management which emphasized the maintenance of ecological integrity over the production of wood fibre. This shift was heralded by the Canada Forest Accord, signed by the Canadian Council of Forest Ministers in 1992 (CCFM 1992). As stated in the Accord, the goal of forest managers was to “maintain and enhance the long-term health of our forest ecosystems, for the benefit of all things both nationally and globally, while providing environmental, economic, social and cultural opportunities for the benefit of present and future generations” (CCFM 1992, p. 1).

Although federal, provincial, and territorial forestry ministers all signed the Accord, implementation was inconsistent across the country. The federal government could not enforce minimum standards or even ensure a coordinated response because authority over forest management rested with the provinces. The provinces blazed their own trails; some were progressive, and others were not.

BC and Ontario both passed legislation in 1994 that enshrined the goal of forest sustainability in law and set forth new requirements for forestry practices (GOBC 1994; GOO 1994). Both provinces also initiated land-use planning initiatives in the 1990s aimed at resolving broader conflicts related to land use. Forest legislation was also modernized during the 1990s in Saskatchewan, Quebec, Nova Scotia, and Newfoundland. The approaches varied but all included a commitment to forest sustainability and provisions for public participation (Boyd 2003). In contrast, Alberta, Manitoba, and New Brunswick made no effort to update their forestry legislation during this period.

The War in the Woods also disrupted the monopoly on decision making long held by government and industry. A large majority of the public now favoured forest protection over development and these values could no longer be marginalized (Lance et al. 2005). Furthermore, forest management was no longer a quiet, private affair. Conservation groups had expanded tremendously in terms of the number of members, financial resources, technical knowledge, and experience in communications. They, together with other engaged stakeholders (including Indigenous groups), were now a permanent fixture of the policy landscape and could not be sidelined. Though it was still a David and Goliath scenario with respect to financial resources and technical capacity, it was understood by
all that conservationists were representing the conservation-minded public—like the part of an iceberg you see above the water line.

A related development was that some conservation groups, dissatisfied with years of half-hearted government responses, began to engage directly with forestry companies under the rubric of social licence (see Chapter 3). These efforts included direct negotiations over practices, the development of product certification schemes, and boycotts of selected high-profile companies. In some cases, these efforts proved to be quite effective.

For example, in Alberta, Alberta-Pacific Forest Industries became a lightning rod for popular discontent over forestry expansion in the late 1980s, making it the target of protests. This newly formed company emerged from its trial by fire with heightened environmental sensitivity. It became an early adopter of ecosystem management concepts coming from the US and quickly evolved into a vocal champion of progressive forestry, serving in the role the provincial government had abdicated (see Case Study 1, p. 259).

Because of these changing political dynamics, land-use decision making by the late 1990s was far more complex than it ever had been in the past (Luckert et al. 2011). The simple government-industry axis of information flow and decision making had evolved into a tangled web of interactions (Fig. 2.22). Although the large protests eventually subsided, governments, companies, and conservation groups continued to compete for the hearts and minds of the voting and consuming public in a “cold war” of claims and counterclaims about management successes and failures.

Unfortunately, the on-the-ground changes arising from the War in the Woods were much less impressive than might be expected given the grand commitments to forest sustainability made by governments and industry. In the US Pacific Northwest, maintaining the integrity of national forests meant reducing harvest levels by 80% (Mac-
Cleery 2008). In Canada, harvesting rates in the 1980s and 1990s did not fall at all; they actually increased (Fig. 2.8). Furthermore, late-successional forests generally remained primary targets for harvesting.

These differences reflect the simple fact that, in Canada, mill requirements continued to serve as the primary determinant of how much wood was cut. Even in BC, a leader of forestry reform, the Minister of Forests decreed that the average reduction in annual allowable cut resulting from the province's new forestry regulations would be no more than 6% (Wilson 1998). This defined, in no uncertain terms, the extent to which forestry reforms would be allowed to proceed. Harvest levels of forestry companies in other provinces were also maintained near their historical rates (Boyd 2003). As for lands taken out of production as protected areas, these were more than offset by new forestry allocations in other regions.

To be sure, several important changes did occur. Many ecologically important areas were protected during this period, including irreplaceable old-growth forests in southern BC. On the managed land base, though harvest rates did not decline, substantive improvements were made to harvesting practices. For example, progressive companies began varying the size and shape of cutblocks and leaving patches of live trees after harvest in an attempt to emulate natural disturbance processes (see Chapter 7). These efforts were guided by research undertaken by forestry companies, governments, and the academic community that sought to describe natural forest patterns and processes and to quantify the effects of human disturbances on forested ecosystems.

In summary, the War in the Woods was perhaps more evolutionary than revolutionary. But it did usher in a distinctly new era, featuring the actors, decision processes, and legacies that characterize forest management today.
CHAPTER III

THE SOCIAL AND POLITICAL DIMENSIONS OF CONSERVATION
The Social and Political Dimensions of Conservation

The General Public

Conservation is a broad, multilevel enterprise with both social and scientific components. In this chapter, we will focus on the social dimension, exploring the values, perspectives, and roles of the main participants. These participants include the public, environmental groups, the resource industry, Indigenous communities, and the government. In the final section, we will examine how government policies are developed and review the current conservation policy landscape. The role of conservation science and conservation practitioners will be discussed in the next chapter.

In contrast to many other countries, 90% of Canada’s lands remain under public (Crown) ownership. This means the public has ultimate control over how most lands and resources are used, at least in principle. However, determining the wishes of the public, and sorting through the diversity of viewpoints, is far from easy. Some goals, such as the maintenance of biodiversity, clash with other goals, such as obtaining needed resources. Determining the best course of action in the face of such trade-offs is a central challenge for land and resource managers (Hauer et al. 2010; McShane et al. 2011).

The public is not only a landowner, but also a consumer. The opinions and preferences of the public are therefore of interest to companies that operate on public lands or make use of natural resources (Kennedy et al. 2009). Good alignment with public opinion may provide a boost to sales, whereas public dissatisfaction with a company’s activities can result in the loss of markets or product boycotts.
Conservationists have a keen interest in public opinions and preferences as well because experience has shown that the success or failure of conservation initiatives often depends on the level of public support. Conservation groups may attempt to shape public opinion to generate support for their projects, but they also respond to public opinion by prioritizing initiatives based on the level of public interest.

Understanding Public Opinions and Values

Public opinion about conservation issues can be obtained through surveys, but interpreting the results and applying them in a decision-making context is challenging. Public opinion can be fickle, reflecting complex contingencies that are difficult to unravel (Tindall 2003). People may also hold viewpoints that are mutually inconsistent, often because the implications are not apparent or have not been thought through.

Consider the standard unprompted question that pollsters have been asking Canadians for several decades: What is the most important problem facing Canadians today? The environment is usually among the top four responses, but its salience tends to wax and wane in synchrony with the state of the economy (Environics 2012). In 2006 and 2007, with the economy doing well, Canadians identified the environment as the country’s most pressing problem. One year later, as the effects of the 2008 recession took hold, concern for the environment was eclipsed by concern about the state of the economy and unemployment.

These findings may suggest that, when trade-offs are necessary, the economy trumps the environment in the public’s mind. However, changing the context of the question yields a different result. When people are asked what the most important problem facing the country will be in the future, if nothing is done to address it, the environment is seen as significantly more important than the economy (Environics 2013). And when presented with specific conflicts between conservation and resource development, most Canadians favour conservation. For example, in a 2017 poll, only 25% of respondents agreed with the statement “Given the economic importance of the oil industry in Canada and the thousands of jobs it provides, it would make sense to continue with oil well development even if no greater sage grouse could survive in Canada” (IPSOS 2017, p. 3).

Because public opinion is so dependent on context it is difficult to obtain reliable insight from broad opinion surveys (Tindall 2003). Truly understanding what the public feels about a specific issue requires a combination of focused issue-specific polling, public forums, workshops, and working groups. Such consultations can be effective but are time-consuming and expensive, so they are generally reserved for high-profile issues.

Another approach for incorporating public input into decision making is to focus on values instead of opinions. **Values** are deeply held beliefs about what is desirable, right, and appropriate (McFarlane and Boxall 2000a; Tindall 2003). The benefit of working with values is that they are more stable than opinions and less contingent on external conditions.

The values associated with the environment and nature fall into two distinct categories: **utility values**, which relate to a human benefit, and **intrinsic values**, which concern nature alone. Examples of the main types of values within each of these two categories are shown in Table 3.1.

| Table 3.1. Values of nature held by Canadians. |
### Value Type | Examples
---|---
**Utility values**<br> - Economic | Rents from the sale of resources, employment, food, tourism<br> - Recreation | Bird watching, hiking, hunting, etc.<br> - Ecosystem services | Nutrient cycling, water filtration; pollination, etc.<br> - Aesthetic | Enjoyment and appreciation of the beauty of nature<br> - Research/education | Learning about and understanding natural systems
**Intrinsic values**<br> - Moral/ethical | The right of species to exist and be valued for their own sake<br> - Heritage | Passing on a healthy environment to next generation

Nature-related values are often described in economic terms. The direct economic benefits of resource extraction are easiest to quantify and are closely tracked by Statistics Canada. Canada ranks among the top five global producers of agricultural commodities, newsprint, lumber, oil and gas, aluminum, nickel, gold, potash, and diamonds. The resource sector, including agriculture, currently accounts for 23% of Canada’s GDP and 24% of Canadian jobs (including indirect contributions; AAFC 2018; NRCAN 2018).

The economic benefits of non-industrial uses of nature, such as tourism, recreation, hunting, and fishing are also tracked. The Canadian Nature Survey, conducted periodically through a collaborative federal and provincial government effort, provides the most comprehensive data (CCRM 2014). In the most recent (2012) survey, 89% of adults said they participated in some form of nature-based activity during the year, and 57% took at least one trip of more than 20 km from their home to do so. Altogether, Canadians spend an estimated $41 billion on nature-related expenses per year, most of which is for transportation, accommodation, food, and equipment. Total expenditures are almost twice as high for non-motorized non-consumptive recreation as they are for motorized recreation and sport hunting combined, mainly because more people participate in non-motorized activities.

The ecological services that natural systems provide, such as water filtration and carbon storage, have historically received little attention, but that is now changing (Daily et al. 2009). The methodology for valuing these services generally relies on some form of replacement cost analysis. This entails estimating what it would cost society to replicate services that are provided for free by nature (but typically not appreciated). We will examine the ecosystem services concept in more detail in Chapter 4.

Attempts have also been made to place a dollar value on the intrinsic values of nature, using techniques such as “willingness-to-pay” surveys (Rudd et al. 2016). However, the results have not been compelling. Such studies have been criticized for being unrealistic and generating findings that are not repeatable (Nunes and van den Bergh 2001; Spangenberg and Settele 2010; Chan et al. 2012). This presents a problem because, when it comes to conservation, the moral, aesthetic, and heritage values of nature (Table 3.1) are often the primary drivers of public opinion and action. The thousands of people that took to the streets across Canada in the 1990s in protests over logging were not motivated by forest recreational values or ecosystem services. They valued nature for itself and wanted to see it protected.
**Insights from Social Psychology**

An alternative approach to understanding public values and opinions is provided by social psychology. Whereas economists seek to express public values in terms of a common unit of measure (dollars), social psychologists seek to characterize the range of viewpoints that exist and understand the causes of this diversity (McFarlane and Boxall 2000b).

Research by social psychologists suggests that most Canadians hold the nature-related values listed in Table 3.1 to some degree but differ in the relative importance ascribed to each. Value weightings tend to cluster in predictable ways, resulting in relatively stable and internally consistent conservation worldviews. These worldviews exist on a spectrum from **anthropocentric** (human-centred), in which utilitarian values are seen as most important, to **biocentric** (nature-centred), in which nature's intrinsic values predominate (McFarlane and Boxall 2000a; Tindall 2003).

Among the general public, an intermediate conservation orientation is most common, implying a shift from earlier periods when utilitarian values dominated (Wagner et al. 1998; McFarlane and Boxall 2000b; Kennedy et al. 2009). Individuals with this perspective support resource extraction but will not tolerate permanent damage to the environment. There is a strong expectation of sound ecological management and a suspicion that it may not be happening. There is also strong support for creating additional protected areas (IPSOS 2017). When asked to choose between protecting jobs and protecting the environment, this group typically sides with the environment (McFarlane and Boxall 2000b; AFPA 2006; IPSOS 2017).

The public also includes individuals with more extreme views. Those with a strong biocentric orientation tend to find current management practices inconsistent with their values and favour a much more protectionist approach (McFarlane and Hunt 2006). Those with a strong anthropocentric orientation, which is least common, usually consider current management to be adequate for protecting the environment or may even feel that existing regulations are too onerous.

Personal value orientations shape attitudes toward specific issues. But attitudes also depend on awareness and knowledge about the issues (McFarlane and Boxall 2000a). In the case of biodiversity conservation, this knowledge is largely gained second-hand, because most Canadians live in cities and towns far removed from the natural landscapes that are being threatened. Organizations that control information, including the government, environmental groups, industry, and the media are therefore able to set agendas (i.e., focus attention on some issues over others) and influence opinions.

Clearcut forest harvesting provides an illustration. A person with an intermediate conservation orientation is likely to support the general idea of harvesting trees but will expect that it is done in an ecologically sustainable manner. Industry sources may inform her that clearcut harvesting is ecologically benign because it mimics natural disturbances and facilitates effective regeneration. Environmental groups may inform her that clearcutting is ecologically damaging because it simplifies forest structure and leads to the progressive loss of old-growth forest habitat. Her ultimate support or rejection of clearcutting may therefore depend, not on her conservation orientation, but on where she obtains information and the level of trust she places in different sources. Scientists and environ-
mental groups are usually afforded a higher level of trust than government and industry (Fig. 3.1), which partially explains why public perceptions of resource development are often negative.

Attitudes toward conservation issues are also influenced by socio-economic factors (McFarlane and Boxall 2000a). The most important factor is place of residence: urban or rural. Canadian society is now highly urbanized; 69.1% of the country’s population lives in just 33 metropolitan areas, most of which are located within 100 km of the US border (SC 2015). For most urbanites, the value of resource development is as abstract as the intrinsic value of nature. For these individuals, a decision to favour protection over development is easy to make because there is little direct impact on their lives (at least nothing that is perceptible).

Canadians who live on the land or in small towns and villages see things differently. For many rural communities, resource extraction is the foundation of the local economy. So the economic benefits of natural resources are understandably more important for them than for most urbanites. Rural individuals are also more knowledgeable about land-use issues than urbanites, more engaged, and expect a greater role in management decision making (Parkins et al. 2001; McFarlane et al. 2007). They also tend to draw on industry for information about land-use issues, whereas urbanites rarely do (Parkins et al. 2001). Frustration with decisions made by far-off city dwellers can run high because rural people are usually the ones that end up bearing the burden of environmental protection measures.

Despite their dependence on resource development, it would be a mistake to assume that rural residents have a disregard for the broader values of nature. Concern with maintaining environmental health is quite high among many rural dwellers, though they are likely to prefer approaches that involve careful management over strict protection (McFarlane and Boxall 2000b; Huddart-Kennedy et al. 2009; McFarlane et al. 2011). It is also worth noting that rural residents are not all of one mind. Individuals with a strong biocentric orientation may not be as common as in urban areas, but they do exist. And many rural communities are experiencing a “greening” effect as a result of an influx of city dwellers seeking a rural lifestyle (Huddart-Kennedy et al. 2009).

To summarize, the public is not a monolithic entity. Most Canadians have a moderate to strong biocentric orientation, but a sizeable minority place greater emphasis on utility values. In either case, the public expects, and wants to believe, that the government will manage natural resources on their behalf in a way that reflects and respects their values. The implication is that resource managers must acknowledge and address the full range of values outlined in Table 3.1, not just the ones that are easily quantified. Because some values conflict with each
other, compromise will usually be necessary. The public can accept that but expects the decisions to be fair and balanced.
Environmentalists

Who are the Environmentalists?

To those who oppose their views, environmentalists are often characterized as “special interests,” somehow distinct from the rest of society. This simplistic characterization is at odds with what we know about public perspectives. Conservation worldviews exist along a continuum, and environmentalists are simply individuals drawn from the biocentric end of this spectrum (McFarlane and Boxall 2000b; McFarlane and Boxall 2003). There is no distinct “us” and “them.”

Environmentalists are themselves a heterogeneous group. The main differentiating factor is the level of engagement. Those on the cusp of environmentalism might come out to a nature-related event, donate some money, or sign a petition if asked. They may also make purchasing decisions based on their perception of environmental impact (CCRM 2014). Such individuals number in the millions in Canada.

The next level of engagement is typically membership in an environmental non-government organization (ENGO). These individuals gain greater awareness about issues through group newsletters and websites, and they support the aims of their organizations by providing funding and perhaps soft advocacy such as letter writing. Further engagement often involves volunteering. Some ENGOs depend on volunteers to help implement programs that are planned and organized by staff. Many smaller groups are entirely run by volunteers.

The highest level of engagement involves serving on the board of an ENGO or working as paid staff. Outside of Ducks Unlimited Canada and the land trusts, which have relatively large staffs, the full-time paid staff of conservation-oriented ENGOs in Canada is a small select group, collectively numbering in the hundreds (Grandy 2013). These are highly dedicated individuals, and for most of them, working for a conservation organization is as much a mission as it is a job.

Increased engagement is accompanied by increased knowledge about conservation issues and often involves a hardening of opinions concerning resource development (McFarlane and Boxall 2003). A new volunteer representing a local group at a decision-making forum may only be able to speak in terms of basic value sets. More experienced volunteers may have acquired considerable knowledge on issues they have worked on for many years. Paid staff are likely to have formal training in ecology, law, or management and will typically have a depth of technical expertise on issues under discussion that matches or exceeds that of government representatives and other stakeholders. This expertise is gained within the context of a strong biocentric worldview and will therefore be subject to certain filters. An environmentalist and a forester may both agree on the need for sustainability but hold completely different perspectives on what that looks like in practice.
From this description, it is apparent that the environmental community has a pyramidal structure (Fig. 3.2). A potential concern with this organizational structure is that decisions concerning objectives, tactics, and the allocation of effort are usually made by a small number of people, including paid staff and active board members (Brulle and Jenkins 2010). Critics have argued that because of this disconnect between group leaders and the organization’s membership, ENGOs really are a special interest after all.

What these critical views fail to consider is that membership and support of ENGOs is a voluntary process and there are many groups to choose from. If a group is ineffective or chooses to pursue a narrow or unpopular agenda, members vote with their feet, taking their support with them. This process ensures that ENGOs and their leaders remain aligned with the interests of their members. Without a strong membership, groups lose their core funding and, just as important, the political power that comes with representing the public interest.

Another potential concern is that many ENGOs receive a substantial proportion of their funding from large philanthropic foundations and the government (Tedesco 2015). Because of this, critics have charged that environmental groups may be more attuned to the interests of external funders—another special interest—than their members (Krause 2013).

Foundation and government funding certainly comes with strings attached; however, the relationship is not coercive. ENGOs seek external funding to execute programs they have developed on the basis of carefully crafted strategic plans. Strategic plans are in turn a reflection of a group’s mission and vision, which define what it stands for, what it does, and where it fits in the broader ENGO ecosystem. A group’s mission and reputation will not readily be jeopardized for individual funders, which come and go over the years. Nevertheless, external funding does change the opportunity landscape and can thereby influence which projects advance and which remain on hold.

Foundations are best characterized as investors seeking the highest rate of return. Smaller conservation groups working on local issues receive some attention, and the occasional long-shot is entertained. But the bulk of the funding is directed to programs likely to have a broad impact and to organizations with the size and technical expertise needed to make significant progress (Brulle and Jenkins 2010).

In summary, much goes on behind the scenes that determines what individual ENGOs do, and membership is rarely involved in making these decisions. In this respect, ENGOs are no different from most large member-based organizations and elected governments. ENGO members express their support by renewing their membership each year and providing ongoing financial support. This base of support is very broad in Canada. According to the 2012 Canadian Nature Survey, 4.8 million Canadians annually donate money to nature conservation organiza-
tions (CCRM 2014). Active membership in these organizations is collectively in the hundreds of thousands (Grandy 2013).

Support for ENGOs is also reflected in public opinion about who should be allowed to influence decision making related to resource management. The groups that typically receive the highest support are scientists, ENGOs, and local communities (Robson et al. 2000; Parkins et al. 2001; McFarlane et al. 2007). Support for ENGO inclusion is highest among urban dwellers, but even among rural residents, support is still substantial (Fig. 3.3).

The ENGO Ecosystem

Individual environmentalists are typically concerned about a wide range of issues, from biodiversity to pollution to global warming. Environmental groups, however, tend to specialize. In the following overview, we will explore the diversity that exists, focusing on groups that are active in biodiversity conservation to at least some degree.

The vast majority of conservation-oriented ENGOs are small volunteer-run organizations that work on local or regional issues (Hall et al. 2005). These include stewardship groups, watershed councils, naturalist clubs, and a host of “friends of ...” societies. There are also many organizations that form in opposition to proposed developments. These groups are generally composed of local citizens that share an interest in some aspect of conservation and have joined together to do what they can to help. Collectively, these groups make a substantial contribution to conservation by raising awareness of local issues and influencing resource management at the local level. These are also the groups that regional and provincial-level planners turn to for obtaining local perspectives on land use.

On the other end of the spectrum are the large provincial and national conservation organizations. Though few in number, these groups have the largest memberships and receive most of the available funding (Hall et al. 2005). Because of regional overlap, these large ENGOs must compete for members, funding, and attention to their ideas. Consequently, they have differentiated to fill specific niches (Table 3.2). Some are confrontational; others are cooperative. Some are generalists, and others are specialists. Some are grassroots organizations with regional chapters, whereas others are run more like centralized corporations. At the most fundamental level, the groups can be divided into those that primarily conduct hands-on conservation and those that operate mainly in the public sphere, conveying information and ideas.
Table 3.2. Overview of national ENGOs that engage in conservation activities in Canada, ranked by annual revenue.¹

<table>
<thead>
<tr>
<th>Organization</th>
<th>Revenue (millions)</th>
<th>Staff²</th>
<th>Origin</th>
<th>Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nature Conservancy of Canada³</td>
<td>185.2</td>
<td>514</td>
<td>1962</td>
<td>Land trust</td>
</tr>
<tr>
<td>Ducks Unlimited Canada³</td>
<td>104.6</td>
<td>486</td>
<td>1938</td>
<td>Wetland protection</td>
</tr>
<tr>
<td>Greenpeace³</td>
<td>47.6</td>
<td>1971</td>
<td>1962</td>
<td>Multi-faceted</td>
</tr>
<tr>
<td>Canadian Wildlife Federation</td>
<td>33</td>
<td>65</td>
<td>1962</td>
<td>Wildlife conservation</td>
</tr>
<tr>
<td>World Wildlife Fund Canada³</td>
<td>30.7</td>
<td>110</td>
<td>1967</td>
<td>Wildlife conservation</td>
</tr>
<tr>
<td>David Suzuki Foundation</td>
<td>14.7</td>
<td>83</td>
<td>1990</td>
<td>Multi-faceted</td>
</tr>
<tr>
<td>Canadian Parks &amp; Wilderness</td>
<td>11.7</td>
<td>92</td>
<td>1963</td>
<td>Wilderness preservation</td>
</tr>
<tr>
<td>Birds Canada</td>
<td>8.8</td>
<td>119</td>
<td>1967</td>
<td>Wildlife research</td>
</tr>
<tr>
<td>Ecojustice</td>
<td>8.3</td>
<td>74</td>
<td>1990</td>
<td>Environmental law</td>
</tr>
<tr>
<td>Nature Canada</td>
<td>6.9</td>
<td>56</td>
<td>1939</td>
<td>Naturalist clubs</td>
</tr>
<tr>
<td>Wildlife Conservation Society³</td>
<td>6.5</td>
<td>52</td>
<td>2004</td>
<td>Wildlife research</td>
</tr>
<tr>
<td>Environmental Defence</td>
<td>4.5</td>
<td>54</td>
<td>1984</td>
<td>Multi-faceted</td>
</tr>
<tr>
<td>Stand.earth³</td>
<td>3.7</td>
<td>2000</td>
<td>2000</td>
<td>Multi-faceted</td>
</tr>
<tr>
<td>Wilderness Committee</td>
<td>3.3</td>
<td>26</td>
<td>1980</td>
<td>Wilderness preservation</td>
</tr>
<tr>
<td>Wildlife Preservation Canada</td>
<td>1.4</td>
<td>44</td>
<td>1985</td>
<td>Wildlife conservation</td>
</tr>
<tr>
<td>Trout Unlimited</td>
<td>1.3</td>
<td>16</td>
<td>1972</td>
<td>Stream protection</td>
</tr>
<tr>
<td>Sierra Club Canada (national)</td>
<td>1.2</td>
<td>59</td>
<td>1969</td>
<td>Multi-faceted</td>
</tr>
</tbody>
</table>

²Staff includes both full- and part-time employees.
³For international groups, the information provided here refers to Canadian operations only.

The groups that engage in hands-on conservation rarely generate news headlines, but they account for the lion's share of Canadian conservation staff and expenditures (Table 3.2). Most of these groups are focused on habitat preservation and restoration, as exemplified by Ducks Unlimited Canada, the Nature Conservancy of Canada, and other land trusts. They work cooperatively with government and industry and derive a large portion of their funding from these sources.

These groups protect land mainly through partnerships with private landowners in agricultural regions. The priorities for protection are identified in strategic plans that reflect conservation need, opportunity, and the group’s main interests (e.g., wetlands). Once willing partners within priority areas are identified, lands are secured using three main approaches: land donations, land purchases, and conservation easements (see Chapter 8). These groups also promote conservation through their government and industry relationships and they often participate in government planning initiatives.
In addition to securing land for protection, some of these groups engage in ecological restoration. For example, they may re-establish natural vegetation on cultivated lands or restore the hydrological integrity of degraded wetlands (Fig. 3.4). Land trusts usually focus their restoration efforts on land parcels that they have protected; however, Ducks Unlimited conducts its wetland restoration projects on a much broader scale.

The other ENGOs—those that do not engage in hands-on conservation—operate in the public sphere, rather than with individual landowners. One of several methods they use to advance conservation is public education. Education raises the profile of biodiversity among the public and helps individuals maintain a connection to nature and its values. ENGOs organize nature walks, give public presentations, generate media stories, and prepare educational materials for use in schools among other activities.

ENGOs also serve in a watchdog role, providing eyes and ears for the public on issues related to conservation. ENGOs have extensive networks that connect them with what is happening on the land. They also draw heavily on research from the scientific community, with which they have a symbiotic relationship (see Chapter 4). Through this process, existing and emergent threats to biodiversity are identified, and priorities for action are brought to the public’s attention. In addition, ENGOs cast light into shadowy areas of policy, exposing the full costs and risks of development and forcing governments to defend their decisions. They also hold governments and industry to account when policies and regulations are not implemented or properly enforced.
Lastly, ENGOs serve as advocates, providing a voice for nature and the conservation-minded public in decision-making forums. ENGOs also introduce new ideas into the public discourse and promote solutions to conservation problems in the form of alternative management approaches. These are critical functions because no other stakeholders effectively represent the biocentric views of Canadian society. For example, industry advisory groups tend to have more of an anthropocentric worldview (Fig. 3.5). So do resource professionals.

Advocacy can take many forms. It can be reactive, such as responding to proposed projects, policies, and legislation (Fig. 3.6). It can also involve proactive lobbying of politicians and government bureaucrats in support of ENGO programs and campaigns. Such lobbying has historically been highly constrained by tax laws, but these restrictions were loosened in 2018. Much advocacy also gets done through the creative use of educational materials and the support of volunteers. Finally, advocacy efforts are sometimes aimed directly at resource companies, using both carrot and stick approaches (discussed below).
Setting Priorities

Conservation-oriented ENGOs share a common interest in maintaining biodiversity. However, individual groups lack the capacity to address this goal in its entirety, so they concentrate their efforts on specific issues. In so doing, the groups play a major role in setting the conservation agenda within the entire public sphere.

Priority setting by conservation groups typically begins with a regional assessment of threats, often with an emphasis on human activities that disturb habitat. The level of threat is presumed to increase with the intensity of disturbance and its extent. Scientific information also feeds into the process. Reports about the effects of different types of human activities on ecological systems and species at risk are of particular interest.

The determination of conservation priorities also includes an assessment of opportunities, barriers, and the overall likelihood of a project's success (Brulle and Jenkins 2010; Dart 2010). Given limited capacity, conservation groups need to focus their activities where they will do the most good. But this determination is far from easy given the basic paradox of conservation: protection is easiest to achieve where it is least needed. Groups must often choose between projects that address a critical conservation need, but come with high barriers to success,
and projects of lower importance that are more achievable. Such determinations are all the more difficult because the likelihood of success is difficult to predict.

The main factors that ENGOs consider when judging the likelihood of success include:

- **Political opportunities and barriers.** Political receptivity to conservation waxes and wanes over time. Therefore, prioritization often includes an element of opportunism, as ENGOs make the most of opportunities that occasionally present themselves on specific issues. Conversely, conservation issues that face strong political opposition may be assigned a lower priority.

- **Public support.** ENGOs derive political influence from their claim to represent the biocentric views held by a broad segment of society. The more evidence there exists of this linkage, the more influence they have. This means that ENGOs must carefully consider projects in terms of their public appeal. All else being equal, it is much easier to generate broad public support for the protection of a majestic old-growth forest or a charismatic mammal than it is for a mosquito-infested peat bog or an endangered lichen. Despite ENGO aspirations of conserving biodiversity as a whole, such realities cannot be ignored.

- **Allies.** Profile, capacity, and influence in political decision making can be strengthened through alliances with other stakeholders. Therefore, effort may be channelled into projects that align with the interests of other organizations, such as other ENGOs, Indigenous communities, progressive resource companies, and funding foundations. Collaboration with other ENGOs works best when the groups involved have complementary approaches, but tends to be avoided when there is a potential for redundancy. For example, confrontational groups may use high-profile campaigns to raise awareness of issues, creating space for local policy-oriented groups to advance specific solutions.

- **Opposing values.** An important determinant of success is the degree of conflict with competing values. Species and ecosystems with the poor fortune of existing in areas of high resource value are difficult to protect. A modifying factor is the extent to which solutions exist for reducing or eliminating the main points of conflict, allowing for win-win outcomes.

- **Strategic value.** Though the likelihood of success in the short term is an important consideration, projects may also be undertaken for their strategic value in advancing conservation over longer timeframes. Favourable political environments do not arise spontaneously. They are usually the result of long-term efforts that may offer little apparent success in their early stages.

Priority is influenced not only by the likelihood of success but by the ability to measure success (Grandy 2013). This is one reason why habitat protection efforts tend to be favoured: the outcomes are clear and robust. Protected areas established through conservation campaigns in the twentieth century continue to protect habitat today. The same goes for private land that was purchased or deeded for the purpose of conservation. There is very little ambiguity about what was achieved or who achieved it.

Measuring success is much more challenging for projects related to conservation policies and practices. In the policy realm, many players are involved, and everything is interconnected, so it is difficult to have a decisive effect. And when change does occur, it is hard to know who was responsible for what. Moreover, experience has also shown that success in this area is often illusory. Hard-won policies may fail to be implemented, and commitments may be repealed with a change in government.

Lastly, priorities are influenced by institutional factors, such as a group’s primary mission, technical expertise, and
contact networks. Spatial scope also plays a role. Provincial and regional groups often engage in local issues that national groups overlook or choose to avoid because better prospects can be found elsewhere.

In summary, the projects that ENGOs undertake, and by extension, the conservation issues that reach the public consciousness, are not simply a reflection of conservation need. ENGOs usually approach conservation from a highly practical perspective, blending ecological science and social factors when setting priorities. The process is messy and subject to various shortcomings, but it reveals important conservation realities. Conservation strategies and plans have no value if they are incapable of effecting change. There is a need for plans that offer solutions that are workable in a world of competing values and that resonate with the broad public. In Chapter 4, we will see that conservation practitioners working in scientific and management capacities face very similar challenges.
Industry

Resource development is associated with utilitarian values and has several distinct forms of support. The resource industry is a provider of necessary goods and an important contributor to employment and the general health of the economy. This generates support across a broad swath of society, including individuals with a moderately biocentric worldview. Such support is generally accompanied by an expectation of sound environmental management.

Another form of support resides in rural communities that rely on resource companies for employment, tax revenue, and opportunities for local businesses. Support is typically highest among company staff; however, working for a company does not translate into unconditional support for what the company does. Individuals may work for a company simply because it offers a high wage or because few alternatives for employment exist in small communities.

A third group of supporters, and arguably the most important from a company’s perspective, are shareholders. Resource companies may be valued by the public for the raw materials, jobs, and taxes they provide, but this is not why they exist. Companies are business enterprises that exist to generate a financial return on capital provided by their owners. This distinction is important because the underlying profit motive directs and constrains company decision making. Company directors have a fiduciary duty to their shareholders to use the company’s assets efficiently and effectively, which in practice means optimizing production and minimizing costs. Biodiversity conservation generally enters this equation as a cost, so decisions supporting protection measures must be justified by a business case, such as risk management related to social licence (discussed below).

In land-use decision making, resource companies no longer enjoy a monopoly on government attention, but they still retain important structural advantages (Wood et al. 2010). In many cases, they are the only stakeholder that contributes significantly to the local and regional economy. This affords them considerable influence with government decision makers, who are responsible for both land management and fiscal management. Governments must also honour the rights that companies have been awarded under tenure and licence agreements. The alignment of resource companies with the interests of local communities further boosts their influence. Finally, resource companies have a high level of government access through personal networks that are built, in part, on the reciprocal flow of staff between government and industry (Meghani and Kuzma 2011). Through these processes, industry is able to exert considerable concentrated political power at the local level, whereas the power of ENGOs is mostly urban based and less focused.

Industry and the Environment

Approvals for industrial projects normally come with environmental constraints. Companies must also respect the laws and policies of the jurisdiction in which they operate. Although companies are occasionally caught breaking the rules, they generally accept the imposed environmental constraints as one of the costs of doing business.

A challenge companies face is that environmental constraints are not fixed. Sometimes new information comes to
light, such as better understanding of the ecological effects of an industrial practice. Or it may be that long-term cumulative impacts have pushed a local ecosystem or species to a critical state. In many cases, the impetus for change comes from evolving social concerns and priorities. As we saw in Chapter 2, public values and environmental awareness underwent a seismic shift in the late twentieth century, leading to demands for higher standards of environmental protection. Canada’s resource sector responded with broad commitments to environmental sustainability (Fig. 3.7; Hilson and Murck 2000; Lazar 2003).

Environmental sustainability has implied tests and standards that often exceed government regulations. This extra-governmental standard has been called the “social licence to operate,” and presents an ongoing vulnerability (Boutilier 2014). Industry has done much in recent years to improve its practices and can point to many success stories, but the undeniable reality is that Canada’s biodiversity is in a worse state today than when the resource industry’s commitments to sustainability were made (CCRM 2010; EC 2012a). In the context of sustainability, doing better is not the same as doing enough.

One approach companies use to reduce their environmental risk profile is continuous improvement of their practices. In some cases, innovative solutions can be found that support biodiversity without being disruptive or costly to implement. For example, in forested areas, seismic exploration for oil and gas used to require 6–8 m-wide linear corridors created by bulldozers, and a large proportion of these lines failed to regenerate in subsequent decades (Lee and Boutin 2006). Today, equipment is available for conducting seismic exploration on lines that are only 2.5 m wide, and the cost of the new equipment is offset by reduced penalties for timber damage.

In most cases, new conservation measures impact company profits to some degree. A natural tendency is for companies to implement the least costly practices first and to delay or avoid implementing more costly practices. For example, in the forestry sector, efforts to maintain natural forest structure have focused on varying the size and shape of harvest blocks. Some cost is involved because planning is more complicated and staff must be retrained, but these costs are manageable. Other, more costly measures, such as retaining old-growth forest, have typically been resisted (see Chapter 7).
Companies also reduce their environmental risk profile through public outreach. Their aim is to convince people that their operations are ecologically sustainable and further protection measures are unnecessary (Fig. 3.8). In this, companies have several factors operating in their favour. Their efforts over the years to improve practices legitimately bolster their claim of sustainability. This is a message that resonates well with a large segment of the public because people would like to believe that their use of natural resources is not contributing to the deterioration of the environment. Less constructively, companies may use obfuscation as a tool for masking problematic issues. The complexity of conservation issues makes this an effective tactic (Jacques et al. 2008). Finally, resource companies have operating budgets that can support large, sustained public relations efforts that reach a wide audience. Money is also often used to buy goodwill; for example, by funding the purchase of land for conservation and by supporting local community initiatives.

Working against the resource companies is a low level of public trust (Fig. 3.1). In an international survey, the four industrial sectors with the lowest trust ratings were mining, chemical, oil, and tobacco (Boutilier 2014). Mistrust arises from periodic high-profile disasters that undermine industry claims of reliable management, such as the catastrophic tailings pond failure at the Mount Polley mine in BC in 2014 (GOBC 2014). Trust is further eroded by the all-too-common exposure of fraudulent claims. If a highly reputable company like Volkswagen is willing to manipulate their emissions data in a multi-billion-dollar gamble to improve sales (Neil 2015), it makes people wonder what other companies may be hiding.

The other major challenge industry has in defending its environmental claims comes from ENGOs. In contrast to the public, ENGOs have the technical capacity to sort truth from fiction when it comes to claims about sustainability. Thus, industry efforts to simply relabel old practices with new terminology are usually unmasked. ENGOs do not have the budgets to match industry’s public relations efforts, but they do enjoy a high level of public trust, which works in their favour. For its part, industry is often able to successfully counter ENGO demands for change with arguments based on scientific uncertainty and the need for more research. In some cases, additional study is indeed the most appropriate course of action. But all too often, protracted debate and concerns about uncertainty are used simply as tactics to delay action (Aklin and Urpelainen 2014).

**Market Forces**

The extent to which companies will implement progressive environmental practices, in excess of legal requirements, boils down to a business decision. In some cases, the logic is to avoid having even more restrictive reg-
ulations imposed by governments seeking to address unresolved environmental concerns. In many other cases, the costs and benefits of progressive practices are framed in terms of market access, which is another way of expressing social licence. According to the Canadian Nature Survey (CCRM 2014, p. 1), 57% of Canadians purchase “products and services that are more environmentally friendly than their competitors.” For companies, the potential gains and losses associated with such purchasing decisions must be weighed against the costs involved in raising the bar of sustainability.

In practice, the linkage between consumers and resource companies is highly convoluted. Consumers generally do not buy raw materials like crude oil and copper ore; they buy manufactured goods like gasoline and extension cords. Therefore, to establish a business case for conservation, there must be a way of tracking the supply chain, so that customers can identify end products made from sustainably derived raw materials. Also, claims concerning sustainability must be substantiated through an objective and impartial assessment of operating practices against meaningful standards. Without this step, companies that implement progressive practices cannot differentiate themselves from competitors that pay only lip service to sustainability. Established standards also help protect consumers from being misled.

Tracking the chain of custody is very difficult within the oil and gas and mining sectors, with the notable exception of diamonds. Therefore, the most progress in product certification and tracking has occurred in the forestry sector. Forest certification was pioneered by the Forest Stewardship Council (FSC) in the 1990s, and to date, more than 2 million km$^2$ of forest have been certified under this system, in 86 countries (Fig. 3.9). In Canada, 22% of managed forests are now FSC certified (FSC 2020).

The way FSC certification works is that companies request (and pay for) an audit of their operations by an accredited certifier. To gain certification, companies must meet FSC’s environmental and social standards, developed by a group of ENGOs, retailers, unions, and Indigenous peoples (FSC 2020). FSC also runs a chain-of-custody system that tracks fibre from certified forests through the supply chain all the way to the customer. Thus, the overall network comprises not only the FSC organization, but industry, ENGOs, certification agencies, wood product manufacturers, and retailers.

In practice, most of the demand for FSC-certified products comes from manufacturers and retailers, rather than directly from consumers (Schepers 2010). Like primary producers, manufacturers and retailers seek to differentiate themselves in the marketplace, and many choose to do so by becoming “green.” A good example is IKEA, which has established itself as a leader in sustainability. It has developed a sustainability plan that includes criteria and targets across the full breadth of
its business enterprise. For its wood products, the company's objective is to purchase at least 50% of its supplies from FSC-certified or recycled wood sources (IKEA 2014).

Another certification system in widespread use is run by the Marine Stewardship Council (MSC 2017). Like FSC, the Marine Stewardship Council has established sustainability standards, in this case for marine fisheries. It also oversees producer certification, runs a chain-of-custody system, and tracks the effects of certification. A key difference with Marine Stewardship Council certification is that it is less dependent on intermediaries. The main target is the purchase of fish at the grocery store by individual consumers.

Certification is also in place for the producers of organic agricultural products. In this case, the system, dubbed the Canada Organic Regime, is overseen by the Canadian Food Inspection Agency and is regulated under federal law. The federal government's involvement was largely driven by European requirements related to agricultural imports. Provinces have their own systems for organic food produced and sold in the same province. Organic food standards are focused on pesticide use and soil health and make no direct mention of maintaining native biodiversity; however, they do benefit biodiversity indirectly (GOC 2018).

Although product certification does lead to improved practices (Moore et al. 2012), it is not a panacea. A fundamental limitation is that the criteria for sustainability must be achievable (Schepers 2010). If the bar is set too high, the cost of implementation will exceed the reward of certification, and producers will not participate. Therefore, certification is not awarded for achieving ecological sustainability per se, but for demonstrable progress toward that goal. The hope is that, as companies make progress, and as certification gains profile and generates market demand, it will be possible to gradually raise the standards.

Another problem is that ENGO-led certification systems like FSC face competition from industry-led schemes that have arisen in their wake. The industry-led standards tend to be easier to achieve, but this is not obvious to average consumers who lack the technical knowledge needed to discern the differences (Schepers 2010). To counter this problem, several of the larger ENGOs work behind the scenes to promote FSC in the marketplace.

One of the main organizations promoting product certification is the World Wildlife Fund (WWF). Recognizing the overwhelming challenge of educating millions of individual customers, WWF has focused its efforts on developing partnerships with strategically selected companies. The aim is to help these companies “achieve positive and measurable benefits for their businesses, while creating conservation impacts where they matter most” (WWF 2018). Part of WWF's efforts include promoting the use of certified products, though it also works with companies on other aspects of their business.

Other groups, such as Greenpeace, also interact with businesses but tend to use a more coercive approach. A favoured tactic is to generate demand for certified products through selective targeting of high-profile retailers, which represent points of leverage. Consumers have a low tolerance for poor environmental performance and will readily punish retailers for such failings, even more than they will reward companies for positive performance (O'Rourke 2005). In addition, corporate brand and reputation are highly valued, so the involvement of even a relatively small percentage of customers can have substantial influence. Finally, the changes needed for achieving sustainability are less onerous for retailers than they are for resource companies, which means there is less resistance to change.
An illustrative example is the market action campaign against Victoria’s Secret by ForestEthics (now called Stand.earth) and its partners in the early 2000s. Targeting a company that sells sexy underwear may seem like an odd choice for a forest conservation initiative, but it was actually highly strategic. Victoria’s Secret is a business that sells not only underwear but an image and a lifestyle. In the 2000s, its well-known catalogue was a key component of its marketing strategy, reaching over 350 million customers each year (Merrick 2006). Producing a catalogue run of this magnitude involved killing a lot of trees—an image that did not square well with the company’s brand or its customer base, once the connection was made. These factors made the company an ideal target within a broader campaign to convert the entire catalogue industry to FSC-certified paper. After two years of campaigning, including store-front demonstrations and provocative ads (Fig. 3.10), Victoria’s Secret agreed to increase the recycled content of its paper and to give preference to FSC-certified sources. Three years later, an independent audit determined that 88% of paper purchased by Victoria’s Secret was either FSC-certified or post-consumer waste paper (Merrick 2006).

A campaign like the one against Victoria’s Secret has ripple effects that extend well beyond the company itself. Other companies, realizing that they may be next in line, often begin adjusting their practices proactively, resulting in the evolution of normative standards. The rise in demand for certified wood products, in turn, helps to create a business case for sustainable practices and certification among resource companies.

Promoting sustainability through market action is more challenging in the mining and oil and gas sectors because it is difficult to certify and trace these types of raw materials. Market-based campaigns are still utilized but in a more limited context. One approach has been to punish perceived laggards, again hoping for broader ripple effects. An example is the 2002–2004 market campaign by Greenpeace against ExxonMobil over its resistance to climate change mitigation efforts (Gueterbock 2004).

As with Victoria’s Secret, the choice of ExxonMobil was strategic. Not only was the company a perceived laggard, it had a large retail presence through its Esso gas stations that created a point of vulnerability (Gueterbock 2004). In this case, ExxonMobil did not capitulate, even though the campaign was supported by many motorists. This
outcome is perhaps not surprising. The costs of sustainability are much higher for resource companies than they are for retailers like Victoria’s Secret, which only had to switch suppliers. So there is more incentive to resist. Nevertheless, the campaign did damage ExxonMobil’s brand, and affected sales to some (unknown) degree, sending a message to other companies that ignoring environmental concerns comes with tangible risks.

One further avenue of market influence on environmental protection is sustainable investing, also known as socially responsible investing (Glac 2009). Sustainable investing has been growing rapidly, and according to the US Sustainable Investment Forum, over $8 trillion is now invested in US funds that incorporate sustainability criteria (SIF 2022).

The scope of sustainable investing is broad and generally includes environmental, social, and corporate governance criteria. Companies are differentiated by these criteria and those with the best score within each industrial sector are rewarded with increased investment demand. In contrast to product certification systems, the assessment criteria for sustainability are not standardized and no attempt is made to determine whether a company’s practices are in fact sustainable. Companies are simply rewarded for doing better than their peers, and this provides the business case for improving environmental practices (Glac 2009).

Little information currently exists as to how effective sustainable investing has been in terms of actually changing company practices. Moreover, over the past few years there has been a growing backlash against the perceived misrepresentation of investment products by fund managers who stand accused of simply washing everything in green (SIF 2022). As a result, regulators and sustainability advocates are now placing increasing pressure on fund managers to improve transparency and accountability with respect to the sale of sustainable investing products. Consider it a work in progress.

Variability in Company Attitudes and Approaches

Resource companies vary widely in their commitment to sustainability and the conservation of biodiversity. Some are progressive and willing to undertake meaningful actions, whereas others are quite recalcitrant, refusing to do more than is absolutely required.

An important determinant of environmental attitudes is company size (Hillary 2004). Small resource companies tend not to attract much public attention, largely because ENGOs usually focus their limited capacity on large companies, which make a more efficient target (Hillary 2004). Individually, large companies have more environmental impact than small companies, and they are more vulnerable to market action. Public tolerance for the environmental failings of large multinational corporations tends to be quite low, whereas the transgressions of small locally owned companies may be forgiven. Finally, small companies have less technical capacity and flexibility than large companies for implementing new approaches. Consequently, leadership in environmental practices is most often found among large resource companies (which is not to say that all large companies are progressive). Conversely, small resource companies generally prefer doing things the old way as long as possible, though there are exceptions.

Environmental attitudes are also affected by company-specific factors. For example, a forestry company with ample wood supply is more likely to embrace progressive practices than a company facing a shortfall. Senior man-
agement is another important factor. These individuals make the key decisions that set a company's direction, so individual personalities can make a big difference. Decisions are influenced by the experience, risk tolerance, and personal biases of those involved. Thus, two companies faced with similar circumstances may come up with quite different conclusions about the best course of action.

Company attitudes and approaches toward conservation are also shaped by industry associations. Associations can have a positive effect by articulating industry norms and facilitating the dissemination of new ideas to their member companies. However, externally, industry associations can be a regressive force. The positions they present as the voice of industry in public policy debates often gravitate to the lowest common denominator among the companies they represent.

Significant differences also exist among industrial sectors. These will be discussed in Chapter 7 in association with our examination of sector-specific approaches to biodiversity conservation.
Indigenous influence on conservation is mediated mainly through Indigenous involvement in land and resource planning. Indigenous people have treaty rights that must be respected, and the courts have clarified that governments and resource companies have a legal duty to consult with Indigenous communities about proposed developments (SCC 2017a). The duty to consult does not provide a veto over developments, but it does give Indigenous communities considerable influence over what happens. In northern areas, land claims agreements have provided additional rights that have led to various forms of collaborative planning (Wyatt et al. 2013).

Contemporary Indigenous conservation attitudes and practices are the legacies of adaptive strategies that arose through cultural evolution (Berkes et al. 2000; Smith and Wishnie 2000). These practices were developed at a time when nature was still firmly in control, limiting the size of human populations to levels the local environment could sustainably support (Johannes 2002; Diamond 2005).

The most common form of cultural evolution occurs through incremental learning or “fine tuning” (Turner and Berkes 2006). Like genetic mutations under natural selection, new ideas and practices arise spontaneously and may become adopted as cultural traditions if they improve the prosperity of the community (Berkes et al. 2000). Successful practices need not involve conservation, but in subsistence economies this will often be the case because of the strong dependence of communities on their local environment (Gadgil et al. 1993).

Conservation-related practices are most often associated with resources that are predictable, amenable to control, and important to the community (Winterhalder and Lu 1997; Smith and Wishnie 2000; Berkes 2012). These conditions are often met with plant resources, and this is where some of the clearest examples of Indigenous conservation practices are found. An illustrative example is the removal of bark from cedar trees for making clothing, mats and baskets. Traditional practice demands that harvesters exercise restraint and only remove one or two straps from each tree, so as to keep the tree alive (Turner and Berkes 2006).

Another form of cultural evolution involves so-called “crisis learning,” which typically arises under novel or changing conditions, such as migration into a new area or the development of new technology (Johannes 2002). Sometimes crises promote rapid adaptation, leading to sustainable practices that become ingrained in tradition. In other cases, animals and plants are extirpated, either because the rate of cultural adaptation is too slow or because the affected species are not important to the community (Johannes 2002).

Crisis learning has been most clearly documented in island societies; however, the selective extinction of North American megafauna after initial human migration to the continent suggests that it occurred here as well (Surovell and Grund 2012). There are also cases where human societies collapsed alongside their depleted resources. The demise of the Easter Island people serves as the poster child for this outcome but is not an isolated example (Diamond 2005).

The association of crisis learning with changing conditions highlights an important characteristic of cultural evolution and adaptive processes in general. Strategies that are highly effective under one set of conditions offer no guarantee of success under novel conditions (Diamond 2005). The implication is that traditional Indigenous prac-
Policies are not guaranteed to remain effective in the modern world, which has changed tremendously since the pre-contact era.

A major challenge relates to the transition from a subsistence lifestyle to participation in a market economy. Just like the rest of Canadian society, Indigenous communities today are torn between achieving their environmental objectives and achieving their economic objectives. Finding the right balance is not easy, and there have been divisions within and among communities (Conklin and Graham 1995). For example, Indigenous communities lined up on both sides of the debate over the construction of the Trans Mountain pipeline in BC (Tasker 2017).

The growth of Indigenous populations and the advent of advanced technology are two additional features of the modern world that the traditional Indigenous approach to conservation is ill-equipped to handle (Fig. 3.11). Caribou hunting practices provide a case in point. Indigenous people have been hunting barren-ground caribou in northern Canada for millennia, with checks and balances in place to accommodate natural fluctuations in the size of the caribou herds. Whenever herds became scarce, they were harder to find, forcing Indigenous communities to rely on alternative sources of meat (Nesbitt and Adamczewski 2013). This provided caribou with time to recover.

Fig. 3.11. An Inuit hunter, illustrating the modern equipment that Indigenous hunters commonly use today. Credit: A. Walk.

Today, hunting practices have changed, and the old checks and balances do not always work. Hunting methods
are highly effective and, using fast snowmobiles, trucks, and airplanes, hunters can find caribou herds even when numbers are very low (Boulanger et al. 2011). Indigenous leaders in the NWT have also observed that “some hunters, particularly younger hunters, have at times used practices less respectful of caribou,” including killing more than is needed and not using all of the animal (Nesbitt and Adamczewski 2013, p. 18). These changes have led to unsustainable rates of harvest and have been a major contributor to the precipitous declines of some herds (Boulanger et al. 2011). For example, the Bathurst herd in the NWT, which numbered over 400,000 individuals in the 1980s, has been reduced to just 20,000 individuals in 2015—a modern example of crisis learning (GONWT 2016).

A contrasting example from the same region is the 2006 Dehcho land-use plan, which illustrates the positive aspects of Indigenous conservation. The Dehcho First Nations produced the plan to promote the social, cultural, and economic well being of residents and communities in the 210,000 km$^2$ Dehcho territory, located in the NWT adjacent to the border with BC and Alberta (DLPC, 2006).

What is notable about the Dehcho plan is that, although it is designed to achieve multiple societal objectives, including economic development, 50% of the land is zoned for conservation where only tourism and traditional Indigenous use are permitted. The plan is also notable for its blending of traditional views with modern science-based concepts such as cumulative effects management, the natural range of variation, and the precautionary principle (see Chapter 7). Unfortunately, the plan remains mired in negotiations over land use between the Dehcho and the federal and territorial governments.

In conclusion, contemporary Indigenous approaches to conservation and land management demand a balanced view. The twentieth-century portrayal of Indigenous people as masters of ecological sustainability (see Chapter 2) is an oversimplification. Traditional conservation practices were developed under a subsistence lifestyle and are not always applicable to modern circumstances. Moreover, Indigenous communities today must grapple with trade-offs between environmental objectives and economic objectives, and this can influence their decisions regarding land use. But on the whole, Indigenous communities generally remain strong proponents of conservation, with a close connection to the land and respectful attitudes toward nature.

It is also important to recognize that the Indigenous concept of conservation is distinct from the modern concept of biodiversity conservation as described in this text. In particular, Indigenous conservation is more focused on sustainable use than on the protection of species at risk (Smith and Wishnie 2000). Notably, Indigenous communities in Nunavut have been systematically blocking the official listing of species at risk that reside in the territory, denying them the protections afforded by the Species at Risk Act (Findlay et al. 2009). Finding common ground, in the context of conservation planning, can be accomplished, but is often challenging.
Government

In an idealized view, the government serves as a referee that ensures a balance is achieved among competing public interests. It does this by providing a forum for dialog among parties and by facilitating learning about potential solutions for resolving conflict. When conflict is unavoidable, the government takes control, making executive decisions that direct and constrain the actions of the parties involved in ways that best serve the broad public interest.

In practice, governments are not neutral arbitrators of the public interest (Wood et al. 2010). Political parties develop policy platforms that define where they stand on various value-laden issues and then place these platforms before the electorate. Individual conservation issues rarely have enough political profile to merit inclusion in such platforms, but general positions that impinge on conservation, such as being “pro-business” or “pro-environment,” are fairly common. In addition, governments have a responsibility for managing the economy and providing services. This means they have a direct stake in many resource management decisions. Finally, governments face many challenges that limit their ability to make effective decisions, as described by Wilson (1998):

> Governments the world over muddle through. They try to plan, but mostly they react. They spend a fair bit of time grappling with states of full or partial paralysis brought on by uncertainty, inadequate information and capacity, internal divisions, and conflicting advice and pressures. They are frequently forced to wrestle with circumstances beyond their control, or with the unintended and unhappy consequences of decisions they have made. For the most part, they move incrementally. ... Overwhelmed by the complexity of the problems they confront, decision makers lean heavily on pre-existing policy frameworks, adjusting only at the margins to deal with the distinctive features of new situations. Occasionally, when the planets are aligned, governments seize the opportunity to consolidate disparate policy tendencies into a coherent shift in policy direction. (pp. 334–335)

Because most conservation decision making occurs within the public sphere, our system of governance, messy as it is, is of central importance to the practice of conservation. Conservationists need to understand how the system operates and how decisions are made in order to be effective (Clark 2001).

It is useful to differentiate three basic forms of government decision making. Real-world decisions do not always fall neatly into these three categories, but understanding these basic forms provides a foundation for understanding the full range of complexity that exists:

1. **Routine management.** This form of decision making applies to routine operational decisions. Here, the scope of decision making is tightly circumscribed by existing laws, policies, and plans. The decision makers are typically managers working alone or in small groups. An example is the setting of annual harvest limits for game species.

2. **Planning.** Management issues that are not routine—especially problems in need of a solution—require a more complex form of decision making. Decisions of this type often take the form of plans and strategies and are best made using a structured decision-making framework (see Chapter 10). Stakeholders are often involved in this type of decision making, and there may or may not be some form of input from the general public. Governments retain
ultimate control over decision making, sometimes at the bureaucratic level and sometimes at the ministerial or
cabinet level. An example is the development of species recovery plans.

3. Policy development. The highest level of decision making is associated with the development of new policies
and legislation. In contrast to planning, policy development rarely follows a well-defined, structured process. Pol-
icy dialog occurs in the public sphere and includes the media, a wide range of stakeholders, and the general pub-
lic. Governments ostensibly control the process, but in practice may struggle to maintain autonomous action. The
locus of government decision making generally resides with cabinet. An example is the development of the Species
at Risk Act.

In the following sections, we will examine the policy development process in detail and then briefly review the
current conservation policy landscape. We will defer discussion of routine management and planning to Chapter
10, where we will examine the mechanics of structured decision making in detail.

Policy Equilibrium

Studies of policy development reveal a nonlinear pattern of change (Baumgartner et al. 2014). Most of the time,
policies are essentially locked in place, subject to only slow incremental adjustments. These long periods of stasis
are interspersed with sporadic bursts of more rapid change. This unpredictable pattern is a hallmark of complex
systems, in which interactions among many agents result in both positive and negative feedback processes and
complex dynamics (Klijn 2008).

During the periods of policy stasis, the system is not quiescent. Like an ecological system in equilibrium, individual
actors are highly active, yet the overall system remains relatively unchanged because of the stabilizing influence
of negative feedback processes. We will examine these stabilizing processes first, then turn our attention to the
causes and consequences of instability and rapid policy shifts.

When a policy system is in a stable state, issues tend to be captured within subsystems composed of small groups
of bureaucratic specialists and key stakeholders working largely outside of the public eye (Lee 1993). The existence
of these decentralized policy subsystems provides the overall system tremendous parallel processing capacity,
making it possible for governments to respond to the myriad issues confronting it. These groups maintain atten-
tion on problem areas, even when the public, media, and elected officials are focused elsewhere. Moreover, they
have the time and technical capacity needed for substantive learning and problem solving to take place (Lee 1993).
These groups are a key entry point for conservation practitioners to contribute to the policy process.

A characteristic feature of policy subsystems is that substantive shifts in policy are difficult to achieve. Solutions to
problems tend to be sought within the existing policy framework or through minor modifications of it. Processes
that promote stability predominate and constitute barriers to change.

One reason the status quo tends to be maintained is that existing policies often represent compromise solutions
to intractable conflicts. In such situations, policies reflect the balance of power that exists between the opposing
sides of an issue. So long as this balance of power remains in place, substantive changes in policy are unlikely
to occur. Consider the Species at Risk Act—a compromise solution to species protection that took years of acri-
monious debate to achieve. Any attempt by environmentalists to strengthen the Act, or by industry to weaken it, would quickly result in the mobilization of opposition.

Another important factor promoting the status quo is the legacy of earlier decisions. Decisions made in the past often constrain what is possible in the present. This is referred to as path dependency (Ingram and Fraser 2006). For example, once a forest is allocated, a mill is built, and a local community is established, it is all but impossible to roll back the clock. Because of these legacies, strategies that would otherwise be ideal for achieving contemporary management objectives are often infeasible.

There are also several institutional factors that contribute to policy inertia (Lee 1993; Clark 2002):

• Policy subsystems are largely populated by career bureaucrats who may find substantive change threatening because it challenges their worldview and values or because it has the potential to upend existing power and control structures.
• Faced with changing conditions, bureaucrats may remain wedded to existing approaches if viable alternatives are not available or simply because they fear making mistakes in uncharted territory. Government reward structures provide little incentive for risk taking.
• Policy subsystems cannot make significant changes to policy without the support of political leaders in cabinet. But cabinet can only focus on a small number of priority issues at any given time because of capacity constraints. This limits the overall pace of change in the system.
• Governments tend to be most responsive to conflict, which means that “slow-creep” issues, such as habitat deterioration, tend to receive little attention until a crisis point is reached. This problem is exacerbated by the short planning horizons imposed by electoral cycles.
• The development of new policy requires staff and financial resources that are usually difficult to obtain. Over the years, federal and provincial funding of resource management has been in decline.
• Policy subsystems tend to monopolize specific areas of policy, and communication and coordination among these policy “silos” are often limited. Changes in policy direction within one subsystem may be perceived by others as an invasion of turf, and resisted. This is exacerbated by the fact that many policy subsystems work at cross-purposes with each other because of conflicting objectives (e.g., environmental protection vs. economic development).

There are also political barriers that impede the advancement of conservation (Wood et al. 2010). Governments, particularly at the provincial level, have a strong incentive to promote industrial development because the associated rents and taxes are needed to balance their budgets. Also, many politicians perceive employment levels and economic health as decisive election issues, overshadowing environmental issues (VanNijnatten 1999). The tendency to favour development can be exacerbated when governments are elected on the basis of narrowly-defined wedge issues and make little effort to govern in the broad public interest (Wood et al. 2010). The public interest concerning the environment can also be overridden as a result of industry influence, which occurs through campaign funding, intensive lobbying, and the interchange of personnel (Meghani and Kuzma 2011).

### Policy Change

The periods of policy equilibrium are not entirely static. Public values change, the balance of power shifts among
policy actors, new information and ideas come to light, policy subsystem participants turnover, and the consequences of unresolved problems accumulate. Policy subsystems deal with these changes mainly through incremental adjustments to existing policy. Like compound interest, these small adjustments accumulate over time. When viewed over long enough periods (decades), most policies can be seen to undergo a transformation, albeit in slow-motion.

Policies can also, on occasion, undergo episodes of rapid change. These episodes of relative instability result from positive feedback processes that are intrinsic to the system but manifest only under certain conditions (Baumgartner et al. 2014). For example, recall from Chapter 2 how the burning Cuyahoga River attracted national media attention in 1969, whereas earlier episodes of burning were completely ignored.

The basic mechanics of these positive feedback processes are well known; however, they are subject to complex interactions that make it all but impossible to predict specific outcomes (Klijn 2008). This means that policy breakthroughs cannot be engineered. The most that proponents of specific objectives can do is to push the system in the right direction and hope for the best.

For a given policy to undergo rapid transformation, it must first escape the gravitational pull of the policy subsystem it is normally bound to (Ingram and Fraser 2006; Baumgartner et al. 2014). Once on the macro political stage, other policy actors may engage, and major shifts in policy direction are possible (though not guaranteed). The emergence of a high-profile political champion can make a big difference. The question is: how and why does this shift to the macro political stage take place?

In most cases, political stalemates are broken by new ideas and by changes in power structures that lead to increased support for alternative perspectives (Ingram and Fraser 2006; Baumgartner et al. 2014). Ideas are important because they form the basis of policy images or frames—the shorthand narratives that define how we think about individual issues. For example, wolves as a menace vs. wolves as a symbol of wilderness. When existing frames are challenged by shifting values and new ways of thinking, policy upheaval becomes possible. Defenders of the status quo may find themselves holding solutions to the wrong problem. In addition, factual information may accumulate that challenges claims about the effectiveness of existing approaches. Finally, new and superior solutions to management issues may be developed through learning and debate during periods of policy stasis. In this case, defenders of the status quo may find themselves wielding ideas and concepts that are discredited or outmoded.

Although new ideas may challenge the status quo and weaken its intellectual foundation, this in itself does not guarantee that change will occur. Policy alternatives also need visibility and an expanding base of support if they are to attract attention on the macro political stage. Sometimes this is achieved through the development of new alliances among policy actors, as occurred during the War in the Woods (see Chapter 2). But what really tends to attract political attention is public engagement, and this usually requires involvement of the mass media (Fig. 3.12).
The media not only disseminates information to the masses, it also filters and processes the information it provides. As a result, the media plays a critical role in setting political agendas. As noted by Soroka (2002, p. 265), “The press may not be successful much of the time in telling people what to think, but it is stunningly successful in telling readers what to think about.” This is particularly true with environmental issues, which most people learn about through the media, rather than through direct experience.

Over the years, the media has served as the main catalyst for amplifying public concerns about environmental issues (Hansen 2010). However, the media should not be thought of as an environmental advocate. It simply reports on what it considers to be news, and conservationists quickly learn this rarely includes the issues they hope to draw attention to. There is a bias toward conflict, novelty, and topics that are currently in vogue.

Because of its critical role in agenda setting, the media is frequently the target of manipulation efforts. Environmentalists, in particular, have become adept at “playing the game,” using manufactured conflict (e.g., demonstrations, blockades, etc.) and other measures to draw attention to issues that would otherwise moulder in obscurity. Industry cannot respond in kind, but aided by public relations firms, it is skilled at reframing controversies in a more benign light. It cherry-picks success stories and uses feel-good advertisements to send the message that environmentalists are misinformed or prone to overreaction. As a result, public dialog about environmental issues is often reduced to political theatre involving simplified caricatures of what is really at stake. This being the case,
government decision makers are often more interested in the amount of news coverage an issue gets than precisely what is being said (Mazur 1998).

An important feature of media coverage is the potential for positive feedback. A virtuous cycle can ensue where mass media coverage of an issue generates broad public concern, which in turn increases the likelihood of more media attention (Soroka 2002). Politicians, sensing a sea change, may then respond, further legitimizing the issue and raising its profile even higher. For issue proponents, this is the Holy Grail. The problem is that it is difficult to engineer; public interest cannot be forced. The issue must have cultural resonance, linking to people’s interests, concerns, and fears, all of which change over time (Hansen 2010). Moreover, issues interact with each other. Sometimes circumstances may propel an issue to the forefront, but more often issues must struggle for visibility among other competing themes. So timing is a critical and unpredictable factor.

In recent years, the media landscape has been changing, with the advent of social media and declining viewership of traditional news sources. The effects this will have on the development of conservation policy are not yet fully understood. On the one hand, conservationists are much less reliant on the mainstream media for disseminating their messages. On the other hand, the increase in media options has fragmented viewership, making it harder to reach a mass audience. Moreover, media fragmentation seems to have fostered societal “echo chambers,” and this hinders the development of a common understanding of issues, as required for informed public debate (Williams et al. 2015).

Arrival on the macro political stage is a prerequisite for substantive policy change; however, change is far from assured. Federal and provincial cabinets cannot deal with all of the demands they are confronted with, so issues must compete for attention (Baumgartner et al. 2014). Conflict, crisis, and high public profile tend to boost salience. Party ideology and campaign platforms also influence the prioritization of issues. Finally, political leaders view issues more holistically than issue proponents. Evidence of policy failure is itself usually insufficient to cause policy change (Ingram and Fraser 2006). Policy solutions must be available, and there must be a reasonable prospect of success. Assessments of political feasibility take into account the strength of opposing forces, the amount of change likely to be tolerated, and potential gains and losses in political capital. Consideration is also given to how potential changes in policy are likely to impact the rest of the system, especially in economic terms.

Ultimate outcomes are difficult to predict. Prominent issues that are not aligned with government interests and priorities may be ignored, delayed, or denied. Token offerings are sometimes made, containing only the appearance of change. However, governments do not have absolute control over the process. At this level, policymaking “is mostly about expediting or delaying the way that immutable forces unfold, or about nudging the resultant trajectories a few degrees to one side or another” (Wilson 1998, p. 344). The point is, important issues and ideas can rarely be repressed indefinitely. Political pressures build and must ultimately find release. The government’s hand may eventually be forced, or more likely, opposition parties may seize the issue as a political opportunity and move it forward once in power. For their part, proponents of the status quo will do whatever they can to prevent or slow change. Issues without sustained public interest and support may end up back within rigid policy subsystems.

The evolution of modern conservation policy has been typical of the processes described. Since it emerged as an issue in the 1970s, biodiversity conservation has been and continues to be a challenger of the status quo, resisted by various forces opposed to change. There have been periods of rapid change, in the early 1970s and early 1990s,
but most of the time conservation policy has evolved through incremental adjustments within policy subsystems. We are currently in a period of policy stasis, reflecting a political stalemate between proponents of conservation and proponents of economic development. Notably, climate change has emerged as the dominant environmental issue of our time, leaving much less space on the macro political stage for other environmental concerns.

Current Conservation Policy

The *Canadian Biodiversity Strategy*—Canada’s response to the UN *Convention on Biological Diversity*—continues to serve as the foundation for conservation policy in Canada. The Strategy defines conservation as “the maintenance or sustainable use of the earth’s resources in order to maintain ecosystem, species and genetic diversity and the evolutionary and other processes that shape them” (EC 1995, p. 6). This is a biocentric rather than a utilitarian interpretation of conservation.

Since the release of the Strategy in 1995, an intergovernmental *Biodiversity Working Group*, chaired by Environment and Climate Change Canada, has worked to identify priorities, engage with Canadians about implementation, and report on progress. In 2015, the Biodiversity Working Group released the *2020 Biodiversity Goals & Targets for Canada* (see Box 3.1, below), endorsed by all federal, provincial, and territorial governments (BWG 2015). This document emphasizes ecosystem approaches to conservation, including sustainable industrial practices and additional protected areas. Species at risk are included in the context of recovery planning but genetic diversity is not specifically mentioned.

As of 2023, the *2020 Biodiversity Goals & Targets for Canada* statement continues to serve as the federal policy on biodiversity conservation. However, the target for habitat protection has increased to 30% of Canada’s lands and oceans by 2030.

To be clear, the goals and targets that have been articulated do not represent government commitments; they are statements of what we would like to accomplish. The document uses the term “aspirational” to describe them. Furthermore, most of the targets are actually strategies and not measurable outcomes. Policy statements like this provide direction, but they do not compel action or define accountability in the way that legislation does (AGC 2013). This is not to say that policy direction is unimportant. Government programs and budget allocations are generally linked to established policies. Policies also guide planning and routine management by defining the objectives that are to be accomplished.

Though all the provinces were involved in the development of the 2020 goals and targets, their support has been quite variable. Some provinces, notably Ontario and BC, have demonstrated a serious commitment to conservation through complementary biodiversity strategies of their own (BCMOE 2009; OMNR 2012). Uptake in most of the other provinces has been inconsistent. Support sometimes exists only within the ministry responsible for wildlife management. Without broad-based support within government and meaningful efforts at policy integration, conservation measures are difficult to implement. Consequently, despite national commitments, a large gulf remains between conservation intent and conservation practice, with substantial variability across the country.

In addition to formal biodiversity strategies, conservation policy exists under the rubric of forest management, and to a lesser extent, water management. As we saw in Chapter 2, following the War in the Woods, most
provinces transitioned to a sustainable forest management paradigm that includes the maintenance of forest biodiversity as a central outcome. National leadership has been provided by the Canadian Council of Forest Ministers, which has developed a set of criteria and indicators of sustainability (see Chapter 7). Adoption and implementation of these criteria and indicators have again been quite variable among provinces and from company to company.

Another area of conservation policy applies to the management of species at risk. In jurisdictions where species at risk legislation exists, policy is used to provide the detail needed for implementation. In provinces lacking such legislation, or where legislation is rudimentary, policy provides the primary basis for managing species of risk.

Current Conservation Legislation

In contrast to conservation policy, which emphasizes ecosystem approaches, conservation legislation in Canada is focused on species. Canada’s flagship conservation law is the Species at Risk Act (SARA), passed by Parliament in 2002 (See Chapter 2). The purpose of SARA is to “prevent wildlife species from being extirpated or becoming extinct, to provide for the recovery of wildlife species that are extirpated, endangered or threatened as a result of human activity, and to manage species of special concern to prevent them from becoming endangered or threatened” (GOC 2002, Sec. 6). SARA is one of the few federal laws (or Canadian environmental laws generally) that imposes strong, court-enforceable duties on government to protect wildlife and its habitat. Nevertheless, it is still a compromise solution subject to a variety of limitations. We will have a closer look at the strengths and weaknesses of SARA in Chapter 6.

Provincial commitments to the protection of endangered species are again quite variable. Seven provinces and territories have dedicated species at risk legislation, whereas others manage species at risk under older wildlife legislation (SPI 2018). Ontario’s Endangered Species Act is the strongest and includes most of the strengths and weaknesses of SARA (Ecojustice 2012a). In other provinces, species at risk legislation is generally weaker than SARA, featuring greater political discretion and fewer firm commitments (SPI 2018). Adding to the general confusion over jurisdictional roles, the species at risk identified at the provincial level are not necessarily the same as those identified at the federal level. The provinces are also further behind than the federal government in terms of implementation.

No legislation comparable to SARA exists for conservation at the ecosystem scale. Instead, various aspects of biodiversity conservation have been incorporated, to a greater or lesser degree, into laws that serve a broader purpose. The most prominent example is the incorporation of biodiversity objectives into legislation governing forestry, which has occurred in some provinces but not all. For example, Ontario’s Crown Forest Sustainability Act (GOO 1994, Sec. 2.3) includes the following principle: “large, healthy, diverse and productive Crown forests and their associated ecological processes and biological diversity should be conserved.” The biodiversity component of such forestry laws tends to function much like high-level policy. The language used establishes intent and direction but is vague enough to preclude successful court challenge.

Other legislation that helps support conservation includes (1) laws governing land-use planning, water management, and sustainable development; (2) laws concerning environmental assessments; and (3) provincial laws related to wildlife and game management (Boyd 2003). Also important are laws supporting the establishment and
management of protected areas, which come in many different forms (see Chapter 8). The federal *National Parks Act* is the most rigorous in Canada in terms of supporting conservation and includes explicit requirements for maintaining ecological integrity.

In conclusion, Canada's conservation laws and policies do much to clarify intent but provide few definitive commitments. They represent society's collective conservation aspirations, and this is crucial for guiding what we do as conservationists. However, they do not reflect the practical realities of conservation. As we will see in the case studies (Chapter 11), the true meaning of conservation is revealed when conflict occurs, requiring trade-off decisions to be made (McShane et al. 2011). At this point, policy commitments often fade into the background and the practical exigencies of local circumstances rise to the fore. This is something that conservation practitioners must be prepared for.

**Box 3.1. Summary of the 2020 Biodiversity Goals and Targets for Canada**

**Goal A.** By 2020, Canada's lands and waters are planned and managed using an ecosystem approach to support biodiversity conservation outcomes at local, regional and national scales.

**Target 1.** At least 17 percent of terrestrial areas and inland water, and 10 percent of coastal and marine areas, are conserved through networks of protected areas and other effective area-based conservation measures.

**Target 2.** Species that are secure remain secure, and populations of species at risk listed under federal law exhibit trends that are consistent with recovery strategies and management plans.

**Target 3.** Canada's wetlands are conserved or enhanced to sustain their ecosystem services through retention, restoration and management activities.

**Target 4.** Biodiversity considerations are integrated into municipal planning.

**Target 5.** The ability of Canadian ecological systems to adapt to climate change is better understood, and priority adaptation measures are underway.

**Goal B.** By 2020, direct and indirect pressures as well as cumulative effects on biodiversity are reduced, and production and consumption of Canada's biological resources are more sustainable.

**Target 6.** Continued progress is made on the sustainable management of Canada's forests.

**Target 7.** Agricultural working landscapes provide a stable or improved level of biodiversity and habitat capacity.

**Target 8.** All aquaculture in Canada is managed under a science-based regime that promotes the sustainable use of aquatic resources in ways that conserve biodiversity.

**Target 9.** All fish and invertebrate stocks and aquatic plants are managed and harvested sustainably, legally and applying ecosystem-based approaches.

**Target 10.** Pollution levels in Canadian waters, including pollution from excess nutrients, are reduced or maintained at levels that support healthy aquatic ecosystems.
**Target 11.** Pathways of invasive alien species introductions are identified, and risk-based intervention or management plans are in place for priority pathways and species.

**Target 12.** Customary use by Indigenous peoples of biological resources is maintained, compatible with their conservation and sustainable use.

**Target 13.** Innovative mechanisms for fostering the conservation and sustainable use of biodiversity are developed and applied.

**Goal C.** By 2020, Canadians have adequate and relevant information about biodiversity and ecosystem services to support conservation planning and decision-making.

**Goal D.** By 2020, Canadians are informed about the value of nature and more actively engaged in its stewardship.
CHAPTER IV
THE SCIENTIFIC DIMENSION OF CONSERVATION
The Scientific Dimension of Conservation

The Evolution of Conservation Science

The take-home message of the last chapter is that conservation is a conflict-driven social and political process. But there is more to the story than just the interplay of values and political forces. This is a field where ideas and knowledge matter, influencing both the “what” and “how” of conservation (Wilson 1998). With this in mind, we now turn our attention to the role of science in conservation. We will begin by reviewing the evolution of conservation science and then consider how science is applied in practice, and by whom. Along the way, we will explore two controversial topics: the advent of “new conservation,” linked to the concept of ecosystem services, and the fine line separating conservation science and conservation advocacy.

The field of conservation science traces its origin to scientists responding to concerns about declining game species and forests in the early twentieth century (MacDowell 2012). The application of biological science to these natural resource problems led to the emergence of fish and wildlife management and forestry as distinct applied science disciplines.

As we saw in Chapter 2, public attitudes toward nature underwent a profound transformation in the 1960s and 1970s. Non-consumptive values rose to the forefront, and conservation began to mean the maintenance of biodiversity rather than the sustainable harvest of game species and forests. This shift in public values led to a schism within the scientific community, with some researchers continuing to orient toward utilitarian management objectives and others redirecting their efforts toward broader biodiversity goals. The breakaway group
eventually formed its own body—the Society for Conservation Biology—and by the mid-1980s, conservation biology was established as a distinct subdiscipline of biology (Meine et al. 2006).

The objectives of conservation biology were formalized as a mission statement by the Society for Conservation Biology at its inaugural meeting in 1986: “to help develop the scientific and technical means for the protection, maintenance, and restoration of life on this planet—its species, its ecological and evolutionary processes, and its particular and total environment” (Meine et al. 2006, p. 637). This mission statement directed the field’s research agenda and provided the context for making management recommendations (Robinson 2006). Thus, from the outset, conservation biology was a normative discipline—it embraced certain values and sought to apply scientific methods to advance those values.

Early conservation biologists incorporated the conservation approaches developed by the resource management community and took the field in new directions. The initial emphasis was on species extinction, motivated in large part by demands of the US Endangered Species Act. Prominent research topics included (Soule 1986):

- Population viability analysis and minimum viable population size
- Conservation genetics and captive breeding
- Habitat fragmentation and habitat restoration
- Island biogeography and protected area design
- Keystone species and community stability

These topics remained central to conservation biology as it matured, but the field also expanded into new areas. From its initial focus on populations, research began to address the conservation of biodiversity more broadly, especially at the landscape and regional scales. A new understanding of what conservation entailed and what was required of science also emerged. At the outset, many had assumed that policy commitments to maintain biodiversity could be taken at face value, implying that conservation was mainly a matter of “figuring out the biology.” In time, it became clear that conservation was fundamentally a social process, and that trade-offs with other land-use objectives had to be considered when crafting conservation solutions, policy commitments notwithstanding (Kareiva and Marvier 2012).

Conservation biology responded to these challenges by widening its tent, becoming ever more interdisciplinary. The initial core of researchers, whose expertise was mainly in biology and resource management, was augmented with researchers from a range of social sciences, including environmental economics, political science, environmental law, and environmental ethics. There was also increasing effort to synthesize the growing body of conservation literature into principles and application frameworks.

**Ecosystem Services and “New Conservation”**

The early 2000s saw the emergence of the ecosystem services concept, referred to by some proponents as “new conservation” (Daily et al. 2009). The intent was to boost the success of conservation initiatives by addressing some of the perceived shortcomings of existing approaches. Proponents argued that the benefits of conservation needed to be better quantified so they could be integrated more effectively into decision making. Also, the scope of conservation needed to be broadened to include utilitarian benefits, rather than focusing mainly on the intrin-
sic and intangible values of biodiversity (Turner and Daily 2008; Kareiva and Marvier 2012; Marvier 2014). Only through such efforts could the generally poor track record of earlier conservation initiatives be improved.

The National Roundtable on the Environment and Economy (2003) articulated the concept in a Canadian context:

We value nature for many reasons: not only does it have aesthetic and spiritual aspects, but it also provides us with clean air and water and other ecological services on which our economy, environment and quality of life depend. These ecological services are increasingly being seen as a natural form of capital that has economic value. ... That much of our natural capital—from water to trees to oil and gas deposits—is available to the public and to industry at little or no cost has led to a perception that conservation is bad for jobs and bad for the economy. ... not understanding these costs and benefits is compromising our ability to make meaningful decisions about the balance between nature conservation and industrial development. (pp. xiii, 40)

The ecosystem services concept quickly gained adherents, especially after it was profiled in the 2005 *Millennium Ecosystem Assessment*, commissioned by the UN (Reid et al. 2005). Methodologies were developed for quantifying the benefits of ecological services, and application frameworks were established (Turner and Daily 2008; Daily et al. 2009). An important feature of these efforts was that ecological benefits were all expressed in monetary terms, reflecting the economic foundations of the ecosystem services concept. Having all values expressed in the same units—dollars—facilitated cost-benefit analyses.

**Box 4.1. An Ecosystem Services Success Story**

An often-cited example of the potential of the ecosystem services concept involves the management of New York City's water supply (Daily and Ellison 2002). In 1989, the city was faced with an order from the Environmental Protection Agency to build a water filtration plant for the city, with an estimated price tag of $6–8 billion. Filtration was needed because the quality of the surface water supplying 90% of the city's needs was declining as a result of population growth and development in the surrounding watershed. Instead of building the filtration plant, planners directed $1.5 billion to a watershed conservation project. The project was a success, both in terms of maintaining water quality and avoiding the cost of filtration. As a bonus, it also helped to maintain the overall ecological integrity of the region.

The New York City watershed project was successful because there was a direct linkage between an important ecological service (water filtration) and the needs of a nearby population centre. The costs and benefits of the management options were also readily quantifiable. Applying the ecosystem services concept in more remote regions is much more challenging because the potential markets are distant and often just hypothetical. Simply extrapolating outcomes from one region to another is unlikely to provide economically meaningful results.

Following the rapid rise of the ecosystem services approach, and its adoption by many policymakers, opposition began to mount (Redford and Adams 2009; Doak et al. 2013). Many conservationists felt that the concept was being perceived as a panacea and would lead to unintended and undesirable consequences (Ostrom et al. 2007;
McShane et al. 2011). There was also alarm over the “new conservation” label being used by some proponents, implying that the ecosystem services approach supplanting existing conservation approaches (McCauley 2006; Soule 2013; Miller et al. 2014).

The fundamental problem, for those opposed to the concept, was that only utilitarian values could be meaningfully expressed in monetary terms (Spangenberg and Settele 2010). Attempts to put a dollar value on the intrinsic value of nature were not compelling. They relied on unrealistic assumptions and did not provide consistent or believable results (Nunes and van den Bergh 2001; Spangenberg and Settele 2010; Chan et al. 2012).

Given the impracticability of assigning a meaningful monetary value to the intrinsic and intangible values of biodiversity, many conservationists worried that the ecosystem services approach would marginalize these values (Redford and Adams 2009; Doak et al. 2013). Indeed, the proposed frameworks clearly emphasized utilitarian outcomes such as recreation, the maintenance of water quality, carbon sequestration, pollination, and erosion control (Turner and Daily 2008; Troy and Bagstad 2009; SC 2013). Opponents saw the concept as a slippery slope ending in the commodification of nature (Gomez-Baggethun and Ruiz-Perez 2011; Turnhout et al. 2013). As we saw in Chapter 2, treating nature as a commodity has never worked out well for biodiversity.

A fundamental problem is that most commonly cited ecosystem services do not depend on a natural ecosystem. These services are so generic that they can be supplied without native species or natural ecological structures. For example, a tree plantation can supply most ecological services (e.g., erosion control, carbon storage, production of oxygen) just as well as a natural forest (Fig. 4.1; Redford and Adams 2009). What it cannot do is support the full complement of native biodiversity.
Furthermore, not all aspects of nature are benevolent (McCauley 2006). Fires destroy timber resources, grizzly bears kill people, beavers flood roads, and so on. Yet, fires, bears, and beavers are all components of natural ecosystems. Emphasizing only the economically positive aspects of nature leads to a simplification of ecological systems, to the detriment of biodiversity overall. We have plenty of historical examples, such as the cascading ecological effects of past predator control programs (Hebblewhite et al. 2005).

Although the debate over ecosystem services continues, we are not faced with an impasse. It is not an all-or-nothing situation, but a matter of deciding how and where the concept applies. The logical home for ecosystem services in Canada is the agricultural zone and areas of high human population density. It is here that credible markets exist for services related to water quality, flood control, pollination, recreation, and so forth. And it is here, in these highly altered systems, that ecosystem services and biodiversity conservation are most clearly aligned.
For example, providing incentives for reducing agricultural fertilizer and pesticide runoff can improve water quality, benefiting both humans and wild species in the region.

The prospects for applying the ecosystem services approach to Canada’s hinterlands are more limited because there are few population centres to serve as markets. For example, the extensive peatlands of the Hudson Bay Lowlands filter vast quantities of water, but this filtering service has little economic value because there are few people to make use of it. The water simply drains untouched into Hudson Bay. There may still be a market for some non-extractive services, such as carbon storage. But, in general, the justification for maintaining the ecological integrity of remote landscapes will continue to be based mainly on intrinsic biodiversity values and not on utility values.

In conclusion, the ecosystem services concept can help advance certain aspects of conservation by drawing attention to the unrecognized economic benefits of nature. But the concept is not a substitute or alternative to biodiversity conservation. These are two parallel processes that overlap to varying degrees depending on the spatial context. There will be many cases where conserving economically important ecosystem services will benefit biodiversity. But overall, maintaining biodiversity will require conservation efforts that exceed what can be justified on purely economic grounds. Thus, conservation will continue to entail hard political choices that pit economic development against the intrinsic and intangible values of biodiversity held by a large proportion of Canadians.

**Box 4.2. Conflating Biodiversity Conservation and Ecosystem Services in Ontario**

It is not uncommon to see ecosystem services advanced as a rationale for protecting biodiversity. Ontario’s biodiversity strategy (OBC 2011) provides an example:

> Conserving Ontario’s biodiversity is very important because healthy ecosystems sustain healthy people and a healthy economy. We derive benefits from the ecosystem services provided by biodiversity including food, fibre and medicines, clean air and water and outdoor recreation that nourishes our physical and mental health. Ontario’s biodiversity also has inherent value and deserves to be recognized, appreciated and conserved for its own sake. (p. ii)

Though the intrinsic value of biodiversity is mentioned at the end of this statement, the main message is that we are protecting biodiversity for its utilitarian benefits. Highlighting the utilitarian benefits of conservation helps to build support and is politically appealing. However, portraying these benefits as the main objective of biodiversity conservation is misleading and can lead to unintended consequences. The provision of food, fibre, clean water, and so forth demands a different management approach than what is required for maintaining species. Therefore, it is best to advance ecosystem services and the conservation of biodiversity as parallel objectives, rather than presenting biodiversity as the means to an end.
The Role of Science in Conservation Practice

The scientific enterprise involves a combination of observation and structured inference. We may, for example, measure the density of Arctic grayling in selected streams to determine their status and temporal trends. If we also measure ancillary variables, such as water temperature, water quality, and intensity of angling, we may begin to infer causal relationships. In time, such causal relationships can be assembled into a conceptual model that explains how the overall grayling system works. If the model components are sufficiently robust, the model can be used to make quantitative predictions about how the system is likely to respond to specific management actions.

The general process of observation, inference, and model building is not unique to science. Each of us builds our own mental model of how the world works based on our life experience and what we learn from others. For example, anglers use their personal models to determine the best spots to fish. This approach also underlies Indigenous traditional ecological knowledge.

What differentiates and ultimately defines science is the methodology used to guide the process. Established techniques exist for designing studies, making observations, and analyzing data. These methods optimize the utility and reliability of observations and allow uncertainty to be quantified (Mills and Clark 2001). Furthermore, conclusions are treated as hypotheses, not facts, and are subjected to peer challenge and continued testing. Scientific information is by no means infallible, but science is the best approach available for separating true relationships from chance associations and developing a robust understanding of how the natural world works.

As discussed in Chapter 1, science supports conservation by informing the decision-making processes that determine conservation actions. The specific contributions that science makes vary according to the stage of the process (Mills and Clark 2001; Barbour et al. 2008; Arlettaz et al. 2010):

- **Setting objectives.** Objectives define what we would like to achieve in a policy or planning setting. They express what is important to us, implying an origin in societal values rather than science. The role of science is to identify threats to our values and to quantify the level of risk, thereby motivating action. Thus, science plays an important role in agenda setting.

- **Identifying options.** Most conservation problems are a consequence of human activity, in one form or another. Therefore, conservation usually entails searching for alternative, more benign, approaches for interacting with nature. Science contributes to this process by elucidating the causes of ecological problems and identifying potential remedies.

- **Making a decision.** The last step in the decision-making process is formulating a management response, which entails assessing the available management options and selecting the best. In conservation applications, this is typically a political process because it involves judgments about societal risk tolerance and trade-offs among values. Science supports the process by predicting outcomes under the different management options and by quantifying uncertainties.

- **Monitoring and learning.** Scientifically rigorous monitoring and research can reduce management uncertainties and provide the information needed to evaluate the effectiveness of past decisions. This changes
decision making from a linear process to a cyclical process of continuous improvement. Monitoring also serves to identify new and evolving problems.

In subsequent chapters, we will examine how these various aspects of science are applied in practice. Real-world applications are messy and often fall short of the ideal. Therefore, we will pay close attention to the differences between theory and practice as we proceed.

Policy-Relevant Research

By the early 2000s, it was increasingly apparent that a disconnect existed between the academic study of conservation and the “on-the-ground” practice of conservation. The scientific literature was biased to conservation theory and not well suited to real-world applications (Knight et al. 2008). Commentators referred to this as an “implementation crisis” (Biggs et al. 2011).

The disconnect between research and practice reflected a reluctance by academic scientists to stray very far from their professional comfort zone. In the words of Knight et al. (2006 p. 410), “Few academic conservation planners regularly climb down from their ivory towers to get their shoes muddy in the messy political trenches, where conservation actually takes place.” In part, this was a consequence of the reward structures within academic institutions, which were geared toward publication in high-profile journals rather than the support of “hands-on” conservation (Hallett et al. 2017). Scientific journals, for their part, placed a priority on novelty and were little concerned with the particulars of specific management applications. Finally, the reality was that problems that were interesting were not always important, and problems that were important were not always interesting (Cook et al. 2013). Moreover, many researchers had a personal aversion to the policy arena, which they perceived as a foreign and unfriendly landscape.

In recent years, an effort has been made to build support for policy-relevant research, also referred to as translational ecology, and to develop principles and guidelines for its implementation (Reed et al. 2014; Enquist et al. 2017; Hallett et al. 2017). Policy-relevant research is science with a mission. Success is not measured in terms of where a paper is published or how many citations it receives but in its utility in supporting practical conservation decision making and action. One might argue that this is what conservation biology has always been about. But the implementation crisis suggests that, in the past, this has been more of an aspiration than a reality.

The foundation of policy-relevant research is direct communication with other participants in the decision-making process (Biggs et al. 2011; Reed et al. 2014). This communication needs to be “a two-way process based on effective relationships rather than on simply telling” (Forbes 2011, p. 221). Applied researchers also should understand how policy and planning decisions are made.

A solid grasp of the social dimensions of the issue at hand is another prerequisite (Game et al. 2015). This requires engagement at the local level. What are the main concerns? What perspectives do key stakeholders hold? What are the major points of conflict and barriers to implementation? Who will implement the decisions, and what constraints do they operate under?

Policy-relevant research also requires careful attention to study design. Studies should be situated within a
broader decision-making framework and oriented toward implementation (Knight et al. 2008). The key attributes of policy-relevant research are salience, credibility, and legitimacy (Cook et al. 2013). **Salience** assures that the research is relevant and timely and that the format, timing, and resolution are appropriate. **Credibility** assures that a study is perceived as authoritative, believable, and trusted because of a transparent and robust scientific process. **Legitimacy** assures that the research process takes account of the values, concerns, and interests of all relevant actors, as well as practical constraints on decision making such as economic cost and existing policy.

Another important aspect of study design is determining how far to extend the research into the domain of social decision making. In the past, the tendency has been to focus on the ecological aspects of a problem and then pass the baton. Reserve design is a prominent example. Countless reserve designs have been generated that represent optimal reserve configurations from a purely biocentric perspective. These are dutifully passed on to government decision makers who often dismiss the recommendations on the grounds of impracticability (Knight et al. 2008).

Better conservation outcomes can be achieved if socio-economic trade-offs are incorporated into the reserve design process (see Chapter 8). By doing so, reserve designs can be identified that achieve stated conservation objectives while minimizing conflict with other values. Such designs are more likely to be implemented than designs that focus only on the biotic dimension. Doing this effectively requires collaboration between researchers, land managers, and stakeholders. The same principles apply to other forms of conservation research.

Policy-relevant research is most challenging when existing policy is itself part of the problem (Karr 2006). In such cases, research into policy alternatives may be of greater benefit to biodiversity than supporting the implementation of an existing policy. However, research of this nature may be disregarded by decision makers, at least in the short term, because of a perceived lack of alignment and legitimacy. Thus, the dilemma facing researchers is deciding which course of action—supporting an existing policy or challenging it—will be of greatest benefit to conservation. This is part of the agenda-setting role of science.

Because policy-relevant research has an applied focus, it is possible, and indeed imperative, to learn from experience. Ehrenfeld (2000) states:

> We must give up the self-serving belief that an increase in our scientific knowledge by itself will always move us toward effective conservation. To help identify conservation strategies that work, conservation biology must close critical feedback loops by emulating medicine and regularly monitoring the effectiveness of its research and recommendations. (p. 105)

The final component of policy-relevant research is knowledge transfer (Reed et al. 2014). Simply publishing findings in research journals is not sufficient. Few managers have time to read and synthesize the relevant primary literature (Pullin et al. 2004). Also, it cannot be assumed that the facts speak for themselves. Instead, the scientists who conduct the research are in the best position to interpret the findings and recommend how they apply to specific policy or management decisions (Noss 2007).

Knowledge transfer to decision makers is achieved by channelling research findings into review articles and summaries and into decision support systems (Dicks et al. 2014). It is also achieved through direct collaboration in decision-making processes (Enquist et al. 2017). Researchers should make an effort to frame the information...
in a way that is understandable and actionable (Weber and Word 2001; Forbes 2011). Aspects of the research that impinge directly on management decisions and implementation issues should be emphasized. Finally, outreach efforts should target not only government decision makers, but other actors in the policy process, including ENGOs, industry, and other stakeholders (Lach et al. 2003). In Chapter 10, we will discuss how this can be accomplished within a structured decision-making framework.

In summary, policy-relevant research provides a vital bridge between basic biological science, conservation theory, and conservation as it is practiced in the field. Policy-relevant research does not replace basic science and theory; it is an extension of them. Different skill sets are involved, so a degree of specialization is to be expected. Moreover, individual researchers may emphasize different roles over the course of their careers, as their knowledge and interests evolve.

Challenges

Making science relevant to decision makers is not the only challenge in its application to conservation. Capacity constraints are a major limitation, both in terms of funding and the availability of researchers with relevant expertise. Another problem is that ecological research is inherently time-consuming, which means that knowledge gaps related to pressing management issues cannot be addressed quickly (Mills and Clark 2001). In practice, decision making must often proceed with incomplete knowledge. The value of research tends to be realized over the longer term, in successive iterations of the policy and planning cycle. Finally, because ecological systems are highly complex, research results are usually accompanied by caveats and contingencies. This can frustrate decision makers seeking straightforward answers to their problems.

Also, though it may seem obvious that incorporating scientific information produces better decisions than simply muddling through, it is not always welcome. Science may be rebuffed when it draws unwelcome attention to policy failures or is seen as a challenge to the status quo (Wilson 1998). As we saw in Chapter 3, political leaders and government bureaucrats often find change threatening and may resist it. As a result, scientific information concerning ecological threats is sometimes willfully disregarded and management solutions ignored, to the frustration of conservation practitioners.

In the worst case, governments may actively discourage the creation and dissemination of scientific information or attempt to intimidate or discredit individuals and organizations engaged in generating it (Carroll et al. 2017). In Canada, we saw this happen with the Harper government’s “War on Science,” and it was also a key feature of the Trump administration in the US (Turner 2013).

We are now also witnessing the rise of an anti-science movement among factions of the public, with widespread skepticism of climate change and vaccination as prominent examples. The causes of this movement are manifold and complex; however, one of the main factors is increased polarization of society, abetted by media fragmentation (Carmichael et al. 2017). What you believe increasingly depends on which “tribe” you belong to (Hayhoe and Schwartz 2017). The replacement of reasoned debate with arguments over “alternative facts” is extremely regressive and bodes poorly for conservation and policy development in general.
Citizen Science

Field research by academic and government scientists has been the source of most of the quantitative data used to support conservation. However, this is not the only approach available. Over the past few years there has been an explosion in citizen science, largely thanks to new smartphone apps linked to online databases (McKinley et al. 2017). Through the efforts of volunteer naturalists, millions of species observations are being added to online databases each year.

Citizen science is not new—observing and documenting animals and plants is something that naturalists have always done. What's new is the enormous increase in participants and the rapid, widespread sharing of information made possible by the Internet. The quality of observations has also increased, through the inclusion of photographs, sound recordings, automatic time stamps, and GPS locations.

The Contribution of Citizen Science

Citizen science is the practice of engaging the public in scientific projects that produce reliable quantitative information usable by scientists, decision-makers, and the public (McKinley et al. 2017). In the field of conservation, most citizen science projects focus on broad-scale species monitoring. These projects provide information on species abundance, species distribution, migratory patterns, and the timing of natural processes such as flowering. Some projects focus on monitoring aquatic and terrestrial habitat quality. In addition, researchers and resource managers sometimes recruit volunteers to help collect data for specific research studies.

The core strength of citizen science is the large number of observers it engages. This complements the main weakness of conventional science, which is limited capacity. Scientists are very good at collecting high-quality data, but there just aren't enough of them. Placing literally millions of additional observers in the field makes a tremendous difference in what can be achieved. Through citizen science, we can monitor across vast spatial scales and over extended time frames. We can also track uncommon species and species that are generally overlooked through conventional monitoring programs.

Structured Projects

Citizen science projects come in two main forms: structured and unstructured (Callaghan et al. 2018). Structured projects are established for a defined purpose. Typically, the organization or individual that initiates the project also leads the analysis of the data and the application of the findings. Structured projects are characterized by well-defined protocols that observers must follow. These protocols define what is to be studied as well as standardized methods for making observations.

The Breeding Bird Survey provides a good example of a structure project. Each spring, experienced volunteers count birds along a series of fixed survey routes using a standardized observation protocol (Fig. 4.2). Observers
stop every 800 m along their assigned route and count all birds they see or hear over three minutes. The count begins 30 minutes before sunrise on a suitable day between May 28 and July 7.

Fig. 4.2. There are approximately 3,700 Breeding Bird Survey routes in Canada and the US. Each roughly 40-km long route is made up of 50 stops where experienced volunteers identify and count all birds seen or heard in a 3-minute period.

The Canadian Wildlife Service oversees the program in Canada and analyzes the data and generates regular reports on the state of birds in Canada. Data generated by the Breeding Bird Survey have contributed to over 500 peer-reviewed papers and the data are used in many policy decisions, including species listings. No better dataset exists for tracking wide-scale changes in bird abundance over time.

**Unstructured Projects**

Unstructured projects are more open-ended. Generally, the intent is to build a database of observations without explicitly defining what the data will be used for. Projects may impose some requirements on observers, such as
Fig. 4.3. Smartphone apps make it easy to engage in citizen science, which has led to a tremendous growth in participation in recent years.

requiring a photograph or limiting which species are to be included. But participants are otherwise free to make observations whenever and wherever they please.

Unstructured projects can make an important contribution to conservation science despite the opportunistic nature of the observations. In the case of iNaturalist and eBird, the two largest projects, size is a key factor—these projects are global in scope and have millions of participants. Never in the history of science has so much information been collected about so many species. The large number of observations permits meaningful insights to be made, despite biases and variability among observers.

**iNaturalist**

iNaturalist is an online platform and associated smartphone app used to record citizen science observations (Fig. 4.3). The observations are unstructured: participants can submit sightings of any species they wish at any time of the year. Most observations are made using the smartphone app and consist of a photograph or sound recording of an individual species together with a time stamp and GPS location. Participants are prompted for a preliminary species identification, which is later verified by the iNaturalist community of naturalists. After the species identification has been verified, the observation is labelled as “research grade” and considered suitable for statistical analysis.

As of 2023, the iNaturalist database contains over 130 million observations of 420,700 species. Within Canada, there have been 9.8 million observations of 34,919 species. The database is available to everyone at no charge and can be filtered by region, species, and date.

The strength of iNaturalist is that it generates an enormous number of observations over a wide spatial and temporal extent. As such, it excels at describing species distributions, especially of species that are overlooked or difficult to monitor using conventional methods (Fig. 4.4). It is less suited to estimating species abundance because the sampling effort is unknown and because observers do not provide a complete inventory of species at a given location. That said, statistical methods are being developed to maximize the value of such “presence only” datasets (e.g., Fithian et al. 2014). Users of the data also have to account for several forms of observation bias, such as proximity to population centres and the ease of photographing a given species (Callaghan et al. 2021, Feldman et al. 2021).
Fig. 4.4. The distribution of leopard frogs based on iNaturalist observations. Darker shades of red indicate a higher number of observations. Species distribution maps like this can easily be downloaded from the iNaturalist website.

**eBird**

Like iNaturalist, eBird is an online platform with an associated smartphone app. Since its release in 2002, it has quickly become a favoured resource for birders around the globe. As of 2023, 820,000 birders have contributed more than 1.3 billion observations to the database (eBird 2023).

eBird uses a checklist approach, carried over from the pre-digital era. The intent is to list every bird seen or heard on an outing, creating a complete census of a site. The eBird app facilitates the recordkeeping process while also tracking the duration of the outing (a measure of sampling effort) and the GPS location. The app also flags unexpected sightings to minimize reporting errors.
Because eBird checklists are contributed throughout the year, and at the global scale, they provide unparalleled insight into bird distributions and migratory patterns (Fig. 4.5). Moreover, the checklist approach provides a measure of both species presence and absence at each survey location, as well as a measure of observer effort, permitting the estimation of relative abundance and trends over time (Fink et al. 2020). Like iNaturalist, observation biases exist and must be taken into account (Feldman et al. 2021).

### Applying Citizen Science to Conservation

With the rising profile of citizen science in recent years, the number of projects has greatly increased. The value of these projects for supporting conservation is variable and can be assessed on six main criteria (AEP 2020):

- **Accessibility.** Projects should facilitate the broad, public sharing of information (at no charge). Projects that maintain private databases are less desirable.

- **Data products.** Projects with the capacity and technical expertise to analyze the incoming observations and provide data products such as distribution maps and summary reports are preferable to projects that just store the data.

- **Spatial and temporal scope.** Species do not respect administrative boundaries. Therefore, all else being equal, a national or global project is preferable to one that is local in scope. Similarly, projects that collect observations all year long are preferred over projects that provide only a snapshot at a particular time of year.

- **Data quality.** Projects that have standardized protocols for making observations generate higher-quality data than projects that do not. So do projects that check the validity of species identifications submitted by observers. High-quality data facilitates the ability of researchers to draw meaningful insights from the observations.

- **Application.** Projects that have the attention of researchers and resource managers are preferred over those that do not. The more direct the connection between observations and their management application, the better.

- **Data security.** It is an unfortunate reality that citizen science initiatives sometimes shut down after a period of time, typically because of a lack of funding, a change in an organization's priorities, or the loss of key people. Some projects have also lost data (mainly in the era before cloud-based storage). Therefore, consideration should be given to the long-term viability of the project and its ability to store data reliably.

![Fig. 4.5. eBird seasonal distribution map for the ruby-throated hummingbird. Darker shades indicate higher abundance.](image)
Despite the inherent benefits of large projects, the value of small, local projects should not be discounted. A small project may have very high conservation value if it is focused on gathering data for a specific local application. In other words, purpose and application are overriding factors.

To be clear, citizen science is not a competitor to conventional research. Well-designed research projects will always be the best approach for generating high-quality information with high efficiency. But there is a limited supply of researchers and project funding, which severely constrains what can be accomplished through conventional field studies. Consequently, conservation researchers and practitioners are increasingly turning to citizen science to augment (not replace) the information available from conventional studies (Adde et al. 2021). For example, in 2022 alone, 1,775 academics downloaded the eBird dataset for analysis and published 160 peer-reviewed papers using this information (eBird 2023). Citizen science is also increasingly used by managers to inform species management decisions (McKinley et al. 2017, Ruiz-Gutierrez et al. 2021).
The Role of Conservation Practitioners

We will now shift our focus to the role of conservation practitioners, loosely defined as individuals with some form of conservation expertise working on applied conservation issues. This is a diverse group that operates at the interface between science and policy. Some conduct applied research, some engage in policy development and planning, and some oversee the implementation of conservation measures. Many serve in more than one capacity. Notably, none of the three modes of activity are exclusive to conservation practitioners (Fig. 4.6). What differentiates this group is their primary orientation toward achieving conservation outcomes.

As researchers, conservation practitioners are distinguished from other scientists by their focus on applied questions related to the implementation of conservation in specific settings. Thus, not all biologists consider themselves conservation practitioners, even though basic science does support conservation indirectly. In practice, the line between basic and applied research is blurred, and it is best to think of these terms as the poles of a spectrum. Furthermore, many scientists conduct both basic and applied research.

In terms of policy and planning, conservation practitioners play a critical role in synthesizing scientific knowledge about conservation and bringing it to bear in decision-making processes. Research findings locked within the pages of a journal are of no practical value until they are mobilized. How this is done depends on the type of decision being made.

At the base of the decision hierarchy are operational decisions related to the implementation of higher-level
plans. For example, once a decision has been made to install a wildlife road crossing, operational decisions are required to determine the optimal location and size. These sorts of decisions are mainly technical, requiring the direct application of scientific expertise. Conservation practitioners typically have primary responsibility for decisions at this level.

Moving up the decision hierarchy, the social aspects of conservation decisions begin to predominate. This is because, as the scope of a decision broadens, more stakeholders are affected and trade-offs with competing values require greater consideration. In such cases, conservation practitioners are more likely to serve as scientific advisors than decision makers. At the highest levels, decisions are made by elected officials, even if the focus is on conservation. For example, while conservation practitioners informed the development of Canada's Species at Risk Act, the core decisions were made by the federal cabinet.

As for implementing conservation measures, this mostly entails managing the activities of land users (both resource companies and individuals) through regulations, guidelines, and incentives. Here, conservation practitioners typically serve in an oversight role, advancing conservation through education, outreach, and the enforcement of regulations. Some conservation initiatives also feature a “hands-on” component that requires the direct involvement of conservation practitioners. Examples include habitat restoration initiatives, species reintroduction projects, and habitat management programs.

We will examine these roles in a variety of applied contexts in subsequent chapters. In Chapter 12 we will discuss skills training and the determinants of success.

**Institutional Connections**

Within governments, conservation practitioners are typically employed in biologist and resource management positions. Many work in fish and wildlife departments, where their focus is on species at risk and game species. Others work in forestry departments and parks departments, where they engage in conservation at both the species and ecosystem level. The range of activities of government-based practitioners is broad and includes policy development, planning, implementation, and sometimes research. These practitioners may serve either as technical advisors or decision makers, depending on the application.

As would be expected, conservation practitioners within the academic community focus mainly on research and teaching. Research programs are often structured around questions that arise out of policy and planning processes. Governments and industry, for their part, may provide funding, and over time, mutually beneficial relationships sometimes develop. Some scientists also engage in policy and planning more directly, by giving presentations and media interviews about conservation issues, providing expert advice to policymakers, and serving on planning bodies.

ENGOs are another common home for conservation practitioners. Again, the range of activities they engage in is broad. In some organizations, such as Ducks Unlimited and the land trusts, the emphasis is on directly implementing conservation measures. Other groups engage mainly in conservation planning and policy through outreach, advocacy, and participation in planning initiatives. Internally, conservation practitioners direct their group's conservation programs and provide the scientific foundation for position statements and policy recommendations.
Some groups, such as the Wildlife Conservation Society and Bird Studies Canada, emphasize applied research and publish studies in peer-reviewed journals.

Within industry, conservation practitioners are mostly employed by forestry companies as biologists and foresters. These individuals have lead responsibility for achieving the ecological objectives that forestry companies have committed to under sustainable forest management (both at the species level and ecosystem level). Their responsibilities and ability to influence harvest practices vary considerably from company to company. In some cases, funding for collaborative research is available and there is high-level support for trying new approaches. Other companies prefer to maintain the status quo.

Other industrial sectors, particularly oil and gas and mining, tend to obtain the conservation expertise they need by hiring ecological consultants on an ad hoc basis. Governments also frequently use ecological consultants, particularly now that progressive downsizing has reduced internal capacity. These ecological consultants form another pool of conservation practitioners. Much of the work these consultants do revolves around environmental assessments of large industrial projects and the associated regulatory filings, mitigation plans, and reclamation plans. Consultants with expertise and interest in the broader application of conservation science also exist, and projects and planning initiatives that require their services arise on occasion.

The Controversy over Advocacy

Advocacy is the act of publicly supporting or arguing in favour of a cause, an idea, or a policy. This may seem to have little to do with science, which is concerned with the objective study of the natural world. But in the application of science to policy problems, the line between providing scientific advice and recommending a particular course of action may be difficult to discern (Horton et al. 2016). Whether or not this is a problem has been the subject of a long-standing debate in the conservation literature (Mills 2000; Lackey 2007; Noss 2007; Nelson and Vucetich 2009). The particulars of this debate provide additional insight into the role of science in conservation.

Opponents of advocacy argue that it threatens effective decision making (Lackey 2007). Technical experts command a privileged position because decision makers look to them for reliable advice about the nature of policy issues and what to do about them (Meyer et al. 2010). The danger of advocacy is that it threatens this relationship (Lackey 2007). If experts are perceived to be advocating for a particular outcome, decision makers may question whether the advice they are receiving is truly objective and reliable. Experts may then find their advice lumped in with the value-laden views of stakeholders, to the detriment of the entire process.

Objectivity is also needed to resist the politicization of science by stakeholders who often use science-based arguments to bolster their position in public debates. Stakeholders may even seek to fund research designed to support their specific views (Jacques et al. 2008). This can tarnish the reputation of science and reduce its credibility if it leads to selective reporting of findings and other forms of distortion.

Given these concerns, the opponents of advocacy suggest that technical experts have an obligation to remain objective, neutral conveyors of scientific information (Lackey 2007). Experts should “describe empirically the way things are, not the way we think they ought to be” (Barbour et al. 2008, p. 564). Lackey (2007) provides this advice:
Be clear, be candid, be brutally frank, but be policy neutral when providing science to the public, policymakers, and others. ... Often I hear or read in scientific discourse words such as degradation, improvement, good, and poor. Such value-laden words should not be used to convey scientific information because they imply a preferred ecological state, a desired condition, a benchmark, or a preferred class of policy options. Doing so is not science, it is policy advocacy. Subtle, perhaps unintentional, but it is still policy advocacy. ... Why use them unless you are conveying the impression that one particular condition is preferred policy wise? A forest that has been clearcut is degraded habitat from the perspective of spotted owls and red tree voles, but it is improved habitat from the perspective of other species such as white-crowned sparrows and black-tailed deer. The science is exactly the same, only the policy context differs. The appropriate science words are, for example, change, increase, or decrease. (p. 14)

The proponents of advocacy assert that Lackey’s perspective on the role of science is fundamentally at odds with the tenets of conservation biology and applied science in general (Noss 2007; Horton et al. 2016). There is more to science than the description of natural processes; it is also a tool for achieving specific goals. Indeed, a considerable proportion of all scientific inquiry is goal oriented. For example, if we conduct a study to determine the most effective method of preventing heart disease, we are conducting goal-directed research. The results will naturally be expressed in the context of that goal: less heart disease is labelled as a positive outcome, not simply a change. It is no different for research intended to support the conservation of biodiversity.

The credibility of applied research is maintained by stating the research goals upfront and by rigorous application of the scientific method, buttressed by institutional standards and oversight (Ehrlich 2000). Concerns about objectivity apply to how studies are conducted and reported, not to the purpose of the research. Sometimes, maintaining objectivity means resisting pressure from employers or funders. More generally, it means guarding against personal biases and preconceived ideas. In the words of the physicist Richard Feynman, “The first principle [of science] is that you must not fool yourself, and you are the easiest person to fool” (Feynman 1985, p. 313). This requires a willingness to question your own assumptions, as well as those of your field of study, and to change your opinion when compelling evidence suggests you should.

Credibility also demands honesty and openness (Meyer et al. 2010; Horton et al. 2016). Rather than hiding biases, or pretending they do not exist, they should be openly stated. In addition, researchers should speak to what they know and acknowledge when they are moving beyond their area of expertise. This includes clearly distinguishing between data, inference, and informed speculation, which are usually perceived as one and the same by external audiences (Brussard and Tull 2007). There should also be an openness about uncertainties and persistence in telling policymakers what they can reasonably expect from science, and what they cannot.

In the final analysis, both the critics and proponents of advocacy present valid arguments. It is quite possible to conduct applied conservation research that is accepted as reliable scientific information by decision makers. However, overt advocacy, particularly the promotion of specific management choices, will quickly change how the information is perceived. In practice, practitioners must make a choice. They can serve as technical experts or they can serve as stakeholders promoting conservation as a value position. But they rarely can do both at once.

Conservation practitioners also need to consider the mandate and expectations of the organizations they work for. In many organizations, particularly within government, conservation practitioners are expected to adhere to their assigned roles (Steel et al. 2004). Strong advocacy efforts by conservation practitioners may be viewed by
their superiors as a challenge to their authority (Lach et al. 2003). This is especially true when statements are made publicly. Conservation advocacy may also conflict with other government mandates, creating internal discord.

The final aspect of advocacy that bears mention is advocacy on behalf of science itself. As noted earlier, science is coming under assault, to the detriment of reasoned debate and good decision making. Conservation practitioners should join with others in the scientific community to help the public understand the importance of science and evidence-based decision making (Carroll et al. 2017). For example, in April 2017, more than one million science supporters in 600 cities across the world marched in the streets to raise the profile of science and champion its importance to society (Fig. 4.7). Such efforts need to be followed up with individual everyday efforts to encourage support for science and effective decision making.

Fig. 4.7. The March for Science took place on April 22, 2017, with over one million scientists and supporters participating in 600 cities around the world. The march was organized to draw attention to the importance of evidence-based decision making and the need for governments to support research. Credit: Becker.
CHAPTER V

THREATS TO BIODIVERSITY
Threats to Biodiversity

Patterns of Decline

In this chapter, we will examine the major threats to biodiversity, setting the stage for our discussion of specific conservation actions in the chapters that follow. We will begin by examining current patterns of decline and then turn to the causes, which vary by region. Climate change, which is expected to profoundly alter species and ecosystem distributions in coming decades, will be discussed separately in Chapter 9.

In conservation, a threat is a process that has the potential to harm biodiversity—which is understood to mean a change from its natural state. For now, we will use the preindustrial landscape as our reference point, allowing us to identify threats and the level of risk they pose. In Chapters 6 and 7 we will discuss the meaning of the natural state in greater detail, in the context of setting conservation objectives. In Chapter 9, we will consider the meaning of the natural state under a changing climate.

Globally, species have undergone massive declines over the past 100 years. It is not only endangered species that are of concern—these are just the tip of the iceberg. A much wider group of species have undergone range contractions and experienced declines in abundance, including many whose status is listed as secure. Vertebrate species have been most studied, and of these, 32% have experienced significant range contractions (Ceballos et al. 2017). Conservation scientists have begun to refer to the current episode of biological loss as earth's sixth mass extinction event (McCallum 2015).

The most comprehensive national-scale assessment of species in Canada is compiled by the Canadian Endangered Species Conservation Council. This multi-governmental body provides an updated report on the general status of Canadian wild species every five years (CESCC 2022). General status assessments integrate the best avail-
able information on population trends, distribution, and threats to create a snapshot of each species’ status in Canada. Coverage is greatest for vertebrates and vascular plants, which have almost all been assessed. Excluding extirpated and alien (non-native) species, 78% of vertebrates and 74% of vascular plants are currently considered secure (Table 5.1). To be clear, secure means a species has a low risk of extirpation, not that its abundance and range are within natural bounds.

Table 5.1. General status of wild species in Canada in 2020.\(^1\)

<table>
<thead>
<tr>
<th>Group</th>
<th>Secure</th>
<th>Vulnerable</th>
<th>Imperiled</th>
<th>Critical</th>
<th>Extirpated</th>
<th>Alien</th>
<th>Unranked</th>
<th>Plants(^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fish</td>
<td>585</td>
<td>51</td>
<td>28</td>
<td>11</td>
<td>4</td>
<td>16</td>
<td>700</td>
<td></td>
</tr>
<tr>
<td>Amphibians</td>
<td>28</td>
<td>10</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Reptiles</td>
<td>11</td>
<td>16</td>
<td>9</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Birds</td>
<td>339</td>
<td>52</td>
<td>22</td>
<td>23</td>
<td>5</td>
<td>11</td>
<td>244</td>
<td></td>
</tr>
<tr>
<td>Mammals</td>
<td>133</td>
<td>33</td>
<td>11</td>
<td>11</td>
<td>2</td>
<td>11</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Plants(^3)</td>
<td>2,841</td>
<td>418</td>
<td>293</td>
<td>254</td>
<td>51</td>
<td>1,372</td>
<td>95</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)Source: CESCC 2022.
\(^2\)Species that occur as infrequent migrants to Canada or for which information is lacking.
\(^3\)Vascular plants, including flowering plants, cone-bearing trees, ferns, and horsetails.

Other taxonomic groups exhibit broadly similar patterns, but assessments are patchy. Lichens, mosses, and insects have received the most attention; however, coverage is still low. Most of the remaining taxonomic groups have received minimal attention. The general status report also lacks information on subspecies status for all groups.

The general assessment report also provides insight into species richness patterns across Canada (CESCC 2022). Species richness is highest in the south, especially southern Ontario, and declines as one moves northward. Richness patterns are also closely tied to landscape diversity. Regions with a high diversity of landforms and climates—particularly BC—have higher levels of biological diversity.

General status assessments only began in 2000, so we must look to other monitoring programs for information on longer-term biodiversity trends. Only a few such programs are available at the national scale. The most extensive is the Breeding Bird Survey, which is a volunteer-based initiative that has been providing national-scale data on the status of birds since the 1970s. Birds are easier to study at broad scales than most other groups, and 76% of species are sufficiently monitored to determine long-term trends (NABCI 2019). A limitation is that coverage for nocturnal birds, wetland specialists, and secretive and rare birds is generally poor. Geographic coverage has improved over time but remains incomplete in northern areas due to limited road access and a paucity of observers. Finally, relating population trends to specific threats is complicated by the migratory behaviour of most birds.

From Breeding Bird Survey data, we can see that population trends have varied widely among bird groups (Fig. 5.1). Aerial insectivores have fared the worst, declining by 59% on average (with many individual species showing even greater declines). Grassland birds have experienced a similar rate of decline. In contrast, waterfowl, raptors,
and colonial seabirds have been increasing. Birds of the boreal forest have been stable overall, though some individual species, like the Canada warbler, have undergone major declines.

![Graph showing average change in population size since 1970, by bird group (NABCI 2019.)](image)

**Fig. 5.1. The average change in population size since 1970, by bird group (NABCI 2019.)**

In the limited number of other taxa for which trend data are available, the regional patterns are generally consistent with what has been observed for birds (CESCC 2022). Variability among species appears to be a common feature in many taxa, with some species increasing, some decreasing, and others remaining relatively stable over time. Put another way, some species are highly sensitive to human impacts and others are more adaptable. From a management perspective, it is the declining group that is of primary concern to conservation practitioners.

As for ecosystem status, the best information available at the national scale is a series of maps produced by Global Forest Watch Canada, a now-defunct ENGO. These maps show the distribution of remaining intact landscapes in Canada as well as the distribution of various types of industrial activity (see Chapter 2). The federal government also conducts national-scale environmental monitoring, but its programs are motivated mainly by human health and socio-economic concerns. The emphasis is on attributes such as water pollutants, acid rain, pesticide use, greenhouse gas emissions, and forest restocking rates (SC 2011). These attributes are important, but measuring them provides little insight into the status of biodiversity at the ecosystem level.

Additional assessments of ecosystem status are provided by monitoring and research at the regional scale. For the most part, this information is collected to assess the impacts of specific land-use practices.
General Causes of Decline

We will discuss the causes of species declines in terms of agents and disturbance processes. To be clear, these disturbance processes do not constitute threats in all circumstances or to all species. Species vulnerability is determined by a combination of exposure to disturbance and sensitivity to disturbance. In this chapter, we will focus on the exposure aspect (what and where), leaving the discussion of species-level factors to Chapter 6.

Two types of disturbances affect wild species: natural disturbances, such as fire and drought, and anthropogenic (i.e., human origin) disturbances, such as agricultural land conversion and the release of industrial pollutants. Because species have been exposed to natural disturbances over evolutionary time, they have developed adaptations for coping with them. Populations may undergo short-term declines but normally have the resilience needed to bounce back. In contrast, many species are unable to accommodate the extent, intensity, and unique features of modern anthropogenic disturbances. Thus, anthropogenic disturbances account for almost all the long-term population declines that have occurred over the past century. Natural disturbances can be an important risk factor for species once long-term declines from anthropogenic impacts have reduced their populations to a small size (see Chapter 6).

Habitat alteration is the most important type of anthropogenic disturbance, affecting over 80% of Canada's species at risk (McCune et al. 2013). In some cases, habitat alteration takes the form of complete habitat loss, with nearly total replacement of natural ecosystem components with anthropogenic components (e.g., a wheat field). As habitat is lost from a region, the remaining habitat becomes increasingly fragmented, and this magnifies the impacts of the loss (Fahrig 2003).
For most species, fragmented patches of habitat cannot support the same populations that the equivalent amount of contiguous habitat can (Laurance 2008). In part, this is because habitat islands have more exposed edge than contiguous habitat (Fig. 5.2). For many species, edge constitutes poor quality habitat because it is subject to different micro-climates, different disturbance regimes, and different inter-specific interactions than interior habitat (Gehlhausen et al. 2000). Fragmentation also reduces connectivity and can interfere with territory establishment. All of these factors are species dependent because species perceive their environments at different scales and are sensitive to different factors.

The relative importance of habitat loss and habitat fragmentation continues to be debated. Some conservation scientists maintain that habitat loss is the overriding factor (Fahrig 2013), whereas others argue that fragmentation has an additive effect (Hanski 2015). As is often the case, both sides present valid arguments. There is good empirical evidence to suggest that habitat fragmentation has additive effects for some species in some circumstances (Ewers et al. 2007; Haddad et al. 2017). But it is also true that habitat loss and fragmentation are so closely correlated in most instances that they cannot be disentangled (Smith et al. 2009). Therefore, it is best to view these processes as two sides of the same coin. Moreover, we should recognize that the effects are nonlinear. The impacts of both processes are magnified when little habitat remains (Fahrig 2003).

Fig. 5.2. When habitat becomes fragmented, the ratio of edge to interior habitat increases. In this illustration, the total area of habitat is the same in both panels but the amount of edge is much higher in the right panel.
Roads and other linear disturbances are a form of habitat loss that merits special mention (Fig. 5.3). In addition to habitat conversion, linear disturbances alter predator-prey dynamics, facilitate invasion by alien species, and cause soil erosion (Trombulak and Frissell 2000; Raiter et al. 2018). They also provide human access, which is problematic in its own right. For some species, like the marten, improved human access to remote areas exposes animals to increased harvest (Tigner et al. 2015). For others, like frogs, mortality from vehicles is most important (Eigenbrod et al. 2008). Some species, including grizzly bears and caribou, tend to avoid roads, which results in a functional loss of habitat (Dyer et al. 2002; Northrup et al. 2012). Once a species-specific threshold of linear disturbance density is reached, animal populations may exhibit reduced abundance and range contraction.

Aquatic systems are also threatened by road development. If an industrial access road happens to be built in the vicinity of a lake, access to the shoreline generally follows (Hunt and Lester 2009). With access, comes fishing and the depletion of preferred species. A study of lake trout in the boreal lakes in Ontario showed that abundance was reduced by half once access was developed (Kaufman et al. 2009). Roads also fragment aquatic habitat by blocking the natural flow of streams. Culverts are supposed to maintain this flow, but a significant portion fail over time due to poor design or installation (Fig. 5.4). An investigation in Alberta found that 50% of culverts were not functioning properly, suggesting that thousands of kilometres of streams were being fragmented (Park et al. 2008). Road construction is also a major source of erosion, leading to increased sediment in rivers (Kreutzweiser et al. 2013).

To the north of Canada’s agricultural region, human activities mostly result in reduced habitat quality rather than complete habitat loss. We will examine specific examples in the next section. Most entail ecosystem simplification, as reflected in species composition, ecological structures, and ecological functions. A decline in these attributes, relative to an unaltered system, is referred to as a loss of ecological integrity.

Other major contributors to species declines include (Venter et al. 2006):
• **Overharvesting.** This results from excessive hunting, fishing, trapping, and the removal of trees and plants for human use. In addition to declines in the abundance of the targeted species, there can be ripple effects throughout the biotic community from altered food web interactions.

• **Toxic chemicals.** These include industrial and residential pollutants as well as agricultural chemicals. These chemicals can affect the reproduction and survival of animals and plants, depending on their level of exposure and sensitivity. In the case of fertilizers, the issue is growth enhancement of certain species, resulting in ecological disruption.

• **Alien species.** The introduction of alien species can be inadvertent or deliberate. Alien species compete with and can displace native species, altering community structure and function.

• **Climate change.** Rising temperatures are changing the abundance and distribution of most species. The mechanisms and effects will be discussed in Chapter 9.

There are, of course, many other threats to species that are less extensive or are mainly a concern to species on the verge of extinction. Such threats include vegetation trampling from all-terrain vehicles, collisions and noise arising from ship traffic, bird mortality from windmill collisions, and the disturbance of nesting sites to name just a few.

The various forms of anthropogenic disturbance have all increased over time, coincident with technological advances and the growth of Canada’s human population. Thus, population growth and technology can be considered indirect drivers of species declines.
Major Threats by Region

Having sketched out the main causes of species decline, we will now delve into the details. To do this, we need to drop down to the sub-national level because different parts of the country experience different patterns of anthropogenic disturbance. For our purposes, it is useful to define three broad terrestrial zones, which we will refer to throughout the text as the Agricultural South, the Industrial Forest, and the Far North (Fig. 5.5). Marine environments constitute a fourth zone. In the following sections, we will examine the major types of disturbance within each zone and describe their connection to species declines.

Fig. 5.5. Canadian regions classified by the major types of biodiversity threat present.

The Agricultural South

The Agricultural South zone (Fig. 5.5) includes both agricultural lands and most of Canada’s population. This region has experienced the highest rate of biodiversity decline in Canada over the past century, and the majority of Canada’s species at risk are located here (Kerr and Cihlar 2004; CESCC 2022). Not only does agriculture involve intensive land use, it has selectively targeted two specific ecosystem types: the Prairies Ecozone in the West and the Mixedwood Plains Ecozone in southern Ontario and Quebec (Fig. 2.5). No safe hinterland remains to provide habitat for the species in these two ecozones. Only 4.0% of the Prairies and 2.4% of the Mixedwood Plains exists within protected areas (ECCC 2022). Moreover, most of these protected areas are small and heavily biased to dry and unproductive rangelands (Deguise and Kerr 2006).

Habitat loss and degradation, through agricultural conversion and urban development, is the main threat to bio-
diversity in this region. Most of these losses occurred in the early twentieth century and, for the most part, have been permanent. Agricultural conversion is still occurring in some parts of the country, especially the interior of BC and the Peace River region of Alberta and northern BC (SC 2014b). Agricultural landscapes also feature an extremely high density of roads (Fig. 2.4). Natural disturbance regimes have been disrupted through the suppression of wildfires and the loss of native grazers (Campbell et al. 1994).

Declines in biodiversity are closely associated with the intensity of agricultural use, which has steadily increased over the years (Kerr and Cihlar 2004; Javorek and Grant 2011). As agricultural intensity increases, culminating in monoculture crop production, terrestrial ecosystems are progressively homogenized and simplified (Fig. 5.6). Wetlands in areas of intensive agriculture are also affected, through drainage, sedimentation, eutrophication, and salinization (Bartzen et al. 2010). Intensive agriculture also entails the widespread application of agricultural chemicals (Gibbs et al. 2009).

The simplified ecosystems of intensively managed agricultural lands can support only the most adaptable of species. Less adaptable species tend to concentrate in remnant patches of native habitat. Such lands account for approximately 30% of agricultural lands in the Prairie provinces, and 25% of agricultural lands in southern Ontario and Quebec (Javorek and Grant 2011). Most of the remnant patches are small and widely scattered, except in the rangelands found in the driest parts of Alberta and Saskatchewan. Many species lack the resilience needed to thrive in such fragmented and altered landscapes.

The threats to biodiversity from habitat degradation in the Agricultural South are exacerbated by agricultural chemicals and pollution, which affect both terrestrial and aquatic systems. Agricultural herbicides and pesticides can be directly toxic to wildlife species and can also reduce their food supply (Mineau et al. 2005). As a case in point, many species of native bees are currently in decline and these declines have been linked to pesticide exposure (Colla 2016). In the case of fertilizers, the problem is that a subset of species tend to benefit and become dominant, thereby decreasing overall species diversity (Haddad et al. 2000). Acid rain can cause declines in species with low acid tolerance, reducing species richness in regions with low buffering capacity (Vinebrooke et al. 2003).

Alien species present another threat to biodiversity in the Agricultural South. Most alien species are vascular plants, the bulk of which were inadvertently or deliberately introduced by immigrants from Western Europe. Today, 26% of known vascular plant species in Canada are non-native (Table 5.1). Of these, 486 are considered weedy or invasive (CFIA 2008). Many of the invasive species are agronomic grasses, such as smooth brome and crested wheatgrass, that have escaped from pastures and infiltrated native grasslands (McClay et al. 2004). Others are weeds, such as Canada thistle and leafy spurge. These alien species compete with and displace native plant species, altering community structure and function. This can have cascading effects throughout the system (Sim-
berloff and Von Holle 1999). For example, the diversity of grassland birds is reduced where conversion to crested wheatgrass results in simpler habitat structure (Sutter and Brigham 1998). In addition, alien weeds are the cause of most herbicide use.

Invasive alien species are also a major concern in aquatic systems (Dextrase and Mandrak 2006). A wide range of taxonomic groups are involved, including plants such as purple loosestrife, invertebrates like the zebra mussel, and various non-native fish species. Invasive alien species, in combination with overfishing and pollution, are responsible for the loss of much of the original biotic community of the Great Lakes (Mandrak and Cudmore 2010). Alien species entered the Great Lakes via many routes, including the Welland Canal, the ballast water of large ships, the undersides of fishing boats, and various forms of purposeful and inadvertent release by humans (Fig. 5.7). The 185 alien species that currently reside in the Great Lakes now dominate the system (CCRM 2010).

Most other aquatic systems are not as heavily altered as the Great Lakes, but invasive species are still a concern. The zebra mussel has now invaded Lake Winnipeg, the common carp is established in several provinces, the highly invasive Prussian carp has recently been detected in southern Alberta, and purple loosestrife is widespread (Elgin et al. 2014). The deliberate and often unauthorized introduction of non-native fish species for the purpose of sport fishing has also disrupted native fish assemblages in many lakes (Chapleau et al. 1997).

Alien species also include a variety of pests and disease agents, many of which target specific hosts. For example, the fungus responsible for white-nose syndrome affects only bats. After its introduction to North America, it caused the collapse of little brown bat populations in eastern regions and is now quickly spreading westward (Frick et al. 2010). Many prominent pests, such as the emerald ash borer, gypsy moth, and the Asian long-horned beetle are invasive insects that target trees. In the future, as global warming progresses, Canada’s harsh climate will become less of a barrier for alien species, and we will see more of them enter.

Hunting, which was once a major threat to species in the agricultural zone, is much less of a concern today, though the legacy of past extirpations remains. Hunting of mammals and birds in this region is now well controlled and is mostly directed to species with large populations and high reproductive capacities, such as white-tailed deer and various waterfowl. In fact, in contrast to many other birds, waterfowl have shown a strong, increasing population trend since 1970 (NABCI 2019).

While hunting may no longer be a major concern in the Agricultural South, the same cannot be said of fishing. Recreational fishing regulations that focus on fish size and daily limits provide only a blunt instrument for managing total harvest because they do not control the total number of anglers using the resource. Fisheries involving rainbow trout in south-central BC, walleye and pike in Alberta, and lake trout in southern Ontario have all col-
lapsed as a result of regulated recreational angling (Post et al. 2002). As a general rule, declines in recreational fish species occur in proportion to their proximity to population centres (Post et al. 2002).

The commercial harvest of freshwater fish in Canada is now considerably smaller than the recreational harvest (Post et al. 2016). However, commercial harvest was a major cause of fish declines in the past and continues to be problematic in some areas (ECO 2011). Many of the species that were once a staple, such as Atlantic salmon, lake sturgeon, and lake trout are gone from many lakes or have populations too small to support commercial harvest. As these species became depleted, the industry moved on to other species, including walleye, yellow perch, and lake whitefish. The status of these stocks is variable; some are stable, while others have collapsed (Sullivan 2003).

In addition to these widespread threats, there are threats with a regional or local impact. One of the most notable is disturbance from recreational activities, especially off-road vehicle use (Fig. 5.8). These types of disturbances increase with proximity to urban centres. They are a particular concern for at-risk plant species, the majority of which list recreation as a threat factor (McCune et al. 2013). There is also some mining and oil and gas development in the Agricultural South, but we will defer our discussion of these industries to the next section.

An important feature of all these threats is that they tend to overlap spatially. Species in the Agricultural South are rarely impacted by just one threat but by the cumulative impact of many factors operating in concert. Only the most adaptable species can thrive under such conditions.

![Fig. 5.8. All-terrain vehicles frequently cause ecological damage when used off designated trails. Credit: Toivo.](image)

### The Industrial Forest

The Industrial Forest zone (Fig. 5.5) is defined by the spatial distribution of commercial forestry operations, which run in a broad band across the country (Fig. 2.9). Other notable forms of industrial development in this region include mining, oil and gas extraction, hydroelectric development, and peat extraction (Figs. 2.10 and 2.14).

Declines in biodiversity have been much lower in the Industrial Forest than in the Agricultural South, and there are fewer species at risk (even after accounting for lower species richness in the north; Kerr and Cihlar, 2004). It is mainly species with high sensitivity to anthropogenic disturbance that have undergone major declines, in contrast to the Agricultural South where only most adaptable species have remained stable. These sensitive species include habitat specialists, like the brown creeper (Poulin et al. 2008), and species that avoid roads and other industrial disturbances, such as woodland caribou (Dyer et al. 2002).

Species in the Industrial Forest zone have fared better than their agricultural counterparts mainly because
forestry companies in most areas have long been required to reforest harvest blocks using native species. Moreover, less than half of Canada’s forests are under industrial management, leaving a large reservoir of intact forest (though most of this is in northern areas with low productivity). Finally, the pace of forestry operations is relatively slow—less than 0.5% of the total forest area is harvested each year (CFS 2022). Consequently, most forests have only been harvested once, or are still awaiting their first harvest (Venier et al. 2014).

Although habitat changes in the Industrial Forest zone are not as severe as in the Agricultural South, they are still the main cause of declines of biodiversity in this region. Forest habitat is degraded through permanent deforestation, fragmentation, changes in forest patterns and composition, and the development of roads and other infrastructure.

Deforestation currently occurs at a low rate. Since 1990, conversion to other uses has averaged approximately 50,000 ha per year, out of more than 350 million ha of total forest area (CFS 2022). However, several specific forest types have experienced large losses in the past from which they have never recovered. These include the Carolinian forests of the Great Lakes Lowlands (Suffling et al. 2003), red and white pine forests in Eastern Canada (Venier et al. 2014), deciduous forests along the northern fringe of the prairie grasslands (Timoney 2003), and Douglas fir forests in coastal BC (CCRM 2010).

The deforestation that continues to occur today is primarily from agricultural expansion and industrial development (Table 5.2). Losses to agriculture occur mainly along the northern boundary of the agricultural zone (Hobson et al. 2002). Most of the industrial impact is from oil and gas exploration and development, which is centred in northern Alberta and northeast BC (Fig. 2.10). Mining is another contributor and it is widely distributed across the country (Fig. 2.14). Sporadic, localized forest losses also occur from flooding associated with hydroelectric development. Peat mining is not included in deforestation tallies, but it constitutes another form of habitat loss in this zone (Kreutzweiser et al. 2013). Most peat mining occurs along the southern fringe of the boreal forest.

Table 5.2. The annual rate of permanent deforestation in Canada, by sector, for 2020.¹

<table>
<thead>
<tr>
<th>Sector</th>
<th>Area (ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>22,378</td>
</tr>
<tr>
<td>Oil and gas + mining</td>
<td>15,144</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>9,637</td>
</tr>
<tr>
<td>Hydroelectric</td>
<td>1,101</td>
</tr>
<tr>
<td>Forestry</td>
<td>1,092</td>
</tr>
<tr>
<td>Total</td>
<td>49,352</td>
</tr>
</tbody>
</table>

¹Source: CFS 2022.

Though the rate of deforestation is low at the national scale, it can be significant at the regional scale. In some parts of northern Alberta, the annual area of forest clearing by the oil and gas sector rivals that of the forest industry (Schneider et al. 2003). Furthermore, there has been limited progress in restoring native vegetation to wells and mines after production has ceased (Osko and Glasgow 2010). Such sites have typically been restored to grass
rather than forest. Consequently, forest clearing for oil and gas development and mining tends to be semi-permanent, resulting in impacts that accumulate over time (Nitschke 2008; Pickell et al. 2015).

The annual amount of permanent deforestation is dwarfed by the 700,000–800,000 ha harvested each year by the forest industry (CFS 2022). Forest harvesting is considered a transient disturbance, not deforestation, because harvest blocks must be regenerated. Nevertheless, it has widespread effects on forest structures and patterns (Grondin et al. 2018). These changes arise from the differences that exist between conventional forest harvesting and natural forms of disturbance, such as wildfire and insect attacks.

The most important difference between harvesting and natural disturbance relates to the age structure of the forest (Cyr et al. 2009). Natural disturbances are generally random, so some stands remain undisturbed for long periods simply by chance. This results in an age distribution featuring a long “tail” of older stands (Fig. 5.9). Through successional processes, the undisturbed stands develop unique structural and compositional attributes as they mature, which help to support a variety of specialist species (see Chapter 7).

In contrast, conventional forestry operations specifically target older stands because of their high wood volume and value. Moreover, fast-tracking the harvest of old stands can avert losses from fire, insect outbreak, and natural mortality, which occur at a higher rate in older age classes. Over time, the selective harvest of older stands truncates the forest age structure at the preferred harvest age (Fig. 5.9; Bergeron and Fenton 2012). This in turn causes declines in old-forest specialist species (Schmiegelow and Monkkonen 2002).

The ecological effects of age-class truncation are readily observed in forests with a long history of harvesting, such as the boreal forests of Finland. In Finland, only 6.5% of stands on managed landscapes are over 140 years old, whereas 50% of stands within protected areas are in this age group (Virkkala and Rajasarri 2007). As might be expected, most of Finland’s threatened bird species are old-forest specialists, and they are now found mainly in protected areas. Forest age structures in Canada are not yet as skewed as those in Finland, but only because the bulk of our commercial forests were only brought into production in the last half of the twentieth century. The full story of forestry impacts in Canada has yet to be revealed.

Another type of habitat at risk from forestry is burned forest (Hannon and Drapeau 2005). In managed landscapes, salvage logging removes trees that have been burned, and fire suppression reduces the overall amount
of burning. This again presents a problem for habitat specialists. In natural systems, burned stands are targeted by species like the black-backed woodpecker that exploit insects which attack dead trees.

Forest harvesting also tends to simplify forest structures and patterns (Doyon et al. 2008). Whereas fires leave standing dead trees, patches of live trees, and coarse debris, all of which contribute to habitat complexity, conventional clearcutting leaves little behind. Furthermore, in the mixed coniferous and deciduous forests of the eastern and western boreal region, silvicultural practices tend to produce pure coniferous or deciduous stands, rather than mixed stands, reducing niche complexity and species richness (Hobson and Bayne 2000; Boucher et al. 2009). Finally, conventional clearcutting results in simple spatial patterns, rather than the complex shapes and variable patch sizes produced by fire (Fig. 5.10). In all these cases, it is not the individual changes that are important, but the cumulative transformation that occurs across large areas. Simplified forests have more generalist species and fewer specialists than forests with complex niche structure (Hobson and Bayne 2000; Zhang et al. 2013).

Fig. 5.10. An aerial view of the “checkerboard” pattern that results from conventional two-pass forest harvesting. Credit: Google Images.

Another threat to wildlife in the Industrial Forest zone is the vast network of roads, pipelines, and power lines that
permeate the region, providing access to forestry harvest blocks, oil wells, and mines as well as routes for moving products to market (Fig. 2.4). In contrast to harvest blocks, which are reforested, roads and utility corridors are usually permanent. Moreover, new roads and corridors continue to be built each year, as remote areas are accessed for the first time.

Seismic lines, used for oil and gas exploration, add to the density of linear disturbances in forested landscapes (Fig. 5.11). In the 1980s and 1990s, an average of 46,000 km of seismic lines were approved for the forested area of Alberta each year (AEP 1998). Seismic exploration has also been intensive in northeast BC. These older lines, usually 6–8 m wide, remain as legacy disturbances today.

![Image](image-url)

*Fig. 5.11. The industrial footprint of oil and gas development in northern Alberta, illustrating well sites (pale squares), access roads (thick lines), and seismic lines (thin lines). Credit: Air Photo Services.*

Exploration companies were not required to reforest these lines, and natural regeneration has been slow, often because of ongoing use by all-terrain vehicles and snowmobiles. A study of lines created in the 1960s and 1970s found that 65% remained in a cleared state 35 years after they were created, and only 8% were fully reforested.
Biodiversity in the Industrial Forest is also affected by pollution, particularly from mining. Ore bodies often contain toxic elements, including cadmium, lead, and arsenic. Once the rock is ground into fine-grained tailings, these elements can migrate into the environment if not properly stored. Other types of tailings produce acid when they come in contact with oxygen and water, promoting the leaching of metals and the acidification of ground and surface waters (Shang et al. 1999). The risk of release into the environment is greatest for abandoned mines, of which there are thousands (MacKasey 2000). Accidents also happen in active mines, as demonstrated by the Mount Polley tailing pond failure in BC in 2014, which released millions of cubic metres of toxic slurry into the adjacent water system (IEEIRP 2015).

Pollution also arises from other industries. Oil and gas production causes soil and water contamination through pipeline ruptures, accidental spills, drilling discharges, and improper waste disposal. In the oil sands, toxic tailing ponds cause mortality in waterfowl and other bird species that land on them inadvertently. In the forestry sector, pulp mills release organochlorines and other processing byproducts into local waterways.

Air pollution is another common byproduct of industrial processing and can affect wide regions. One of the main threats to biodiversity is the acidification of lakes and forests through acid rain, particularly in the Shield, where little natural buffering capacity exists (Schindler 2001). The sources of SO$_2$ and NO$_2$ that create acid rain include coal-fired generators, industrial emissions, and vehicle emissions.

Lastly, biodiversity in the Industrial Forest is threatened by alien species. Insect pests and disease organisms, such as Dutch elm disease, white pine blister rust, and gypsy moth are of particular concern (Allen and Humble 2002). Alien plants are also a threat, especially in disturbed sites and riparian areas (Rose and Hermanutz 2004). The spread of many alien species, such as earthworms (Cameron and Bayne 2009) and agronomic grasses (Sumners and Archibold 2007), is facilitated by roads. Some of these alien species act as sporadic disturbance agents, whereas others integrate into the forest ecosystem, changing competitive relationships and altering ecological processes.

The Far North

The Far North is the largest zone, encompassing all lands north of the Industrial Forest zone (Fig. 5.5). It is not entirely pristine, but the vast majority is roadless and undisturbed (Fig. 2.4). The roads that do exist are mostly used to provide access to scattered mining developments. Some access has also been developed in association with oil and gas development, mostly in the Yukon and along the Mackenzie River in the NWT.

Since most of this region remains undisturbed, the threats to biodiversity are low relative to the southern regions. However, because of the harsh conditions in the north, resilience to disturbance is also low, and vegetation regrowth is very slow (Mallory et al. 2006). Consequently, when disturbance does occur, it has a greater effect on biodiversity than in the south.

As in the south, it is not just the footprint of individual mines and oil wells that needs to be considered, but also
the cumulative effect of development at the regional scale, including the expansion of access, provision of housing for workers, and creation of other infrastructure. These cumulative effects can disrupt animal movement patterns and reduce habitat quality for species sensitive to disturbance, including caribou, grizzly bears, wolves, and wolverines (Johnson et al. 2005).

The other main threat to biodiversity in the Far North is hunting. Although Indigenous communities in the north have a long tradition of sustainable harvesting, human populations are higher today than in the past, and snowmobiles and rifles have dramatically increased the efficiency of hunting. The declines of some species, such as caribou, have been attributed to unsustainable harvest rates in combination with other factors (Boulanger et al. 2011). This is currently a point of management controversy in the Far North (Nesbitt and Adamczewski 2013; Parlee et al. 2018). Other flash points include the trophy hunting of polar bears and the traditional hunting of endangered whales (Freeman and Wenzel 2006).

Because of the remoteness and lack of access, the status of species in the Far North is difficult to determine (NABCI 2019). Most monitoring efforts have been directed to species that are socially important and relatively amenable to measurement, such as caribou and polar bears. For most other species, the impacts of human activities are not well known.

Marine

The most important threat to biodiversity in marine environments is fishing (Baum and Fuller 2016). The economic value of commercial fishing has led to conflicts between protection and exploitation, and management outcomes have generally been poor (McDevitt-Irwin et al. 2015). The collapse of the northern cod fishery is the most notorious example, but it is just one of many fisheries that have collapsed. Of 125 commercially harvested fish and invertebrate stocks with recent status assessments, only 24% are healthy (Baum and Fuller 2016). Forty marine species have been assessed by COSEWIC as endangered or threatened, but most have been denied listing under SARA on socio-economic grounds (McDevitt-Irwin et al. 2015).

Fishing has several distinct effects on marine species. Direct mortality from harvesting is the most obvious and can result in the collapse of targeted species if the rate of harvest is too high. The collapse of targeted fish stocks can in turn affect other species by disrupting the normal food chain (Fauchald 2010). Commercial fishing also causes collateral damage through the inadvertent harvest of non-target species (bycatch). In the Pacific groundfish trawl fishery, discarded bycatch amounted to 20% of the total biomass caught between 1996 and 2006 (Driscoll et al. 2009). Finally, fishing methods based on bottom trawling can destroy seafloor habitats. This has been identified as a major threat to cold water corals and sponges, which are found off Canada's eastern and western coasts (Wallace et al. 2015).
Another threat to species in marine environments is pollution. Most industrial and residential liquid waste eventually makes its way into rivers that discharge into the ocean. Thus, oceans become contaminated with myriad chemical products. These chemicals are rapidly diluted, to be sure. Even so, some enter the food chain and undergo bioamplification. In higher-level predators, like killer whales, exposure can reach toxic levels (Alava et al. 2016). Ocean contamination with plastics is also a growing concern, though the population-level effects are not yet understood (Rochman et al. 2016). Finally, catastrophic pollution occasionally happens through oil spills from tankers and offshore drilling installations (Fig. 5.12). This has been one of the main points of resistance to the construction of the Trans Mountain pipeline from Alberta to the BC coast.

For some species, particularly whales, collisions with ships and entanglement in fishing gear are significant threats (Williams and O’Hara 2010). Incidence is highest along the southern coast of BC and in the Gulf of St. Lawrence, where whales must contend with high levels of maritime traffic. For the North Atlantic right whales, the issue has become critical, with 12 whales killed in the Gulf of St. Lawrence 2017. Most died from blunt trauma from ship strikes, though at least two died from entanglement in fishing gear (Daoust et al. 2018).
With this chapter, we transition to applied conservation. We will begin with conservation approaches tailored to
the needs of individual species, often referred to as “fine-filter” methods. Because of knowledge and capacity
constraints, only a small subset of species, referred to as “focal species,” receive such individualized attention
(Box 6.1). Conservation approaches designed to support biodiversity in general are referred to as “coarse-filter”
methods and they are the subject of Chapter 7.

**Box 6.1. The Coarse Filter, Fine Filter, and Focal Species**

The coarse-filter/fine-filter approach to conservation was initially developed in the context of protected
area planning (Hunter et al. 1988). The coarse-filter approach entailed protecting a representative sample
of broad ecosystem types, thereby supporting the habitat needs of most species. The fine-filter approach
was intended to protect species that slipped through the metaphorical coarse filter because of unique
habitat requirements. Today, these terms are used more loosely, often simply indicating the scale of con-
servation effort: individual species versus overall biodiversity (Tingley et al. 2014). Strictly speaking, it is
best to refer to the targets of species-level conservation as focal species because these species are not
limited to those “missed” by the coarse filter.

Focal species are selected because of their ecological or social importance, and they come in a variety of
overlapping forms (Lambeck 1997; Noss 2003):

- **Species at risk.** These are species that have been formally designated as threatened, endangered,
or at risk under federal or provincial legislation. The Vancouver Island marmot and eastern wolver-
There are three main forms of focal species conservation. The oldest form involves the management of species that are harvested, and it places an emphasis on utilitarian values. The focus is on harvest management, with the aim of maintaining sustainable populations while maximizing the flow of benefits (Passelac-Ross 2006). Responsibility for this form of conservation rests mainly with provincial fish and wildlife departments and forestry departments, working under provincial legislation. The federal government has a lead role in the management of migratory birds, fisheries, and wildlife on lands under federal jurisdiction.

The second form of focal species conservation is concerned with the identification and management of species at risk. Responsibility for management is shared between the federal and provincial governments under the federal *Species at Risk Act* (SARA) and related provincial legislation. The emphasis is on species recovery, with the objective of achieving self-sustaining populations.

Lastly, conservation of focal species occurs in the context of resource management and land-use planning, usually in conjunction with generic coarse-filter measures. Responsibility for this form of management is shared between provincial governments and land users (particularly industrial operators), as directed under provincial biodiversity policies. The objectives vary by species and by management area, but the general aim is to maintain natural levels of abundance, to the extent possible given competing socio-economic objectives.

We will begin this chapter by reviewing the ecological theory that underpins species-level conservation and examining how field data and models are used to support applied conservation. We will then consider the practical aspects of species management, including both planning and “hands-on” activities. Our focus will be on approaches tailored to individual species, rather than broad landscape-level approaches, which are the subject of Chapter 7. We will conclude the chapter with an examination of the trade-offs inherent in species-level conservation and the approaches available for dealing with these trade-offs.

This chapter, through to Chapter 8, describes conservation as it is generally practiced today. Once this foundation
is in place, we will turn, in Chapter 9, to the refinements to conventional practices needed to accommodate climate change.
Species-level conservation is fundamentally concerned with the processes governing population dynamics and how they are affected by external factors. Knowledge of these processes is gained through observational studies and demographic modelling. Models are tools that:

- Provide an organizing framework for the observational data we collect
- Allow us to explore the dynamics of the system, helping us to understand it more fully and to extract important principles
- Help us identify which parameters are most influential and where key uncertainties lie
- Allow us to make predictions about how the system will respond to alternative management scenarios

Some models are strategic in nature, sacrificing detail for generality. By incorporating relatively simple mechanisms that do not consider the details of any one system, they aim to capture the essential behaviour of many systems (Yodzis 1989). In this section, we will explore the theoretical insights fundamental to species-level conservation provided by strategic modelling. We will begin with the simplest of systems and then progressively add detail. In a later section, we will turn to tactical models, which capture the details of specific systems and are used as tools to support applied conservation.

**Box 6.2. Species and Populations**

For biologists, a species is a group of organisms capable of interbreeding under natural conditions. However, under SARA, “wildlife species means a species, subspecies, variety or geographically or genetically distinct population of animal, plant or other organism, other than a bacterium or virus, that is wild by nature” (GOC 2002, Sec. 2.1).

Much of the research and management that occurs under the heading of species conservation actually targets populations. A population is a group of organisms of the same species that live in a particular geographical area and which normally breed with one another. In practice, the level of interbreeding is usually unknown, and the term “population” is simply applied to local assemblages of individuals of the same species.

**Insights from Simple Population Models**

Every species has an intrinsic reproductive capacity, determined by the age at first reproduction, number of offspring per reproductive cycle, number of cycles per year, and so forth. Similarly, each species has an intrinsic rate of senescence that determines the maximum lifespan of individuals. Together, these two variables define the maximum population growth rate of a species.

In real-world settings, the maximum rate of population growth is rarely observed because reproduction and
mortality are affected by a wide range of limiting factors. Common examples include competition for resources, consumption/predation, disease, and environmental disturbances. Some factors have a proportionately greater effect as population density increases. For example, competition for resources may be minor concern when a population is small, but a major limiting factor if its density becomes high. These are called density-dependent factors, and they serve as negative feedback mechanisms. Other factors, such as fire, have roughly the same proportional effect on populations, regardless of population density. These are called density-independent factors (Hayes et al. 1996).

A simplified illustration of density-dependent relationships is shown in Fig. 6.1. The growth rate of the entire population (total births minus total deaths) relative to density is provided in Fig. 6.2. The exact shape of these curves will vary from species to species and among regions because they depend on intrinsic species traits and the nature of the limiting factors in a given area. However, the general features of density-dependent population growth are widely applicable.

An important feature of these curves is that there exists a point, labelled K in Fig. 6.1, where the population is in equilibrium because the rate of births equals the rate of deaths. The point K is usually referred to as the carrying capacity (Yodzis 1989). Because of density-dependent feedback processes, the population will intrinsically revert back to K if it is perturbed (see Fig. 6.2). As such, K is an important point of reference for management.

**The Natural Range of Variability**

In our simple example, population size becomes static once the density equals the carrying capacity. But real-world populations tend to fluctuate in size because many of the factors that influence reproduction and mortality are intrinsically stochastic (i.e., exhibit randomness). Sporadic disturbances and environmental processes with inherent variability, such as weather, have the greatest effect (Lande 1993).

The time it takes a population to return to its equilibrium state after a perturbation is a measure of its resilience (Gunderson 2000). This rate is determined by the population growth functions we discussed earlier (Fig. 6.2). Under natural conditions, a population’s resilience is generally sufficient to accommodate the disturbances it
encounters, and so it fluctuates about its equilibrium value (Fig. 6.3). Species unable to accommodate such perturbations are eliminated through natural selection.

Given the stochasticity inherent in population dynamics, it is difficult to determine carrying capacity through direct observation. The natural range of variability (NRV) is often used instead as the reference state for management (Fig. 6.3). In areas where natural conditions prevail, the NRV of a given population can be determined through long-term monitoring. For populations in developed areas, NRV can be derived from historical data, extrapolated from nearby natural areas, or estimated using population models. Because of data limitations, only a rough estimate may be possible in such cases.

**Population Decline**

Having explored the dynamic processes characteristic of natural systems, which feature fluctuations about an equilibrium point, we now turn to the processes involved in systematic population decline (Caughley 1994). A widespread cause of population decline is habitat loss. Individuals that are displaced through habitat loss cannot simply crowd into the remaining habitat because it cannot support a density greater than the carrying capacity, at least not for long. Therefore, losses in habitat area translate into direct losses in overall population size.

Population decline can also occur because of changes in per capita birth and death rates (Fig. 6.4). The list of proximate causes includes overharvesting, reduction in habitat quality, competition from alien species, pollution, and various other factors (detailed in Chapter 5). To understand the population dynamic implications, it does not matter too much whether birth rates decline or deaths rates increase (or both). The main consequences are a reduction in the intrinsic population growth rate and a lower carrying capacity ($K_2$ in Fig. 6.4).

A reduction in the population growth rate can result in a range of outcomes (Hayes et al. 1996). In the extreme case, where mortality exceeds reproduction at all densities (implying a negative growth rate), the population will invariably go extinct. Large initial population size may slow the process, but will not prevent it, as illustrated by the extirpation of Canada’s plains bison from overhunting.
If the intrinsic growth rate remains at least somewhat positive, the long-term outcome depends on the balance between the rate of population growth and the rate of environmental disturbances. Given sufficient growth potential, a population can recover from disturbances and remain within NRV. However, beyond a certain point, the rate of recovery may become too slow to keep pace with disturbances, resulting in a declining trend (Fig. 6.5).

Changes in the birth rate and death rate can also lead to a reduction in carrying capacity (Fig. 6.4). If this happens, the population will equilibrate at a lower density, assuming that the growth rate is sufficient to maintain stability (Fig. 6.6). The danger here is that, if the new equilibrium density is very low, extinction may result from the demographic challenges of small populations (discussed below).

![Fig. 6.5. If a population’s intrinsic growth rate declines, it may be unable to recover quickly enough from periodic environmental disturbances to prevent a declining trend.](image1)

![Fig. 6.6. When K is reduced, the population will equilibrate at a lower density, potentially exposing it to the demographic challenges of small populations.](image2)

In some cases, declining trends can be reversed through remediation of the inciting causes, allowing populations to re-establish their original NRV. For example, by banning DDT, hunting, and egg collecting, peregrine falcon growth rates have been substantially restored, and populations are now recovering (albeit, with initial help from captive breeding programs; COSEWIC 2007).

More commonly, mitigation efforts are constrained by socio-economic trade-offs that preclude full recovery (Traill et al. 2010). For example, plains bison have sufficient growth potential to return to their original NRV. But such recovery would require the naturalization of vast landscapes now used for agriculture, which is politically infeasible. We will explore these sorts of trade-offs later in the chapter.


Ecological Thresholds

In some cases, a species may exhibit a linear response to a given environmental driver (Fig. 6.7). For example, population size may decrease in direct proportion to the amount of habitat loss. More commonly, a species may show little response to low levels of the driver and then, at a certain point, exhibit a disproportionately large response. This transition point is referred to as an ecological threshold, and it results from nonlinear system dynamics (Kelly et al. 2015).

An ecological threshold is typically observed when compensatory processes initially buffer the effect of an environmental driver. The driver’s ecological effects become apparent once this buffering capacity is exceeded. For example, given a population at carrying capacity, harvesting at low levels may simply offset other forms of density-dependent control, whereas harvesting at higher levels may exceed the capacity for compensation and result in population decline (Boyce et al. 1999).

Though ecological thresholds are undoubtedly common in natural systems, they are difficult to quantify. Data must be collected across a broad range of disturbance levels, which is not always possible. Interactions with other drivers and ecological inertia can also complicate matters (van der Hoek et al. 2015).
When an ecological threshold can be reliably delineated, it facilitates the selection of management targets. In cases where ecological responses have not been well described, a linear relationship is usually assumed. In some cases, an ecological system may undergo qualitative changes once a species declines below a certain point, making recovery much more difficult (Gardmark et al. 2015). This is another form of ecological threshold. Northern cod provide an example. Intensive harvesting of cod released herring from predator control, leading to an altered ecosystem (Fauchald 2010). In this new state, an abnormally large population of herring suppressed cod recruitment through predation on cod eggs and larvae. Consequently, the path to cod recovery has been prolonged, despite the moratorium on fishing implemented in 1992 (Fig. 6.8).

**Box 6.3. Traits that Predispose Species to Extinction**

Several species traits are associated with an increased risk of extinction, either because they increase exposure to anthropogenic threats, or because they hinder the ability of a species to cope with these threats (Flather et al. 2011). It is worth noting that large mammals exhibit many of these traits, partially explaining their prominence as focal species (Carroll et al. 2003). Traits predisposing to extinction include:

- Reproductive strategies designed for stable environments, including late maturation, low reproductive potential, and low natural density
- Large body size and large home range size
- Habitat or diet specialization, particularly if associated with a restricted range
- Commercial value (e.g., for hunting or fishing)
- High sensitivity to common anthropogenic effects (e.g., vulnerability to pesticides)
- Long-range migration
- Colonial nesting

**Extinction Dynamics**

Once populations become small, the extinction risks from stochastic processes are magnified, and genetic and demographic factors also become important (Caughley 1994). The population threshold at which these processes
become a serious concern varies by species and individual circumstances. However, we can use generic estimates derived from theoretical analyses to convey the relative importance of the mechanisms involved.

**Environmental stochasticity** is the most significant factor involved in extinction dynamics because it includes catastrophic events, like large fires, that can cause the direct mortality of large numbers of individuals (Lande 1993). Small populations face the highest risk because even relatively small disruptions can result in extinction (compare the two populations in Fig. 6.6). As a ballpark estimate, achieving long-term persistence in the face of environmental stochasticity may require a population of several thousand individuals (Soule 1987; Traill et al. 2010).

Genetic effects contribute to extinction risk in two main ways. Once populations become small (less than ~1,000 individuals) any further loss of individuals may result in the loss of genetic variability (Shaffer 1981; Lande and Barrowclough 1987). This reduces the capacity of individuals and populations to adapt to changing conditions. At even lower population sizes (i.e., less than approximately 50 reproductive individuals) the fitness of individuals may be further reduced through inbreeding depression (Saccheri et al. 1998). Inbreeding depression involves the increased expression of recessive deleterious mutations from mating among genetically related individuals in small populations (Charlesworth and Willis 2009).

Populations less than approximately 100 individuals also face extinction risk from demographic stochasticity. This arises from fluctuating sex ratios, random variation in the number of offspring produced, and chance mortality events (Lee et al. 2011). In large populations, such randomness is averaged out across individuals and has no discernible effect. But when only a small number of individuals remain, chance occurrences, like a string of all male offspring, can significantly affect demographics.

Finally, in some species, extinction dynamics are influenced by Allee effects, which are cooperative group processes that facilitate population growth (Boukal and Berec 2002). Examples include communal defence against predators, communal raising of offspring, and efficient mate finding. When populations that depend on Allee effects become too small for group processes to operate, population growth rates can quickly decline, reducing viability.

---

**Box 6.4. Extinction Vortices: the Case of the Heath Hen**

The various demographic and genetic processes that affect small populations often operate synergistically, causing an extinction vortex. The extinction of the heath hen, as recounted by Shaffer (1981), provides an illustrative example. The heath hen was a type of prairie chicken originally found in the northeastern US. Once common, its abundance steadily declined with European settlement as a result of habitat loss and increased mortality (i.e., systematic decline). By 1876, the species remained only on Martha's Vineyard, and by 1900 there were fewer than 100 survivors. In 1907, a portion of the island was set aside as a refuge for the birds, and a program of predator control was instituted. The population responded to these measures and by 1916 had reached a size of more than 800 birds. But in that year, a fire (natural catastrophe) destroyed most of the remaining nests and habitat, and during the following
winter, the birds suffered unusually heavy predation from a high concentration of goshawks (environmental stochasticity). The combined effects of these events reduced the population to 100–150 individuals. In 1920, after the population had increased to about 200, disease (environmental stochasticity) took its toll, and the population was again reduced below 100. In the final stages of the population's decline, the birds appeared to become increasingly sterile, and the proportion of males increased (demographic stochasticity and inbreeding). By 1932, the species was extinct.

Spatially Structured Populations

To this point, we have implicitly assumed that populations exist in simple homogenous landscapes. We will now consider the dynamics of populations in more realistic environments, where habitat quality varies across space.

In a heterogeneous landscape, the various limiting factors that influence reproduction and mortality will vary from location to location. Thus, population densities will also be spatially variable. In the absence of immigration, we can expect populations to persist only in areas where the carrying capacity is greater than zero.

Population dynamics are more complex when immigration and emigration are included in the system. We must now differentiate between source habitats—areas where intrinsic growth is sufficient to maintain viability—and sink habitats—areas where populations are only able to persist through immigration from source populations (Fig. 6.9; Pulliam and Danielson 1991). Though sink habitats cannot support populations independently, they still contribute to overall species viability. They expand the range of the species and increase overall abundance, both of which help to buffer against environmental stochasticity (Carroll et al. 2003).
For some species, habitat is perceived as discrete patches. For example, the scattered sloughs in a prairie landscape constitute discrete habitat patches for frogs and other wetland species. If the patches are sufficiently isolated from each other, a population may be divided into subpopulations that exhibit semi-independent dynamics. In this case, the assemblage of subpopulations is referred to as a \textit{metapopulation} (Hanski 1998).

If the patches of habitat are relatively small, the individual subpopulations may be vulnerable to decline or extinction from the stochastic and genetic processes we discussed earlier (Hanski 1998). But there also exists the possibility for rescue through emigration from neighbouring subpopulations. The overall metapopulation is said to be in an equilibrium state when the processes of loss and rescue are in balance. The main parameters influencing these dynamics include:

\begin{itemize}
  \item Patch size. Large patches are more stable and produce more migrants.
  \item Degree of environmental synchrony among patches. The potential for rescue improves when patches do not experience the same pattern of fluctuations.
  \item Dispersal ability. Movement is affected by species-specific dispersal traits and by the permeability of the non-habitat matrix.
  \item Distance between patches. Longer distances reduce the number of immigrants, but also reduce the level of
\end{itemize}
environmental correlation, so the effects on viability are complex.

In natural landscapes, species that exhibit metapopulation dynamics normally have sufficient dispersal ability to keep subpopulation decline and rescue in balance and to maintain gene flow. Again, natural selection has long ago weeded out species unable to do so. However, anthropogenic disturbance can easily disrupt this equilibrium, either by reducing the viability of individual subpopulations or by changing the permeability of the matrix (Mennechez et al. 2003).

Human development also can produce metapopulations artificially, by fragmenting the habitat of previously continuous populations (Fig. 6.10). This has occurred extensively in the Agricultural South (Fig. 5.5). The viability of such nouveau metapopulations is not guaranteed because connectivity among remnant patches may be low under such artificial conditions, at least for some species (Tucker et al. 2018).

Fig. 6.10. Metapopulation dynamics can arise when habitat is fragmented through human land use. In this agricultural landscape in southern Ontario, only scattered patches of the original forest remain. Credit: Google.

Species Range

The range of a species is the overall geographical area in which its populations are found. In the simplest case, where limiting factors exist as uniform gradients, we would expect a species to be most abundant in the centre of its range and progressively decline toward the periphery. However, limiting factors in real landscapes often exhibit non-uniform patterns; therefore, species distributions are typically quite complex (Sexton et al. 2009; Boakes et
Gaps in distribution may exist within the range, and the centre need not have the highest abundance (Gaston 2009).

Range boundaries are also influenced by the interplay between dispersal and environmental stochasticity (Hargreaves et al. 2014). If environmental variability is low, species may routinely occupy sink habitat in peripheral regions through ongoing emigration from source habitat. Conversely, in the face of high environmental stochasticity and low dispersal ability, areas where the carrying capacity is only marginally positive may be unoccupied. Because of these processes, fragmentation of population structure is common along range margins.

Limiting factors may systematically change over time, redefining the region in which populations can persist. Human disturbances have been the main driver of such systematic changes, leading to widespread range contractions in many species (Channell and Lomolino 2000). More recently, ranges have begun to shift as a result of climate change. In this case, all species are affected (see Chapter 9).

When environmental conditions undergo systematic change (regardless of the cause), population responses may lag behind. Disequilibrium is most likely to occur in species with long generation times (e.g., trees) and when the pace of environmental change is rapid. In the case of deteriorating conditions, demographic lags may result in populations that continue to exist while on an extinction trajectory. Such populations represent an extinction debt (Kuussaari et al. 2009).
The general principles that have emerged through strategic modelling form the foundation of species-level conservation. But broad concepts and principles can only go so far. Applied conservation also requires attention to the unique characteristics of individual populations in real landscapes, especially for the assessment of risk and the efficient allocation of conservation efforts. This is the purview of field research and associated tactical models. Not all conservation practitioners will be directly involved in conducting field studies and modelling, but most will be users of the information provided and need to be able to assess it critically and apply it effectively.

Most tactical models are statistical models that mathematically summarize important patterns and relationships in the data generated by individual observational studies. Tactical models can also be constructed by combining the findings from multiple observational studies into a composite process-based model. Both approaches are used in applied settings to generate predictions that support management decisions. These models also can identify the factors that are most influential in a system and pinpoint where key uncertainties lie. This information provides guidance for future field research and helps managers understand the reliability of the predictions being made.

There are three main categories of tactical models (Fig. 6.11):

1. **Habitat models**, for the study of habitat selection and species distribution
2. **Population models**, for the investigation of population dynamics and viability
3. **Landscape models**, for the study of connectivity patterns and the exploration of population responses to landscape changes from anthropogenic disturbance and climate change
In practice, hybridization among these model categories is common, and arguably essential in many applications. But for the sake of clarity, we will treat the various modelling categories as discrete entities, emphasizing the intended purpose of each approach and its main assumptions and limitations. In the case studies presented in Chapter 11, we will see how tactical models are used in real-world applications.

**Habitat Models**

Habitat models are used to gain insight into the basic ecology of a species and to make predictions that inform management. At the local scale, the main interest is identifying the habitat types that are most important to a species so they can be maintained through management prescriptions and guidelines.

At broader scales, the main interest is in identifying geographic regions that feature high-quality habitat. This information is used to select optimal sites for species reintroductions and for the establishment of protected areas (e.g., Nielsen 2006). It also can inform the designation of critical habitat under SARA (see below). Habitat studies are also integral to determining range extent and range trends, which are often incorporated into status assessments and management targets (Loehle and Sleep 2015).

Most habitat modelling involves the statistical extrapolation of data collected in observational field studies (Lele et al. 2013). Statistical approaches are used because it is generally not feasible to study all individuals in a population. We sample a subset of the population and then use models to infer habitat relationships for the entire population.

The data for statistical habitat models are collected in a variety of ways. A common approach is to survey usage...
along transects or at specified locations. Usage is determined by visual sighting (e.g., aerial surveys of large mammals), auditory detection (e.g., breeding bird surveys) and evidence of recent use (e.g., snow tracking). In recent years, camera traps, acoustic recorders, and DNA markers have greatly augmented the collection of survey data (Steenweg et al. 2017).

Another common approach for collecting usage data is to track the movement of individuals using attached location transmitters (Fig. 6.12). In the past, these transmitters emitted radio signals that required manual relocations to be made using portable antennas. More recently, tracking devices have been developed that automatically take GPS locations at timed intervals, providing much greater detail on movement paths (Hebblewhite and Haydon 2010).

To determine habitat associations, data also must be collected on relevant environmental variables. Our ability to do this effectively has undergone tremendous improvement over the last two decades, with the advent of geographic information systems (GIS) and multi-layered spatial datasets. By documenting the distribution of habitat types across the entire study area, it is possible to determine not only which habitat types are being used, but which are being actively selected. We say that a habitat type is being selected if its proportional use exceeds its availability in the study area (Aarts et al. 2012; Boyce et al. 2016).

Analytical approaches have evolved alongside advances in data collection and data processing. The relevant approaches fall into two main categories. Resource selection functions (Lele et al. 2013) explain and predict habitat selection by individuals at the local scale, and species distribution models (Elith and Leathwick 2009) explain and predict patterns of species occurrences at broad scales. The statistical methods used by these two approaches are broadly shared, so it is mainly scale and purpose that differentiate them (Aarts et al. 2012). Newer approaches, such as step selection functions, have been developed to handle the large amounts of data being generated in GPS-based tracking studies (Thurfjell et al. 2014).

An older form of habitat modeling, widely used in the twentieth century, is habitat suitability index modelling, a quasi-mechanistic approach (Schamberger et al. 1982). The development of these models begins with a review of the literature to identify the habitat variables most strongly related to population dynamics of the species of interest. Using expert opinion, these variables are then qualitatively combined into an equation that provides an index of habitat quality. Today, quantitative statistical approaches are preferred; however, habitat suitability index modelling still has a role in cases where the detailed datasets needed for quantitative analysis have not or cannot be collected (e.g., Stevens et al. 2008).
All forms of habitat modelling are subject to various limitations that users of the results need to consider. There are three main areas of concern: reliability of estimation, differences between habitat selection and habitat importance, and inappropriate extrapolation.

Problems with reliability arise from the challenges inherent in sampling biological systems. Depending on the species, habitat associations may vary by age, sex, season, and year (Alldredge and Griswold 2006). Relationships also can be affected by habitat availability and its distribution, since animals can only select from what is on offer (and this might not include what is most desired). In addition, observed associations can be influenced by detection biases and by errors in the classification of environmental variables (Wilson et al. 2005; Burton et al. 2015). The latter is a common problem when satellite imagery is used to specify vegetation types (Rocchini et al. 2013). If these potential sources of variability and bias are not addressed through appropriate sampling design (MacKenzie and Royle 2005), the model will not provide a reliable representation of the system.

A second limitation of habitat models is that selection is not necessarily indicative of importance to demography (Alldredge and Griswold 2006). Much depends on how the environmental variables are specified. If habitat variables are poorly defined, important relationships may be overlooked. Furthermore, some critical habitats, such as those required for nesting, may only be used for limited periods, which can lead to an underestimation of their importance (Alldredge and Griswold 2006).

At broader scales, the interpretation of selection studies may be complicated by demographic processes (Boyce et al. 2016). High-quality habitats might be unused for reasons unrelated to habitat conditions, such as overhunting. Conversely, immigration into sink habitats may result in an overestimation of their value. Consequently, the interpretation of habitat value from selection studies should be done in conjunction with knowledge about the basic ecology of a species.

Finally, as with all statistical models, there are limits to extrapolation. Predictions of habitat use applied within the study area itself are usually sufficiently reliable for decision making as long as no major changes occur in the system (Elith and Leathwick 2009). However, when extrapolating to external regions or to future periods, reliability is unknown.

A key concern is that habitat availability often varies among regions and time periods, and this can influence selection patterns. For example, Canada warblers in New Hampshire select red maple swamp, dominated by red maple, balsam fir, and red spruce, whereas those in the western Canadian boreal forest select old-growth aspen and aspen-spruce mixedwoods (EC 2016). Choices are also influenced by biotic interactions, which may not be constant over space and time (Elith and Leathwick 2009). In the future, as temperatures rise, different rates of northward migration may result in novel species interactions that influence competition and habitat use in new ways (Williams and Jackson 2007).

One solution for predicting habitat selection across larger areas is to expand the study area and another is to create separate regional models (Wiens et al. 2008). The latter is more common because it does not require any sacrifice of detail, and because smaller studies are easier to fund and coordinate. As for modelling future periods, we will discuss the relevant approaches in Chapter 9, in the context of climate adaptation.
Box 6.5. Ecological Niche

A species’ niche can be defined as the range of biotic and abiotic conditions within which its populations can persist without immigration (Araujo and Guisan 2006; Wiens et al. 2010). The conditions being referred to here are related to the limiting factors for population growth we discussed earlier, indicating a direct connection between ecological niche and demography.

There is also a connection between niche and habitat. Niche refers to the set of conditions that support existence, and habitat refers to the physical locations where those conditions can be found. This distinction is fairly nuanced, and consequently the terms are often used interchangeably (Whittaker et al. 1973).

A species’ tolerance to individual limiting factors, such as temperature, will often be broader than its observed distribution suggests. This is because a species will only occur where all of its essential parameters are within acceptable limits. Moreover, distributions are strongly influenced by competition and other biotic interactions. Therefore, it is useful to differentiate between the fundamental niche of a species, referring to its complete range of tolerances, and the realized niche, which is what we actually observe.

Here again, there is a lack of consistency in the criteria used for making this distinction (Araujo and Guisan 2006).

In conservation applications, we are mainly concerned with the realized niche. Strictly speaking, the realized niche includes anthropogenic disturbances as a limiting factor. However, in practice, it is common to differentiate the ecological niche that exists under natural conditions from the niche that is realized in landscapes impacted by humans.

The term “ecological niche” is also used to describe the functional role of a species within a community, particularly in relation to its food and enemies. In this usage, a species’ niche is seen as a collection of structural, physiological, and behavioural adaptations that has evolved in the context of competition with other species. This form of niche is associated with the concept of competitive exclusion, which posits that no two species can indefinitely occupy the same ecological niche, driving evolutionary differentiation (Levin 1970).

Population Models

Tactical population models were initially developed to support the management of species that are harvested. The core concept in this application is maximum sustained yield (Sissenwine 1978), in which harvest rates are tailored to achieve a population density that delivers maximal population growth (i.e., the top of the curve shown in Fig. 6.2). Such models have been used to predict the maximum sustained yield under varying environmental conditions and alternative harvest scenarios (Taylor et al. 2008).

Tactical population models are also used in the management of species at risk (Boyce 1992). Here, the emphasis is on modelling population trends with the aim of characterizing the risk of extinction, prioritizing threats, exploring alternative management approaches, and identifying key uncertainties.

In population models, abundance is a function of the population birth rate and the population death rate, often
broken down by age class and sex. These two core variables are in turn influenced by other factors, such as habitat protection measures and artificial rearing. The choice of model components is based on what is relevant to the species of interest, constrained by the availability of information. In most cases, a link to habitat is warranted, but it is not always the most important factor. Knowledge gaps often stimulate additional field research, leading to later revisions of the model and evolving model complexity.

Model construction begins with a conceptual model that maps out the main components of the system and qualitatively describes the linkages between them. This conceptual model is then typically implemented as a computer simulation, which permits rapid exploration of the system's behaviour. To run the model, the variables are parameterized using data from relevant field studies. Many models allow parameter values to fluctuate at each time step (within natural bounds) to simulate stochastic processes. Because each run produces a different result, the behaviour of stochastic models must be summarized over hundreds or thousands of runs.

As output, population models provide the predicted size of the population over time. In many cases, the raw population trend is itself of primary interest. In other cases, the emphasis is on population viability, expressed as the mean time to extinction across all runs. Viability is sometimes also expressed as the \textit{minimum viable population size}, which is the minimum number of individuals required to achieve a specified probability of persistence (Shaffer 1981). This amounts to an expression of acceptable risk and requires a time period to be specified. For example, we might seek a population that has a 99% chance of surviving for the next 100 years.

In practice, population modelling is often exploratory. Parameters under management control may be run at different levels, corresponding to alternative management strategies. For example, the relationship between population trends and habitat supply might be explored by varying the amount of habitat available to the species (Fig. 6.13). Because parameter values are rarely known with precision, it is common to run the model across a range of likely values. This is known as \textit{sensitivity testing}. Such testing is useful for quantifying uncertainty and identifying the parameters that are most influential. Parameters that are both influential and poorly characterized are a priority for future research.

As with habitat models, population models are subject to limitations that end-users should be aware of (Flather et al. 2011). To begin, the relationships in population models are based on correlative field studies and are subject to all the limitations of these kinds of studies.

More generally, even the most complex population models suffer from missing relationships and other knowledge gaps. Ecological data are difficult and costly to obtain, so only a subset of the factors and relationships that
affect a population can be incorporated. Modellers must work with what they have and hope that the missing relationships have limited effect or are accounted for indirectly. However, it is impossible to know this with any certainty.

Given these limitations, we should not expect population models to be omniscient predictors of the future (Boyce 1992). The quantitative estimates of population size they provide are often just coarse approximations, especially in species at risk, which are generally subject to major knowledge gaps (Fieberg and Ellner 2000; Morrison et al. 2016). The main utility of these models is in providing insight into the relative importance of the threats facing a species, helping managers allocate limited conservation resources efficiently (Boyce 1992). In addition, meaningful comparisons can often be made among alternative management approaches, aiding in the identification of the most effective approach. In summary, population models allow us to consolidate what we know about a system and thereby inform management decisions, but we must remain attuned to their limitations.

### Landscape Models

Landscape models are used to explore landscape connectivity and landscape dynamics. These models incorporate elements of both habitat and population models and can be thought of as an extension of these other approaches.

**Landscape connectivity models** are used to predict how individuals move within a given landscape. Management applications are typically focused on identifying critical movement corridors so they can be protected (see Chapter 7).

Connectivity modelling usually begins with the production of a so-called “resistance” layer, which characterizes the permeability of a given landscape to animal movement (Rudnick et al. 2012). The resistance layer is generated within a GIS by assigning different levels of permeability to landscape patches or pixels based on their composition and structure. Permeability rules may be derived from models of habitat suitability, gene flow, or individual-based movement (Rudnick et al. 2012). Alternatively, if the data required for detailed modelling are not available, permeability may be based on the level of habitat disturbance (Koen et al. 2014a).

With a resistance layer in hand, various techniques are available to identify optimal movement pathways, as well as movement pinch points that are priorities for management intervention (Rudnick et al. 2012). Least-cost path modelling has been commonly used for this purpose in the past (Rouget et al. 2006; Poor et al. 2012). Newer methods are also being employed, such as circuit theory, in which animal movements are simulated as an electric current in a resistance network (Pelletier et al. 2014; Proctor et al. 2015).

The development of a resistance layer invariably involves simplifications because detailed information on movement behaviour is difficult to obtain and because there are practical limitations on model complexity. In most cases, the resistance layer provides only a coarse approximation of how organisms move through real landscapes (Rudnick et al. 2012). For many applications, such as the identification of critical movement bottlenecks, this may suffice.

Landscape models are also used to explore the effects of landscape change on population dynamics. Some appli-
cations focus on individual species and can be considered enhanced versions of the population models we dis-
cussed earlier. The purpose of adding landscape dynamics is to increase model realism. In other applications, the
emphasis is on modelling landscape changes, with the aim of supporting land-use decision making. These types
of models usually incorporate sub-models to track the effects of landscape change on selected output indicators.
The sub-models used to predict focal species responses are typically fairly simple.

Landscape models are also used to estimate the **minimum viable area** of a species, representing the geographic
correlate of minimum viable population size (Brito and de Viveiros Grelle 2004). These models are subject to the
limitations of population viability modelling discussed earlier.

Finally, landscape models are used to predict the effects of climate change on populations. Most applications
involve bioclimatic envelope models—a form of species distribution model—to predict range shifts under alter-
native climate warming scenarios. Less commonly, mechanistic models are used to investigate transitional
processes. We will discuss these types of models in Chapter 9.
Recovery Planning

Planning is a central element of conservation. This is where social values and scientific knowledge come together to inform decisions about what we will do and where we will do it. It is here that the broad goal of maintaining biodiversity is translated into operational terms.

In this chapter, we will focus on planning as it pertains to the management of species at risk in Canada. The emphasis will be on the mechanics of the process and the practical challenges inherent in moving from policy to practice. We will touch on planning again in Chapter 7, in the context of integrated landscape management, and in Chapter 10, in the context of structured decision making. Chapter 11 provides some practical examples of species recovery planning.

As recounted in Chapter 3, the federal and provincial governments share responsibility for managing species at risk. Although SARA is national in scope, it only applies directly to areas of federal jurisdiction, including the territories, oceans, national parks, some freshwaters, and most migratory birds. The primary responsibility for managing terrestrial species falls to the provincial governments, under provincial species at risk legislation and other wildlife laws. In practice, the federal and provincial governments coordinate their efforts, albeit somewhat uneasily. Provincial cooperation is motivated by the fact that SARA includes “safety net” provisions that come into effect if a province fails to meet the protection standard prescribed by SARA (GOC 2002, Sec. 80.4). The following discussion of species at risk management is based on the federal process.

Overview of SARA

Under SARA, the key steps in the recovery process, as well as timelines, are explicitly defined in law, distinguishing SARA from most other Canadian conservation legislation. The process begins with an assessment by the independent Committee on the Status of Endangered Wildlife in Canada (COSEWIC). COSEWIC commissions status reports on potentially at-risk species and then provides a status recommendation to the federal government, patterned on an international framework (Mace et al. 2008). The categories are: extinct, extirpated, endangered, threatened, of special concern, and not at risk. The government has nine months to either accept a recommendation (i.e., to “list” it), decline it with cause, or return the issue to COSEWIC for further clarification (GOC 2002, Sec. 27.1).

The intent of this two-step listing process is to separate the scientific and political aspects of conservation decision making. COSEWIC’s assessments are to be based strictly on the biology of the species, leaving the consideration of feasibility, cost, and social and political ramifications to elected officials (ECCC 2016a).

Species that are subject to commercial harvest and Indigenous harvest (particularly in Nunavut) have often been denied listing on socio-economic grounds (Findlay et al. 2009). Marine fish have been the most affected. A review of COSEWIC listing recommendations for these species found that 71% were denied (McDevitt-Irwin et al. 2015). According to Schultz et al. (2013), the bias against marine species is not just related to economic impacts but also reflects the fact that ocean wildlife is under federal jurisdiction (i.e., the implications of listing hit closer to home). Such systematic circumvention of SARA is contrary to what was intended by lawmakers when they passed the Act.
Once a species is listed in the SARA registry, a recovery strategy must be prepared within one year if the species is endangered, and within two years if the species is threatened (GOC 2002, Sec. 42.1). For species of special concern, a management plan is required within three years, and the emphasis is on preventing further declines rather than on recovery. The planning process is overseen by the relevant federal agency: Fisheries and Oceans Canada for aquatic species, Environment and Climate Change Canada for terrestrial species, and Parks Canada for species within national parks. Strategies are developed by species-specific recovery teams composed of government staff and external experts.

Recovery strategies are largely science based, drawing on published reports and the knowledge of domain experts. Strategies follow a standard format that includes the following elements:

- Species biology, including distribution, population size and trends, habitat needs, and limiting factors
- Threat analysis, with at least a qualitative ranking of importance
- Assessment of whether recovery is feasible, accounting for reproductive capacity, habitat availability, potential for threat mitigation, and existence of practical recovery techniques
- Recovery goal and objectives
- Recovery approaches
- Identification of critical habitat
- Knowledge gaps and priorities for future research

After a recovery strategy is completed, the federal government must develop an action plan, in consultation with stakeholders. Action plans define the management steps that will be taken to achieve the objectives outlined in the recovery strategy (GOC 2002, Sec. 49). It is at this stage that socio-economic factors are considered, rather than in the recovery strategy. The government must monitor the action plan and report on progress toward meeting recovery objectives five years after the plan comes into effect (GOC 2002, Sec. 55).

Recovery planning is subject to several limitations (SPI 2018). Species at risk are notoriously difficult to study, and funding for research is limited. Species like woodland caribou and killer whales, which have been studied intensively, are the exceptions rather than the rule. For most species at risk, recovery teams have only basic information on distribution and threats to work with, and little or no tactical modelling.

There are also process-related problems to contend with. As previously noted, many species are denied listing and never even enter the planning process (McDevitt-Irwin et al. 2015). For listed species, planning is frequently subject to delays at both the recovery strategy stage and the action planning stage (AGC 2013). Moreover, most recovery strategies to date have not identified critical habitat as required (Bird and Hodges 2017). Matters have improved in recent years, following several successful court challenges (FCC 2014). However, none of the process deficiencies have been fully remedied.

Finally, the mechanisms for plan implementation are poorly developed and many plans languish at this stage. SARA acknowledges the need to consider other social objectives but does not describe how trade-off decisions are to be made. Implementation is also hindered by the split between federal and provincial responsibilities (i.e., federal planning and provincial implementation).

No unifying framework exists for managing focal species that are not listed as species at risk. For harvested species, policies and plans are usually developed by fish and wildlife departments and forestry departments at the
regional or provincial scale. These plans reflect local interests and priorities. In some cases, the aim is to maintain historical population levels, as described by NRV. More often, the objective involves some combination of ecological and social outcomes, taking the costs and benefits of management actions into account. Species that are not harvested generally do not have formal management plans and are instead managed through landscape-scale conservation approaches.

**Incorporating Genetic Diversity**

Different geographic regions exert different selective pressures. Consequently, wide-ranging species often exhibit local genetic adaptations. These adaptations are not always obvious but can be demonstrated through transplant experiments. For example, aspen from Minnesota exhibit almost twice the biomass growth of local aspen when transplanted to Alberta (Schreiber et al. 2013). In turn, Alberta aspen exhibit traits, such as late bud break, that are protective against exceptional spring frosts that occur sporadically in Alberta but not in Minnesota (Li et al. 2010).

The development of local adaptations is counteracted, to a variable degree, by dispersal, which tends to homogenize populations (Fraser et al. 2011). The development of local adaptations also depends on how much environmental variability a species experiences. Consequently, the degree of spatial structuring varies among species. Some species feature genetically distinct populations with low rates of genetic mixing, whereas other species exhibit genetic homogeneity over large geographic regions (Laikre et al. 2005). Intermediate forms, like aspen, may exhibit continuous genetic change over geographic distance (Fig. 6.14).
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Local genetic adaptations are important to conservation because they maximize the fitness of individual populations and they provide genetic variability for adapting to change at the species level (Lande and Shannon 1996).
The challenge conservationists face is determining the appropriate genetic unit for protection (Waples 1998). The basic objective is to identify subsets of a species that have genetic attributes important to overall species viability. These are referred to as “evolutionary significant units” (Ryder 1986). The difficulty is in establishing the link between genetics and species viability and in determining the appropriate level of importance (Waples 1998).

In Canada, COSEWIC uses a set of guidelines (Green 2005) to identify so-called “designatable units” below the species level, on a case-by-case basis. The main criteria include disjunct range, occupancy of different ecoregions, and genetic distinctiveness. In each case, differentiation is made only if the individual units also differ in conservation status. If the units share the same status, there is no practical value in distinguishing them because they will receive the same management treatment.

As with any such system, COSEWIC’s approach to selecting designatable units has shortcomings. Genetic sampling across broad regions is difficult and expensive, even with indirect sampling techniques (e.g., using hair and scat samples). As a result, only a relatively small number of species have been well studied. Moreover, the relationship between genetic variability and fitness is poorly understood, and quantitative analysis is generally not possible (Green 2005). In practice, COSEWIC bases its decisions on expert opinion, and most designatable units are defined very coarsely (e.g., broad regional populations such as “eastern” and “boreal”).

There are no formal mechanisms or requirements under SARA for maintaining genetic diversity below the level of designated units. Therefore, the consideration of fine-scale genetic structure in recovery plans is quite variable. For species reduced to very small populations, the maintenance of all remaining genetic variance and the avoidance of inbreeding are often identified as major management concerns, particularly when artificial breeding programs are used. For other species, genetics may be addressed indirectly, through recovery objectives that seek to maintain the species across its entire range. Some recovery strategies make no reference to genetics at all.

For focal species not listed under SARA, the consideration of genetics is generally quite limited, with certain exceptions. For example, replanting programs (e.g., commercial trees) and restocking programs (e.g., sport fish) often include measures to ensure that local genotypes are maintained. In addition, management plans for species with highly fragmented populations may include measures to avoid inbreeding. For most other species, genetic considerations are handled indirectly through distribution objectives, if at all.

**Setting Objectives**

The articulation of objectives is central to the planning process—it is what motivates and directs management action. For species at risk applications, objective setting must account for differences in the status of individual species. What needs to be done, and what is feasible to do, is much different for a species on the precipice of extinction as compared to a widely distributed species that is undergoing a slow decline. SARA defines a hierarchical objective composed of three elements: (1) to prevent wildlife species from becoming extinct, (2) to provide for the recovery of wildlife species that are threatened as a result of human activity, and (3) to manage species of special concern to prevent them from becoming threatened (GOC 2002, Sec. 6).
Under SARA, recovery is a multistage process (Fig. 6.15). For species on the edge of extinction, the emphasis is on ensuring survival in the immediate future. Addressing the compound risks associated with small population size is paramount. Once immediate survival is assured, the focus shifts to securing long-term recovery. The aim of recovery is to “return the species to whatever its natural condition was in Canada prior to being put at risk by human activities” (ECCC 2020). This entails additional population growth, range expansion, and the establishment of multiple distinct populations. The long-term recovery goal serves as a beacon, providing context and direction for the overall recovery process.

For many species, the historical condition is not achievable because of irreversible ecological changes. In such cases, the recovery endpoint is the best outcome that is biologically and technically achievable (Fig. 6.15). Socio-economic constraints also affect recovery outcomes, but they are addressed later in the planning process, not when setting biotic objectives (ECCC 2020).

Policymakers have not yet determined how to accommodate climate change when setting species recovery objectives. Using historical conditions as the reference state remains serviceable for the time being because climate-induced ecological changes are not yet widespread. But going forward, we will need to transition to a dynamic reference state that is robust to climate change. We will explore the options for doing so in Chapter 9.

### Identifying Critical Habitat

SARA stipulates that recovery strategies must define critical habitat, but this has proven to be challenging (Bird and Hodges 2017). The process has suffered from protracted delays, non-compliance, and a lack of policy guidance (Martin et al. 2017). New policy has recently been developed to provide additional direction (ECCC 2016b), and compliance is now improving (Bird and Hodges 2017).

The process of defining critical habitat under SARA has three steps: (1) assemble and assess the available data; (2) identify critical habitat, including its geographic location and biophysical attributes; and (3) describe the specific threats to the identified habitat. It is acknowledged that data inadequacies will exist for most species at risk. SARA policy (ECCC 2016b) suggests that recovery teams should generally do the best they can with existing data:

> The fact that there will be better and/or more information on which to base critical habitat identification at some point in the future cannot be used as a reason to delay identifying critical habitat to the extent possible, based on the best information available at this time. If all of the critical habitat cannot be identi-
fied based on the best available information, then critical habitat will be identified to the extent possible. ... Critical habitat identification is often an iterative process and partial identification may be possible in advance of full identification. (pp. 12–16)

When identifying critical habitat, recovery teams are guided by SARA’s definition: “critical habitat means the habitat that is necessary for the survival or recovery of a listed wildlife species” (GOC 2002, Sec. 2). As previously noted, socio-economic implications are intended to be addressed at the action planning stage, rather than when critical habitat is being identified (ECCC 2016b).

In most recovery strategies to date, critical habitat has been identified on the basis of known use (Camaclang et al. 2015; Martin et al. 2017). For example, critical habitat for the loggerhead shrike (*migrans* subspecies) is identified as patches of suitable grassland occupied by a confirmed breeding pair during the period 1999–2008, along with any other suitable patches within 400 m of a nesting site (EC 2015). A shortcoming of this approach is that it provides no assurance that there will be sufficient habitat for species survival, let alone recovery (Camaclang et al. 2015; Martin et al. 2017). The survival of many species at risk requires populations to increase from critically low levels, with a concomitant need for habitat that is currently unoccupied. Habitat requirements for full recovery are even greater.

The upshot is that there still is a gap between policy and current practice. Critical habitat is being defined very narrowly (if at all) and generally supports only immediate needs rather than long-term survival and recovery. This may improve over time, as additional field studies and modelling enable the identification of critical habitat on the basis of population recovery needs rather than current use. But progress will be slow unless additional staff and research funding are brought to bear (Bird and Hodges 2017; Martin et al. 2017).

In the final step, recovery teams must characterize the threats to critical habitat, providing the basis for protection measures. Threats include all activities that may degrade critical habitat, either permanently or temporarily, “such that it would not serve its function when needed by the species” (ECCC 2016b, p. 22). Detailed assessments are needed because, in practice, protection measures most often involve the mitigation of specific threats rather than the establishment of formal protected areas.

For species of special concern and other focal species, there is no legal requirement for identifying critical habitat. Therefore, other mechanisms must be used to identify and protect the habitat of these species. This usually entails integrating focal species management objectives into broader land-use planning programs and protected area initiatives, which we will discuss in subsequent chapters.
Taking Action

Under SARA, the implementation aspects of recovery planning are captured in action plans, which must include the following components (GOC 2002, Sec. 49.1):

- A statement of measures to address threats and achieve recovery objectives, as well as an indication of when those measures will take place
- A statement of measures to protect critical habitat, to the extent that it has been identified
- Methodology for monitoring and reporting on the recovery of the species
- An evaluation of the socio-economic costs of the action plan and the benefits to be derived from its implementation

Although SARA places explicit prohibitions on the destruction of critical habitat as well as on the killing, harming, and capturing of listed species (GOC 2002, Sec. 32 and Sec. 58), these are not ironclad assurances of protection. SARA allows companies and individuals to apply for permits that allow some incidental harm, so long as it does not “jeopardize the survival or recovery of the species” (GOC 2002, Sec. 73).

Furthermore, SARA’s prohibitions only directly apply in areas of federal jurisdiction. Provincial governments make their own decisions about how action plans will be implemented and how critical habitat will be protected on provincial lands. SARA does contain “safety net” provisions that may come into force if a province does not provide adequate protection. However, they have only been used once, for protection of the sage grouse, and only after a successful court challenge (Olive 2015). The reality is that the federal government will not readily intrude into areas of provincial jurisdiction.

Finally, recovery measures are constrained by conflicts with competing land-use objectives. SARA clearly acknowledges that socio-economic factors need to be considered at the action planning stage. However, it is largely mute on how the necessary trade-off decisions are to be made. This has proven to be a point of weakness. Compromises with competing social objectives are often made informally, without transparency or the benefit of a structured decision-making process. In other cases, prescriptions for action are left vague, which avoids conflict but stymies implementation. Because of these shortcomings, there is often little correlation between what is proposed within recovery strategies and what actually happens on the ground.

Land-use conflicts are most acute in the Agricultural South, where recovery strategies must go head-to-head with the livelihoods and legal rights of private landowners. It has long been recognized that species recovery on agricultural lands cannot be achieved by force. Legal arguments aside, heavy-handed efforts to enforce compliance would result in antipathy to recovery programs by landowners, and potentially counterproductive behaviours (Olive and McCune 2017). Furthermore, governments do not have the capacity to monitor the activities of all agricultural producers at all times. Therefore, recovery efforts on private land typically emphasize voluntary collaborative measures that lever the stewardship ethic and positive attitudes toward nature that many farmers and ranchers hold (Henderson et al. 2014).

A contentious aspect of SARA is the reference it makes to compensation (GOC 2002, Sec. 64). On the one hand, it seems unfair to expect individual farmers and ranchers to bear the full economic costs of species protection on
behalf of society (Olive 2016). On the other hand, paying compensation sets a dangerous precedent, namely that government will pay private parties, including businesses, for complying with environmental legislation (Smallwood 2003). To date, little money has been paid to farmers as direct compensation for conservation activities. Instead, funding programs, such as the federal Habitat Stewardship Program, generally direct funding to communities and organizations that secure or restore habitat or undertake outreach activities (ECCC 2017a).

In the following sections, we will review the main types of recovery measures included in action plans for species at risk and management plans for other focal species. Working examples are provided in the case studies in Chapter 11. Discussion of monitoring programs is deferred to Chapter 10, as these programs are common to many forms of conservation.

**Habitat Protection**

Habitat loss and degradation are a concern for most focal species, so habitat protection is among the most widely used conservation measures. The preferred method, from a conservation perspective, is to establish one or more formal protected areas where all resource use is prohibited. But because of land-use constraints, it is rarely possible to establish protected areas tailored to the needs of individual species. Instead, protected areas are usually established through regional initiatives that seek to maximize conservation benefits across multiple species. The needs of focal species must be integrated into these broader planning initiatives (see Chapter 8).

SARA does not demand a prohibition on all human activities within critical habitat, just that the functional role of the habitat be maintained. Therefore, habitat protection often takes the form of limited prohibitions, aimed at curtailing specific types of activities or maintaining specific habitat features. In some cases, blanket prohibitions may be applied, but only for limited periods, such as during the breeding season.

The farther we move from comprehensive protection to narrowly applied prohibitions, the greater the risk that important threats, or the cumulative effect of minor threats, will not be sufficiently accounted for. But higher levels of protection imply less opportunity for resource development. Thus, the determination of how much protection to apply is partly a matter of science, to describe the prohibitions needed to maintain habitat function, and partly a matter of social choice, to identify an acceptable balance among competing objectives.

An important complication in applying habitat protection measures is that the agencies responsible for implementing action plans—primarily provincial fish and wildlife departments—have limited authority over land management. They must collaborate with the agencies and individual landowners that do have this authority. These collaborations can take various forms and are subject to complex power dynamics. In some cases, conservation practitioners simply supply advice or request that the needs of a species be considered (see Box 6.6). In other cases, demands for protection may be harder-edged.

The form of protection applied depends on the type of land management prevalent within a species’ range. On public lands subject to resource development, habitat protection is often achieved through industry operating regulations and voluntary best practice guidelines. Land-use planning and protected area initiatives are also important avenues for achieving protection and connectivity. On private land, protection measures include volun-
Box 6.6. Action Plans with Little Action

Because of planning compromises, many action plans lack strong habitat protection measures, even for species that are highly endangered. The action plan for piping plovers in Ontario (EC 2013) provides an example. The three measures that directly address habitat protection are:

- Encourage stewardship activities that conserve or enhance piping plover habitat and increase nesting success
- Incorporate piping plover habitat needs in beach management plans for public and municipal lands
- Continue to provide advice and recommendations to the Lake of the Woods Control Board regarding water level management on Lake of the Woods

It seems unlikely that these non-specific and largely voluntary measures will be sufficient to ensure that the piping plover's habitat needs are secured.

Mitigating Threats

As we saw in Chapter 5, species face a wide range of threats besides habitat loss and degradation. Overharvest, invasive species, pollution, disturbance, and altered ecosystem function are among the most common. In practice, mitigation of such threats is rarely undertaken until there is clarity about what can and should be done, especially if it involves regulation. Consequently, the recovery measures in action plans are often research oriented rather than action oriented.

The action plan for resident killer whales in BC is illustrative (FOC 2017a). A conceptual model is available (Fig. 6.16) that links whale viability with specific threats and these threats with potential management levers. Management levers are opportunities for management intervention that directly or indirectly contribute to a desired outcome. These types of models are often referred to as impact hypothesis diagrams or influence maps. Despite all that is known about the killer whale—it is among the most well-studied species in Canada—most of the recovery measures in the killer whale action plan involve research rather than management actions.
Research is needed because management levers are rarely simple on/off switches. Managers need to know how much of an effect is possible, and how much is necessary, and this requires a detailed understanding of the mechanisms involved. There is often pressure to identify minimum thresholds because management actions usually have associated socio-economic costs.

As with habitat protection, the mitigation of specific threats generally requires collaboration with external parties. Returning to our killer whale example, the availability of salmon as a food supply for whales is a critical factor for viability. However, even though Fisheries and Oceans Canada has the legal authority to regulate salmon fishing under both SARA and the Fisheries Act, fisheries management is a politically charged process that demands nego-
tiation rather than coercion. Some form of negotiation with external agencies and affected interests is a management reality for most species, particularly for those in the Agricultural South.

The methods used to implement mitigation measures are similar to those used to implement habitat protection. Regulation is a frequently used tool and is applied to industrial practices, pollution, access development, and recreation. Such regulations are often designed to support broad conservation objectives rather than the specific needs of individual species. Regulation is complemented by best practice guidelines, stewardship programs, and education programs.

**Augmentation and Reintroduction**

In addition to habitat protection and the mitigation of specific threats, species recovery can be enhanced by augmenting the growth of existing populations and by reintroducing populations into abandoned areas of former range (Fraser 2008; IUCN 2013). Successful Canadian reintroduction programs have involved peregrine falcons, wood bison, swift foxes, and many other species (see Case Study 4). Populations may also be introduced into new regions, a topic we will discuss in the context of climate change adaptation in Chapter 9.

**Box 6.7. Augmentation Terms**

- **Augmentation:** the release of individuals into an existing population of conspecifics. Also referred to as restocking or supplementation.
- **Introduction:** the release of an organism outside of its historical range. In the context of climate change this is often referred to as assisted migration or assisted colonization.
- **Reintroduction:** the release of an organism into a part of its native range from which it has become extirpated in historical times.
- **Translocation:** the intentional release of organisms from one area into another.

Population augmentation can be achieved either by translocating individuals from a donor population or by increasing the number of young produced locally (George et al. 2009). The latter usually involves some form of captive rearing that protects and nurtures young individuals during their most vulnerable period.

Population augmentation is an adjunct rather than a replacement for other recovery methods. Its main role is to reduce the time that a population spends within an extinction vortex. If the population is to become self-sustaining, the root causes of the initial decline must also be addressed. Thus, habitat protection, threat mitigation, and population augmentation should be seen as parts of an integrated package. Tactical modelling of demographics and habitat can provide valuable insight into how these pieces all fit together and how individual projects can be optimized.

Augmentation projects and reintroductions are time-consuming and costly and should not be undertaken without careful consideration of the factors that contribute to a successful outcome. Indeed, surveys suggest that many
past projects have been unsuccessful (Godefroid et al. 2011; Cochran-Biederman et al. 2015). Furthermore, because of the costs involved, trade-offs with other conservation opportunities need to be considered (though high-profile reintroductions often draw funding from new sources). The IUCN has developed guidelines designed to ensure that reintroductions are appropriate and effective. These guidelines provide a useful starting point for new projects (IUCN 2013).

An important consideration in augmentation programs is the genetic composition of the individuals being released (Armstrong and Seddon 2008). The source population for breeding stock or translocations should be as similar as possible to the target population so that any existing genetic adaptations will be appropriate for the local environment. But it is also important to maximize genetic variability, as this provides the genetic basis for adapting to environmental change (Jamieson 2011).

In fish, where captive rearing is widely used, it has been shown that a decline in fitness from inbreeding can occur relatively quickly (George et al. 2009). For example, without precautions, the loss of fitness in hatchery-reared salmonids may negate any gains from captive rearing in only four to six generations (Bowlby and Gibson 2011).

The choice of release site is another factor that can influence the success of augmentation projects, particularly for reintroductions (Armstrong and Seddon 2008). Selected sites should feature the habitat conditions associated with maximal population growth across multiple ecological and temporal dimensions. This is another role for habitat modelling. In addition, consideration should be given to future human development trajectories. In some cases, lower quality sites may be preferred if they are better protected than higher-quality areas.

Program outcomes are also influenced by the release methodology. Key factors include the number of individuals released, the age at release, the number of years over which releases are made, and the use of “soft release” techniques that allow individuals to gradually acclimatize to their new surroundings (Holroyd and Bird 2012; Cochran-Biederman et al. 2015). In terms of numbers, the general rule is “more is better,” but this is constrained by cost and the health of the donor population.

As for age at release, the aim is to bypass the highly vulnerable stages of early growth. The trade-off is that delayed release increases program costs and may compromise the ability of individuals to exist independently in the wild (Lagios et al. 2015). The optimal choice for each of these factors will differ among species and settings, and some fine tuning through trial and error is generally required (e.g., Mitchell 2011). This calls for an adaptive management approach (see Chapter 10).
Lastly, successful programs require adequate funding, technical expertise, organizational capacity, and continuity (Perez et al. 2012). Stakeholder and public support are also important (Fig. 6.17). In many cases, it is necessary to overcome resistance to actual or perceived constraints on human activities that may accompany a reintroduction. As with the threat mitigation measures we discussed earlier, conservation practitioners usually rely on education, negotiation, and possibly compensation to achieve support.

**Fig. 6.17.** Trumpeter swans were reintroduced to Ontario in the 1980s after being extirpated a century earlier. The reintroduction program was led by a government biologist with support from a large team of volunteers. The population now exceeds 1,000 individuals. Credit: M. Nenadov.
Trade-Offs

Under SARA, the implementation aspects of recovery planning are supposed to be addressed through action plans. But in practice, these plans only take us part of the way there. Most plans describe what we might do, rather than define what we will do. This is because the action planning process has lacked the structure and authority needed to grapple with trade-offs among competing objectives (McShane et al. 2011).

We will begin our exploration of trade-offs by examining the concept of conservation triage. Later, in Chapter 10, we will work through a structured approach to decision making that is designed to handle multi-objective planning. Several case studies involving trade-offs are presented in Chapter 11.

Prioritizing Species: Triage

Trade-off decisions are not limited to conflicts between conservation objectives and competing land-use objectives. There can also be trade-offs between competing conservation objectives, which arise as a consequence of capacity constraints. If we cannot undertake all of the conservation projects we would like, then we need to set priorities. These sorts of trade-off decisions are often referred to as conservation triage (Bottrill et al. 2008) or optimum resource allocation (Joseph et al. 2009), and they have generated considerable controversy within the conservation community. We will examine the debate over conservation triage in detail because it provides useful insights into the complexities of conservation decision making.

In its original battlefield application, triage was a form of medical prioritization used to maximize overall survival in the face of limited resources. Medical care was focused on patients that would benefit most from treatment, and away from patients that were likely to survive without treatment or who were expected to die despite treatment.

In a conservation context, triage has been defined as the efficient allocation of conservation resources to maximize conservation returns under a constrained budget (Bottrill et al. 2008). This is achieved by explicitly accounting for the costs, benefits, and likelihood of success of alternative courses of action. This approach is also referred to as maximizing the return on investment (Murdoch et al. 2007). A prominent example is the prioritization of global conservation opportunities by international organizations like WWF (Bottrill et al. 2008). These organizations funnel their resources to projects expected to achieve the most conservation gain per dollar expended. The concept has also been applied to the prioritization of species, populations, habitats, and mitigation measures, at multiple spatial scales (Carwardine et al. 2008; McDonald-Madden et al. 2008; Joseph et al. 2009; Auerbach et al. 2015; Gerber 2016; Martin et al. 2018). The form of conservation triage that has generated most of the controversy involves the prioritization of species at the national scale.

The proponents of species triage make two key points. First, available conservation resources are usually inadequate relative to conservation need (Gerber 2016). This point is generally not contested. Second, the conventional objective of maintaining all species has the effect of directing a disproportionate share of available conservation
resources to the most endangered species because they are in most urgent need of assistance (Wilson et al. 2011). There is an opportunity cost in doing this, as described by Bottrill et al. (2008):

While resources are spent on actions unlikely to succeed or costly to implement, a whole suite of other assets are likely to receive inadequate investment given a limited budget. The opportunity cost of conservation (i.e. what else could be achieved with the same resources or the opportunities that are lost) is rarely reported or evaluated. (p. 650)

For the proponents of triage, what matters most is overall conservation outcomes, not the fate of individual species. The logical course of action is to allocate available resources with maximal efficiency, “such that the marginal rate of increase in viability is equalized across all threatened species” (Possingham et al. 2002, p. 1). Simply put, the aim is to achieve the greatest good for the most species, given the resources available.

The proponents of triage argue that ethical concerns about allowing some species to go extinct do not enter the debate because species losses are the result of inadequate funding, not the efficient allocation of funding (Bottrill et al. 2008). Moreover, they argue that it is better to make the trade-offs between funding and conservation outcomes explicit rather than allowing the public to believe that commitments to maintain all species can actually be achieved at current levels of funding, which they cannot. In this light, triage is simply honest decision making (McCarthy and Possingham 2012).

Opponents of triage do not dispute the need to make optimal decisions. They challenge the assumptions implicit in the triage concept and, by extension, its ability to achieve optimal outcomes (Jachowski and Kesler 2009; Parr et al. 2009; Buckley 2016; Wilson and Law 2016; Vucetich et al. 2017).

First, the opponents of triage argue that a battlefield analogy is not appropriate because conservation resources are generally not moveable assets like bandages or bags of IV fluid. For example, in Canada, much of the funding for conservation programs comes from provincial governments and resource companies. These organizations want to maintain control over their budgets and spend their money locally, rather than optimize the common good. Furthermore, high-profile species, like the polar bear, attract public interest and act as magnets for conservation funding (Small 2011). Any effort to shift resources away from these flagship species on the basis of increased efficiency will be resisted and could well result in a drop in overall funding levels if public interest in conservation wanes. Finally, much of the cost of conservation comes in the form of trade-offs with other social objectives, and these are generally not transferable. For example, the cost of curtailing the salmon harvest in BC to support killer whales is not something that can be redirected to support pine martens in Newfoundland. If conservation resources cannot be readily reallocated, then we are not implementing triage, we are just abandoning difficult cases.

A second shortcoming of the battlefield analogy is that conservation is an ongoing process supported by a flow of resources, not a fixed store of resources. Consequently, conservation practitioners are responsible not only for the efficient allocation of resources but also for acquiring resources on an ongoing basis. The opponents of triage suggest that this second responsibility is more important than the first, “to think otherwise may be analogous to arranging deck chairs on a sinking ship in the most efficient manner” (Vucetich et al. 2017, p. 3).

The issue here is not simply a matter of misaligned priorities. The opponents of triage maintain that advocating
for triage creates political signals that broadly undermine conservation, outweighing any gains from the efficient allocation of existing resources (Vucetich et al. 2017). Buckley (2016) outlines the problem as follows:

Advocates of species triage ... perceive conservation essentially as an economic optimization problem; and they act as though politics, society, and legislation are a fixed framework, and they are merely tweaking their own operations within that framework. This is incorrect. Advocating triage changes the entire framework. ... The current political norm is that extinctions are highly abnormal and regrettable events, that sometimes occur despite our best efforts to avoid them. These norms are embodied in government policy and legislation, agency mandates and budgets, and in the practical politics of social license. ... The triage view is that extinctions are normal events within the functioning of a human-dominated planet: a very different position. If it is seen as acceptable to conservationists that one species should become extinct, that signals that it is equally acceptable for other species to become extinct. ... In purely pragmatic terms, triage is a poor gambit. (pp. 2–3)

So, an important unintended consequence of triage is that it leaves us rudderless with respect to the objectives of conservation. If we are not trying to prevent the extinction of all species, what exactly are we hoping to accomplish? To suggest that we are optimizing the use of conservation budgets is unsatisfactory because it leaves open the question of how these budgets are determined in the first place. Bereft of the solid ground provided by the objective of maintaining all species, budgeting for species conservation becomes a largely arbitrary process.

This leads us to a third problem with the triage concept, which is ambiguity about what is to be optimized (Wilson and Law 2016; Vucetich et al. 2017). In a battlefield setting, the objective is clear: to maximize the survival of injured soldiers. But this objective cannot be directly extrapolated to species because species, unlike soldiers, are not valued equally. The public places much higher value on charismatic species, and on vertebrates in general, than on simpler life forms (Small 2011). And species that cause us harm are actively targeted for destruction. A different set of priorities exists within the academic sphere, where it has been proposed that evolutionary distinctiveness and contribution to ecosystem functioning are most important (Isaac et al. 2007; Arponen 2012).

There is also a temporal dimension to be considered (Wilson et al. 2011). From a value perspective, proximate and future extinctions are not equivalent. The certainty of loss is higher for species on the precipice of extinction than it is for species not yet endangered, and the consequences of inaction are more immediate and irreversible. The triage approach provides little guidance for how such temporal value determinations should be made, and who should be making them.

The fourth shortcoming of triage involves practical limitations of the optimization process itself. In a battlefield setting, doctors receive continual feedback concerning the outcomes of their triage choices, leading to progressively better decisions. In contrast, species extinction is a long, drawn-out process that is relatively rare in species under active management. Consequently, conservation practitioners must generally rely on mechanistic models or the opinions of species experts, rather than statistical feedback, to predict extinction risk under management.

The opponents of triage argue that such approaches do not provide enough confidence for making irreversible decisions involving the fate of species (Parr et al. 2009; Morrison et al. 2016).

Lastly, the flexibility needed for implementing triage at the species level does not exist under SARA. The law could
certainly be amended to provide this flexibility. However, it is not at all clear that this could be accomplished without generally weakening the protection that SARA provides to species at risk.

Lessons Learned

Despite its shortcomings, the triage metaphor has been useful in drawing attention to the existence of trade-offs among conservation objectives. And while not offering a fully workable solution, it does point us in the right direction. Given the reality of capacity constraints, we must carefully consider how we allocate the resources available to us to ensure that we obtain the greatest possible conservation benefit.

The reason the triage metaphor stumbles when applied to conservation is that it skips over several important decision-making steps. In a battlefield setting, doctors can proceed straight to making triage decisions because the context, objectives, options, and likely outcomes are all well established. In conservation applications, each of these elements require attention.

A common deficiency of species-level triage proposals is that they lack a clear decision frame. Triage is advanced as an abstract concept, unmoored from the institutional apparatus that governs decision making. We don't know who is making the decisions, the scope of their authority, or what resources are available. Many of the unworkable aspects of triage arise from this lack of institutional context. The practical value of the concept becomes evident when it is applied to specific organizations making decisions about matters they can control.

Another weakness of species-level triage proposals is inadequate decision scoping. A fundamental concern of triage opponents is that triage is working at cross-purposes with broader conservation efforts. This indicates that triage is being scoped too narrowly, without consideration of its role in the broader decision hierarchy. Individual conservation efforts should contribute to the same broad goal, and this requires coordination. Failure of coordination can result in unintended consequences.

The triage debate also illustrates the importance of clarifying objectives. Is the intent of conservation to achieve the most conservation benefit for the most species, as the proponents of triage assert? Or do some species matter more than others, as many Canadians believe? As conservation practitioners, we should recognize that the answers to these questions may lie outside of our expertise, even though they pertain specifically to conservation. We are dealing here with social choices that are determined by values, not science. The implication is that decision making about species requires some form of social input to guide the objectives. This is not something that can be taken for granted.

Finally, effective decision making requires innovative thinking with respect to management alternatives. Shifting resources from one species to another is one solution to inadequate capacity, but it is not the only option. For example, instead of pitting one species against the other, we could manage focal species in groups. Prioritization would then be focused on identifying the management actions that have the greatest collective benefit. This is the idea behind multi-species action plans, which have now been implemented in southern Saskatchewan and several national parks (ECCC 2017b; PC 2016). We will examine one of these multi-species plans in Case Study 4, paying particular attention to the resource allocation process that was used.
In summary, the basic concept of optimizing the allocation of conservation resources is sound, but the triage metaphor itself is too simple to be of much value. Moreover, the concept cannot stand on its own. Optimal resource allocation should be seen as a component of structured decision making, which provides the complete framework needed to integrate policy context, social values, and technical analysis (see Chapter 10).
CHAPTER VII
ECOSYSTEM-LEVEL CONSERVATION
Ecosystem-Level Conservation

Objectives

In the late twentieth century, the scope of conservation broadened from individual species to biodiversity as a whole. This led to the development of ecosystem approaches to conservation, often referred to as “coarse-filter” or “landscape-level” methods (Hunter et al. 1988). The new emphasis on ecosystems was, in part, a necessity born of the impracticality of extending the focal species approach to the myriad species comprising biodiversity. A broad-brush approach was needed. In addition, ecosystems were themselves recognized as a component of biodiversity that merited conservation.

Ecosystems can be defined at multiple scales (e.g., a single bog or an entire forest) and they often blend seamlessly from one to the next (e.g., short grassland to tall grassland). Therefore, ecosystems do not constitute discrete targets for conservation the same way that species do. In practice, we delineate ecosystems using classification systems tailored to specific management applications. In many cases, ecosystem-level conservation measures are applied using administrative boundaries, without regard to the ecosystem types involved.

We will begin this chapter with a discussion of the objectives of ecosystem-level conservation. We will then turn to applied conservation methods and their theoretical foundations. Because most ecosystem-level conservation measures are delivered as part of sector-specific resource management programs, our discussion of conservation methods will be organized by industrial sector. At the end of the chapter, we will examine integrated approaches to land management.

As with the last chapter, we will concentrate on conventional conservation approaches, leaving the accommoda-
What Are We Trying to Achieve?

The fundamental goal of conservation is to maintain biodiversity. This implies there is a reference state that we hope to perpetuate or restore. But what exactly is this state?

In general terms, the reference state is usually described as a system under natural conditions. The Oxford English Dictionary defines “natural” as “not made or caused by humankind.” This definition places us in the right vicinity but lacks specificity. Natural landscapes change over time, so there are many versions of “natural” to choose from. It is also unclear how the ecological effects of Indigenous peoples are to be handled (Bjorkman and Vellend 2010). It seems inappropriate to treat ancient hunter-gatherers apart from nature.

What is missing from the dictionary definition of “natural” is context. The “what” of conservation becomes clear once we understand the “why.” As recounted in Chapter 2, the modern concept of conservation emerged in the last half of the twentieth century as a societal response to the widespread environmental degradation caused by rapid industrial development. Thus, conservation is fundamentally motivated by a desire to protect biotic systems from anthropogenic threats. And the focus is squarely on the impacts of modern society, not what Indigenous peoples did in the distant past. It follows that the appropriate ecological reference state for conservation is the condition of a species or ecosystem as it would be, today, in the absence of the anthropogenic disturbances we discussed in Chapter 5. When we encounter or use the term “natural” in applied conservation, we should consider it a shorthand label for this ecological reference state (Fig. 7.1).
Defining the Ecological Reference State

To serve as a management objective for conservation, the ecological reference state must be quantified across all the constituent elements of biodiversity. At the ecosystem level, the relevant components are composition, structure, and function (Wurtzebach and Schultz 2016). Ecosystem composition refers to the variety and abundance of species in a given system. Structure refers to the spatial arrangement of ecosystem components across multiple scales. For example, in forested landscapes, local-scale structure includes the three-dimensional physical structure of a forest stand, and landscape-scale structure includes the mosaic pattern created by the spatial arrangement of individual stands (Shorohova et al. 2023). Function refers to the ecological processes characteristic of living systems, such as succession, nutrient cycling, predator-prey dynamics, and dispersal.

When quantifying the ecological reference state, it is important to recognize that biotic systems are dynamic.
Through natural processes, such as wildfire and animal migration, the elements of a system are in constant flux. Some elements change over the course of the day, some over the course of a year, and others over decades. Consequently, the reference state cannot be captured by a single snapshot in time. Instead, we must characterize the reference state in terms of the natural range of variability (NRV; Keane 2009).

**Box 7.1. Ecological Integrity**

Ecological integrity is a summary measure that describes the condition of an ecosystem relative to its ecological reference state (Wurzbebach and Schultz 2016). The closer a system is to a pristine condition, the higher its integrity. In practice, ecosystem integrity is used mainly as a concept rather than as a practical assessment tool. This is because ecosystems are too complex to be distilled down to a single summary measure. For applied conservation, we measure indicators of individual ecosystem components and express their status relative to the natural state.

In ecosystem applications, NRV is a statistical summary of the mean and variance of biotic elements and processes in a given area under natural conditions (i.e., in the absence of anthropogenic disturbance). The challenge we face in quantifying NRV is that most management areas are no longer natural (Grondin et al. 2018). In some cases, the NRV for such sites can be extrapolated from measurements taken in a nearby protected area. More often, it must be reconstructed. A common approach is to infer the undisturbed state of a system from what is known about its condition prior to industrial development. This is referred to as the preindustrial baseline approach.

The preindustrial baseline approach will need to be replaced with a more dynamic approach once ecological transitions from climate change become more extensive (Bergeron et al. 2011). For the time being, it remains adequate for managing most near-term threats, such as habitat loss, fragmentation, overharvesting, pollution, and so forth. We will examine climate-ready approaches in Chapter 9. Note that it is not the ecological reference state concept that needs to be revamped, but how we measure it.

In summary, conservation is motivated by a desire to prevent or reverse harm to biotic systems from the activities of modern human society. The ultimate goal is to have these biotic systems as close as possible to their natural state. This state is described by the NRV of ecosystem composition, structure, and function (i.e., the ecological reference state). In most systems, NRV cannot be measured directly because of anthropogenic changes. It must be extrapolated from elsewhere or reconstructed. We will examine how this is done later in the chapter, in the context of specific management applications. Working examples are also provided in the case studies, in Chapter 11.

To be clear, the ecological reference state defines what we would like to achieve from the perspective of conservation. This is not the same as a management target. As we saw in Chapter 6, trade-offs with other land-use objectives also need to be considered, and this generally results in some form of compromise. But it is vital to begin the decision-making process with a clear articulation of what the ultimate objectives of conservation are. This way, the costs and benefits of alternative management approaches can be meaningfully assessed. Moreover, if com-
promises are necessary, everyone involved will understand exactly what is being given up. This is the essence of robust, transparent decision making.

Rigorous application of the ecological reference state also guards against shifting baselines (also known as the “ratchet” effect; Pauly 1995). Shifting baselines occur when conservation objectives are reset each generation based on prevailing conditions, locking in losses that have already occurred (see Case Study 5).

**Box 7.2. The Pitfalls of Using Species Richness in Conservation Applications**

Species richness is commonly used to describe biodiversity patterns, but it does not provide a useful baseline for applied conservation (Devictor and Robert 2009; Dornelas et al. 2014). The goal of conservation is to maintain biotic systems as close as possible to the natural state, which means retaining the full complement of native species. Species richness is blind to species composition and only provides the raw number of species in a given area. A study of avian species richness in southern Ontario by Desrochers et al. (2011) illustrates the pitfalls of using species richness as a baseline. Progressive conversion of the natural forest in this region to open lands for agriculture and other human uses resulted in the loss of forest specialist species which was masked by an influx of open-habitat species. The integrity of the original ecosystem was markedly compromised, yet species richness was maintained. A focus on richness could even motivate efforts that are counterproductive. As illustrated by the Ontario example, the most efficient way to maintain species richness is through habitat disturbance, rather than by expending the effort needed to maintain sensitive and rare species. This is entirely contrary to the purpose of conservation, which is to protect natural systems from anthropogenic threats.
Institutional Context

To understand how conservation works in practice, we need to understand the institutional framework that both enables and constrains it. This includes the various agencies involved in land management across the country, as well as existing laws, policies, and commitments.

In Chapter 3, we saw that, outside of protected areas, the legal foundations of ecosystem-level conservation are limited and diffuse. Several provinces, but not all, have enacted some sort of legislation supporting sustainable development. In addition, conservation is often incorporated into laws governing specific types of land use, such as forest harvesting. This type of legislation enables conservation by providing high-level direction and authority for management intervention but typically does not compel specific action. A notable exception is federal and provincial legislation governing environmental assessments, which tends to be relatively prescriptive.

Additional support for ecosystem-level conservation is found in government policy. For example, all federal, provincial, and territorial governments have endorsed the 2020 Biodiversity Goals & Targets for Canada, which features ecosystem approaches (see Box 3.1, Chapter 3). Policy commitments such as these are generally aspirational—they define what we would like to accomplish with respect to conservation, but do not compel action or define accountability for implementation (AGC 2013). In practice, the level of effort put into individual policies reflects the priorities of the political party in power and therefore changes over time.

The implementation of ecosystem-level conservation on public lands is generally overseen by provincial and territorial governments. The federal government’s role is mainly supportive, providing funding and helping to align approaches across the country. In addition, the federal government takes an active role in implementing ecosystem-level conservation within national parks, where the maintenance of ecosystem integrity is mandated by law. On private lands, responsibility for conservation rests mainly with individual landowners.

At the provincial level, responsibility for ecosystem-based conservation is divided among ministries that manage specific industrial sectors (Fig. 7.2). Effective integration among sectoral ministries is usually lacking, and this presents an impediment to the delivery of conservation measures. Provincial fish and wildlife departments are also engaged but have little authority over land use. In most provinces, environment ministries are mainly concerned with issues such as water quality and climate change rather than biodiversity conservation.
Because resource companies and farmers are responsible for most landscape disturbances, they have a central role in ecosystem-level conservation. Many conservation measures involve modifications to their operating practices, and they typically bear the cost of implementing these measures. ENGOs, Indigenous communities, and other stakeholders are also important actors, stimulating conservation action and providing a voice for biodiversity in land-use deliberations.

In the following sections, we will review the main approaches used in ecosystem-level conservation. We will examine how each approach works and what it is intended to accomplish. We will also discuss how these approaches are applied in real-world settings, where conservation objectives must be balanced against competing land-use objectives.

Most ecosystem-level conservation approaches are tailored to specific industrial sectors, and this is how we will discuss them. However, integrated approaches also exist, and we will turn to these at the end of the chapter. Discussion of monitoring and adaptive management will be deferred to Chapter 10 because these approaches are not specific to ecosystem-level conservation.
The Forestry Sector

Forestry has the most extensive footprint of all industrial sectors (Fig. 2.9) and it has been the primary target of environmental groups for many decades. As a result, sensitivity to concerns about biodiversity is relatively high, and broad commitments to ecological sustainability have been made.

Forestry sector commitments to ecological sustainability, combined with government downsizing, have resulted in a rather confused mandate for forestry companies. No longer are companies simply in the business of cutting down trees and selling wood products. Today, they are expected to serve as a land manager and achieve a broad range of social and environmental outcomes. Nevertheless, their authority over land use is limited, and the only outcome companies are actually paid for is the production of wood fibre.

A unique and important attribute of forestry companies is that they have the capacity to plan over ecologically meaningful spatial and temporal scales. A typical forest management area is thousands of square kilometres in size and planning extends over a full harvest cycle, implying a timeframe of over 100 years. Also, the registered forestry professionals employed by forestry companies bring a high standard of ecological literacy to the sector. Funding for the planning and implementation of conservation measures is provided mostly by forestry companies, as a cost of doing business, with secondary support from the government (e.g., for high-level planning, management oversight, and research).

There is also a strong institutional foundation for conservation within the forestry sector. There are enabling laws and conservation policies, along with provincial-level regulatory systems that promote sustainable forestry practices and mandate public input. Research centres within academia, government, and industry, along with industry associations, also help to support conservation.

Forestry-based conservation measures are implemented as part of a broader management framework referred to as sustainable forest management. The Canadian Council of Forest Ministers (2003) has developed a set of indicators that clarify the values that are to be sustained:

- Biological diversity
- The stability, resilience, and rates of biological production in forest ecosystems
- The quantity and quality of soil and water
- Global ecosystem functions, including the carbon cycle and hydrological cycles
- The flow of economic and social benefits from forests to current and future generations
- Decision making that is fair and effective and recognizes society's responsibility to Indigenous people and forestry-dependent communities

The sustainable forest management framework has helped to raise awareness of non-timber values within the forestry sector and has led to a more balanced treatment of these values in forest management planning (Duinker 2011). It has also led to a tremendous amount of research into sustainable practices. Over the last three decades, our understanding of the ecology of forested systems has greatly advanced. Moreover, research has supported the development of new approaches to harvest planning and operating practices. A key advance has been the development of the natural disturbance model of forest harvesting.
The Natural Disturbance Model

Applied to the working landscape, the objective of maintaining ecological integrity embodies a fundamental contradiction. How can we hope to maintain a landscape that is natural while simultaneously allocating it for industrial development and other uses? This is the ecological equivalent of having our cake and eating it too.

The natural disturbance model (Landres et al. 1999) provides a partial solution based on the insight that disturbance itself is not the problem. Wildfire, storms, insect infestations, grazing, and other disturbances are a natural and necessary part of ecological systems (Fig. 7.3). Over evolutionary time, species have acquired the resilience needed to endure such disturbances without experiencing a long-term decline (Drapeau et al. 2016). Moreover, disturbance is needed to reset succession, generating the young and intermediate age classes that provide ecological niches for many species (Devictor and Robert 2009; Kuuluvainen and Grenfell 2012). The natural disturbance model posits that ecological integrity can be maintained in the face of active land use if human disturbances can be made to emulate natural disturbances (Long 2009; Drapeau et al. 2016).

In practice, it is not the actual disturbance processes that are emulated, but the effects these disturbances have on ecosystem structures and patterns (Long 2009). Most applications have involved forested systems where wildfire, insect outbreaks, and windthrow are the dominant forms of natural disturbance (Kuuluvainen and Grenfell 2012). All of these types of disturbance can kill trees and reset successional trajectories, though they do not always do...
so. There is a great deal of variability in the intensity, location, timing, and extent of individual disturbance events, and this contributes to the complexity of forest ecosystems across multiple scales. Under the natural disturbance model, the aim is to understand this complexity and maintain it through appropriate harvesting practices (Shorohova et al. 2023).

At the scale of individual forest stands, the initial consequence of stand-replacing disturbance is a dramatic change in stand structure. Most notably, the canopy is opened, allowing light and warmth to penetrate to the forest floor. Trees that have been killed often remain standing for many years, contributing structural complexity and a steady supply of dead wood to the forest floor (Fig. 7.4). Given the vagaries of the disturbance process, disturbed areas also tend to have remnant islands of living trees, which further contribute to local structural complexity (Perera et al. 2009).

Changes in stand structure engender changes in species composition (Swanson et al. 2011). In the absence of competition for sunlight and nutrients from mature trees, early successional vegetation is able to flourish. This in turn attracts animal species adapted to early successional habitats. There is also an increase in species specialized for using dead wood (Hannon and Drapeau 2005).

With time, stand composition and structure are remolded by successional processes (Fig. 7.5). The transition of stands to the mature stage is marked by closure of the canopy. Mature stands feature a dense growth of relatively even-aged trees and reduced understory development. The legacy of dead trees slowly diminishes.
The transition from mature to old stands is gradual. The key changes include the appearance of canopy gaps from the death of individual trees, release of understory plants, emergence of secondary canopy species, and accumulation of snags and downed logs (Kneeshaw and Gauthier 2003). Relative to younger stages, old stands have trees of many ages and have more large canopy trees, large snags, and large downed logs. Stands with these characteristics are referred to as old-growth stands. The age at which this transition occurs varies among species because they mature at different rates. The high level of structural diversity in old-growth stands is associated with high species richness and the presence of many specialist species (Stelfox 1995; Martin et al. 2023).

At the landscape scale, the interplay between natural disturbances, regional climate, physical site conditions, and succession generates complex patterns (Yeboah et al. 2016). Forest patterns are best described as shifting mosaics because individual stands are in constant flux as a result of disturbance and succession (Fig. 7.6). Stability manifests at broader scales. For example, the distribution of stand ages across the entire forest may remain relatively constant, even as individual stands turnover. The same applies to the distribution of stand size and to measures of spatial configuration.
There are substantial differences in disturbance regimes among regions; therefore, forest patterns exhibit regional differences as well (Shorohova et al. 2023). The western boreal forest often experiences hot and dry conditions during the growing season, predisposing it to large fires (Johnson et al. 1998). Few stands escape burning long enough to reach the old-growth stage. For example, in northeastern Alberta, the mean interval between fires in any given location is approximately 70 years. Consequently, less than 20% of the forest is composed of old-growth stands (Larsen 1997; Al-Pac 2007). These old-growth stands exist as islands within a matrix of young forest.
The rate of burning is lower in the eastern boreal forest because moisture levels are generally higher, and droughts are less frequent (Bouchard et al. 2008). For example, in eastern Quebec, the mean interval between fires is over 200 years. In the absence of harvesting, more than half of the forest is composed of old-growth stands (Belisle et al. 2011). Here it is young regenerating stands that are the islands, in a matrix of old forest. Over time, the old-forest matrix is sculpted by periodic insect infestations, which usually affect older trees (Fig. 7.7). In the eastern boreal forest, insects tend to modify stand structure through selective damage rather than causing stand-level mortality, though exceptions do occur (Bouchard and Pothier 2010).

Disturbance rates are lowest in the coastal rainforests of BC. Avalanches and windthrow are common sources of tree mortality here, though they usually do not affect large areas (Daniels and Gray 2006). Fires also occur but are very rare. Consequently, only 3% of the landscape is comprised of young and mature stands. The remaining 97% of the forest is in the old-growth stage (Pearson 2010).

Because of these regional differences in forest patterns and composition, the ecological reference state for each planning area must be determined using local data (Shorohova et al. 2023). Funding constraints and practicality limit the number of attributes and the level of detail that can be captured (Table 7.1). Priority is given to attributes relevant to guiding harvesting practices under the natural disturbance model (Patry et al. 2013). The attributes must be amenable to practical, reliable, and cost-effective measurement across large areas (Tear et al. 2005). This tends to exclude many of the functional aspects of ecological integrity, other than disturbance and succession. A working example is presented in Case Study 1.

Table 7.1. Forest attributes commonly used to characterize the ecological reference state under the natural disturbance model.¹
<table>
<thead>
<tr>
<th>Category</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand composition</td>
<td>Stand area by type and age class&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
| Stand structure for early, mid, and late successional stages | Disturbance legacy (remaining live trees, standing dead trees, and snags)  
Amount of coarse woody debris on the forest floor  
Presence of canopy gaps  
Uniformity of tree ages within a stand |
| Landscape Patterns               | Stand size distribution  
Stand shape and spatial arrangement, including the level of fragmentation  
Spatial distribution of old-growth stands and special features such as riparian zones |
| Ecological processes             | Hydrologic function, including stream flow, turbidity, and connectivity<sup>3</sup>                                                   |
| Human disturbances with no natural analog | Roads, mines, well-sites, hydroelectric dams, etc.                                                                                           |

<sup>1</sup>In larger study areas, the attributes shown here may be stratified by regional ecosystem type.  
<sup>2</sup>Stand type is based on dominant vegetation and is used as a coarse-filter proxy for overall stand composition.  
<sup>3</sup>Disturbance and succession are captured through the stand structure and pattern attributes. Other ecological functions are not commonly measured because of practical constraints.

The ecological reference state is intended to represent the natural state of the system, so any legacies of past industrial use need to be excluded. The most practical way of reconstructing the natural state is through extrapolation from existing undisturbed areas, such as nearby parks, unallocated forest, and those parts of a forestry tenure that are excluded from harvest or are still awaiting their first pass. The main limitation of this approach is that the available undisturbed areas may not be representative of the planning area, either because they are too far away, too small for capturing landscape patterns, or unique in some way. An alternative approach is to use data from a period prior to substantial development, if it is available.

Another complication with reconstructing the ecological reference state from the current landscape is natural variability. As noted earlier, current forest patterns represent a snapshot out of a spectrum of possibilities. Forest age distribution, in particular, is very sensitive to the occurrence of large fires (Cumming et al. 1996). Large fires account for the bulk of the area burned over time, and their sporadic occurrence causes anomalies in the forest age distribution relative to the long-term mean.

Variability in fire occurrence can be handled by reconstructing the long-term, regional history of fires using fire records, tree-ring analysis, charcoal collection from lake sediments, and other techniques (Aakala et al. 2023). Adjustments need to be made to account for anthropogenic fires and the effects of fire suppression, which distort natural patterns. Using these techniques, fire history can often be traced for 200–300 years, permitting estimation of the long-term mean rate of burning and its temporal variance (Belisle et al. 2011). This information can then be used to roughly bound the NRV of the forest age distribution and to derive the natural proportion of old-growth forest.
Variability in stand structure and stand shape are easier to characterize. Most differences are due to fine-scale fire behaviour and subsequent successional processes (Andison and McCleary 2014). Local fire behaviour is in turn largely driven by topography and local weather and fuel conditions (Smyth et al. 2005). So we do not need to reach into the distant past to capture the range of possibilities (Andison and McCleary 2014). The current landscape provides a record of fires that burned under a wide variety of conditions and can provide a reasonable estimate of the NRV of most structural and shape attributes.

The Natural Disturbance Model in Practice

The natural disturbance model has been widely adopted as a tool for guiding forestry operations across Canada, evidenced by its incorporation in government planning manuals in many jurisdictions (Bergeron et al. 2007; Patry et al. 2013). The most notable operational changes that have been implemented include:

• A transition from fixed-size harvest blocks to harvest blocks of variable size
• A transition from square harvest blocks to blocks that emulate natural stand contours
• The on-site retention of snags and downed woody debris during harvest
• The retention of clumps of live trees within harvest blocks (Fig. 7.8)
• The regeneration of mixed species stands in areas where they naturally exist, instead of planting monocultures
• The retention of old-growth stands or old-growth characteristics on the landscape
• A reduction in salvage logging of burned forests
These changes represent a substantial improvement over the earlier system of sustained-yield management. However, conservation efforts remain constrained by a variety of factors (Gauthier et al. 2023). In particular, the calculation of annual harvest rates continues to be based on sustained-yield principles rather than the maintenance of ecological integrity (Burton et al. 2006).

Modelling studies (Armstrong et al. 1999), and experience from implementing the natural disturbance model in the US Pacific Northwest (MacCleery 2008), both indicate that maintaining forest integrity requires a substantial reduction in harvest intensity relative to sustained-yield practices. However, harvest intensity in Canada has only decreased marginally since the introduction of the natural disturbance model (Boyd 2003). With the addition of new forest tenures across the country, the overall area of forest harvested in Canada has actually increased relative to the sustained-yield era.

Additional barriers to implementing the natural disturbance model include:

- **Uneven political support.** Although all provinces have committed to sustainable forest management, through the Canadian Council of Forest Ministers, the level of support and implementation is uneven across the country (Gauthier et al. 2023).

- **Lack of integration.** Sustainable forest management is squarely focused on managing the effects of the forest industry. The ecological effects of other industrial operators in the same area are generally not consid-
Absence of local advocates for biodiversity. Much of the decision making about conservation measures occurs at the local level, in the context of harvest planning. Although public input has been enhanced under sustainable forest management, most of this input comes from local communities which are dependent on the forest industry for employment. The biocentric views held by a broad segment of Canadian society are often underrepresented.

Knowledge gaps. Despite all the research that has been undertaken in recent decades, the implementation of conservation measures is still constrained by knowledge gaps and uncertainty about the effects of potential management actions.

If we examine the implementation of the natural disturbance model at the level of individual forest attributes, we see that the level of implementation is a function of the associated socio-economic consequences (Drever et al. 2006). For attributes that can readily be emulated, like harvest block shape, managers often seek to maintain the attribute within NRV. But attributes that present trade-offs with other objectives often have management targets that fall significantly short of the conservation ideal (see Case Study 1).

The retention of old-growth forest is a case in point (Gauthier et al. 2023). Efforts to maintain natural amounts of old-growth on the landscape have a direct impact on timber supply and conflict with the conventional practice of truncating the forest age distribution at the optimal harvest age (see Fig. 5.9). Consequently, economic feasibility, rather than NRV, is usually the decisive factor in determining old-growth targets (Patry et al. 2013).

In the western boreal forest, where old-growth stands are relatively rare because of frequent fires, retaining natural amounts of old-growth is feasible as long as the timber supply has not been overallocated (Al-Pac 2007). However, forestry companies must be suitably motivated. In the eastern boreal region, where old-growth comprises a much larger proportion of the forest, natural amounts of old-growth cannot be retained without significant economic disruption. Here, a two-pronged strategy is being explored that uses floating old-growth reserves (see Chapter 8) to extend the age-class distribution of the forest, and silvicultural techniques to emulate old-growth features in younger managed stands (Belisle et al. 2011). Attempts are also being made to implement the triad approach (discussed below) as a way of enabling more old-growth retention while sustaining timber flows. Coastal forests, where disturbance rates are extremely low, present the most difficult case. In these long-lived forests, old-growth retention essentially means permanent protection. Indeed, protected area initiatives, many of them fractious, have been a defining feature of conservation efforts in this region.

Efforts to emulate fire skips (patches of unburned forest) through live tree retention also affect wood supply and are therefore subject to economic constraints. The same applies to maintaining representation of burned forest and insect-killed forest through restrictions on post-disturbance salvage logging. Consequently, management targets for these attributes are typically outside of NRV.

Constraints also exist for emulating the full size range of natural disturbances. In this case, the constraint is public opposition to large harvest blocks rather than economic concerns. When large harvest blocks are used, fewer access roads are needed, which is desirable from a conservation perspective (Carlson and Kurz 2007). But for a broad segment of the public, bigger is simply perceived as worse, reflecting a general aversion to forest harvesting. Moreover, many people mistrust industry and are reluctant to believe that the harvesting of large blocks
will actually lead to less harvesting elsewhere. Instead, they perceive the use of large harvest blocks as a slippery slope toward an increased rate of harvest. Because of this opposition, harvest block size is generally capped in the 200–300 ha range, which is orders of magnitude lower than the openings created by large fires (OMNR 2009).

In summary, application of the natural disturbance model should, in principle, ensure that forest attributes remain within NRV despite forest harvesting. However, its implementation generally falls short of the ideal (Gauthier et al. 2023). Our ability to quantify complex forest structures and patterns is limited, as is our ability to emulate those attributes through harvesting. More importantly, the entire process is subject to socio-economic constraints. Consequently, some forest attributes are destined to shift outside of NRV as harvesting proceeds, to the detriment of biodiversity (Grondin et al. 2018).

**Zonation**

Managing for multiple objectives on the same piece of land unavoidably entails compromise, and as a result, it is often impossible to achieve all objectives satisfactorily. An alternative is to divide the land base into distinct zones that give priority to different management objectives (Anderson et al. 2012). A prime example is the establishment of formal protected areas to support biodiversity, which we will discuss separately in Chapter 8. Here we will examine other forms of zonation commonly used in the Industrial Forest to support conservation.

A form of zonation that has received widespread attention in the conservation literature is the “triad” approach (Hunter and Calhoun 1996; Cote et al. 2010). The triad approach adds an intensive management zone to the conventional dichotomy of protected areas and industrial-use areas. The concept was developed in a forestry context, where intensive management means plantations stocked with fast-growing tree species (often exotic or hybrid stock) and silvicultural practices that maximize growth. Additional economic gains are realized from locating the plantations near mills, which reduces road construction and hauling costs (Anderson et al. 2012).

The additional harvest volume generated on plantations is intended to offset production losses elsewhere on the landscape from new protected areas and the robust implementation of the natural disturbance model (Cote et al. 2010). By concentrating timber harvesting in a smaller area there is also a reduction in overall road density (Tittler et al. 2012).

Though the benefits of the triad approach have been demonstrated through modelling studies (Anderson et al. 2012; Tittler et al. 2012), there are few real-world examples. Attempts were made in BC and Alberta but were eventually abandoned because of changes in company ownership and changing economic circumstances (Tittler et al. 2016). The leading example at present is a project in Mauricie, Quebec, which is intended to serve as a pilot for future widespread application of the triad approach in Quebec (Messier et al. 2009).

The limited uptake of the triad approach can be attributed to institutional barriers and to uncertainties that reduce confidence in the expected outcomes. For conservationists, the concern is that, in the absence of legislation, the quid pro quo of increased protection may be less than promised or may not be maintained through time. Low-intensity management zones remain potential targets for future development, whereas plantations cannot easily be restored to natural forest. Furthermore, many conservationists reject the assumption that current harvest levels need to be maintained.
For forestry companies, the concern is that projected gains from intensive management may not be realized. Fire, insect outbreaks, and changing economic conditions may threaten the investments made in establishing plantations and may also lead to future shortages in timber supply (Ward and Erdle 2015). For governments, adopting the triad approach involves major changes in tenure and regulatory systems, which are not readily undertaken.

Another form of zonation involves the designation of special management zones (Nitschke and Innes 2004). In this approach, many different types of zones are possible, not just three. For example, special management zones have been used to provide extra protection of caribou calving grounds and to provide buffers around protected areas. They can also be applied to ecological features such as old-growth stands and riparian areas that are difficult to represent in protected areas because they are widely dispersed. In such cases, the sites are usually identified and managed by resource companies as a component of operational planning.

Most provinces employ some form of special management zoning, but there is little consistency in how they are designated or governed. Many special management zones are used to provide ad hoc protection to features of high conservation value where full protection is not feasible. In these cases, protective measures typically involve selective or seasonal prohibitions that are designed to achieve specific conservation objectives. The level of protection generally falls short of the blanket prohibitions of conventional protected areas but is greater than what is provided by generic regulations.

BC’s regional land-use planning initiatives of the 1990s and 2000s made extensive use of zonation as a planning tool (Fig. 7.9; FPB 2008). For each planning region, multiple zones and associated management priorities were designated by government planning teams working in collaboration with stakeholders. Zonation was used as a way of proactively tackling land-use conflicts that remained hidden and unresolved under conventional multiple-use management. The number and types of zones varied from region to region, reflecting regional geophysical and ecological differences as well as differences in the priorities of local stakeholders (Nitschke, 2008).
Fig. 7.9. An illustration of zonation, as applied in the Kamloops Land and Resource Management Plan, in southeast BC. SMZ = Special Management Zone. Adapted from KIMC 1995.
The Agricultural Sector

The opportunities for ecosystem-level conservation are limited in the Agricultural South (Fig. 5.5) because most forms of agriculture, as well as urban development, entail permanent ecosystem transformation rather than transient disturbance. This precludes application of the natural disturbance model. Rangelands are an exception because native grasses are often retained to provide reliable forage in the dry regions where rangelands are concentrated.

Another challenge is that few levers exist for compelling farmers to act in the public interest. Most farmlands are privately owned, which provides farmers with strong legal rights over land management. Furthermore, the agricultural sector has considerable political influence at both the federal and provincial levels. Finally, the family farm has a special place in Canadian culture and is strongly supported, even though an increasing number of farms are being sold to corporations and investors. Thus, farming has been largely immune to pressure from environmental groups.

Because of these limitations, conservation measures in the Agricultural South are largely implemented on a voluntary basis, and direct coercion is rarely applied. For example, despite the federal Fisheries Act and Migratory Birds Convention Act, and various provincial water acts, farmers continue to drain ecologically important wetlands with impunity (Cortus et al. 2011). That said, many farmers have an intrinsic stewardship orientation and will work cooperatively with governments and conservation organizations to achieve specific conservation outcomes (Olive and McCune 2017). These efforts usually target components of the landscape not directly needed for agricultural production.

Environmental sustainability is mentioned in the Guelph Statement (FPTMOA 2021), which articulates the current policy vision of the federal and provincial Ministers of Agriculture. However, no conservation framework exists comparable to what has been produced for the forestry sector. Conservation efforts are planned and delivered through collaborative efforts involving federal and provincial agricultural ministries, agricultural producers, and a variety of non-governmental organizations, such as Ducks Unlimited Canada, the Nature Conservancy of Canada, and smaller community groups. Provincial wildlife departments are also involved, though most of their efforts are focused on focal species (which happen to be concentrated in the Agricultural South). Conservation in the agricultural zone is also supported through research at centres across the country.

Ecosystem-level conservation efforts in the Agricultural South include habitat protection (discussed in Chapter 8), the development and use of agricultural best practices, habitat restoration, and the application of the natural disturbance model in rangelands.

Agricultural Best Practices

In areas of active agricultural production, conservation efforts are generally opportunistic rather than target based. The aim is to reduce environmental harm as much as possible through agricultural best practices. These
are farming methods that are beneficial to the environment while also being economically viable (Hilliard et al. 2002). The goal of maintaining ecosystems within NRV is only achievable in rangelands and protected areas.

Outreach efforts to farmers are funded and delivered through programs run by governments and various non-governmental organizations. The logistics are challenging. Advancing conservation in the Agricultural South entails interacting with over 200,000 individual farm owners.

The most extensive programs related to the development and promotion of agricultural best practices are run by provincial governments, in collaboration with the federal government. These initiatives tend to use ecosystem services as a conceptual framework (see Chapter 4), and this is reflected in the selection of issues and practices. Best practice guidelines typically include the following categories (Hilliard et al. 2002):

- **Nutrient management**: precision application of fertilizer and control of manure storage and spreading
- **Pesticide management**: precision application of pesticides and integrated pest management
- **Soil management**: conservation tillage and perennial cover programs in high-risk areas
- **Riparian management**: livestock fencing and seasonally restricted grazing
- **Wetland management**: natural buffers around wetlands and wetland retention
- **Shelterbelts**: planting of shelterbelts to control erosion and retain winter moisture (Fig. 7.10)
- **Irrigation management**: Variable rate irrigation to conserve water and minimize salinization

In most provinces, agricultural best practices are promoted through farm stewardship programs that include government outreach, technical support, and financial incentives. To qualify for technical support and funding, farmers must first complete an Environmental Farm Plan, which identifies environmental risks from farming operations and actions to mitigate these risks (BCARDC 2021). Under this federal-provincial program, farmers can receive funding to implement qualifying best practices on a cost-share basis.

The best practices included in provincial stewardship programs focus mainly on water and soil, but there are also best practices that relate directly to biodiversity. These practices are designed to maintain as much structural and compositional diversity as possible across the farm landscape (Martens et al. 2013). Examples include:

- Maintain as much perennial cover as possible
- Re-establish and retain natural vegetation, particularly in riparian areas, wetland buffers, shelterbelts, along fence lines, and in remnant patches of forest
- Diversify cropping systems by rotating through different crop types
- Diversify grazing patterns, varying from heavy to light intensity and varying the annual timing of grazing
- Use native grass species in pastures

**Fig. 7.10. Shelterbelts help to control erosion and retain snow moisture. They also provide added habitat complexity which benefits biodiversity. Credit: R. Schneider.**
Use organic approaches to fertilization and pest control rather than chemical approaches

Programs to support the implementation of biodiversity-oriented best practices are still nascent. An example is the Alternative Land Use Services (ALUS) initiative, which began in Manitoba in 2006 and has since spread to five other provinces (Schmidt et al. 2012). ALUS is a community-led charitable organization whose mission is to help farmers and ranchers build nature-based solutions on their land to sustain agriculture and biodiversity.

ALUS initiatives are implemented on marginal and fragile land on working farms. Participating farmers restore wetlands, reforest native trees and shrubs, plant windbreaks, install riparian buffers, manage sustainable drainage systems, create pollinator habitat, and establish other ecologically beneficial projects on their properties. The intent is to make the most of marginal spaces on farmland, while leaving the better sites for food production. Farmers are responsible for implementing the conservation measures and they receive an annual payment for doing so. Remuneration is based on established cropland leasing rates. Funding partners include a mixture of government, corporate, foundation, ENGO, and community donors. As of 2023, 1,421 farmers had enrolled 15,255 ha in ALUS programs, supported by annual distributions of $4 million (ALUS 2023).

Although initiatives like ALUS are promising, they are constrained by insufficient funding and formidable logistic challenges. The farms enrolled in the ALUS program represent just 0.6% of Canadian farms. It is not that money is lacking; federal and provincial governments spend over $1 billion each year supporting farming in Canada (GOC 2022a). The issue is how farm subsidies are allocated. Kenney et al. (2011) note:

> Over the past two decades, a growing number of studies have highlighted how some government subsidies can serve as a powerful disincentive to sustainability by encouraging overuse and waste of scarce natural resources and placing additional stress on the health of ecosystems. Some subsidies to agriculture encourage agricultural intensification and expansion by either directly tying the level of payments to production levels, or by decreasing the costs of inputs (such as fertilizers and pesticides). ... One obstacle to reforming agriculture subsidies is the perception that they predominantly support small family farms and a traditional way of life. The reality, however, is quite different: a 2003 study found that the majority of the subsidies in OECD countries were captured by larger and wealthier producers, which also tend to use more intensive farming practices. (pp. 35–38)

The upshot is that, despite the inviolability of private landowner rights, policy mechanisms exist for promoting conservation on agricultural lands. However, they involve high-level budgets which are politically volatile. In the absence of strong public pressure, which is what transformed the forest industry, change is likely to be slow.

**The Natural Disturbance Model in Rangelands**

The prospects for biodiversity conservation are much greater in rangelands than in other agricultural areas because grazing is compatible with the natural disturbance model. Moreover, substantial amounts of native prairie remain within rangeland areas, and a large proportion of these lands are still publicly owned (Bailey et al. 2010).
Historically, bison grazing and wildfire were the main sources of natural disturbance on the prairies. To maintain natural ecological patterns in their absence, ranchers can emulate these forms of disturbance with cattle grazing and prescribed burns. Credit: J. Dykinga.

Fig. 7.11. Historically, bison grazing and wildfire were the main sources of natural disturbance on the prairies. To maintain natural ecological patterns in their absence, ranchers can emulate these forms of disturbance with cattle grazing and prescribed burns. Credit: J. Dykinga.

Historically, fire and bison grazing were the dominant forms of disturbance in grassland systems and there was an important interaction between them: fire altered grazing behaviour, and grazing altered the extent and intensity of fires (Fig. 7.11; Fuhlendorf et al. 2006). Together, these processes generated a shifting mosaic of patch types, analogous to what we discussed in forest systems (Anderson 2006).

The application of the natural disturbance model to rangelands involves the use of prescribed fire and cattle grazing to emulate the effects of wildfire and bison grazing, which are now largely absent (Fuhlendorf et al. 2012; Freese et al. 2014). Prescribed fire is already used for brush control, so ranchers have some familiarity with it. Cattle grazing can be used to approximate natural grazing, but the intensity and timing of grazing need to be varied (Bailey et al. 2010). As with forestry, NRV should guide decision making about the timing, intensity, and spatial distribution of managed activities.

In practice, application of the natural disturbance approach to range management lags far behind its application in forestry. Most of the applied research and outreach has occurred in the US (Weir et al. 2013). In Canada, the approach has only been applied in protected areas that have a mandate for maintaining ecological integrity (PC 2008). Outside of parks, range management guidelines often include biodiversity conservation as a desired outcome but make no mention of NRV or the emulation of natural disturbances (Bailey et al. 2010). Practices generally remain focused on sustaining range productivity, implicitly assuming that biodiversity will be maintained by default.

Despite the current lack of implementation, the natural disturbance model still holds promise for range management. Feasibility is actually higher here than in the forestry sector because there are fewer land-use conflicts. The main impediment is funding. As previously noted, it is not realistic to expect ranchers to pay for expensive measures like prescribed fire just because they are in the public interest. New economic instruments will be needed for progress to be made. Also, greater awareness is required within the ranching sector about the natural disturbance approach and its value in conserving biodiversity.

**Restoration**

Restoration is the process of assisting the recovery of an ecosystem that has been degraded through human activities (SERI 2006). The term “restoration” denotes an intent to return a site to its natural state, whereas the related terms “reclamation” and “rehabilitation” refer to the repair of damage, without necessarily recreating the origi-
Fig. 7.12. Restoration programs are typically collaborative initiatives and often depend on support from volunteers. Credit: US National Park Service.

Restoration projects are led by a wide variety of organizations, from national groups like Ducks Unlimited and the Nature Conservancy, to local stewardship groups and municipal governments. Provincial and federal governments tend to engage as partners and funders rather than as project leaders. Most initiatives are collaborative and often involve the participation of volunteers (Fig. 7.12). Funding is typically provided by the lead groups or is obtained through government and foundation grants. For example, under the Greencover Canada program, the federal government provided $110 million over five years (2003–2008) to fund the conversion of environmentally sensitive farmland to perennial cover (AAFC 2003).

Restoration is expensive and funding is limited. Therefore, it is not a tool that can be applied to all degraded landscapes. Efforts are generally focused on sites with high conservation importance, including ecosystems that have become very rare, habitat for species at risk, and landscapes needed to achieve connectivity objectives. Wetlands that have been drained or degraded through agricultural practices are an example (Tori et al. 2002). The protection and restoration of Canada’s wetlands has been a major focus of the North American Waterfowl Management Program since its inception in 1986 (NAWMPc 2012). Remnants of Carolinian forest (Thompson 2011) and native prairie (McLachlan and Knispel 2005) are also common targets for restoration.

Other considerations in site selection include the potential for success (given available funding) and the risk of future degradation. The mandate and priorities of the lead groups and stakeholders are also important. It is no coincidence that Ducks Unlimited works primarily on wetlands.

Another common application of restoration is to return protected areas to a more natural state by reversing changes that occurred prior to their establishment (PC 2008). For example, agricultural fields and orchards accounted for 40% of Point Pelee National Park in southern Ontario in the 1950s, and the site was riddled with hundreds of cottages and access roads. Through a combination of passive and active restoration efforts over several decades, most cottages and roads have been removed and there has been progressive replacement of alien vegetation with native species (McLachlan and Bazely 2003).

In most restoration projects, the emphasis is on restoring the native plant community. It is assumed that native fauna will passively follow once the appropriate vegetation is in place (Hobbs and Cramer 2008). Projects begin by defining the objectives of restoration. The desired endpoint may be complete restoration, but this is usually tempered by practical realities. Restoration efforts are subject to diminishing returns, and the difference in cost between complete restoration and “good enough” may be exponential (Cowan et al. 2010).
It is also necessary to characterize the ecological reference state that will guide restoration efforts. A comparable ecosystem that is still largely intact is often used for this purpose (McLachlan and Knispel 2005). However, new approaches are being contemplated to accommodate global warming (see Chapter 9).

Sometimes, restoration can be achieved through simple passive measures that prevent further degradation but otherwise allow the system to recover on its own through natural processes. In other cases, barriers may exist that interfere with the recovery process. Biotic barriers, such as competition from agronomic species and weeds, are common (McLachlan and Knispel 2005). There can also be abiotic barriers, such as changes in hydrology and increased nutrient levels from fertilizer application (Hobbs and Cramer 2008).

The nature of these barriers, together with capacity constraints, guide the development of restoration strategies. Though generic restoration guidelines are available, such as those produced by Parks Canada (PC 2008), specialized expertise is often required. A significant amount of trial and error learning may also be needed for adapting generic restoration techniques to individual sites (Cabin 2007). In most cases, time and perseverance are critical ingredients of success. Larger projects often require years of sustained effort (Hobbs and Cramer 2008).
Other Industrial Sectors

Mining and oil and gas developments affect less area than forestry and agriculture but often have the highest intensity of impact. Ecological integrity drops to zero in an open-pit mine. Because the disturbances created by these industries have no natural analog, the natural disturbance model is of little utility here. Nor is there an overarching sustainability framework with broad institutional support. Instead, conservation is narrowly applied on a project-by-project basis through environmental impact assessments, operating regulations, and reclamation.

The management philosophy is (1) minimize ecological damage at the time of construction, when most disturbance occurs; (2) minimize on-site and off-site impacts during the operating phase; and (3) restore the site once production has ceased. The working assumption is that the impacts on biodiversity will be transient, given that the disturbances are temporary and affect a relatively small amount of the land base.

A major shortcoming of this management approach is that it does not account for cumulative effects (Franks et al. 2013). The time period between construction and reclamation is long (i.e., decades), so new disturbances are added before old ones have recovered. Moreover, reclaimed sites in forested areas are typically replanted to grass instead of being reforested. Access roads are rarely reclaimed, and abandoned mines and wells are a perennial problem. Consequently, even if individual disturbances are small, the cumulative industrial footprint and its ecological effects can become significant over time (Nitschke 2008). Most jurisdictions in Canada have struggled when it comes to the management of these sorts of cumulative disturbances.

Environmental Impact Assessment and Mitigation

Anthropogenic disturbances with no natural analog, such as open-pit mines, oil wells, hydroelectric dams, roads, and seismic lines are typically managed through the direct mitigation of known environmental effects. Small disturbances and routine developments like access roads and well sites are managed through standardized regulations that typically have only rudimentary provisions for biodiversity conservation. For example, regulations governing the construction of access roads usually include measures to reduce soil erosion, but they fail to address the issues of habitat fragmentation and human access.

The environmental effects of larger projects, such as mines and hydroelectric dams, are addressed through formal environmental impact assessments, as directed by legislation at both the federal and provincial levels. Although each jurisdiction has its own procedures, the basic steps in the assessment process are similar across the country (Connelly 2011). Projects are first screened to determine if a formal assessment is needed. The issues of concern are then identified and assessed.

Environmental assessments are concerned with “valued ecosystem components,” which vary from project to project (Connelly 2011). The identification of valued ecosystem components is a government responsibility and usually incorporates the values and priorities of government departments, Indigenous communities, stakeholders, and the public. Biodiversity is just one of many valued components that are examined. Components related
to human health (e.g., water and air quality) and ecosystem services (e.g., tourism and Indigenous cultural use) tend to be emphasized.

The effects of a project on valued ecosystem components are assessed through selected indicators. Biodiversity indicators are typically high-profile focal species and there is often little consideration of the impacts of a project on overall biodiversity (e.g., Noble et al. 2016).

Once the indicators have been selected, the effects of the various types of disturbance created by the project are quantified (GOBC 2013). Ideally, these outcomes are expressed in the form of quantitative indicator-specific models that:

- Account for both direct and indirect effects of project-related disturbance on the indicator
- Account for both immediate and long-term effects of project-related disturbance
- Describe project-related indicator changes in the context of natural baseline conditions (i.e., account for any pre-existing deterioration in the indicator)
- Incorporate interactions with other factors known to influence the status of the indicator, including other existing and proposed developments
- Provide an estimate of the uncertainty associated with the predictions

In practice, cumulative effects, interactions among disturbances, and scientific uncertainties tend to be poorly addressed (Duinker and Greig 2006; Jones 2016). In part, this is because project proponents are responsible for the research and analysis, and they view the assessment process as a barrier to be overcome as expeditiously as possible. More generally, individual companies lack the planning capacity, baseline data, and accountability for land management that would contribute to a comprehensive assessment (Fig. 7.13). There is also a general lack of guidance concerning desired regional outcomes, other than the abstract notion of sustainable development. It has long been recognized that a regional approach to assessment is needed to improve project reviews (CCME 2009). This is a topic we will turn to later in the chapter.
Assessments must also identify mitigation measures to prevent the potential adverse effects of the project or to reduce them to an acceptable level. Mitigation measures involving project design are particularly important because most land disturbance occurs at the time of initial construction. Efforts can be made to minimize the area disturbed and to avoid disturbing areas of high conservation value. In some cases, mitigation may involve offset measures, in which unavoidable impacts are balanced with restoration efforts in other areas, resulting in no net loss (Noga and Adamowicz 2014). This approach is used in the US but is uncommon in Canada. Environmental impacts that cannot be mitigated are known as residual effects, and they must be described in terms of likelihood, significance, duration, and reversibility.
Based on the proponent’s analysis of potential impacts and proposed mitigation measures, the government makes a ruling. In practice, only a small percentage of projects are rejected because the environmental impacts are unacceptable (Fig. 7.14). In most cases, the benefit of the assessment process is in the mitigation measures attached to the approval. To be clear, there is no requirement that all impacts must be mitigated. Approval simply implies that the societal benefits of the project outweigh the environmental risks. This is ultimately a political decision.

**Reclamation**

When decommissioning industrial projects, resource companies must meet specific reclamation requirements defined in various environmental protection statutes and policies, mainly at the provincial level (Valiela and Baldwin 2007). For smaller projects, like individual well sites, operators are usually required to return the site to an equivalent land capability, rather than restore it to the way it was before disturbance (GOA 2016). In practice, this has generally meant planting sites back to grass (Osko and Glasgow 2010). For larger projects, such as mines, companies are usually required to develop detailed reclamation objectives in consultation with local communities and other stakeholders. Achieving equivalent land capability is again the norm (Fig. 7.15), and an emphasis is typically placed on addressing human health concerns.

**Fig. 7.15.** Mining operations are required to reclaim sites back to original land capability. This example illustrates a coal mine during operation and after reclamation. Note that the site has been restored to grass, not forest. Credit: Peabody Energy

For projects subject to an environmental impact assessment, a formal Closure and Reclamation Plan is normally...
required (INAC 2007). This plan must demonstrate how the site is to be reclaimed and describe the likely residual risks to human health and the environment. The plan must demonstrate that the knowledge and expertise needed to recreate geochemical, hydrological, and ecological processes, within desired bounds, are available (Johnson and Miyanishi 2008). Companies must also demonstrate that the financial resources for reclamation will be available when required. The overall feasibility of the proposed reclamation program and the seriousness of residual effects are both considered in the project’s environmental impact assessment.

The provision of adequate funding for reclamation has been a perennial problem in Canada and elsewhere. Governments are often reluctant to force companies to provide full closure costs up front because this often makes resource projects financially unviable (Cowan et al. 2010). As a result, many companies have been able to circumvent their obligations. There are now an estimated 10,000 abandoned mine sites in Canada, requiring varying degrees of rehabilitation (Castrilli 2010). Abandonment is also a problem in the oil and gas sector. In Alberta, the number of inactive wells awaiting closure has increased from 35,000 in 2000 to 87,000 in 2019, and over 1,700 have been abandoned without reclamation (AER 2020; OWA 2022). Government-industry programs have been established to rehabilitate these abandoned mines and wells, but progress has been slow (Castrilli 2010).
Connectivity

Connectivity is a component of ecosystem integrity that describes how well individuals and populations can move through a landscape (Rudnick et al. 2012). This is an aspect of conservation that applies to all industrial sectors. The capacity for unhindered movement is needed to support a wide range of biotic processes at multiple scales, including:

- Foraging
- Predator avoidance
- Reproduction
- Dispersal
- Seasonal migration
- Range shifts to accommodate changing environmental conditions

Connectivity may be compromised by physical barriers along important travel corridors. For example, human settlements along river valleys often impede the movement of wildlife, particularly in rugged landscapes where travel alternatives are limited. Dams and roads that bisect watercourses can block the movement of aquatic species. Movement can also be hampered by habitat degradation, which alters movement patterns, slows the rate of movement, and reduces access to certain parts of the landscape (Rudnick et al. 2012). Habitat degradation and fragmentation are most pronounced in the Agricultural South, so this is where the need for management intervention is greatest.

One approach to maintaining connectivity is through broad measures that support wildlife movement across the entire landscape. Some measures focus on maintaining natural ecosystem composition and structure through the application of the natural disturbance model and the proactive control of cumulative effects. Other measures seek to minimize the occurrence of known barriers. For example, road construction can be harmonized between companies to avoid duplication, and water flows can be maintained through proper culvert installation (Robinson et al. 2010). In agricultural regions, farmers can be encouraged to retain riparian habitat and hedge-rows.

Connectivity can also be enhanced through movement corridors (Hilty et al. 2006). In contrast to broad connectivity measures that seek to enhance permeability everywhere, corridors are intended to connect specific parts of the landscape for a specific purpose. A corridor is a type of special management zone in which biotic connectivity is a high management priority.

Corridor projects are implemented across a wide range of scales. Short-range corridors are the most common. They are typically used to facilitate movement across barriers such as major roads and dams and to confer protection to highly used travel routes (Fig. 7.16).
The largest corridors are continental in scope. For example, the Yellowstone to Yukon initiative aims to establish a 3,200 km interconnected system of wild lands along the Rocky Mountains in Canada and the US (Y2YCI 2014). Another high-profile example is the Two Countries, One Forest initiative which seeks to connect and protect forests of the northern Appalachian/Acadian region from New York to Nova Scotia (Fig. 7.17). These long-range initiatives provide an overarching vision and define regional priorities, but actual implementation usually occurs through smaller local projects, where focused operational planning is more feasible (Beier et al. 2011).
Established guidelines are available that prescribe optimal crossing placement and construction of small-scale wildlife crossings (e.g., Clevenger and Huijser, 2011). Larger initiatives usually require some form of regional connectivity analysis to determine the best corridor design. A key issue is whether the corridor is to benefit a single focal species or many species. A trade-off is involved because species do not all share the same patterns of movement (Perkl et al. 2016). The more a corridor is tailored to the specific needs of one species, the less it will serve the needs of others (Koen et al. 2014a; Dilkina et al. 2016). Corridors for multiple species demand compromise solutions.

Connectivity analysis draws on the landscape connectivity models we discussed in Chapter 6. When the focus is on a single species, assessments are often based on habitat suitability or known animal movement patterns (Rudnick et al. 2012). When designing corridors for multiple species, assessments are more likely to be based on patterns of landscape intactness (Koen et al. 2014a). For regional-scale initiatives, corridor design should be integrated with protected area planning so that potential trade-offs and synergies between corridors and protected areas can be fully assessed (see Chapter 8). The effects of climate change also need to be taken into account (see Chapter 9).

Another aspect of corridor design is determining the appropriate width. Corridor width depends on the target species, length of the corridor, and its intended function. A linear corridor that is 20–40 m wide may be appropriate for a highway overpass (Clevenger and Huijser 2011), but an effective linkage between two distant protected areas may require a special management zone that is many kilometres wide. The appropriate width for long-dis-
tance corridors remains a grey area in the scientific literature, so little reliable guidance is available. Moreover, each case is unique.

Lastly, like other conservation measures, corridors are subject to socio-economic constraints. On public lands, trade-offs with other land-use objectives must be considered. On private land, corridor establishment usually requires land purchases and restoration, which can be costly. Furthermore, the creation of long-distance corridors is logistically challenging, in that it requires coordination across multiple industrial sectors and jurisdictions. Consequently, most movement corridors in Canada have been relatively short-range. The creation of long-distance linkages among protected areas remains more a vision than a reality at present. Initiatives like Yellowstone to Yukon are long-term projects that are being implemented piecemeal, through opportunistic local additions.
Invasive Species Control

As we discussed in Chapter 5, alien species disrupt ecological integrity by competing with, preying upon, and displacing native species, thereby altering community structure and function. They also cost the forestry, agricultural, and fishing sectors several billion dollars each year in lost production (EC 2012b). There are well over a thousand alien species now in Canada (CESCC 2022). A small subset with invasive tendencies is responsible for most of the harm. These are mostly plants and insects. Because control programs are very costly, most efforts are focused on these invasive species (Fig. 7.18).

Several federal government departments are involved in invasive species control at the national level. Their efforts are coordinated through the Invasive Alien Species Strategy for Canada (EC 2004). Provincial governments (especially forestry and agricultural ministries), academic institutions, non-governmental organizations, and individual landowners (especially farmers) also have a significant role in controlling invasive species.

Prevention is widely accepted as the most effective and least expensive means of avoiding or minimizing the risk posed by invasive species (EC 2012b). Border surveillance strategies, including customs inspections, are the first line of defence. These efforts are augmented by regular surveys for high-risk species within the country, often with support from the public. Prevention also involves the use of regulations, best practice guidelines, and public outreach to limit the inadvertent or purposeful movement of invasive species by humans. For example:

- Regulations under the Canada Shipping Act prevent ocean-going vessels that enter the Great Lakes from discharging foreign ballast water (GOC 2011a)
- Public education programs in various jurisdictions aim to prevent the spread of invasive species via fishing boats and the transportation of firewood
- Guidelines for reclamation projects and erosion control now prescribe the use of weed-free native species in place of non-native agronomic species

When invasive species are detected, potential responses include eradication, control, and doing nothing. Eradication efforts are typically undertaken when there is a reasonable prospect of success and the cost of action outweighs the cost of inaction. In practice, such cost-benefit analyses usually focus on economic costs rather than ecological costs. For invasive plants, there is a marked decline in success once the infested area increases beyond one hectare (Rejmanek and Pitcairn 2002). Eradication is usually impractical for infestations larger than 1,000
The implication is that the use of eradication as a management tool depends on early detection and rapid response.

If eradication is not possible, then control measures may be undertaken to maintain invasive populations at levels low enough to be tolerable. The decision to institute control programs again hinges mainly on the cost of action (in this case ongoing cost) relative to the cost of inaction. Control programs can be effective but tend to be expensive. For example, the Sea Lamprey Control Program, initiated in 1955, has reduced sea lamprey populations by 90% (EC 2012b). However, the cost of the program is over $21 million per year, shared by Canada and the US. High cost is why control programs are limited to only the most invasive and damaging alien species.

Eradication and control programs employ three main treatment modalities to eliminate target species: mechanical, chemical, and biological (Simberloff et al. 2013). Mechanical approaches are mostly used for plants and include hand-pulling and mowing prior to seed production. This is a safe option that can be used for small infestations of some species, but it is very labour intensive. Chemical control, involving herbicides and pesticides, is generally more effective and can be used to treat larger areas. The trade-off is that chemical agents tend to kill more than just the target species. Chemical control is also expensive when applied to large areas.

Biological control involves the use of living organisms to reduce the reproduction and vigour of an invasive species, dampening its competitive ability. This is a useful approach for large infestations but it also has challenges. Biological control agents are not available for all invasive species and there is a risk of affecting non-target species, potentially irreversibly (Simberloff et al. 2013). For example, the flowerhead weevil, *Rhinocyllus conicus*, was released as a bio-control agent in several Canadian and US sites in the late 1960s to control the alien musk thistle. The weevil has since expanded from the initial release sites and has subsequently caused seed destruction of some sparsely distributed native thistles, potentially threatening their viability (Louda et al. 1997).
Integrated Regional Planning

Each of the ecosystem approaches we have discussed contributes to the maintenance of biodiversity, but these approaches do not constitute a comprehensive system. Much falls through the cracks. Environmental impact assessments help us make decisions about large development projects, but smaller projects, which can transform landscapes over time, are ignored. The natural disturbance model is a useful tool for managing activities like forest harvesting; however, it is ineffective for disturbances that have no natural analog, like roads and oil wells. Zonation separates incompatible land uses but provides no insight into the appropriate level of activity within individual zones. And while mitigation efforts reduce the ecological impact of human activities, they do not address the pace and intensity of development—the ultimate drivers of most environmental decline.

What is needed to address these gaps is an integrated system of planning that manages land use at the regional scale, rather than sector by sector. Regional planning provides the greatest leverage for managing development and ensuring that ecological limits are respected. The catch is that regional planning is also the most complex form of planning and is difficult to apply successfully.

Three approaches to integrated regional planning have been developed by different groups with different mandates (Fig. 7.19). Ecosystem management (or ecosystem-based management) is a product of the conservation community that combines a suite of ecological planning concepts into an integrated planning framework. Strategic environmental assessment is an approach advanced by the regulatory community for managing cumulative effects. And regional land-use planning is a government-led process for making political decisions about conflicting land-use objectives.
Each approach contributes concepts and tools necessary for maintaining biodiversity and we will examine each in turn. Unfortunately, a comprehensive system that incorporates all of the essential concepts has yet to be implemented outside of a few specialized cases. In the final section, we discuss why this is so.

**Ecosystem Management**

Ecosystem management finds its origins in conservation science, emerging as part of the shift to ecosystem-level conservation in the late 1980s. Unlike most of the other approaches we have discussed, it is not a method to solve a particular conservation problem. It is a systems approach to land management built on ecological principles (Grumbine 1994).

We will focus here on the biocentric interpretation of ecosystem management, which predominated when the concept was initially developed (Grumbine 1994; Yaffee 1999). In this interpretation, ecosystem management
is advanced as a planning framework with embedded conservation goals. Rather than maximizing the flow of ecosystem benefits to humans, the overriding aim is to maintain the integrity of the ecological systems that provide those benefits (Christensen et al. 1996). In practical terms, this means keeping all ecosystem components within NRV.

A consensus definition of ecosystem management does not exist, but there are several core themes included in most descriptions (Grumbine 1994; Christensen et al. 1996; Long et al. 2015). These themes, listed below, constitute a working definition:

- **Holistic.** Management should be systems based, incorporating the hierarchical structure of ecosystems and the interconnections among elements and scales. Protecting the parts demands protecting the whole.
- **Place-based.** Management should be focused on a specific planning area instead of specific issues or land uses. Planning boundaries should be ecologically meaningful rather than administrative (see Box 7.3).
- **Long-term.** Planning should be conducted over time horizons that are ecologically relevant, and not dictated by political cycles.
- **Scientifically rigorous.** The development and assessment of management options should be based on scientific understanding of ecological processes. The complexity and dynamic nature of ecosystems should be acknowledged.
- **Adaptive.** Current knowledge of ecosystem function should be seen as provisional and incomplete. Because of this uncertainty, management approaches should be viewed as hypotheses to be tested and refined through monitoring programs and applied research.
- **Participatory.** Human activities lie at the root of most conservation problems; therefore, humans must be part of the solution. The development and successful implementation of conservation programs requires input and support from stakeholders and the public.
- **Collaborative.** Given that ecosystems do not respect jurisdictional boundaries, management requires coordination and cooperation among agencies. Collaboration is also needed across scientific disciplines.

The term “ecosystem management” is today widely encountered in resource management. But very few applications adhere to the original framework described above (PM 2009). For example, the forestry sector, which was an early adopter of ecosystem management under the rubric of sustainable forest management, excluded several core elements of the concept. Critically, harvest rates are still based on mill requirements, indicating that the commitment to “nature first” is missing. Furthermore, planning is not truly holistic, in that forest harvesting is the only human disturbance considered, and planning boundaries are not ecologically based.

The most rigorous application of ecosystem management is found in protected areas, particularly in national parks, where maintaining ecological integrity is legally mandated. Strong commitments to ecosystem management have also been made in some regional land-use plans. For example, planning for the Great Bear Rainforest in BC is being conducted using an ecosystem management framework (BCMOF 2012).
A core theme of ecosystem management is that planning boundaries should be ecologically meaningful. Watersheds are commonly recommended for this purpose because they constitute functional systems that can be readily demarcated (Noble et al. 2011; Ball et al. 2013). Moreover, aquatic features in a watershed are intrinsically connected to each other and to the surrounding uplands. Therefore, watersheds provide an ideal foundation for the integrative management of aquatic biodiversity. Watersheds are also an appropriate planning unit for some important ecosystem services, such as drinking water and flood control.

An alternative approach for defining planning boundaries is to use an ecoregion classification scheme like the National Ecological Framework (Fig. 1.3). The ecosystems identified in these types of classifications are determined by physical factors such as climate, landforms, and soils. They match up better with the distributions of terrestrial biodiversity than watershed boundaries, which cut across habitat types. Ecoregion classifications also facilitate the systematic planning of protected area networks, which are intended to provide representation of distinct ecosystem types.

In practice, administrative boundaries are commonly used for planning simply because they facilitate decision making. Crossing jurisdictions, as ecological boundaries do, necessitates collaborative planning, which is difficult to achieve in practice. The upshot is that no single approach is ideal for all applications.

Strategic Environmental Assessment

Strategic environmental assessment was developed by the environmental impact assessment community to improve the management of cumulative effects. It has yet to be widely implemented but is being promoted by the Canadian Council of Ministers of the Environment (CCME 2009).

Cumulative effects are changes in the environment caused by interacting human and natural processes that accumulate over space and time (CCME 2014). Of greatest concern to conservation are industrial disturbances that progressively alter ecosystem composition and structure, and industrial discharges that reduce air and water quality as they accumulate.

The assessment of cumulative effects has been mandatory under the federal Impact Assessment Act and its predecessors since 1995. However, as previously noted, cumulative effects cannot be adequately addressed through the keyhole perspective of project-level assessments (Duinker and Greig 2006; Connelly 2011). What is needed is an approach that is regional, government led, and intrinsically forward-looking. This is the role of strategic environmental assessment (CCME 2009). The aim is to help decision makers understand how the choices made today will affect landscapes of the future, providing the foundation for proactive management (see the example in Box 7.4).

Box 7.4. Setting and Achieving Cumulative Effects Limits
A cumulative effects limit, or threshold, is a type of management target. It represents the maximum amount of environmental change that is deemed ecologically and socially acceptable. Setting this target requires the consideration of trade-offs among environmental and resource development objectives and is best handled through a structured decision-making process (Gregory et al. 2012).

The management of cumulative effects is most effective when done proactively. The idea is to take steps early, while flexibility exists, to ensure that the limit is never actually reached (Kennett 2006a). In the absence of proactive management, a cumulative effects limit acts as an on/off switch that is highly disruptive once triggered—like running into a wall at full speed. When this happens, management options are limited, and land users, now facing dire consequences, are likely to lobby aggressively for a reprieve, diminishing the effectiveness of the whole process.

A well-known example of proactive cumulative effects management is the global effort to reduce CO₂ emissions to a level that averts catastrophic climate change (Pacala and Socolow 2004). This example shows that multiple mitigation measures, acting in concert, and early implementation are needed to bend the business-as-usual trajectory toward the desired limit (Fig. 7.20).

For biodiversity conservation, the relevant management levers include policy-level curbs on the pace of development (potentially favouring some uses over others), harmonization of infrastructure planning, regulations and incentives for implementing low-impact technologies, and accelerated reclamation, among others. These management approaches are often collectively referred to as integrated landscape management. Experience has shown that industry has considerable ability for innovation once motivated. Case
Study 1 presents an example involving harmonized infrastructure planning that substantially reduced cumulative impacts while also providing cost savings for the companies involved.

There is a natural interplay between the setting of limits and the evolution of management approaches. Limits provide the motivation and focus for identifying mitigative actions. Creative mitigation strategies can, in turn, alter the cost of managing cumulative effects, changing the associated cost-benefit calculations. Thus, over time, planning innovations and technical advances may permit the achievement of cumulative effects limits that were initially considered impractical.

Descriptions of what strategic environmental assessment entails are varied, and there is overlap with other planning approaches (Harriman and Noble 2008). Here we will focus on the analytical tools that are central to its decision support role and which are highly relevant to biodiversity conservation. Similar concepts have been advanced under the labels “integrated landscape management” and “cumulative effects management.”

Strategic assessments incorporate three main inputs: (1) a comprehensive description of the current state of the landscape, including the legacy of past development; (2) an understanding of dynamic ecological processes, including ecological responses to human activities; and (3) a suite of management scenarios. Scenarios describe resource development trajectories under alternative management regimes and are chosen to foster learning (Duinker and Greig 2007). It is common to include a reference scenario, representing an unexploited system, as well as a business-as-usual scenario, and a range of other scenarios that emphasize certain values over others or creatively push the boundaries of conventional thinking.

The assessment of outcomes under the selected scenarios usually involves some form of computer modelling (Duinker et al. 2012). Typically, a landscape change model is used to track the state of the landscape under a given development scenario. This information is then fed into sub-models that predict the status of valued ecosystem components, as per the environmental impact assessment paradigm. When focal species are used as indicators, the sub-models are based on the impact hypothesis diagrams we discussed in Chapter 6. Simplified versions are often used because landscape change models can only track a limited set of environmental drivers.

A wide variety of modelling platforms exist. Some, like LANDIS (Scheller et al. 2007) and ALCES, provide the full architecture needed for modelling landscape change, which users can adapt to their specific circumstances. Others, like SELES (Fall and Fall 2001), provide users with the flexibility needed to create models of their own design. It is usually the experience and preference of a project’s technical team that determines which platform is used.

At the heart of all landscape change models lie a set of rules governing dynamic processes. For example, scenarios for a forested landscape might prescribe different rates of harvest. The model must be able to translate a prescribed rate into a sequence of harvest events, taking into account stand type, stand age, harvest block size, distance from the mill, and other relevant factors. Natural disturbances and vegetation succession must also be modelled, and the interactions between these processes must be accounted for. For example, stands that are burned must be removed from the harvest schedule.

Determining the appropriate level of complexity for landscape modelling is as much an art as it is a science. On
the one hand, there are several reasons for adding as much detail as possible. For the model to be seen as legitimate, the simulated industrial practices and natural disturbances need to be realistically portrayed. Also, because the whole point of the exercise is to predict and understand cumulative effects, the model must be able to track small disturbances that add up over time, not just large developments. From an ecological perspective, there is a desire to capture as much detail as possible about changes in ecosystem composition and pattern, to provide a firm foundation for assessing the impacts of development on biodiversity.

The benefits of adding detail must be weighed against the associated costs (Addison et al. 2013). Even though computing power no longer constrains model complexity the way it once did, overall tractability is still a major issue. The time needed for model parameterization, testing, and analysis rises exponentially with model complexity. And in a planning context, time is always of the essence. Furthermore, the more processes and parameters in a model, the more potential points of contention there are. Planning may become bogged down in stakeholder debates over details with little practical relevance, rather than focusing on strategic management issues. Stakeholders and decision makers may also become overwhelmed by complexity, reducing their understanding of the modelling process (Gunn and Noble 2009). Once a model becomes a “black box,” that has to be taken on faith, users may become reluctant to trust the results.

In the end, a balance must be struck between realism and tractability (Duinker and Greig 2007). With the advent of powerful computing systems and detailed spatial datasets, the temptation to add detail “because we can” should be avoided. Instead, the level of detail should be determined by the demands of the decision at hand. Furthermore, we must accept that landscape models will never capture all aspects of a system, regardless of how much detail we manage to incorporate (Duinker et al. 2012). They are tools that structure what we know about dynamic processes and allow us to apply this knowledge to improve decision making (Addison et al. 2013).

**Regional Land-Use Planning**

Whereas strategic environmental assessment is a form of decision support, regional land-use planning is a form of decision making. The planning process is often conducted by a designated agency, such as a planning board, that operates with a variable degree of autonomy. However, the government is the ultimate decision maker and provides the legal authority for plan implementation.

A regional plan is a roadmap to a desired future. It describes where we are going and how we will get there. Some plans are proactive, outlining a sequence of actions designed to achieve a specific goal, like agricultural development. More commonly, planning occurs in response to conflicts over land use that are not sufficiently addressed by existing regulations (Rayner and Howlett 2009). In this case, the purpose of planning is to devise a solution to a widely perceived problem. This generally entails making trade-off decisions.

Regional plans are best developed using a structured decision-making framework. We will briefly review the main steps in the process, in the context of regional planning, leaving the details to Chapter 10. Like ecosystem management, these steps represent an ideal that is often only partially achieved in practice. A working example of regional planning is provided in Case Study 2.

The first step in regional planning is to frame the decision by identifying the key issues and delineating the plan-
ning boundary. Initial framing is usually done by the government and provided to the responsible planning agency through a terms of reference. The planning boundary is a social construct, reflecting the geographic area where the values of interest are located and where the relevant activities take place.

The second step is to clarify the objectives. This requires social dialog because the government does not intrinsically know what the public and key stakeholders want. Environmental objectives are usually included, but not in every case. For example, some regional planning initiatives in BC and Ontario have focused on resolving conflicts between urban expansion and agriculture.

The third step is to identify management options. Regional planners have a variety of management tools available to them (Kennett 2006b). Zonation, which is effective and relatively straightforward to administer, is one of the more common approaches. Other tools control what happens within a given zone. These include rules that limit the intensity of specified activities as well as their spatial distribution and their occurrence over time (see Box 7.4). Operating regulations, economic incentives, and the application of best practice standards may be used to modify activities at a finer scale.

The fourth step is to determine how well each of the management alternatives is likely to perform with respect to the stated objectives. This provides the basis for evidence-based decision making. Computer models are often used to facilitate the evaluation phase, though the level of complexity is quite variable. The highly detailed landscape change models we discussed in the context of cumulative effects management are the exception rather than the rule in conventional land-use planning. When the capacity for modelling does not exist, decision makers rely on expert opinion.

The last step is to choose a preferred management approach. Sometimes the optimal approach is obvious, making broad consensus possible. More often, irreconcilable differences among stakeholders will remain. This does not mean that the planning process has failed. If conducted properly, it will still have clarified the desired outcomes, illuminated fundamental trade-offs, and determined the utility of potential management approaches. Thus informed, the government is in a much better position to make and defend a political decision about how to proceed. Such planning decisions are more likely to be respected if all perspectives have been accounted for and treated fairly, and if the decision-making process has been transparent (Lamont 2006).

Most regional planning initiatives require an ongoing process for plan review and renewal, to keep the plan current as circumstances change. Iterative planning also allows for an assessment of plan's performance against expectations and it supports structured learning about key uncertainties (Gregory et al. 2006).

**Barriers to Integration**

Ecosystem management, strategic environmental assessment, and regional land-use planning can be thought of as pieces of a puzzle—each contributes something essential to the maintenance of biodiversity, but none is sufficient on its own. Ecosystem management contributes a systems perspective, articulates the ecological foundations of planning, and provides guidance on the appropriate spatial and temporal scales for planning. Strategic environmental assessment provides outcome-oriented planning tools for evidence-based decision making. Regional land-use planning provides the institutional machinery for making political decisions about land use in
the face of conflicting objectives, as well as the legal authority needed for plan implementation. Without integration into the government’s decision-making process, ecosystem management and strategic environmental assessment have limited potential for influencing regional outcomes.

Over the years, there has been considerable cross-fertilization among the three approaches. However, only limited progress has been made in combining all three approaches into an integrated system of ecosystem-based regional planning (Rayner and Howlett 2009). There are three main reasons for this lack of progress: an unsuitable governance structure, resistance to change, and insufficient political will.

The existing system of land-use governance in Canada is geared toward sectoral decision making rather than integration (Fig. 7.2). Instead of providing a comprehensive vision for land use, existing policies advance sector-specific mandates that often conflict with each other (Kennett 2006b). Moreover, the institutional structure and capacity needed to coordinate land-use decision making are generally lacking (Rayner and Howlett 2009; Kristensen et al. 2013). This situation precludes the systems-based approach embodied by ecosystem management.

Kennett (2006b) has described the governance reforms needed to support integrated regional planning. They begin with a high-level commitment to integration, expressed as a unified vision for land use. In addition, structural changes are needed to vertically integrate decision making from high-level policy down to operational management (Fig. 7.21). Trade-offs should be resolved where it is most effective to do so, and each stage of decision making should lay the groundwork for the next. Legislation is required to ensure accountability and to provide decision-making authority where it is needed.

Another important step is establishing an agency above the sectoral departments that serves as a hub for operational integration—a unified land manager (Fig. 7.21). The role of this land manager is to:

- Develop and periodically revise integrated regional plans
- Provide feedback to elected officials on policy gaps that need to be filled and policy collisions that require resolution
- Provide planning guidance to sectoral departments and ensure that lower-level decisions align with regional plan objectives
- Track land use, monitor regional plan outcomes against stated objectives, and facilitate adaptive learning
Little progress on these reforms has been achieved to date, for a variety of reasons. Changes in governance challenge existing power structures, resulting in pushback from those who stand to lose authority, such as sectoral departments (Hodge et al. 2016). Furthermore, a system that promises to balance societal interests is no boon to those who benefit from the existing approach, such as resource companies (Rayner and Howlett 2009). Efforts to achieve balanced outcomes are also constrained by past decisions, particularly those related to project approvals and land tenure allotments. Finally, progress is hampered by gaps in knowledge, inadequate budgets, and the overall complexity of the transition. Case Study 2 illustrates many of these issues.

A commitment to integrated regional planning is ultimately a matter of political will, which has so far been lacking. Governments have been reluctant to undertake institutional change because it requires a significant expenditure of political capital and government resources, yet the political rewards are far from obvious. Though there is strong public support for protection of the environment and biodiversity, this does not automatically translate into strong demand for planning reform. The connection is not readily perceived, and the benefits only accrue
over time. Moreover, as noted above, there is substantial resistance to change from many quarters. Governments also realize that integrated planning may lead to contentious debates over land use that ultimately leave all parties unsatisfied. Thus, the status quo tends to be favoured over action.

Given the existing headwinds, progress toward fully integrated planning will no doubt be slow. However, even incremental change will lead to improved conservation outcomes (PM 2009). Conservation practitioners should consider it part of their mandate to advance and promote such improvements.
CHAPTER VIII

PROTECTED AREAS
Protected Areas

Canada’s network of parks was built incrementally over the past century. Currently, 12.6% of Canada’s terrestrial land base and 9.1% of its marine environment are protected, though not all ecosystem types are equally represented (Fig. 8.1; ECCC 2022). Approximately 35% of the terrestrial parks are under federal jurisdiction, and the rest are managed by provincial and territorial governments or are privately owned. There are several thousand individual parks, but the one hundred largest account for 72% of the total area (ECCC 2022). Two-thirds of the parks are less than 2 km$^2$. 
As recounted in Chapter 2, early efforts at establishing parks were ad hoc and emphasized scenic areas. Since then, systematic planning at the regional and national scales has become more common (Andrew et al. 2014). Federal government efforts have been guided by a long-range national park plan (PC 1997). Provincial and territorial efforts have been more episodic, reflecting waxing and waning political interest, with much variability among jurisdictions (Fig. 8.2).
Many different forms of protection exist, including national and provincial parks, migratory bird sanctuaries, national wildlife areas, wilderness areas, conservation areas, ecological reserves, and other designations specific to individual provinces. These different types of protected areas are associated with different priorities and mandates. In addition to their role in maintaining biodiversity, protected areas serve as ecological benchmarks, support recreation, preserve wilderness, and provide laboratories for research into natural processes (Wiersma 2005).

In this chapter, we will focus on sites where the protection of biodiversity is the primary purpose and industrial activities are specifically prohibited. We will refer to these sites as “protected areas” or “reserves,” and we will use the term “park” when referring to more generic forms of protection.

### Theoretical Foundations

Protected areas have long been a cornerstone of biodiversity conservation. Whereas conservation on the working landscape is characterized by compromise with competing land-use objectives, biodiversity comes first within protected areas. Moreover, there is no uncertainty about whether prescribed protection measures will be implemented or work as intended, given that industrial use is prohibited. The certainty that protected areas provide explains their appeal as a conservation tool. The main limitation of protected areas is that it is rarely possible to set aside enough of the landscape to ensure adequate protection for all species. Therefore, conservation efforts on the working landscape remain vital for maintaining biodiversity, complementing the protection provided by reserves.

Our discussion will focus on reserve design and reserve management. Reserve design remains an important topic because gaps exist in the current network (Andrew et al. 2014). Some regions are underrepresented (Fig. 8.1), and the overall amount of protection falls short of the targets that Canada has committed to. As with the previous two chapters, we will focus on conventional practices and defer discussion of climate change issues to Chapter 9.

### Box 8.1. IUCN Protected Area Categories

The IUCN has defined six categories of protected areas. These categories are widely referenced in conservation planning applications (Dudley 2008).
I. **Strict nature reserve or wilderness area.** Sites where human use is strictly controlled to ensure the protection of natural conditions and biodiversity.

II. **National park.** Large natural areas that are set aside to protect large-scale ecological processes along with the characteristic biotic components.

III. **Natural feature or monument.** Generally small sites that protect a specific feature, such as a unique landform or biological community.

IV. **Habitat/species management area.** Sites that aim to protect particular species or habitats, with management that supports this priority.

V. **Protected landscape or seascape.** Sites with distinct characteristics that arise from the interaction between people and nature over time.

VI. **Protected area with sustainable use of natural resources.** Generally large, mostly natural sites where a proportion is under sustainable natural resource management and where low-level, non-industrial resource use is a management objective.

Modern concepts of reserve design trace back to seminal research in the 1960s and 1970s on reserve size and species representation. Biologists working with island ecosystems observed that large islands tended to have more species than small islands. The field of **island biogeography** was developed to explain these findings and to quantify the relationship between island size and species richness (MacArthur and Wilson 1967).

The findings of island biogeography were later extended to reserve design by treating protected areas as islands of natural habitat in a sea of anthropogenic change (Diamond 1975). This gave rise to the general principle that large reserves are preferable to small reserves because they can sustain more species. However, conservation scientists also noted a trade-off. When the amount of land available for protection is limited, a large reserve is not as effective as multiple small reserves in representing all habitat types (Fig. 8.3). This led to a prolonged debate over design priorities, commonly referred to as the “Single Large or Several Small” (**SLOSS**) debate (Simberloff and Abele 1982).
The SLOSS debate was never fully resolved because there is no definitive answer as to which design feature is most important. Size and representation both need to be considered, along with several additional factors. In current practice, the optimal reserve configuration is determined on a case-by-case basis, facilitated by a structured decision-making process. There are two distinct questions that need to be answered. First, how much of the landscape should be protected? Second, what is the optimal spatial configuration of the reserves? We will examine each question in turn.
How Much Is Enough?

Determining the appropriate amount of protection is one of the most challenging aspects of conservation planning (Wiersma and Nudds 2006; Wiersma and Sleep 2018). It is not just a matter of assessing biological need. In real-world applications, trade-offs with competing land-use objectives also have to be considered. The protection of public lands never occurs without this step.

From a strictly biocentric perspective, the preferred solution is to protect the entire landscape. Thus, any protection target below 100% represents a compromise from a biocentric view. The ecological consequences of this compromise depend on how severely the unprotected habitat is ultimately degraded (Fig. 8.4).

Field studies suggest that the effects of habitat loss on biodiversity outcomes are nonlinear (Swift and Hannon 2010; Richmond et al. 2015). Pristine systems are inherently resilient and can withstand small amounts of habitat loss without significant consequences (Fig. 8.4). But as the degree of habitat loss increases, the abundance of sensitive species eventually begins to decline, and certain ecological functions become impaired. Once the majority of the original habitat is lost, a tipping point may be reached where widespread species extirpation occurs.

For planning purposes, it would be useful to know exactly where the tipping point for ecological integrity is, but this information is usually unavailable. Each system is unique, particularly with regard to the types of anthropogenic disturbances present on the working landscape (van der Hoek et al. 2015). It makes a big difference whether the disturbed areas experience complete habitat loss or just a reduction in habitat quality. For most real-world conservation planning, we only have simple qualitative curves, like Fig. 8.4, to work with (Lindenmayer et al. 2005).

Trade-offs with other land-use objectives are best handled through a structured decision-making process. The aim is to compare the benefits and costs of habitat protection across a range of reserve size possibilities using the best available information. From Fig. 8.4, we see that protection provides diminishing returns at high target levels (i.e., within the resilience zone). The inverse relationship holds for costs. Costs are magnified at high levels of protection because little flexibility remains for avoiding areas with high resource potential. The optimal balance between benefits and costs is ultimately a matter of social choice.

Unfortunately, structured, evidence-based approaches are the exception rather than the rule when it comes to setting protection targets. Informal approaches are much more common. Deliberations typically give little or no consideration to the specific biodiversity outcomes that protection is meant to achieve (Svancara et al. 2005). In
such cases, it is impossible to determine whether the optimal balance between protection and development has been achieved because the trade-offs are never formally assessed.

Despite the weak foundation of many protection targets, it would be wrong to assume that these targets have been unhelpful. In fact, much has been accomplished. One of the most widely used targets originated with a 1987 report on sustainable development by the World Commission on Environment and Development (WCED 1987). Without any justification beyond the general notion of balancing development and environmental protection, the Commission proposed that the world's existing base of protected areas should be tripled from 4% to 12%.

The 12% target was imported to Canada through the World Wildlife Fund's Endangered Spaces Campaign (1989–2000), which resulted in a doubling in the extent of Canada's protected area network (WWF 2010). The 12% target was important because it provided a bold, yet achievable, goal that inspired and engaged diverse segments of Canadian society and motivated political action.

In 2010, the UN Convention on Biological Diversity set a new international protection target of 17% of terrestrial areas and 10% of marine areas (UN 2010). In 2016, the federal, provincial, and territorial deputy ministers responsible for protected areas established a working group committed to achieving the 17% target in Canada.

In 2022, the UN Convention of Biological Diversity again boosted its protection target, this time to 30% by 2030 for both terrestrial and marine areas (UN 2022). The federal government in Canada has likewise begun referencing the 30% target as its protection goal (GOC 2022b). However, behind this headline there has been a shift in the meaning of the term “protection.”

Henceforth, protection targets will include “other effective area-based conservation measures.” These sites are intended to “achieve long-term and effective conservation of biodiversity, even when the land is managed for different purposes” (GOC 2022b). There is as yet no clarity about how the management of these sites will differ from existing approaches, such as sustainable forest management (see Chapter 7). Time will tell whether this approach will lead to a meaningful gain in protection or whether it is simply a method for the spurious inflation of protection targets. Provincial involvement is also an open question at this time.

In summary, protected areas are one of the most effective tools for conserving biodiversity, but they present serious conflicts with other land-use objectives. Compromise is usually necessary. To date, most policy-based protection targets have been far below the level needed to forestall declines in biodiversity (Svancara et al. 2005). That said, protection targets have been trending upwards over time and could continue to do so. Much depends on public perceptions and support for protection. There is also a need for effective and transparent decision making.

### Stretch Targets

In recent years, a variety of conservation organizations and academic researchers have been advancing a protection agenda under the tagline “nature needs half” (Noss et al. 2012; Locke 2014; Dinerstein et al. 2017). The 50% target is portrayed as “science based,” but strictly speaking, targets are informed by science, not based on science. From an ecological perspective, there is nothing special about the 50% mark. It is above the point of catastrophic change but well below the point at which ecological decline is detectable (Fig. 8.4).
The selection of 50% as a protection target is basically an expression of risk tolerance—a value judgment on the part of the conservationists involved. Their intent is to reframe the public discourse about protected areas by advancing the possibility of protecting much more than 12% or 17% of the landscape, where opportunities exist. Their general point is that we should not be fixated on averting catastrophic ecological loss—we should aspire to maintain a high level of ecological integrity. The appeal of the 50% target is that it is simple and clean, and the tagline “nature needs half” is compelling. As such, it is well suited for its role in conservation advocacy.
Systematic Conservation Planning

The design of reserve networks has been of central interest to conservation biologists from the outset. The core elements of effective design are now well established under the rubric of systematic conservation planning (Margules and Pressey 2000; Kukkala and Moilanen 2013). Systematic conservation planning is a form of structured decision making adapted to the identification of optimal reserve designs. We will examine each step in turn, leaving the refinements needed to accommodate climate change to Chapter 9. A working example is provided in Case Study 6.

Decision Framing

Most protected area initiatives on public lands involve some form of government process. The government has ultimate responsibility for land management and holds the authority for designating new reserves.

As the final decision maker, the government is normally responsible for framing the decision. The planning area must be identified, the purpose clarified, the core stakeholders selected, the level of public consultation described, and the amount of financial and technical support established. Fixed constraints, such as exclusion areas, also need to be defined. External parties will often seek to influence the framing process, particularly as it relates to objectives, transparency, and stakeholder involvement in decision making.

Parks Canada is the lead agency for protected area planning at the federal level. At the provincial level, protected area initiatives are often part of broad land-use planning programs that involve multiple ministries. These programs are typically overseen by the lead agency responsible for land management, rather than the provincial parks department.

Protected area planning is also undertaken independently by conservation organizations and conservation scientists. These initiatives help to identify conservation priorities and are important in setting the political agenda. However, these organizations lack the authority to establish protected areas on public lands. Nor can they provide an appropriate forum for social decision making. To be implemented, their proposals must eventually be funneled through a government-run process. Unfortunately, many proposals languish because no linkage is ever made (Knight et al. 2008).

Protected area initiatives on private lands follow a different process. Efforts are typically led by conservation organizations, rather than the government, and they entail direct negotiations between conservationists and landowners. We will discuss the particulars of conservation planning on private lands later in the chapter, in the context of habitat protection in the Agricultural South.

Selecting Biodiversity Surrogates

If a reserve network is to support all elements of biodiversity, then all elements need to be represented in the
system. The problem is, we know very little about the distribution and habitat needs of most species. Moreover, there are far too many species to work with individually. Therefore, most conservation planning initiatives achieve representation of biodiversity indirectly, using surrogates (Sarkar et al. 2005). The idea is to select a manageable set of well-described biodiversity components and have them stand in for the other elements.

A common method of selecting biodiversity surrogates is the coarse-filter approach (Hunter et al. 1988). Rather than working with individual species, the coarse-filter approach seeks to identify and represent the major ecosystem types within a planning region. The assumption is that, by representing all major ecosystem types, the habitats of most species will be represented as well. Moreover, ecosystems are a component of biodiversity that merits representation in its own right (Margules et al. 2002).

In Canada, several ecosystem classifications have been developed to support coarse-filter planning. A prominent example is the National Ecological Framework (Marshall et al. 1999), which is a hierarchical ecosystem classification system based on landforms, soils, climate, and dominant vegetation, among other attributes (Fig. 1.3). Several provinces have developed their own systems of ecological classification at finer scales, harmonized to a greater or lesser degree with the national system. These ecosystem classification schemes have served as the foundation for many government-led protected area planning initiatives in recent years, at both the federal and provincial levels (Lemieux et al. 2010).

Another approach to achieving broad representation is to use umbrella species as biodiversity surrogates (Fig. 8.5). These species have large area requirements; therefore, providing adequate protection for them ensures that many other species are protected as well. However, this is not a systematic approach and it does not ensure comprehensive representation in the way the coarse-filter approach does (Higgins et al. 2004). The benefit of using umbrella species is that they are usually well known and can generate public support for protection. For example, linking habitat protection to the needs of grizzly bears was critical to the establishment of the Great Bear Rainforest in BC.

*Fig. 8.5. Species with large home ranges, such as the grizzly bear, are sometimes used as biodiversity surrogates in conservation planning initiatives. Such species often have high public appeal and tend to boost support for protection. However, this approach does not provide systematic representation of all habitat types. Credit: J. Frank.*
A limitation of using biodiversity surrogates for conservation planning is that species with unique habitat requirements may be overlooked (Mac Nally et al. 2002; Stewart et al. 2018). These species are often referred to as fine-filter species, indicating that they have slipped through the mesh of the metaphorical coarse filter and require specialized attention. The habitat needs of these species must be addressed on an individual basis (i.e., a fine-filter approach) rather than through a surrogate approach (Hunter et al. 1988). In practice, this is often difficult to do because many fine-filter species are rare and difficult to study. In many cases, information about their habitat needs is rudimentary.

Most conservation planning initiatives also include species of social importance. These are not true fine-filter species, in that they are not distinguished by unique habitat requirements, but they tend to be treated as such in practice. A better term for them is focal species. In principle, the inclusion of focal species is redundant, since their habitats should be represented through the coarse-filter approach. Nevertheless, stakeholders often want to have species of special significance directly represented to provide assurance that their habitat needs are indeed being addressed.

The choices we make about which surrogates to use as coarse- and fine-filter elements provide an operational definition of biodiversity (Sarkar et al. 2006). There are no generic standards to guide these choices, and in practice much depends on data availability and the knowledge and biases of the individuals involved in the planning processes (see Case Study 6). This is one reason why protected area planning initiatives differ so much from one to the next.

**Design Objectives**

The purpose of the reserve design process is to determine the optimal configuration of reserves for a given protection target. Several design attributes contribute to the effectiveness of reserves and must be taken into account. The optimal configuration is that which scores highest in terms of overall effectiveness. What makes this determination challenging is that trade-offs exist among many of the design attributes.

A fundamental design objective is to represent all components of biodiversity within the network. Protected areas only benefit the biodiversity elements that are included in the system. Representation objectives are usually expressed as minimum area targets for each of the selected biodiversity surrogates and fine-filter elements.

Consideration must also be given to design attributes related to ecological function (Rothley 2006). Reserves are not like stamp collections, where representation is an end in itself. Reserves exist to maintain biodiversity, and so individual reserves must be able to provide effective protection for the species they hold (Rouget et al. 2003).

One of the main functional attributes is the size of individual reserves. Ideally, reserves should be large enough to maintain natural ecological processes, including the interplay between natural disturbance and succession (Leroux et al. 2007). In forested areas where large fires are the major disturbance agent, the minimum reserve size for maintaining dynamic processes has been estimated to be over 4,000 km$^2$ (Leroux et al. 2007). Redundancy is also desirable because large natural disturbances can result in catastrophic losses within individual reserves.
For focal species, a reserve should ideally be large enough to independently support a viable population. For large mammals, this may require a reserve size of several thousand square kilometres (Gurd et al. 2001).

Reserves should also have a large interior to edge ratio, to minimize the impact of anthropogenic disturbances occurring in the surrounding working landscape (Woodroffe and Ginsberg 1998). Edge effects are of greatest concern in small reserves because the amount of edge habitat becomes proportionately greater as reserve size decreases (Fig. 8.6). Shape is also important, in that round reserves have proportionately less edge habitat than elongated reserves of the same size.

Another important factor in reserve design is connectivity. Reserve configurations that minimize the distance between reserves, incorporate natural movement corridors, maintain hydrological connectivity, and build on existing reserves are desirable (Rouget et al. 2003). Such designs support gene flow, facilitate species recovery after a major disturbance, and help species accommodate to climatic change.

The level of pre-existing disturbance is also a design consideration. Reserve designs that achieve representation objectives while avoiding disturbed areas as much as possible are generally favoured because ecological integrity is assured and comes at no cost.

Another design consideration is the level of threat. Areas with a high likelihood of future development are a priority for protection because they will benefit the most. Remote areas with a low likelihood of development are a lower priority, since protecting these areas will make less of a difference to biodiversity outcomes. That said, remote areas rarely remain free from development indefinitely; development just proceeds at a slower pace.

Finally, the reserve design process should seek to minimize conflicts with other land-use objectives. The rationale here is that a prospective reserve will provide no conservation benefit at all if resource conflicts preclude its establishment.

**Generating Design Options**

Modern conservation planning initiatives generally use planning software to generate reserve design options for consideration. Several software packages are available, including Marxan (Game and Grantham 2008), C-Plan (Pressey et al. 2005), and Zonation (Moilanen et al. 2014), among others.
To apply planning software, the planning area must be subdivided into discrete cells referred to as “planning units.” These serve as the units of selection. The composition of each cell is tabulated to establish its contribution to the representation of each biodiversity element. Other attributes, such as intactness, level of threat, and amount of conflict with resource development are usually tabulated as well, permitting their inclusion in the selection process.

**Box 8.2. Planning Unit Options**

Several options are available for defining planning units. The most common choice is a grid of hexagons or squares, with a cell size of 1,000 ha or less. The benefit of using a fine-scale grid is that it provides maximum flexibility for assembling efficient reserve designs.

A less common alternative is to use watersheds or other ecological units as planning units. The benefit is that each planning unit is ecologically meaningful. The limitation is that the planning units tend to be large, reducing flexibility. This approach is best suited for planning at very broad scales (e.g., national scale).

A final option is to use administrative units, such as townships, as planning units. This approach may be used if key datasets have been organized by administrative unit.

When planning software is run—using Marxan as an example—it assembles reserves by adding one planning unit at a time until all biodiversity elements have been represented to the desired level (Fig. 8.7A). The selection of planning units is guided by an optimization algorithm. The program seeks to achieve representation targets while simultaneously meeting other design objectives. For example, the program can be set to give priority to cells with a high level of intactness or low resource conflict, while still achieving representation targets. The average size of reserves can be increased by favouring planning units that are adjacent to previously selected cells. Cells that contain biodiversity elements not found elsewhere are said to have high **irreplaceability**, and they tend to be consistently selected. Cells within existing reserves are incorporated automatically, and their contribution to representation is fully accounted for.

The planning units selected in a given model run constitute a potential reserve design. Usually, many alternative designs are possible because the representation targets can be achieved using different combinations of cells. The full spectrum of alternatives can be explored by running the planning program repeatedly. By pooling the results over hundreds of runs it is possible to identify planning units that represent a high priority for protection (Fig. 8.7B).
Connectivity among reserves is difficult to incorporate in reserve planning software and so it is usually addressed manually. What makes connectivity challenging is that priorities for connectivity do not become apparent until after the location of core reserves has been established. There are also decisions about the length and width of connecting zones, and trade-offs with other design features, that cannot be distilled down to a set of simple selection rules.

The main utility of reserve planning software is to support learning about a given system. By running a series of planning scenarios with different combinations of inputs, insights can be gained into design options and the trade-offs that exist among design attributes. A useful starting point is a base scenario that includes only coarse-filter elements. Other elements and design options can then be added systematically, so that their specific influence on the design can be understood. Case Study 6 provides a working example.

**Selecting the Optimal Design**

Selecting the best reserve design means determining the optimal balance among competing design attributes. There are several trade-offs that need to be considered.

A commonly encountered trade-off involves the representation of focal species versus coarse-filter elements. The more we skew a design in favour of a small set of focal species, the less effective the design will be for protecting overall biodiversity. Underlying this trade-off is a deep question about the purpose of conservation, which we
touched on in our discussion of conservation triage in Chapter 6. Do we value all species equally, in which case the coarse filter would be preferred? Or do some species matter more than others, in which case preference would be given to focal species? This is not a question that can be answered through science. It is a matter of social choice and requires input from stakeholders and the public.

There is also a trade-off between representation and functional effectiveness (Rothley 2006). The longer the list of conservation elements to be represented, the less design flexibility there is for achieving functional objectives. Moreover, when many features must be represented, reserve designs become unavoidably fragmented. The maintenance of ecological processes favours reserve systems comprised of large, well-connected sites (Leroux et al. 2007).

It follows that restraint should be exercised when defining ecosystem components under the coarse-filter approach. Just because detailed spatial datasets have become widely available does not mean that representation targets should be set for ever-finer ecosystem elements. The conservation benefit of fine-scale representation is unlikely to offset the resulting loss of design flexibility and reserve fragmentation. Designs that feature many small reserves also carry a high administrative burden.

Another trade-off involves past and future human disturbances. Undisturbed areas are generally preferred because they provide the best starting point for maintaining ecological function. But habitats facing a high risk of future degradation are most in need of protection (Noss 2000). In practice, these two objectives tend to conflict. Intact landscapes are most often found in areas of low economic potential, with an implied low level of threat (Pearson 2010). Conversely, areas with high economic potential, representing a high level of threat, are often highly disturbed.

Finally, there are trade-offs between conservation objectives and resource development objectives (Naidoo et al. 2006). In the past, these trade-offs were often ignored by conservation planners. But experience has shown that conservation designs that ignore socio-economic trade-offs are unlikely to be implemented (Knight et al. 2008). And designs that are not implemented protect nothing. There is, of course, no guarantee that workable design solutions can be found. Nevertheless, it is worth looking because even partial solutions can be helpful.

The exact nature of the trade-offs will depend on local circumstances and there are no generic rules to specify what should be done. Nor does reserve planning software provide the answers—its role is to provide insight into the trade-offs and options that exist (Sarkar et al. 2006). It falls to the planning team to assess the options and to identify a design that best achieves the conservation priorities for the planning area.

**Box 8.3. Summary of Reserve Design Trade-Offs**

Reserve design is an exercise in optimization across multiple dimensions. The competing objectives generally do not present as binary choices, but as matters of degree (i.e., more of one implies less of the other). In most cases, conflicts are greatest when the amount of land available for protection is highly constrained.
1. **Biodiversity vs. development.** Conflicts between habitat protection and industrial development are almost always present. The level of conflict will vary across the landscape because conservation value and resource potential are usually both unevenly distributed.

2. **Species vs. species.** Species do not all share the same habitat requirements. If a reserve design is biased in favour of a few high-profile species, the habitat of other species may receive less protection.

3. **Representation vs. function.** Increasing the number of elements to be represented tends to produce increasingly fragmented reserve designs. Conversely, the maintenance of ecological integrity and persistence of biotic elements favour designs with large, well-connected reserves.

4. **Intactness vs. vulnerability.** Intact areas are preferred candidates for protection because they present the best starting point for maintaining ecological function. However, the need for protection may be highest in disturbed areas, where vulnerability to further degradation is usually greatest.

5. **Potential for success vs. need.** The paradox of protection is that protected areas are easiest to establish in areas where they are least needed. Limiting protection to low-conflict areas is likely to leave important conservation values unrepresented.

6. **Today vs. tomorrow.** Because the climate is changing and species distributions are no longer static, protection objectives for current and future periods may be in conflict (see Chapter 9).
The preceding description of systematic conservation planning may give the impression that reserve selection is largely a technical exercise. In fact, the final determination of what will be protected invariably entails political negotiation. Moreover, the process is a long, drawn-out affair that proceeds in a piecemeal fashion. Consider that the target of protecting 12% of Canada’s landmass was set in the 1980s and we only reached that goal in 2020.

The negotiation component of protected area planning is similar to the policy development process we discussed in Chapter 3. There are long periods without apparent change interspersed with short periods of intense activity leading to the designation of one or more new reserves. The tipping point to active planning occurs when sufficient public, local, and political support have been achieved.

There are many pathways that lead to active planning. Many initiatives involve campaigns by conservation groups to protect sites with high conservation value. These groups often spend years (sometimes decades) building public support, developing local allies, and lobbying the government to take action. The Great Bear Rainforest in BC is a recent example. Other initiatives are driven by local communities, most often in the context of Indigenous land-use planning. The Dehcho and Peel Watershed land-use plans are examples (discussed below). Many protected area initiatives are driven by government policy. The federal government’s initiative to protect 30% of Canada’s marine environment is an example. With policy-driven initiatives, gaining the support of local communities is paramount, and takes considerable time. Finally, provincial and territorial governments often advance protected areas in the context of regional planning initiatives.

In many cases, systematic conservation planning is undertaken by a government parks agency or a conservation organization well in advance of active negotiations. By grappling with trade-offs among reserve design attributes and identifying areas of greatest benefit to biodiversity these efforts establish conservation priorities. Advance planning may also identify opportunities for minimizing conflicts with other land-use objectives while still achieving conservation targets. The resulting map of conservation priorities often serves in an agenda-setting role, much the same way that area targets do.

In principle, the systematic conservation planning approach can be extended to the negotiation phase of reserve planning. But this is challenging to do in practice. The conservation experts capable of handling the technical aspects of conservation planning generally do not have the expertise needed for negotiating with stakeholders. Nor do they have the authority for making land-use decisions. Therefore, it is common for these roles to be divided between a decision-making team and a technical team. This approach can be effective if the teams are well integrated and the overall process is well structured. Unfortunately, many negotiations devolve to political power struggles, and systematic conservation planning becomes sidelined.

Recognizing the political realities of land-use planning, conservation practitioners involved in protected area negotiations should make their recommendations as meaningful and accessible as possible. This includes helping decision makers and stakeholders understand why particular areas were identified as priorities, and what specific...
conservation benefits they provide. Options for handling key points of conflict should also be described. This requires a deep understanding of the factors influencing the design process, which is acquired through the systematic exploration of inputs.

In summary, protected areas are established through a long-term process that proceeds in fits and starts. Systematic conservation planning provides critical input to the process, mainly by mapping conservation priorities. But there should be no expectation that conservation priorities will automatically be established as protected areas. A broad base of support must first be established, and this may take considerable time and effort. Final decision making concerning site selection is a political process. It is important to have conservation practitioners involved in the process to ensure that biodiversity outcomes are properly considered. Unfortunately, this does not always happen.

Box 8.4. Common Reserve Planning Pitfalls

1. **Reserve design biases.** For optimal conservation of all species, planners must guard against inadvertently biasing the reserve system in favour of certain design attributes. Common biases include emphasizing representation over function and emphasizing high-profile species over broad biodiversity.

2. **Overreliance on computer software.** Planning software is a tool for identifying design options and exploring trade-offs among objectives. The ecological knowledge needed for developing an effective reserve design lies with the planning team, not the software.

3. **Failure to incorporate climate change.** Climate change has important reserve design implications, especially with respect to connectivity, fine-filter conservation, and climate refugia. This dimension of reserve design has yet to be widely implemented (see Chapter 9).

4. **Failure to consider competing values.** The best reserve design is not the one that perfectly meets the needs of biodiversity. Such designs are useful as reference points but are rarely implemented because they tend to be politically infeasible. Instead, the best design is the one that delivers the greatest conservation benefit given existing social constraints. This requires an extension of the optimization process to include competing socio-economic values.

5. **Becoming bogged down in detail.** With the increased availability of spatial datasets and ample computing power, it can be tempting to set representation targets for an ever-increasing list of attributes. This does not come without a cost. Excessive detail can complicate and slow the design process, reduce design flexibility, and produce fragmented designs with low functional integrity. It also becomes increasingly difficult to systematically explore design options and interpret the results.

6. **Ineffective communication.** Protected area planning is ultimately a social process, so design recommendations must be conveyed in socially meaningful terms. A glossy map and technical description of the methodology are not enough. Decision makers and stakeholders need to understand the objectives underpinning the proposed reserve network and why the recommended design is optimal. Furthermore, because negotiations are typically site-based, the specific contributions of individual priority areas should be provided.
Regional Variations

The Agricultural South

Protected area planning varies among regions because of differences in resource potential and social context. The Agricultural South (Fig. 5.5) consists mostly of privately owned land that has been converted to agricultural use. Remaining patches of native habitat are generally small and widely scattered, except within rangelands in the driest parts of Alberta and Saskatchewan. Approximately 4% of this region has been protected, with a strong bias to dry, unproductive rangelands (ECCC 2022).

Governments are reluctant to infringe on private property rights, so most protected area initiatives in the Agricultural South involve voluntary land purchases, land donations, and conservation easements. In a conservation easement, a landowner continues to own the land but agrees to permanent usage restrictions that are designed to maintain the ecological integrity of the site in perpetuity (Good and Michalsky 2008). The federal government encourages donations and easements through tax credits, administered under its Ecological Gifts Program. Protection can also be achieved through conservation offsets (see Box 8.5), though the necessary frameworks are only now being developed in Canada.

Box 8.5. Conservation Offsets

A conservation offset program is a method for achieving no net loss of habitat in the face of industrial development. The idea is to have resource companies offset unavoidable habitat damage in areas under development with habitat restoration in other areas. For example, an oil and gas company that damages wetlands in the course of operations might seek agricultural landowners willing to restore wetlands on their farms in exchange for monetary compensation. This approach works best in agricultural settings, where opportunities for restoration are readily identified. In principle, the approach could also be applied to public lands by channelling funding from resource companies to government-led restoration programs. However, the matching aspect of the offset concept is difficult to apply in this case.

A limitation of the offset concept is that true habitat equivalency is difficult to achieve. In most cases, restoration efforts can only partially make up for the loss of natural habitat. Moreover, offsets are only intended to last as long as the period of disturbance, so there is no guarantee that the restoration will be maintained. Efforts to avoid and directly mitigate disturbances are therefore preferable to offsets. Conservation offset programs are also challenging to administer. Application frameworks in Canada are rudimentary at present (Noga and Adamowicz 2014).

In recent decades, most protected area programs in the Agricultural South have been led by conservation groups, supported by government, corporate, and public funding. These protected area initiatives are characterized by direct negotiations between conservation groups and individual landowners about specific parcels of land.
The Natural Areas Conservation Program, funded by the federal government and implemented by the Nature Conservancy of Canada and other partners, has been the largest protected area initiative on private lands in Canada in recent years. It illustrates the pace of protection currently possible. Over a ten-year period (2007–2017), the federal government allocated $300 million to the program. Other donors provided matching funds and land donations totalling $580 million. This resulted in the protection of 4,300 km$^2$ of habitat across the country (NCC 2017). To put this in perspective, 4,300 km$^2$ is considerably less than the area of greater Toronto.

The basic aim of protected area planning in the Agricultural South is still centred on identifying optimal sites for protection. However, comprehensive ecosystem representation is difficult to achieve because of the agricultural conversion and urban development that has occurred, and because of constraints on land acquisition. This makes formal reserve design impractical. Instead, protection efforts tend to be opportunistic, guided by simple landscape scoring systems.

In a scoring system, the planning area is divided into planning units and the attributes of each cell are tabulated (Riley et al. 2007). Common attributes include the degree of intactness, habitat value for species at risk, connectivity, vulnerability to degradation, and the cost of acquisition. Instead of using planning software to generate potential reserve designs, the attributes of each planning unit are combined into a composite score reflecting its value to conservation. The results are displayed as a map of conservation priorities which is used to guide land acquisitions.

The benefit of the scoring approach is that the maps are relatively easy to produce. The main shortcoming of this approach is it does not ensure that individual features are represented in alternative design configurations. Nor is it possible to explore trade-offs among designs. Because of these deficiencies, the scoring approach should only be used where systematic conservation planning is not feasible.

An added dimension to conservation planning in the Agricultural South is that protection is added incrementally, as funding becomes available and as willing sellers and donors are identified. This makes planning an ongoing process (Meir et al. 2004). Once a parcel of land has been protected it may serve as the nucleus for an expanding reserve, changing the conservation importance of surrounding parcels. Opportunities may also arise to connect parcels, using restoration if necessary, once sites in reasonable proximity to each other have been protected.

The Industrial Forest

The Industrial Forest (Fig. 5.5) consists mostly of public lands that have been allocated to resource companies engaged in forestry, oil and gas development, and mining. The ecosystems here are no longer pristine, and access development is extensive; however, most ecosystem components and processes remain in place. Approximately 12% of the Industrial Forest has been protected to date (ECCC 2022), with much of this protection biased toward lands of low resource value.

Provincial governments have primary jurisdiction over most lands in the Industrial Forest, so they oversee most protected area planning in this region. The federal government is engaged to a lesser extent through its ongoing efforts to establish national parks. The timing of active planning is irregular, and efforts are not coordinated
among provinces. As previously noted, the tipping point to action is highly dependent on public interest and support.

The defining feature of protected area planning in the Industrial Forest is the dynamic that exists between conservation groups, promoting protection, and the resource sector, promoting development. Indigenous communities are also involved, though their role is not as prominent as it is in the Far North. In the Industrial Forest, Indigenous communities are likely to be treated as stakeholders, rather than co-management partners, though there are exceptions. Other common stakeholders include local communities, municipal governments, and various user groups (e.g., trappers, outfitters, tourism operators, and hunting and angling groups).

Conservation planning methods in the Industrial Forest are highly varied. Systematic conservation planning is widely applied, though the process tends to be interpreted differently in each application. As with the ecosystem management framework we discussed in the previous chapter, core elements are often omitted in practice. Furthermore, not all protected area initiatives seek to achieve comprehensive representation. Some initiatives are designed to protect specific sites of high conservation value.

The Far North

The Far North (Fig. 5.5) is comprised of public lands that, for the most part, remain ecologically intact. Industrial activity is limited to widely scattered mining installations and some localized oil and gas development. To date, approximately 14% of this region has been protected (ECCC 2022).

In the past, the planning and establishment of parks in the Far North was led by the federal government. Many of the large national parks and wildlife refuges that exist in this region are the result of these efforts. Over the years, the responsibility for land management has shifted to the territorial governments and Indigenous communities, though the federal government remains involved.

An important driver of protected area establishment in recent years has been land-use planning related to land claim settlements. An example is the Peel Watershed land-use plan, which covers approximately 68,000 km$^2$ in the northern Yukon (PWPC 2011). The plan was completed in 2011 and it placed a priority on “protecting and conserving ecological and heritage resources and maintaining wilderness character” (PWPC 2011, p. vii). Eighty percent of the planning area was designated as a conservation area and 20% was designated for integrated resource management.

The Peel land-use plan was prepared by an independent planning commission, as per the terms of a land claim agreement signed in 1993 (SCC 2017b). The Yukon government’s reaction to the commission’s plan was mostly negative. It argued that the plan was too restrictive and it unilaterally created a new plan which shifted the balance of protection to 71% industrial and 29% protected. In response, a court case was initiated by a coalition of local First Nations and conservation groups. The case was eventually referred to the Supreme Court of Canada, which ruled in 2017 that the Yukon government could not disregard a planning process it had agreed to under the land claim agreement (SCC 2017b). The commission’s original land-use plan is now going forward to final consultations.
The lesson from the Peel Watershed is that, while much of the Far North remains relatively pristine, protection is still far from easy. As in other parts of Canada, northern governments actively pursue industrial development to provide jobs and tax revenue. This provides the resource industry with considerable political influence, since mining and oil production are often the only source of private sector employment and investment.

Further industrial development in the Far North appears inevitable over the long term, though the pace will be constrained by high transportation costs and the absence of infrastructure. For example, through its Plan Nord, Quebec plans to invest almost $2 billion on infrastructure development and other steps to attract new mining projects to the far north of the province (GOQ 2015).

Despite the challenges that exist, the Far North still presents the best opportunity in Canada for establishing additional large terrestrial protected areas. Ontario and Quebec are both acting proactively and have set a 50% protection target in their current northern planning programs (OMNRF 2015; GOQ 2015). Government-led protected area initiatives in the territories are much less ambitious at present. But in these regions, the potential exists for large-scale Indigenous-led initiatives, as exemplified by the Peel Watershed land-use plan.

**Marine Environments**

Efforts to develop a network of marine protected areas began as a response to the Canadian Biodiversity Strategy in 1995 (EC 1995). A national framework was released in 2011 to provide planning guidance (GOC 2011b). More recently, the federal government has committed to protecting 30% of Canada’s coastal and marine areas, in accordance with the target established under the UN Convention on Biological Diversity (GOC 2022b).

The federal government has been leading the planning efforts, reflecting its jurisdiction over marine waters under the Oceans Act and other legislation. Provincial and territorial governments have been partners in the process and there has been considerable outreach to Indigenous communities and other stakeholders.

Thirteen marine bioregions have been defined and these provide the basis for planning (GOC 2011b). Because of their size, the Great Lakes are included as one of these bioregions, even though they contain fresh water. The reserve network is intended to provide representation of each of these bioregions, emphasizing sites with high ecological significance.

The proportion of marine territory currently protected is 9.1% (524,000 km²; ECCC 2022). Most of the sites were designated in the last five years. An additional 4.8% of marine territory has been designated as marine refuges where certain industrial activities and harvesting of biological resources are allowed as long as conservation goals are met (ECCC 2022).

The selection and management of marine protected areas is subject to the same trade-offs we discussed in the context of terrestrial reserves. The primary challenge is finding an appropriate balance between protection and economic development. A national advisory panel, commissioned by Fisheries and Oceans Canada, recommended that industrial activities, such as bottom trawling, oil and gas development, and mining be prohibited within all marine protected areas (Bujold et al. 2018). However, the door to development was left open in marine refuges, where industrial activities are allowed if effectively mitigated. Currently, marine refuges account for more
than a third of the area that the federal government is counting toward its 30% protection target, and more are planned.

In conclusion, the marine protected area initiative marks a new phase in marine conservation. Much will depend on the total area afforded full protection (vs. refuges) and the locations selected for protection. The marine refuge concept holds many parallels to the sustainable forest management paradigm. There is likely to be improved conservation compared to conventional management, but refuges are not an alternative to true protected areas.

Other Variations

There are also forms of protected area planning that are not based on the systematic representation of biodiversity. These approaches have limited application, but conservation practitioners should be aware of them. A prominent example is the use of biodiversity hotspots to guide site selection. Hotspots are areas of particularly high species richness or endemism (Myers et al. 2000). This approach is most commonly employed at the global scale by international conservation organizations and their donors seeking to direct their limited resources to regions that provide the greatest conservation benefit (a form of conservation triage).

Species richness in Canada is relatively low compared to many other parts of the world, so we have no areas rated as globally significant hotspots (Fig. 8.8). However, there are many sites across the country that have long been recognized as having special conservation significance at the regional scale. In most cases, these sites stand out because of their unique characteristics, not because they have higher levels of species richness than other areas. They are best treated as fine-filter elements under a systematic conservation planning framework.
Fig. 8.8. The distribution of global biodiversity hotspots, adapted from Myers et al. 2000. Hotspots are often used by international organizations for allocating conservation effort. At the national scale, biodiversity conservation is best achieved using a systematic conservation planning approach, ensuring that each country’s full complement of native species receives protection. Map credit: Ninjatacoshell.

Another approach to protected area planning involves “floating reserves” (Rayfield et al. 2008). This approach is usually encountered in the context of forestry operations, where it is promoted as a way of achieving conservation objectives while minimizing economic impacts (Gurmendi 2004). The idea is to protect a constant proportion of the land base using reserves that shift location over time. This approach provides industry with eventual access to the full land base.

The floating reserve concept has received little support as a replacement for permanent protected areas and systematic conservation planning (Rayfield et al. 2008). Over time, it requires reserves with a high level of ecological integrity to be replaced with sites that have been subjected to industrial development. No consideration is given to the decline in condition that inevitably accompanies resource extraction and associated infrastructure development. The claim of protection is therefore illusory.

Where floating reserves do have merit is in the protection of old-growth forest (and dependent species). In regions subject to large wildfires, the location of old-growth stands changes over time, so static reserves may not provide adequate protection. Additional protection can be achieved by setting explicit targets for old-growth retention in forest management plans and achieving these targets using a system of floating old-growth reserves (Kneeshaw and Gauthier 2003). In such a system, old-growth reserves that are harvested or burned are continually replaced by new reserves elsewhere on the landscape. This requires long-term, spatially-explicit harvest planning, and periodic replanning, to ensure that bottlenecks in the supply of old-growth do not occur over time.
Managing Reserves

Threats

Although industrial development is prohibited within protected areas, most reserves are expected to support tourism and recreation, and many allow hunting, fishing, and trapping (Fig. 8.9). These activities are not necessarily incompatible with conservation objectives; it is the type, intensity, and extent of use that determines the impact (Pickering 2010). For example, there is a significant difference between hiking along designated trails and unrestricted all-terrain vehicle use. The amount of infrastructure needed to support tourism and other activities is also an important factor. Roads, in particular, are a serious threat to biodiversity, given their many deleterious effects (see Chapter 5).

Fig. 8.9. Parks must strike a balance between maintaining ecological integrity and supporting tourism with its attendant need for infrastructure. Credit: M. Quinn.

Internal threats may also include the legacy of anthropogenic disturbances that occurred prior to reserve establishment. This is a common problem with new protected areas in the Agricultural South, where ecosystems have often been converted to agricultural use. In northern areas, the cumulative legacy from earlier mining, oil and gas,
and forestry operations is often a concern. Legacy effects can also include changes in species composition and age structure resulting from long-term fire suppression (Baker 1994).

External threats, arising from industrial activities in the adjacent working landscape, are also a concern. Common examples include water pollution flowing in from upstream mines and mills, acid rain, and altered water flow patterns from dams. The working landscape can also act as a sink for wildlife populations, because dispersing animals may experience increased mortality upon leaving the reserve (Wiersma and Simonson 2010). The level of threat rises with the degree of habitat degradation in the working landscape, especially in the immediate vicinity of the reserve. Small reserves face the greatest risk because they have the most exposed edge relative to interior habitat (Fig. 8.6). Finally, invasive species and climate change can also be of concern.

**Taking Action**

The conservation measures used for countering threats to ecological integrity within reserves are similar to those used on the working landscape. To mitigate the impacts of recreation and other visitor activities, managers can place restrictions on the types and amounts of activities that are permitted and where they can take place. To reduce the legacy effects of past anthropogenic disturbances, managers can implement restoration programs, including species reintroductions. Prescribed burns can be used to recreate natural ecological patterns that have been altered by long-term fire suppression (Baker 1994). In severely compromised sites, managers may need to replace the ecological function of missing keystone species through artificial means. For example, they may have to cull species that lack predators or introduce domestic species to emulate natural grazing.

In addition to the direct mitigation of threats, managers can support the maintenance of ecological integrity through public outreach and education. Helping visitors understand the reason for restrictions on recreation and other activities improves compliance (Marion and Reid 2007). In addition, interpretive programs and positive visitor experiences bolster public appreciation for nature. This translates into increased environmental awareness and support for parks and conservation efforts in general.

External threats are more challenging to deal with because park managers have no authority over activities that occur in the working landscape. Managers can appeal to other levels of government for support, and they can engage directly with external land users in collaborative planning initiatives. Special management zones along park boundaries can be helpful in buffering external impacts. Internal programs can be implemented to mitigate unavoidable threats.

For management efforts to be efficient and effective, they should be supported by monitoring (Hockings 2003). Monitoring is also needed to support the ecological benchmark role of protected areas, allowing them to serve as reference points or “controls” for management activities occurring in the working landscape.

The management of reserves is subject to a variety of constraints. Though managers set the rules on permissible activities within reserves, they do not have a free hand. Managers must work within the basic parameters set by the legislation that supports each class of park. Moreover, tourism operators, user groups, and conservation groups often seek to advance specific agendas and expect to be consulted on proposed management actions.
Another important constraint is the availability of funding and technical capacity. Management interventions and monitoring cannot be undertaken without adequate financial support. In most regions, available budgets are considerably less than what is required for effectively identifying and responding to all threats (Lemieux et al. 2011). Therefore, managers usually must prioritize their efforts.
CHAPTER IX

CLIMATE CHANGE
Climate change is expected to cause widespread changes in the distribution of species and ecosystems across Canada. This presents new threats to biodiversity and it also forces us to reconsider the aims of conservation. What does it mean to maintain biodiversity in a world of constant change?

We will begin this chapter with a review of the climatic and ecological changes expected to occur in the coming decades. An important theme here is discerning the difference between change and threat. Next, we will consider the changes to conservation objectives and planning methods needed to accommodate climate change. Finally, we will discuss required adjustments to conservation practices. For the most part, adaptation entails using existing tools in new ways and for new purposes.

**Canada’s Changing Climate**

Global temperatures have been rising over the past century, especially since 1980 (Fig. 9.1). This increase has been attributed to a greenhouse effect arising from the anthropogenic release of CO$_2$ and other greenhouse gases (Cook et al. 2016). The current level of CO$_2$ is well above the maximum level recorded over the preceding 800,000 years and is steadily increasing (Fig. 9.2; Lüthi 2008).
The rate of warming in Canada has been almost double the global average because greenhouse gas effects are magnified at high latitudes. Temperatures here are now 1.9°C above mid-twentieth-century norms (ECCC 2023). Regionally, the rise in temperature has been greatest in the northern territories and lowest in Atlantic Canada (ECCC 2023). Seasonally, warming has been greatest in winter and spring.

Trends in annual precipitation have been less discernible than those of annual air temperature. The general trend in Canada has been toward an increase in precipitation, but some regions, such as the southern prairies, have experienced a decline in recent decades, amid much year-to-year variability (Mwale et al. 2009). The Arctic has seen rapid declines in sea ice extent, both in summer and winter.

The amount and pace of future warming will depend in large part on how much more CO\textsubscript{2} and other greenhouse gases are released in coming years. This hinges on human behaviour and political processes at the global scale. A global rise of at least 2°C (relative to the late twentieth century) seems unavoidable, given the amount of CO\textsubscript{2} that has already been released (Clark et al. 2016). Worst-case scenarios suggest that more than 6°C of warming is possible if emissions remain unchecked. To put this into perspective, the rise in global mean temperature between the last glacial maximum, 21,000 years ago, and the beginning of the twentieth century was approximately 5°C (Clark et al. 2016).

Figure 9.3 illustrates how temperature patterns are expected to change across Canada under an intermediate level of emissions. Under this scenario, Canada’s mean annual temperature is predicted to rise by more than 4°C by the end of this century. Warming will be greatest in winter, and in this season, the largest increases in temperature are projected for northern Canada (Warren and Lemmen 2014). The melting of permafrost, which is already underway, will accelerate. In summer, the largest increases in temperature are projected for southern Canada.
and the central interior. Warmer temperatures will lead to a longer snow-free period in all areas, and a nearly ice-free summer is considered a strong possibility for the Arctic Ocean by 2050.
Warmer temperatures increase the rate of evaporation from water bodies and soil and increase transpiration from plants. With more moisture in the air, precipitation will increase, though it will not be distributed evenly. Some areas, especially the southern prairies, are likely to experience a decline in precipitation in summer and fall rather than an increase (Warren and Lemmen 2014; Wang et al. 2016a). In these areas, the combination of lower summer rainfall and increased evapotranspiration from higher temperatures is expected to cause soil moisture levels to decrease during the growing season. In other areas, increased evapotranspiration and increased precipitation are likely to balance each other out, and soil moisture should remain generally stable or even increase (Price et al. 2013).

Warmer temperatures also imply an increase in the overall energy content of the atmosphere. As a result, global and regional weather patterns will become increasingly chaotic. This implies a greater frequency of extreme climatic events, including droughts, floods, and heat waves, affecting all parts of the country (Warren and Lemmen 2014).

Episodes of extremely hot and dry weather are particularly important because these conditions increase the risk of large forest fires (Flannigan et al. 2016). The lengthening of the snow-free period and constraints on fire-fighting capacity will also contribute to increased rates of burning (Wotton et al. 2017). Fire models project that the
western boreal forest will be most affected. The average area burned in this region could triple by the end of the century (Balshi et al. 2009). Eastern Canada will also experience increased fire risk, though not as extreme as in the West (Wang et al. 2015).

Warming, particularly in winter, is also expected to increase the frequency and severity of insect outbreaks (Volney and Fleming 2000). The recent spread of the mountain pine beetle east of the Rocky Mountains, where cold winters had previously kept them in check, indicates that this is already becoming a reality (Cullingham et al. 2011).
Ecological Responses

Bioclimatic Envelope Models

The most common approach for predicting species responses to climate change is bioclimatic envelope modelling (Araujo and Peterson 2012; Gray and Hamann 2013). In this approach, a statistical model is used to characterize the climatic conditions within the current range of a species (i.e., its climate envelope or space). Once the relationship between climate and range has been quantified, predictions can be made about where the species is likely to be located in future periods, after climatic conditions have changed. The underlying assumption, supported by the paleoecological record, is that a species will track its preferred climate as it shifts through space and time (Martinez-Meyer et al. 2004; Wiens et al. 2010). The same basic approach can be used to predict spatial shifts of entire biomes (Hamann and Wang 2006; Rehfeldt et al. 2012).

One use of bioclimatic modelling is to estimate the climate “exposure” of a species. Exposure is a combination of the amount of expected change in the climate envelope and the velocity of change, which is the distance that a climate envelope shifts per unit of time (Loarie et al. 2009; Hamann et al. 2015). Faster rates of change present a greater risk because there are limits to how fast a species can shift its range.

Climate sensitivity is a complementary measure that describes a given species’ ability to cope with change. It is a function of species-specific adaptability traits. Anthropogenic disturbances that reduce resilience or create barriers to movement are also a factor. Climate exposure and climate sensitivity are combined to produce an overall vulnerability assessment.

Bioclimatic projections are also used to support a variety of planning applications, which we will discuss later in the chapter. These include:

- Identifying areas of relative stability that can serve as climate refugia
- Guiding restoration programs
- Designing protected area systems and connectivity networks
- Facilitating the range shifts of individual species

Bioclimatic envelope models are subject to several limitations that conservation practitioners should be aware of (Pearson and Dawson 2003). Foremost, model projections represent the state of the system after biotic elements have had time to equilibrate with the climate. Insight into transitional stages, which will predominate during this century, must be obtained separately through empirical study.

Another limitation of bioclimatic envelope models is that their reliability declines rapidly when applied below the regional scale. This is because factors other than climate, such as soil type, topography, disturbance history, and biotic interactions become increasingly influential in determining ecological patterns as one moves from the regional to the local scale. Furthermore, global climate models do not provide the resolution needed for fine-scale applications.

Bioclimatic envelope models are also subject to all of the limitations of statistical habitat models that we discussed...
in Chapter 6. In particular, the application of these models to future periods represents an extrapolation to novel conditions, making reliability difficult to judge (Pearson and Dawson 2003).

The paleoecological record indicates that the relationship between climate and ecological distributions is reasonably robust, though not inviolable (Martinez-Meyer et al. 2004). Major ecosystem types appear to have shifted northward largely intact during the Hypsithermal period (approximately 6,000 years ago), when temperatures in Canada increased by 2–3°C (Dyke 2005; Strong and Hills 2005). This suggests that bioclimatic envelope models should be reliable under similar levels of warming. But existing bioclimatic relationships may well break down under higher levels of warming, as may occur under median- to high-emission scenarios. In short, the warmer it becomes, the more uncertainty there is about how ecological systems will respond.

**Vegetation Responses**

Bioclimatic envelope model projections indicate that species and ecosystems in Canada will shift significantly northward and upslope under even the lowest CO$_2$ emission scenarios (Hamann and Wang 2006; Gray and Hamann 2013). The exact amount of ecological change will vary by region and will depend on how much warming actually occurs. Changes will be most apparent along ecotones and in parts of the country subject to both warming and drying.

The Prairie Provinces and the Territories are expected to experience the greatest ecological shifts. A case in point is northern Alberta, which receives just enough moisture to support a closed canopy forest (Hogg and Bernier 2005). Increased evapotranspiration from higher temperatures is expected to cause a net decline in moisture levels, leading to the eventual transition of most of Alberta’s boreal forest to parkland and grassland (Fig. 9.4; Stralberg et al. 2018). Changes will be much less extreme in BC and Eastern Canada because precipitation inputs are higher, making it unlikely that forests will become moisture stressed under warmer conditions (Price et al. 2013). In fact, these forests are expected to become more productive and more diverse in the future (D’Orangeville et al. 2016). Grassland regions will experience a change in species composition but are expected to remain as grassland ecosystems.
In addition to knowing the long-term trajectory of change, it is important to understand the mechanisms by which the ecological transitions will occur. Computer modelling is not yet an option, though dynamic vegetation models that include climate change are under development (Fisher et al. 2015a). For now, we must draw directly on empirical research and ecological first principles to gain insight into transitional processes.

Plants have a certain amount of resilience to climatic changes, both at the individual level, through structural and functional plasticity, and at the population level, through genetic variability (Hof et al. 2011; Reed et al. 2011). However, these mechanisms will not be sufficient to accommodate the large rise in temperature that is anticipated. Plant species will also need to shift their ranges (Corlett and Westcott 2013; Savage and Vellend 2015).

Climate-induced range shifts will occur through differential reproduction and mortality along range margins. Where climatic conditions are improving for a given species, referred to as the **leading edge**, competitive ability
will be enhanced and mortality will be reduced (Koen et al. 2014b). Over time, this will lead to increased abundance of the species along the leading edge, and the colonization of new landscapes ahead of it. Similar processes will occur in reverse along the trailing edge of the range, leading to lower abundance and abandonment of range (though not necessarily at the same rate). The net effect is a slow directional shift in range.

It is important to note that climatic effects will not be limited to changes at range margins. Warming will disrupt the competitive balance that exists among species in all areas (HilleRisLambers et al. 2013; Hargreaves et al. 2014). From paleoecological data and contemporary ecological studies (Martinez-Meyer et al. 2004; Wiens et al. 2010), we know that the natural balance among species will seek to re-establish itself over time, as competitive interactions exert their inexorable effect (subject to caveats discussed below). Consequently, an observer in a fixed location will see a gradual change in the relative abundance of species over time as this rebalancing takes place (Kelly and Goulden 2008). At the macro scale, these changes will manifest as a slow directional shift in the distribution of entire plant communities along the prevailing climatic gradient (Fig. 9.5).

Fig. 9.5. The influence of climatic gradients on ecological distributions are easiest to observe in mountainous areas, where changes occur across relatively short distances. Moving upslope, mixed coniferous and deciduous forests give way to a sequence of coniferous forest types, and eventually, to alpine meadows that are largely devoid of trees. The elevation at which these transitions occur depends on latitude, indicating that it is mainly temperature, not elevation, that is responsible for the observed pattern. Photo credits: Foothills: J. Pang; Subalpine: P. Krömer; Alpine: D. Hershman.

As a general rule, ecological transitions will lag significantly behind changes in the climate. Ecological systems have inertia, much of it due to the “priority of place” (Suttle et al. 2007; Hille-RisLambers et al. 2013). Established plants are not easily displaced by new arrivals, even if the climate has become suboptimal for them (Urban et al. 2012).
Superior competitors will eventually prevail but they may need to wait for a window of opportunity provided by the mortality of existing plants. This may take decades in forest systems.

Aspen provides a useful example. Recent surveys along the eastern slopes of the Rocky Mountains have found aspen seedlings growing as high as 1,500 m, which is 200 m higher than previously recorded (Landhäusser et al. 2010). All of these seedlings were growing within forestry cutblocks, which provided the disturbed conditions needed for aspen establishment. Aspen was unable to establish within adjacent mature forest stands, even though climatic conditions were similar. The implication is that the potential range of aspen has already expanded as a result of the warming that has occurred in recent decades. However, the utilization of this new range is being impeded by the presence of existing vegetation. Most species are likely to experience these sorts of lag effects (Bedford et al. 2012; Gray and Hamann 2013).

The aspen example demonstrates that disturbance rates will be a key factor governing the rate of ecological transitions. Anything that kills or seriously weakens existing vegetation, including fire, severe drought, insect outbreaks, or windthrow, will provide a window of opportunity for competitive rebalancing and range shifts. Conversely, areas that remain undisturbed will transition much more slowly, despite progressive changes in climate. As a result, instead of progressing as a wavefront, ecological transitions will be patchy and widely distributed, reflecting the scattered distribution of natural disturbances (Fig. 9.6). The types of transitions that occur within disturbed sites will depend on how much climatic warming has occurred to that point and on local factors such as the availability of seed sources.

Another factor that limits vegetation responses to climate change is dispersal ability (Urban et al. 2012). The rate that plants can invade new landscapes, given suitable conditions, depends on the distance their seeds can travel and the time it takes for seedlings to mature and produce seed. Given the extraordinarily fast rate of climate warming, few species will be able to disperse fast enough to keep pace with the leading edge of their climatic envelope (Corlett and Westcott 2013). The ones that do are likely to be pioneer species, like fireweed, with adaptations for exploiting new and potentially distant habitats. A corollary is that climate change is expected to facilitate the expansion of invasive species, both native and alien (Walther et al. 2009).

Because species have different rates of dispersal, ecosystems will not shift as intact units. Instead, we can expect novel combinations of species to arise during the transitional period, as some species race ahead and others lag behind (Urban et al. 2012). The faster the rate of warming, the greater these anomalies will be.

Changes in ecosystem composition are also expected to arise from differences in species resilience. For example,
feedback processes within peatlands provide resilience to warming and drying (Waddington et al. 2015). As a result, large peatlands will likely persist in the western boreal forest well into the next century, despite increasing moisture deficits (Schneider et al. 2016). In contrast, white spruce is expected to steadily decline as a consequence of regeneration failure under drier conditions. The resulting transitional ecosystem, dominated by peatlands, aspen, and open grassland, will be unlike anything that currently exists in Canada today.

In summary, we can expect that ecosystems will generally follow the trajectories described by bioclimatic envelope models, but the projected equilibrium conditions will not be reached until well into the next century, or beyond. In the meantime, novel transitional ecosystems will predominate. The rate and spatial pattern of vegetation transitions will depend on both the rate of warming and the occurrence of natural disturbances. Ecosystems will become complex admixtures of old and new elements, blurring ecosystem boundaries and increasing habitat diversity in most regions (Berteaux et al. 2010; Savage and Vellend 2015).

**Box 9.1. An Old-Growth Bottleneck**

Old-growth forest stands are lost to natural disturbances and forest harvesting, and they are replenished through the maturation of younger stands. The rate of loss will increase under climate change because of an increase in the rate of fire and other natural disturbances (Kuuluvainen and Gauthier 2018). These losses will eventually be offset by the expansion of forests into more northerly regions. However, the rate of old-growth production is expected to be much slower than the rate of loss for many decades, resulting in a critical bottleneck. Maintaining a minimum amount of old-growth forest during this transitional period will require a reduction in harvest rate and careful spatial planning.

**Animal Responses**

As with plants, bioclimatic envelope models suggest that animal distributions will shift northward and upslope in response to warming temperatures, with considerable individual variability. Again, these are equilibrium projections that will not be realized immediately. Transitional processes will predominate well into the next century.

Climate affects animal distributions through a combination of direct physical effects and indirect effects on habitat supply. Habitat generalists will respond to climate change differently than habitat specialists. For generalists, the direct effects of warming are likely to be most important. For example, white-tailed deer are found across many ecosystem types, from forests to grasslands. The northern extent of their range is thought to be determined mainly by winter severity, which affects survival and reproduction (Dawe and Boutin 2016). Warmer winters are likely to lead to range expansion long before vegetative communities have responded. Evidence of such climate-induced range expansion is already accumulating (Veitch 2001; Dawe and Boutin 2016).
For most other animal species, habitat suitability is likely to be the main factor governing range shifts (Kissling et al. 2010; Nixon et al. 2016). For example, the climate envelope for the burrowing owl—an endangered grassland species at the northern extent of its range in Canada—is projected to move northward fairly rapidly (Fig. 9.7; Fisher and Bayne 2014). However, the owls will not be able to utilize this expanded potential range until entire grassland ecosystems, including appropriate vegetation and prey species, are in place. The upshot is that, despite their high mobility, many animal species will be unable to respond to climate changes any faster than the plant species they ultimately depend on (Nixon et al. 2016).

An additional problem in adapting to climate change is that many species must simultaneously cope with the effects of industrial development and other human activities. The more a species is impacted by human disturbances, the lower its adaptive capacity for responding to climate change.

The concern is greatest for species that are struggling to remain viable under current conditions. Returning to our burrowing owl example, instead of being primed to expand along the northern leading edge of its range, as conditions become suitable, it is currently declining in abundance and contracting southward toward the core of its range in the US (COSEWIC 2006). Moreover, its small remnant populations in Canada may lack the resilience needed to withstand extreme weather events, which are expected to become more common as the climate warms (Oliver et al. 2013; Fisher et al. 2015b).

Human disturbances can also form physical barriers that impede a species’ ability to track its preferred climatic conditions. Habitat fragmentation presents the most widespread barrier, and while not completely blocking movement, it slows the pace of adaptation (Barber et al. 2016). For example, the ability of a grassland species to track its preferred climate as it moves northward is likely to be hindered by the presence of intensively managed agricultural land (Nixon et al. 2016). For fish, stream fragmentation may reduce their access to climatically optimal watercourses (Park et al. 2008).

**Indirect Effects**

Canada’s harsh climate has been a barrier for many non-native invasive species, but this barrier is now weakening. New alien species are expected to become established here, and those that are already present are expected to expand their distribution (Walther et al. 2009; Smith et al. 2012).
Another indirect effect of climatic warming involves changes in human activity patterns. Of particular significance to biodiversity is the potential for agricultural expansion into areas that are currently forested. As we saw in Chapter 5, agriculture is far more detrimental to biodiversity than forestry and other forms of industrial activity. Such expansion is already being contemplated. For example, in their analysis of climate change implications for Saskatchewan, Carr et al. (2004) write:

As areas in southern Saskatchewan and Alberta become too arid for maintenance of herds of animals, it may be possible to open up new agricultural areas north of Prince Albert. These areas are too cold now, but as the length of the growing season increases, perhaps the present boreal plain can be made the new breadbasket of the country. (p. 26)

Although agricultural expansion would provide important societal benefits, including jobs and food production, it nevertheless represents a serious threat to the conservation of native biodiversity. This is especially true if the transition to agriculture involves the privatization of public land, and concomitant loss of government control over land-use practices.

A related threat to biodiversity is that, as the climate warms, resource companies may demand a loosening of operating rules designed to maintain biodiversity (Carr et al. 2004). Companies may argue that such restrictions are futile—like building sandcastles before the tide—given the impending overriding effects of climate change. But such arguments disregard the importance of supporting species as they adapt to change. In the face of climate change, species need more help, not less.

**Change Versus Threat**

Though widespread changes in ecological distributions seem inevitable, these changes need to be placed in context. Not all changes are threats. Much depends on the frame of reference used.

Species diversity in Canada declines with latitude, and overall it is relatively low compared with many other countries (Willig et al. 2003). A northward movement of ecosystems under climate change would boost biotic productivity and species richness at all latitudes (Jia et al. 2009; Savage and Vellend 2015). Thus, from the perspective of species richness, climate change may be a generally positive factor for Canadian biodiversity (Berteaux et al. 2010), though there are caveats that we will discuss below.

If we use regional ecosystems as our frame of reference, it is apparent that a warmer climate will result in both “winners” and “losers” (Zhang et al. 2015). For example, alpine and high Arctic ecosystems will be compressed because there is nowhere for these ecosystems to go. Conversely, grassland ecosystems in the Prairie provinces, and mixedwood systems in the Niagara and St. Lawrence regions, are expected to expand into the southern boreal region, making them beneficiaries of a warming climate (Schneider et al. 2016). Net changes in other ecosystems are difficult to predict because they will experience both gains and losses along their leading and trailing edges, respectively. Overall, it is a zero-sum game: losses in one ecosystem must be offset by gains in another. What is notable is that the majority of Canada’s species at risk reside in southern ecosystems that are expected to expand.
During the transitional period that will predominate during this century, ecosystem complexity at the regional scale will generally be increased relative to current levels (Savage and Vellend 2015). As previously discussed, the composition and structure of existing ecosystems will initially be augmented by scattered patches of new elements. In later stages, added complexity will arise from scattered remnants of old ecosystems that are left behind as ecosystems move northward and upslope.

Turning finally to species, the level of threat posed by climate change hinges on the balance between adaptive capacity and the amount of anticipated warming. Several insights into this dynamic can be gleaned from the Holocene paleoecological record (Moritz and Agudo 2013). Canadian species are all Ice Age survivors, having experienced a 4–5°C change in global temperature during the Holocene (Clark et al. 2016). The paleoecological record shows that all of our species, including those with low apparent dispersal ability, were able to shift ranges across vast distances. In some cases, Canadian species took refuge as far south as the southern US (Pielou 1991). It is also apparent that all current species, including habitat specialists and endemic species, have the flexibility to persist under novel conditions. Glacial refugia were not replicas of current ranges. They were composed of different species assemblages, and there were differences in photoperiod, soils, and other site-related factors (Pielou 1991).

An important feature of the present episode of warming is that the rate of change appears to be faster than in previous episodes. Many species may be unable to adjust their range quickly enough to track their preferred conditions, subjecting them to climatic disequilibrium (Malcolm et al. 2002; Corlett and Westcott 2013). The ability of species to persist in a state of climate disequilibrium is currently a topic of active debate. Some researchers assert that climate envelope fidelity is necessary for species persistence, and their predictions concerning species viability are often dire. For example, a highly cited paper by Thomas et al. (2004) predicts that 15–37% of global endemic species will go extinct because their current climate envelope will disappear or become inaccessible to them.

The counterargument is that climatic disequilibrium is not a novel phenomenon. It was also experienced during the Ice Age transitions. Global temperatures had already risen to near current levels by the beginning of the Holocene (11,700 years ago; Clark 2016), but returning species could not immediately establish themselves in their current ranges. Much of Canada was still under ice at that time, and freshly exposed landscapes lacked soil (Pielou 1991). Despite the climatic and ecological disequilibrium that species must have experienced during this period, extinction rates did not increase (McInerney and Wing 2011; Willis and MacDonald 2011). Based on accumulating paleoecological evidence, some researchers now believe that species have greater climatic flexibility than has previously been assumed (Pearson 2006; Hof et al. 2011).

Even if climate envelope fidelity is not an absolute requirement for persistence, there undoubtedly are limits to how much accommodation is possible. We do not know what the thresholds are, but the greater the degree of disequilibrium, and the longer it lasts, the higher the likelihood that some species will decline or become extirpated as a result. It is also evident that certain species traits increase vulnerability (Pearson et al. 2014):

• Narrow physiological tolerance limits
• High degree of habitat specialization
• Small range size
• Low dispersal ability
• Low rate of reproduction
• Low genetic variation within and among populations
• Sensitivity to human disturbance

A caveat when using Ice Age comparisons is that the Quaternary featured a change from cold to warm, whereas we are now changing from warm to hot. This has particular relevance for cold-adapted species found in high alpine areas and along the Arctic coast. These species are likely to be confronted with conditions that are novel to them, and which cannot be accommodated through range shifts. Pushed toward mountaintops and the sea, some of these species may find themselves trapped—physically unable to shift to cooler sites and outcompeted by species adapted to warmer climates.

Another important caveat is that past warming episodes occurred in the absence of an anthropogenic environmental footprint. More than anything else, it is the synergy between environmental degradation and climate change that raises the spectre of widespread species extinction (Hof et al. 2011). Species that are sensitive to human disturbance have experienced range contractions and declines in abundance and are generally less resilient to change of any type. For those species currently struggling to remain viable, the added stress imposed by rapidly changing climatic conditions may be what ultimately seals their fate. More generally, physical barriers and habitat deterioration can reduce adaptive capacity by hindering species movements and range adjustments (Nixon et al. 2016).

In summary, climate change will have both positive and negative influences on biodiversity. Some species and ecosystems will undoubtedly decline, as their climate envelopes contract. But overall, the moderating of Canada’s harsh climate, together with complex transitional dynamics, will promote an increase in diversity across the country. The caveat is that these positive outcomes may not be realized if human land uses preclude effective adaptation. The proportion of species “left behind” may be relatively small under low-end warming scenarios, assuming that management efforts are made to reduce barriers to movement and to actively assist highly vulnerable species. But widespread adaptation failure is a real possibility under high-end warming scenarios, which take us into uncharted territory.
The Foundations of Climate-Ready Conservation

Dynamic Baselines

The fundamental goal of conservation is to protect natural systems from the deleterious effects of human activities (see Chapter 2). This remains unchanged under climate change. Indeed, it is imperative that we do not lose sight of this goal (Maxwell et al. 2016). However, the historical baselines that have generally been used to define the natural state are no longer tenable. As temperatures increase, ecosystems will adjust accordingly, which means there will be no going back to the way things were in the past, even in principle. An ecological baseline that incorporates climate change is needed instead. Establishing this baseline requires us to revisit the concept of “natural” that we developed in Chapter 7.

On the one hand, there is a clear scientific consensus that the present episode of warming is anthropogenic in origin, resulting from our release of CO$_2$ and other greenhouse gases (Cook et al. 2016). Because climate change is not natural (in this instance), it should logically be considered an anthropogenic threat that needs to be countered. On the other hand, once CO$_2$ and other greenhouse gases are released, they become indistinguishable components of the atmosphere. The threat they pose is amorphous and global in scope, beyond the purview of local conservation managers. Moreover, the process is irreversible on timescales relevant to biodiversity management (Archer and Brovkin 2008). As a global society we can (in principle) control how much CO$_2$ we release, but we have no control over changes in climate that arise from the CO$_2$ already added to the atmosphere.

The pragmatic solution is to deal with climate change on two levels: climate mitigation and climate adaptation. The idea is to differentiate the release of greenhouse gases from the climatic and ecological effects they produce. Climate mitigation refers to preventative efforts, most of which are focused on reducing the release of greenhouse gases (Hansen et al. 2013). These efforts need to be global in scope to be effective. It does not matter if the CO$_2$ comes out of the tailpipe of a car in Hamilton or the smokestack of a power plant in China—it all pools together. This requires international government cooperation and policies that influence the actions of businesses and individuals.

Currently, the main international effort to curb greenhouse gas emissions is the Paris Climate Agreement, to which Canada is a signatory. This agreement sets national targets for reducing greenhouse gas emissions, with the aim of keeping the global rise in temperature below 2°C (UN 2015). Unfortunately, global emission reductions to date have been uneven and collectively fall substantially short of what is required to achieve the Paris Agreement goal (Raftery et al. 2017).

The climatic changes that result from greenhouse gas emissions demand a different response. What is needed is adaptation rather than mitigation. Climatic changes cannot be reversed, and efforts to prevent ecological systems from responding to changing conditions would be counterproductive and ultimately futile (Dunlop et al. 2013; Hamann and Aitken 2013). Biodiversity is best served by treating all forms of climatic change as natural phenomena and helping species adapt to these changes.
Because the climate is changing, the ecological baselines we use to define working objectives for conservation need to become dynamic, describing the natural trajectory of change rather than the natural historical state (Simberloff 2015). The natural trajectory is what we would observe within a large, pristine protected area over time (Murcia et al. 2014). Indeed, monitoring the climate-induced transitions that occur within protected areas is one of the approaches that can be used to characterize dynamic baselines.

In summary, climate change presents a threat to biodiversity that must be addressed proactively, through the control of emissions, rather than after the fact. Climatic changes that occur despite preventative efforts are essentially irreversible and should be accommodated rather than resisted. This can be accomplished by defining a dynamic ecological baseline and focusing on facilitating climate adaptation, rather than resisting ecological change. The aim is to ensure that climate-induced ecological transitions unfold as they would in undisturbed systems. For the most part, this means attending to conventional threats using conventional methods. We will examine dynamic benchmarks and related conservation methods in more detail later in the chapter, in the context of specific conservation applications.

A remaining challenge with climate adaptation involves the social dimension of conservation. Unmoored from the perceived objectivity of the preindustrial landscape as a benchmark, support for conservation may waver. Some voices are already beginning to question whether any systems can be considered natural, and thus worth conserving, in a world of constant change (Murcia et al. 2014). Harris et al. (2006) write:

> We must tread very carefully. A consequence of rapid climate change may be the loss of public interest in conservation and restoration goals. Inured to the change, the idea of supporting painstaking restoration goals will give way to functional, emergent, and designer ecosystems. (p. 175)

A designer ecosystem is a system engineered to provide specific ecosystem services (Higgs 2017). The concept arose in the context of restoring highly degraded sites, but it is now being discussed in the context of the novel ecosystems produced by climate change (Higgs 2017; Backstrom et al. 2018). This raises serious concerns, as expressed by Murcia et al. (2014):

> What is at stake is whether we decide to protect, maintain, and restore ecosystems wherever possible or else adopt a different overall strategy, driven by a vision of a ‘domesticated’ earth, and use a hubristic, managerial mindset. (p. 552)

While it is true we can no longer keep natural systems exactly as they were in the past, this is not grounds for abandoning the fundamental tenets of conservation. The value of biodiversity does not diminish in a warmer world, and protecting species from the deleterious effects of human activities is no less important. After all, species are not changing, just their location. Conservation practitioners need to help the public and decision makers understand these distinctions and ensure that fundamental concepts about biodiversity and conservation are not abandoned.

**Climate Scenarios**

Another step in adapting conservation to climate change is incorporating climate projections into the planning
processes we have discussed in previous chapters. Conservation practitioners should have a basic understanding of how these projections are created and how they can be obtained and utilized. It is also important to understand their limitations.

The process begins with projections of future greenhouse gas emissions. These emissions depend on global population growth, economic growth, land use, technological innovations, and most importantly, social awareness, concern, and willingness to respond (Van Vuuren et al. 2011). Because of the wide range of possibilities, emission trajectories are not amenable to quantitative modelling. Instead, the Intergovernmental Panel on Climate Change has developed a suite of four emission scenarios, termed Representative Concentration Pathways (Van Vuuren et al. 2011). As discussed in Chapter 7, scenarios allow us to explore plausible alternative futures without committing to them as forecasts (West et al. 2009).

The second stage in projecting the future climate involves simulating global climatic processes on the basis of fundamental physical principles. These climate models, formally referred to as general circulation models, have been developed by several teams around the globe. By using the same set of emission scenarios as inputs, comparisons can be made among models and among emission scenarios.

Climate models are evolving rapidly, but many climatic processes, especially those involving feedback loops, are still only partially understood. As a result, the climate models developed by the various modelling teams differ in important ways and produce different results under the same emission scenarios. This variance among models is an expression of modelling uncertainty. As a rule, the farther into the future that projections are made, the higher the level of uncertainty. The year 2100 is used as the limit for most management applications.

The climate projections from more than 20 international models are readily available to conservation practitioners (Wang et al. 2016b). It is not data acquisition that presents a challenge, but data overload. Working with the temporal projections from all available models and all four emission scenarios is not practical.

The obvious solution is to focus on the most reliable models; however, reliability is not easily determined. The available comparative studies tend to focus on specific climatic processes, such as the simulation of clouds, rather than overall performance (Jiang et al. 2012). In any case, there is really no gold standard to test against. Examining how well the models replicate past climatic patterns is helpful, but it is not a dependable guide to their reliability in future periods when CO₂ concentrations will be much different.

A better approach is to treat the entire gamut of climate projections as scenarios, rather than predictions. We can then select a subset of these scenarios to represent the full spectrum of potential climate outcomes. This is illustrated in Fig. 9.8, which shows the temperature and precipitation projections to 2080 under high- and low-emission scenarios as predicted by a suite of climate models. The four peripheral circles are candidates for representing extreme scenarios (i.e., coolest, hottest, wettest, and driest). The central circle would be an appropriate choice to represent an intermediate climate scenario. The coolest scenario has special relevance for management because it carries a high level of certainty—there is complete agreement among all models that the climate will become at least this warm.
An alternative approach is to pool the projections from all models into an ensemble mean. This approach is less complicated but provides no insight into the range of outcomes possible. Consequently, it is not appropriate for planning horizons beyond mid-century, when climate projections begin to diverge significantly.

Fig. 9.8. The projected increase in mean annual temperature and precipitation to 2080 for 18 climate models. The grey diamonds represent a low-emission scenario, and the black squares represent a high-emission scenario. The coloured circles are candidate climate scenarios for use in planning applications. Data are for the province of Alberta, adapted from Schneider 2013.
The last step is to link the climate projections to the models used to support management decisions. Many of these models include climate-sensitive parameters that can be dynamically adjusted on the basis of the projected future climate. For example, Battin et al. (2007) incorporated climate change into a population model for Chinook salmon via parameters for water temperature and stream flow. This enabled them to explore the effects of warming on habitat restoration efforts (Fig. 9.9). Other climate-sensitive parameters commonly used in decision support models include winter survival, soil moisture, and the rate of natural disturbances.

Climate projections can also be used in combination with bioclimatic envelope models to predict changes in species distributions and changes in habitat conditions, as previously discussed. This information can be integrated into decision support models or used to directly inform decisions. The main caveat is that the bioclimatic envelope projections represent equilibrium conditions and do not account for the time needed to achieve these conditions. Furthermore, our ability to predict changes under the hottest scenarios is limited. This is uncharted territory, and our statistical models may break down under such conditions.

**Robust Decision Making**

Having discussed dynamic baselines and the incorporation of climate change into decision support models, we now turn to the decision-making process itself. Because the baseline is no longer fixed, greater consideration has to be given to the long-term repercussions of conservation actions. The best course of action in the near term may not be optimal over the longer term, setting up the potential for trade-offs among time periods.

Planning efforts must also grapple with the added uncertainty that climate change presents. In conventional planning, we use models or expert opinion to forecast outcomes under alternative management approaches, and then select the option that best achieves the stated objectives. It is understood that these forecasts are subject to uncertainty, but we assume they are reliable enough to differentiate the performance of the management alternatives under consideration. To backstop this assumption, efforts are made to identify points of uncertainty and to address these uncertainties through additional research. In addition, the state of the system is monitored over time, and variances between the plan and actual outcomes are addressed through periodic replanning.
For short-term planning (i.e., time horizons under ~20 years), conventional planning approaches remain viable, despite the added uncertainty from climate change. Climate model projections are reasonably consistent at this early stage (Fig. 9.10). Moreover, the amount of warming is relatively subdued, compared with later periods, and is unlikely to result in unpredictable ecological outcomes.

Climate change presents a much greater challenge for long-term planning. The range of potential future climates expands significantly in the latter half of the century (Fig. 9.10), forcing us to reconsider the meaning of optimality. The performance of management approaches—and hence our assessment of which is best—is unlikely to be the same under distinctly different climates (Fig. 9.11). The relative rankings may change under different climate scenarios, and there may be no management approach that is consistently optimal under all conditions.
For such situations, a “robust” or “no regrets” approach to decision making may be most appropriate (Millar et al. 2007; Kunreuther et al. 2013). The basic idea is to select a management option by how well it performs across all potential futures, rather than just one. The simplest method is to select the management option with the highest mean score across all options (this would be Option C in Fig. 9.11). Alternatively, priority might be given to the management option that has the least variance or the best worst-case outcome (Option B in Fig. 9.11). There are also more sophisticated mathematical approaches, such as the minimax-regret method, that permit the preferential weighting of scenarios by their perceived likelihood (Kunreuther et al. 2013).

Conservation approaches that perform well across varying conditions come in various forms. One approach is to enhance a system’s overall resilience (Seidl 2014). Efforts to reduce the intensity of industrial impacts and to limit cumulative effects fall into this category.

Another way of achieving robust performance is bet-hedging (Millar et al. 2007). Bet-hedging addresses deep uncertainty by simultaneously applying different strategies across the landscape. This is basically a risk-spreading strategy, which is useful for avoiding widespread management failure when the outcome of potential strategies cannot be predicted in advance. The bet-hedging approach can also serve as an effective method of increasing knowledge, especially for new approaches that have not yet been adequately field tested. There is overlap here with the concept of adaptive management, which we will discuss in Chapter 10.

A variant of bet hedging is the optimal portfolio approach (Crowe and Parker 2008; Ando and Mallory 2012). In this case, instead of applying different actions in different places, a single multipronged strategy is applied throughout the planning area. For example, in the context of reforestation, diverse seed stock might be used to maximize genetic and species diversity across the landscape, in the hope that some genotypes and species will thrive regardless of how the climate changes.

**Institutional Support**

Adaptation to climate change can be enhanced or hindered by institutional structures and norms (Williamson et al. 2012). Though there is now widespread awareness of the need for adaptation, there is still great uncertainty...
about what should be done and there are various barriers to implementation (see Box 9.2). Initial efforts have focused on information gathering and dissemination, vulnerability assessments, and research.

Structural changes to decision-making systems will eventually be needed. These are only now being contemplated and will take time to be realized. The challenge is to develop a system that embraces flexibility while safeguarding against activities that are inconsistent with the aims of conservation and abuse by actors seeking to avoid environmental regulation (Craig 2010). Furthermore, while we must accept that management outcomes are less predictable under climate change, companies and government agencies must still be held accountable for the decisions they make and the actions they take (Hagerman et al. 2010a). It is as yet unclear how this might be accomplished.

Because climate change is occurring at scales much larger than even the largest planning regions, successful adaptation will require collaboration among jurisdictions (Heller and Zavaleta 2009; West et al. 2009). Additional funding and staff will also be needed. At present, managers wishing to implement adaptation programs usually have to scavenge funds from other programs, which is not a viable long-term solution. Finally, there is a need for enhanced monitoring and additional research. Pilot projects are a promising approach, serving as laboratories for identifying and solving the many practical issues that must be addressed.

---

**Box 9.2. Climate Adaptation in the Slow Lane**

Despite widespread attention to climate change, and discussions about what should be done, little demonstrable change is evident at the operational level of conservation (Poiani et al. 2011). There are various reasons for this and they must be understood and addressed if climate adaptation is to be widely implemented (Magness et al. 2012; Hagerman and Satterfield 2013; Lonsdale et al. 2017). The barriers include:

- **Scientific uncertainty.** Although little doubt remains about the overall trajectory of climate change, there is considerable uncertainty about the amount and rate of change. There is also uncertainty about how species and ecological systems will respond. Some decision makers may hesitate to act until empirical evidence of ecosystem changes validates model predictions.

- **Capacity limitations.** Because of capacity limitations, managers often must focus on the most pressing issues and are unable to provide much attention to slowly evolving issues like climate change. A shortage of relevant technical expertise is also an issue.

- **Resistance to change.** Human beings have a natural tendency to resist change. In the context of climate change, individuals that have dedicated their careers to the current system of biodiversity conservation may refuse to accept that different approaches are needed. Within the public sphere, there may be skepticism about government and industry motives.

- **Lack of an alternative.** Knowing about an issue does not lead to immediate change. Before the status quo can be abandoned, a viable alternative must be available. In the case of climate adaptation, the development of alternative approaches is still at an early stage.

- **Political inertia.** Past trade-off decisions concerning land use often involved hard-fought battles between opposing interests. Reopening these decisions to accommodate climate change has com-
plex political ramifications. The environmental community may resist change, not because it is opposed to climate adaptation per se, but because it is concerned that industry will be given a free hand under the guise of increased flexibility. For their part, managers may hesitate to implement novel management approaches because of a political culture that is not accepting of failure.
We now turn to conservation practices, beginning with ecosystem-level approaches. The fundamental goal of conservation does not change under climate change—it is still to protect biotic systems from the deleterious effects of human activities. Therefore, the conservation tools we discussed in Chapters 6–8 remain relevant and are applied largely for the same purposes. The main change, in terms of working objectives, is that we must now also ensure that climate-induced ecological transitions unfold as they would in undisturbed systems. This entails facilitating species adaptation.

There are four main concerns related to adaptation that warrant management intervention:

1. The natural capacity for adaptation of many species has been compromised by human activities, making them less able to withstand climatic variability and less able to shift their range
2. Barriers to movement now exist, including regions where habitat quality has deteriorated
3. This episode of warming is particularly rapid and may exceed the intrinsic adaptive capacity of some species, especially if the warmest scenarios are realized
4. Non-native species may competitively exclude the movement of native species into new areas

In terms of implementation, adapting conservation to a changing climate is mainly a matter of fitting existing conservation methods into a dynamic framework (Lindenmayer et al. 2010; Abrahms et al. 2017). No truly novel methods exist for addressing climate change, though some existing approaches may be used in new ways.

Protected Areas

The need to provide species with a refuge from anthropogenic disturbances does not diminish under climate change. In fact, the need is greater. Protected areas increase the resilience and adaptive capacity of species, thereby supporting climate adaptation (Hodgson et al. 2009). In addition, protected areas enhance landscape connectivity and serve as ecological benchmarks—roles that take on added importance under climate change.

Because the distribution of species and ecosystems is destined to shift, reserve planning now requires a dynamic framework (Game et al. 2011). Rather than trying to protect specific assemblages in specific locations, we should aim to provide species with continual access to protection as their range shifts across the landscape. This is best accomplished by representing the stable geophysical attributes that underlie ecological patterns (Anderson and Ferree 2010; Groves et al. 2012). Simply put, our objective should be to represent the major “arenas” of biological diversity, not the “actors” (Beier and Brost 2010). Bioclimatic modelling suggests that this approach should succeed in maintaining coarse-filter representation as long as movement among reserves is not overly restricted (Schneider and Bayne 2015).

A key challenge in implementing the arenas concept is identifying the arenas (Schneider and Bayne 2015). What is the appropriate scale? Which geophysical attributes should be used? Are some attributes more important than...
others? And how do we delineate features that blend seamlessly from one to the next? These are difficult ques-
tions to answer from a purely abiotic perspective. Therefore, we must look to ecological patterns for guidance. The geophysical features that matter are those that have a demonstrable ecological effect.

A hybrid system, such as the National Ecological Framework, is well suited to this task (Fig. 9.12). This classification is fundamentally based on broad geophysical features and patterns. However, vegetation patterns are incorpo-
rated as well, providing insight into the ecological relevance of the observed geophysical features and indicating where distinctions are warranted. There is no guarantee that the ecosystem boundaries in this classification will all remain stable under climate change. But this approach should be robust enough to ensure that the major biotic arenas have been represented.

![Fig. 9.12. The ecoregions of Canada, as defined by the National Ecological Framework. Ecoregions are one level below the ecozones shown in Fig. 1.3.](image)

Finer-scale landscape features can be represented through “land facets,” which are landscape units with uniform topographic, geologic, and soil attributes (Wessels et al. 1999; Beier and Brost 2010). For example, land facets might include marshes, patches of sandy soil, riparian zones, and other features relevant to the region. In contrast to the large polygons of the National Ecological Framework, which are all unique and merit individual representa-
tion, land facets are recurring landscape features. The intent is not to represent each facet individually, but to capture a sample of each type within each ecoregion.

At present, there is no established classification system for land facets in Canada. Therefore, the task of defining
them falls to protected area planning teams. As previously noted, it can be challenging to determine which features to include and how to set breakpoints. As a general rule, features should be selected because of their ecological importance, not just because the GIS layers happen to be available.

**Climate Refugia**

A new dimension to reserve design that has emerged in response to climate change is the protection of climate refugia, of which there are various types (Ashcroft et al. 2012; Morelli et al. 2016). One type, termed **in situ refugia**, involves landscapes that are expected to be relatively resistant to ecological change (Rose and Burton 2009). For example, a 2°C rise in temperature in a mountainous area represents only a few hundred metres of vertical rise (Loarie et al. 2009). A single vertically oriented reserve in such an area could serve as a climate refugium because it could maintain representation of most pre-existing ecosystem types, even if they shift upslope under moderate levels of warming. In contrast, a 2°C rise in temperature in a region with little topographic relief may generate a northward displacement of several hundred kilometres, precluding comprehensive protection.

The northern fringe of large ecosystems may also serve as in situ refugia, since these areas will be among the last to transition. However, such refugia should not be considered permanent, even if bioclimatic projections suggest they will remain stable. Climate change will continue until well into the next century, beyond the scope of our models. Few, if any, ecosystem remnants are expected to remain in place indefinitely. What we are identifying are areas of *relative* stability, which is still important for conservation. Protecting these areas may provide species with the time they need to adjust to the changing climate.

As with other reserve design elements, the effects of including in situ refugia in a reserve network should be explored with conservation planning software. Trade-offs with other design objectives can be expected. Because refugia are based on climate model projections, the level of uncertainty is high, and this will weigh against them in trade-off analyses.

**Ex situ climate refugia** are also possible. The idea here is to protect the projected *future* location of selected ecosystem types. This might be proposed for ecosystems that have high ecological or social value, or that are expected to become rare in the future. This approach is technically feasible, but the selection of such sites may be difficult to defend. Why should some ecosystem types be afforded ex situ protection over others? Which point in time should be targeted? How much uncertainty about future projections is acceptable? These questions are difficult to answer objectively.

Climate refugia can also be identified at scales finer than those normally used for protected area planning. These **micro-refugia** are local sites of ecological stability that persist, at least for a time, after the regional climate envelope has transitioned to something new (Dobrowski 2011; Lenoir et al. 2017). Their existence is a consequence of topographic complexity and associated fine-scale climatic patterns. Because micro-refugia are small and diffuse, they do not lend themselves to protection through conventional reserves. However, their temporary protection through special management zones may provide many species the extra time they need for climate adaptation.
Connectivity

Climate change greatly increases the need for landscape connectivity, to support the ability of animals and plants to track their preferred climatic conditions at the necessary pace. The management tools for enhancing connectivity described in earlier chapters (i.e., generic connectivity measures, movement corridors, and protected areas) remain the mainstay approaches under climate change. No new options are available.

Generic connectivity measures facilitate movement in all directions and are therefore robust under climate change. Because they apply to the entire land base, these measures are well suited to facilitating range shifts and enhancing the viability and adaptive capacity of species (Doerr et al. 2011). The only change needed to accommodate climate change is a redoubling of efforts.

Corridors facilitate movement in specific directions, so their effectiveness is affected by the directionality of movement imposed by climate change (Littlefield et al. 2017). This needs to be accounted for at the design stage (Beier 2012; Nunez et al. 2013). For most species, range shifts will occur along existing climatic gradients, typically northward or upslope. Planners should assess corridor options on the basis of their alignment with such gradients, favouring those that are most aligned (Rouget et al. 2006; Nunez et al. 2013).

Protected areas present a special case in that they contribute to landscape connectivity while also depending on connectivity to remain functionally linked. Both aspects need to be considered in the reserve design process, with special attention given to the effects of climate change.

Connectivity among reserves can be maximized at the planning stage by taking advantage of the directionality that climate change imposes on species range shifts. For example, instead of creating a circular reserve, it would be advantageous to create an oblong reserve oriented in the direction that climate envelopes are expected to move. Connectivity can also be enhanced across the entire reserve network by arranging large reserves and smaller “stepping stone” reserves in a configuration that minimizes the distance between reserves along a relevant climatic gradient (Fig. 9.13; Robillard et al. 2015).
Design approaches for enhancing connectivity among reserves are subject to several practical limitations. In particular, we are not working with a blank slate; more than 12% of Canada has already been protected. This places constraints on the overall reserve system configuration, limiting options for minimizing distances along the axes preferred for accommodating climate change. Also, the incorporation of preferred spatial axes is not something that conservation planning software was designed to do. Time-consuming work-arounds and manual approaches are required. Finally, the distances between existing reserves are often vast and not easily bridged.

The placement of new reserves along preferred climatic axes may also conflict with objectives related to representation, since the respective spatial priorities are unlikely to align just by chance. When conflict is unavoidable,
planners should try to find a workable balance, rather than emphasize one class of design objectives over another. For example, it may be necessary to accept gaps in fine-scale representation to obtain the flexibility needed to achieve functional objectives like connectivity.

The Natural Disturbance Model

The natural disturbance model is a method for reducing proximate threats to biodiversity from industrial disturbances on the working land base. It remains an important conservation tool under climate change, helping to prevent species declines and enhancing resilience and adaptive capacity.

The natural disturbance model is not intrinsically forward-looking, so its application does not depend on climate projections or bioclimatic modelling. The intent is simply to modify industrial practices such that ecological composition, structure, and processes remain within the natural range of variation (NRV). Estimates of NRV that are based on historical conditions remain acceptable for now because climate-induced ecological transitions are not yet widespread (Gauthier et al. 2023). In the future, a dynamic ecological baseline will be needed.

A dynamic version of NRV can be obtained by monitoring relatively undisturbed landscapes and then extrapolating the findings to the working landscape. As undisturbed sites evolve under warming temperatures, so too will NRV. The larger sites in our existing system of protected areas are obvious choices as benchmarks; indeed, this is already one of their central roles (Wiersma 2005). However, significant gaps in representation exist in many regions. To some extent, these gaps can be addressed by monitoring smaller natural areas and sites that are only partially protected. But it would be best to fill gaps in representation by adding new protected areas, adding impetus to Canada’s commitment to protect 30% of its landscapes. To maximize their effectiveness as benchmarks, the new sites should be large enough to maintain and represent natural ecological processes.

Box 9.3. A Functional Approach for Defining Ecological Baselines

To accommodate climate change, some researchers have proposed that ecological baselines should be based on ecosystem function, rather than specific structural and compositional attributes (Hagerman et al. 2010b; Glick et al. 2011). For example, it has been suggested that we maintain “functional” ecosystems and ecosystem “health.” The appeal of these sorts of measures is that they obviate the need for periodically updating the ecological reference state.

The problem with this approach is that objectives like maintaining ecosystem function and health are inherently ambiguous and malleable. We achieve robustness at the expense of clarity. Furthermore, the relationship between ecosystem function and species diversity is quite tenuous (Srivastava and Vellend 2005). The loss of individual species, especially those that are rare, is unlikely to be detected by any of the available measures of ecosystem function (Schwartz et al. 2000).

Given the malleability of functional objectives and the lack of an explicit connection to species diversity, ecological baselines defined solely on the basis of functional attributes provide a poor foundation for biodiversity conservation. The functional approach is best restricted to ecosystem services applications.
conservation applications, an integrated approach that includes structure, composition, and specified functions, explicitly linked to natural systems, is best.

**Restoration and Reclamation**

Like the other ecosystem-level methods we have discussed, restoration and reclamation also need to be placed in a dynamic framework. Since most of these projects are focused on the restoration of vegetation, the main issue is determining the appropriate source of seed stock.

One line of reasoning suggests that seed stock should be obtained from warmer sites along a relevant climatic gradient. The idea is to preadapt restored sites to future climates to maximize their long-term stability (Harris et al. 2006). This approach has gained significant support in the forestry sector. Regulations requiring the use of local seed stock in reforestation programs are now being modified to permit the use of seed from warmer climatic zones (Klenk 2015).

An alternative view is that we should continue using local sites as seed sources. In this case, the conservation of local genetic adaptations is the overriding concern, not the climate-proofing of restored sites (Gibson et al. 2009). Although local populations may not be well suited to future climates at their current location, their genetic adaptations will be important in facilitating range shifts into cooler landscapes in future decades (Gibson et al. 2009; Hamann and Aitken 2013).

Both of these perspectives have merit and the choice of which seed source to use depends on the project objectives and local context. For example, restoration projects in agricultural landscapes may emphasize local seed sources, given the importance of conserving local genotypes when little native vegetation remains. Conversely, reclamation projects in northern forests may emphasize preadaptation, given the slow growth and longevity of trees. A proviso when using stock from warmer sites is that the stock must be sufficiently winter hardy to survive in the restoration site under current climate conditions. There are also regulatory issues that must be addressed if the seed stock is coming from the US.

**Invasive Species**

Climate change will make Canada’s harsh climate more hospitable to alien species, adding a new dimension to invasive species control (Smith et al. 2012). Our ability to achieve successful outcomes will decline, and costs will rise, suggesting that the cost-benefit analyses underlying current control programs will need to be revisited. In short, despite increasing need, we have to be even more selective about the programs we undertake.

We will also need to reconsider how alien species are identified. Until now, the introduction of alien species was largely mediated by humans, and their status as non-native was rarely in doubt. In the future, many new arrivals will be species from the northern US moving into Canada on their own in response to climate change (McKenney et al. 2007). This confers considerable ambiguity as to their status.
Under the conceptual framework developed earlier in the chapter, the coming “invasion” of northern US species should be accepted as a natural ecological response to warming temperatures (Walther et al. 2009). These northward-moving species will have an essential role in populating the new climate envelopes that will develop in Canada’s southern landscapes, filling niches that our native species are poorly adapted to (Berteaux et al. 2010). Consider the migration of buffalograss. This is a warm-season grass that is widespread in the US Great Plains but rare in Canada (Fig. 9.14). Under warmer and drier conditions, this species will fill new dry grassland niches in Canada that existing species are not well suited to, thereby helping to maintain ecosystem stability and function.

Major ecological disruptions are unlikely to arise from northern US migrants (Mueller and Hellmann 2008). These species will be at the northern edge of their range and poorly adapted to cooler Canadian environments (otherwise, they would already be here). Moreover, they will be moving in response to climatic changes rather than invasive tendencies. Nevertheless, exceptions may occur, forcing managers to contemplate control measures. In these cases, it will be the potential for economic and ecological disruption, rather than simply their alien status, that is most relevant (Coops et al. 2008).

**Box 9.4. Alien Species as Endangered Species**

Under the *Species at Risk Act*, a species must have extended its range into Canada without human intervention and have been present for at least 50 years before it can be recognized under the Act (GOC 2002, Sec. 2). The accommodation of climate change demands a more nuanced approach (Gibson et al. 2009). Species that are at risk in the US should not be ignored for 50 years after they establish in Canada just because they are not historically “ours.” On the other hand, it would be inappropriate to list all incoming species as threatened simply because these vanguard populations are inherently unstable. A dynamic and integrated approach is needed.
Species-Level Conservation

Recovery Plans

Species recovery plans have three main components: species information, a set of management objectives, and proposed management actions. Adjustments to each of these components are needed to accommodate climate change.

The species information component should include a formal vulnerability assessment that examines climate exposure as well as sensitivity. This assessment should take both short-term changes (i.e., increased climate variability) and long-term changes (i.e., progressive warming) into account. The potentially positive effects of climate change should also be considered.

Once the preindustrial baseline fades from relevance, a dynamic reference state will need to be used when setting recovery objectives. The procedures for doing so have not yet been worked out, but presumably will entail some form of habitat and population modelling. The concern is mainly with long-term recovery objectives that reference the natural state. This state is now a moving target.

Short-term recovery objectives do not require much adjustment because they focus on population survival and reversing population declines. The relevant reference points, such as minimum viable population size, are determined largely by proximate risk factors.

Finally, recovery plans should include species-specific conservation measures for mitigating climate-related threats and facilitating adaptation.

In the near term, the greatest concern for most species is increased climatic variability and extreme weather events (Parmesan et al. 2000). This issue should be addressed like other conventional threats, through direct mitigation measures. For example, it is expected that an increase in extreme rainfall events will cause more acute food shortages for grassland raptors (Fisher et al. 2015b). This can be mitigated through habitat management that increases the abundance and availability of prey, and when necessary, through supplemental feeding.

The long-range threats posed by climate change are more challenging to address because the amount and timing of the changes are uncertain. There is also less certainty about how effective our actions are likely to be. Finally, it is often difficult to obtain adequate funding because long-term risks may be perceived as less important than immediate threats. In this respect, climate change is similar to other “slow-creep” issues, such as industrial cumulative effects, which have proven difficult to address.

The most effective approach for helping species cope with progressive warming is to increase their resilience and adaptive capacity (Seidl 2014). This entails reducing the current causes of stress, whatever they may be, using conventional conservation measures. It also includes reducing barriers to movement. While not novel, these are essential components of adaptation and should not be overlooked.

Another approach is to slow the rate of ecological transitions to buy time for species to adapt. This runs counter to
the concept of facilitating natural transitions, but it may be needed as a temporary measure to help species that are unable to keep pace with rapid warming. For example, we might try to reduce the rate of anthropogenic and natural disturbances (like fire) that mediate ecological transitions. Or we might seek to slow the influx of disruptive species from warmer regions. Forestry replanting programs can help slow transitions in forested landscapes.

Lastly, there are mitigation measures that are part of the conventional conservation toolkit but are used differently under climate change. The two main methods that fall into this category are protected areas and assisted migration.

Protected Areas

The use of protected areas for conserving focal species is far more difficult under climate change because their preferred habitat becomes a moving target (Sandler 2013). Two approaches are available and both have major shortcomings.

The first approach is a “floating” reserve system in which protected areas shift location in synch with changes in the climate envelope of the species of interest. The main drawback of this approach is that it forces us to trade relatively pristine landscapes inside existing reserves for degraded landscapes elsewhere, defeating the core purpose of protection (Rayfield et al. 2008). Furthermore, the logistics of implementing a floating reserve system at broad scales for multiple focal species seem insurmountable.

The second approach is to represent both the current and future habitat needs of focal species within a fixed reserve system (Schuetz et al. 2015). This approach is conceptually sound but impractical when the amount of land available for protection is constrained, as it usually is. With even a small number of focal species, a requirement to represent all future contingencies could easily entail protecting most of the land base. Another shortcoming of this approach is that it is heavily dependent on long-range projections of bioclimatic envelope models, which are subject to considerable uncertainty, particularly after 2050.

Because of these limitations, focal species representation should be deemphasized in systematic conservation planning initiatives, in favour of the more robust coarse-filter approach. The dilemma for conservation practitioners is that focal species are highly valued by the public and stakeholders and cannot simply be ignored. A solution is to include focal species in the planning process, but mainly for informational purposes. The intent is to determine how well an optimally configured coarse-filter design will protect selected focal species, both now and into the future. If significant deficiencies are noted, then the costs and benefits of alternative designs can be investigated and discussed (preferably in a structured decision-making framework). The high uncertainty of climate envelope projections should be formally included in these deliberations.

Assisted Migration

In contrast to the other conservation measures we have examined, assisted migration (or assisted colonization) entails direct intervention in the adaptation process. It is also one of the more controversial measures and the subject of ongoing debate (Ricciardi and Simberloff 2009; Hewitt et al. 2011). The objective is to help species keep
pace with climatic changes by physically moving them to new locations. As such, it can be viewed as an extension of the reintroduction methods we discussed in Chapter 6.

To date, assisted migration has been applied mainly in the forestry sector, where the focus is on maintaining forest productivity. BC is leading the way in Canada, with its development of a new climate-based seed transfer system (O’Neill et al. 2017). Seed transfer systems provide the rules forestry companies must follow when sourcing seed stock for their reforestation programs. These rules ensure that the seed stock is matched to the local climate, which in the past has meant limiting seed transfers to their zone of origin. To facilitate adaptation to climate change, BC’s new system allows companies to use stock from zones that are slightly warmer. Other provinces are contemplating similar changes but are at an earlier stage of implementation (Klenk 2015).

Because BC’s new seed transfer system involves moving populations within the existing range of a species, there is little concern about invasiveness. Moreover, rather than targeting some distant point in the future, the system is designed to match seed stock to the climate conditions 12–17 years from the present (O’Neill et al. 2017). The intent is mainly to help the selected species “catch up” with the climate shifts that have already occurred. As a result, the implementation of this system has not been very controversial (Klenk 2015).

It is possible that more aggressive assisted-migration programs will be implemented by the forestry sector in the future. The field is evolving rapidly, and considerable research is underway, including growth trials of non-native species (Thorpe et al. 2006). The inherent risks have yet to be fully assessed, and it is possible that implementation efforts will at some point face public resistance.

Assisted migration is also being explored as a conservation measure for maintaining biodiversity (Gallagher et al. 2015; Vitt et al. 2016). There are several situations where assisted migration might be used. One involves species that are unable to keep pace with moderate to fast rates of climate change because their capacity for migration is low. If conditions along the trailing edge of their range become clearly unsuitable, leading to population declines, it would be better to move the affected populations to a more viable area rather than simply allowing them to become extirpated.

Another situation involves species that are contracting to the core of their range because of anthropogenic stress (recall the burrowing owl example). These species are unlikely to keep pace with changes in their climate envelope without human intervention.

Finally, assisted migration may be warranted for species that are unable to shift their range effectively because of an anthropogenic barrier. Species at risk in southern Canada are a prime example. Many of these species may require assistance in shifting their range northward because of the barrier presented by agricultural lands.

The use of assisted migration for biodiversity applications is still at an early stage, and there are a variety of challenges to be overcome (Hancock and Gallagher 2014; Gallagher et al. 2015). The issue that has received the most attention, and has been the main cause of controversy, is the potential for the transplanted species to disrupt the recipient ecosystem. Species transfers have a checkered history, often involving unintended consequences. For example, the red squirrel was introduced to Newfoundland in 1963 in an attempt to bolster the island’s struggling American marten population (Benkman 1993). Unfortunately, the introduction of the squirrels, which are
not native to Newfoundland, led to increased competition for conifer cones which hastened the decline of Newfoundland’s threatened red crossbill (COSEWIC 2016).

Proponents of assisted migration maintain that climate adaptation applications are not comparable to past species introductions and carry much less risk (Schlaepfer et al. 2009; Vitt et al. 2009). Assisted migration is expensive and time-consuming, so it is unlikely to be used for species that can shift their range without assistance. This eliminates species with invasive potential. Furthermore, the target habitats lie along climate gradients that the species could and would reach naturally if not for anthropogenic barriers and ecological stressors. Finally, the intent is not to place species into new ecosystems, but to help them maintain their position in existing ecosystems as they shift location in response to climate change.

The other factors to be considered are common to all species reintroduction programs (see Chapter 6). These include knowledge about the ecology of the species, knowledge about effective translocation methods, the availability and viability of founder populations, the availability of suitable transplant locations, current and future threats to population viability, and stakeholder and institutional support (Gallagher et al. 2015). Cost is an overriding factor and will likely limit the widespread application of assisted migration, just as it limits reintroduction and restoration projects today.

In summary, both the promise and risks of assisted migration are less than they might appear. Given capacity constraints and ecological limitations, the reality is that most species in most areas will have to adapt to climate change on their own. Nevertheless, assisted migration is a conservation tool that is worth exploring as part of the strategic planning process for species at risk. As always, the question for managers is how the costs and benefits compare to other available management options (Schlaepfer et al. 2009). Pilot studies are a logical first step, providing the information needed to make informed decisions about broader applications (Fig. 9.15).
Population-Level Triage

In Chapter 6, we discussed the concept of conservation triage in the context of prioritizing species. Triage has also been proposed at the population level, as a response to climate change (Lawler 2009; Hagerman and Satterfield 2014). The basic argument is that, for many species, populations along the trailing edge of the range are unlikely to persist under warmer temperatures. Therefore, to obtain the greatest benefit from limited conservation resources, we should redirect conservation resources from trailing-edge populations to leading-edge populations.

The conservation of salmon along the Pacific coast of Canada and the US provides a case in point. Hundreds of millions of dollars are spent annually on the conservation of salmon up and down the coast (Barnas et al. 2015). Because of climate change, the maximum summer water temperature in many southern streams is now approaching and occasionally exceeding the thermal limits of salmonids (Honea et al. 2016). As temperatures continue to increase over the course of this century, southern salmon populations are expected to decline, despite restoration efforts (Fig. 9.9). Coincidently, various salmon species are now being observed in Arctic waters, indicating that losses of southern populations are likely to be offset by gains in northern areas (Nielsen et al. 2013). From this broader perspective, a triage approach that redirects conservation resources from southern to northern populations seems warranted.

While these arguments are compelling, a major shortcoming is that they frame the decision too narrowly. As we saw in Chapter 6, triage solutions will not be broadly optimal if important dimensions of the problem are omitted.
In this case, attention is narrowly focused on the local persistence of individual populations while other relevant factors, such as genetic adaptations and range shifts, are not considered.

If we abandon warm-adapted trailing-edge populations, allowing them to become quickly extirpated, we stand to lose part of the gene pool (Savolainen et al. 2007; Martins et al. 2012). As a result, the species may experience a permanent contraction in range because it can no longer accommodate the same spectrum of environmental conditions (Fig. 9.16; Hampe and Petit 2005). Thus, trailing-edge populations still merit conservation, even though they may not persist in their current locations (Hampe and Petit 2005; Battin et al. 2007). The objective is to maintain these populations long enough for gene flow to occur into northern regions.

Fig. 9.16. Many species exhibit genetic adaptations to local climatic conditions, illustrated here in a red (warm) to blue (cool) colour spectrum. Panel A represents the current distribution of a hypothetical species. Panel B represents its future distribution under a warmer climate, assuming that the range shift is not impeded and all genetic variation is maintained. Panel C illustrates the future distribution that may arise if trailing-edge populations are allowed to become extirpated. The range has contracted because the gene pool is smaller and cannot accommodate the same spectrum of environmental conditions. Panel D illustrates an alternate scenario in which a barrier prevents the species from shifting its range northward. The species remains viable because warm-adapted populations replace cool-adapted populations, but the range is compressed.

Another consideration is the practicality of the funding reallocations that are central to the triage approach. Even if population-level triage provides a clear conservation benefit, this does not mean local authorities will necessarily agree to transfer funding to distant jurisdictions over which they have no control or responsibility. The political optics of formally abandoning a local population are also highly problematic for regional governments.

These shortcomings do not mean triage is without merit. As conservation practitioners, we should always seek to
optimize the allocation of limited conservation resources (Bottrill et al. 2008). And we must accept that this will sometimes involve unpalatable choices. However, it is important to consider all relevant dimensions of a management problem. Furthermore, the progressive nature of climate change demands a dynamic framework for management—the transitions are just as important as the endpoints. Finally, the practical reality is that optimal resource allocation will always be easier to achieve at the local level, where organizations are allocating resources within their own domain. For issues that cross jurisdictions, we usually have to settle for coordinated planning rather than fully integrated planning.
In the last few chapters, we have examined the practical methods used for maintaining biodiversity. But there is more to conservation than linking threats with mitigation measures. Conservation is fundamentally a social enterprise. In most applications, trade-offs between conservation objectives and other social objectives must be addressed before any action can be taken. Also, in the face of constraints, it is necessary to determine which conservation objectives are most important and which conservation methods are best suited for a given application. In short, applied conservation entails making decisions.

In this chapter, we will work through the decision-making process, step by step. As our guide, we will use the framework referred to as structured decision making (SDM). This approach is widely accepted as the best practice standard for making management decisions involving multiple objectives (Runge 2011; Gregory et al. 2012; Conroy and Peterson 2013). Many variants of SDM exist, tailored to specific applications (e.g., CMP 2013; Carwardine et al. 2019). We will remain focused on the general principles, which have broad applicability.

**General Principles**

SDM draws on insights from decision science and cognitive psychology and has been tested and refined through years of application. It is a highly practical approach, described by Gregory et al. (2012) as follows:

SDM is a useful way to deal with the realities of everyday environmental management … SDM reframes management challenges as choices; not science projects, not economic valuation exercises, not consultation processes or relationship builders. You have a decision (or a sequence of decisions) to make. The con-
text is fuzzy. The science is uncertain. Stakeholders are emotional and values are entrenched. Yet you—or someone you are advising—has to make a choice. (p. 2)

In conservation applications, choices come in three main forms, all of which are amenable to SDM:

1. **Selection**: deciding which action to take when multiple alternatives are available

2. **Prioritization**: ranking options (e.g., for resource allocation)

3. **Identification of breakpoints**: determining when to act or how much of a certain action is needed

A key feature of SDM is that it integrates the social and scientific dimensions of conservation decision making. Through SDM, we identify solutions that optimally address multiple objectives while simultaneously building support for implementation. SDM’s effectiveness arises from the structure it provides for thinking through complex problems and navigating difficult trade-offs. The emphasis is on clarifying objectives and understanding the full consequences of management alternatives. The resulting decisions are rigorous, inclusive, defensible, and transparent. The SDM process also reveals key uncertainties and knowledge gaps, providing guidance for research efforts.

Fig. 10.1 presents an overview of the SDM framework. The process begins with decision framing, which establishes the context and scope of the decision. This is followed by a sequence of structuring steps—the heart of SDM—leading to the selection and implementation of a preferred approach.
A useful tool for organizing and visualizing the decision process is a consequence table (Gregory et al. 2012). As illustrated in Table 10.1, a consequence table consists of a set of objectives (rows) and a set of potential management approaches that can be used to achieve those objectives (columns). The cells of the table are filled with predictions of how the management alternatives are expected to perform against each of the objectives. We will work through a simple example as an introduction to the SDM process. This example will serve as a roadmap for the details that follow in the rest of the chapter.

Table 10.1. A simplified SDM consequence table for caribou management.

<table>
<thead>
<tr>
<th>Objective</th>
<th>Approach A</th>
<th>Approach B</th>
<th>Approach C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caribou viability</td>
<td>Outcome A1</td>
<td>Outcome B1</td>
<td>Outcome C1</td>
</tr>
<tr>
<td>Timber harvest</td>
<td>Outcome A2</td>
<td>Outcome B2</td>
<td>Outcome C2</td>
</tr>
<tr>
<td>Indigenous hunting</td>
<td>Outcome A3</td>
<td>Outcome B3</td>
<td>Outcome C3</td>
</tr>
</tbody>
</table>

For our example, will use the development of a management plan for woodland caribou. The context is provided
by the federal woodland caribou recovery strategy, which sets forth several recovery objectives. Our task is to
determine which management action, or combination of actions, should be applied to achieve these objectives in
our management area. To be clear, this example is only meant to illustrate how the SDM process works. All of the
complexities have been stripped away. In Case Study 3, we will examine a real-world example of caribou recovery
planning.

The first step is to define the management objectives, which describe the desired outcomes of a given planning
process. Objectives express what matters to us. Under SDM, objectives are defined not only for conservation-
related values, but also other social values affected by the decision. In our example, caribou viability is identified
as a core objective, as per the recovery strategy (Table 10.1). But objectives related to forestry and Indigenous
hunting have also been included because these activities might be affected by recovery measures.

When defining the objectives, we must differentiate the ends (the outcomes we seek) from the means (methods
for achieving the ends). We must also specify how the objectives will be measured, allowing the performance of
proposed management approaches to be compared. In our example, we might use caribou population size or
growth rate as an indicator of caribou viability.

The next step is to develop alternative management actions or strategies that could be used to achieve the objec-
tives. Depending on the situation, these might be distinct management actions, different combinations of actions,
or alternative levels of the same action. For example, in Table 10.1, Approach A might represent current manage-
ment, Approach B might involve innovative industrial practices, and Approach C might involve establishing new
protected areas. Hybrid approaches are also possible.

The preferred approach is identified by predicting outcomes for every alternative and then determining which
offers the best overall result. The prediction component is meant to be objective and is heavily dependent on sci-
ence. In contrast, the selection of the best option is generally a matter of social choice because value-based trade-
offs are usually involved. In our example, we might use a statistical model to predict caribou population trends
under each management alternative. Timber flow and Indigenous hunting opportunities would also be predicted.
Decision makers, with input from stakeholders, would then evaluate the overall performance of each approach
and make a choice.

Though the SDM process is described here as a linear process, in practice it usually involves iterative refinement.
Insights from the prediction and assessment stage may lead to changes in the set of management alternatives
and possibly new objectives.

The SDM process is designed to reveal win-win solutions if they exist. However, in most conservation applications,
compromises are necessary (McShane et al. 2011). The trade-off between caribou recovery and forest harvesting
is a good example. In such cases, decision makers must determine the appropriate balance among objectives—a
political decision that typically disappoints some or all stakeholders. SDM is still of value in these situations
because it clarifies the values at stake and the likely outcomes of management alternatives. It also brings funda-
mental trade-offs into high relief. Thus, even if the decision must be made politically, it will be properly informed.

The last stage in the process is implementing the plan and monitoring the outcomes. Monitoring provides insight
into the validity of planning assumptions and predictions. It can also be used to support active learning about the
system and how it responds to manipulation. The information gained is used to inform future iterations of the planning cycle.

Box 10.1. Decision-Making Terminology

**Decision.** In SDM, a decision is a judgment or choice involving multiple objectives and alternative courses of action.

**Goals and objectives.** Goals and objectives describe desired outcomes. Goals are generally broad statements of what is desired. Objectives are subcomponents of a goal and are specific and measurable.

**Plan.** A plan is an organized collection of decisions supporting a common purpose. It is a roadmap to a desired future, describing where we are going (objectives) and how we will get there (methods).

**Strategy.** A strategy is similar to a plan; however, strategies have a broader scope and are more abstract than plans. Plans tend to be more operationally focused.

**Trade-off.** A trade-off arises when a constraint or incompatibility prevents the simultaneous achievement of multiple objectives. One must give up one thing to achieve something else.

**Values and preferences.** Values are what we fundamentally care about and believe to be important. Values tend to be relatively fixed. Preferences are defined in terms of the trade-offs we are willing to make in a particular situation. They change with the circumstances.

The Decision Hierarchy

The full process of SDM, from problem identification through to implementation, is largely synonymous with the concept of planning. We can think of a plan as a container for one or more SDM decisions supporting a common purpose.
In resource management, planning is hierarchical, and different terms are used to identify the different levels (Fig. 10.2). Policies are at the top of the hierarchy. They establish broad goals and priorities and provide high-level guidance for action. At the bottom are operational plans, which are implementation oriented. In between are layers of strategic plans that translate the broad direction provided by policy into a region or issue-specific context. For example, a polar bear management strategy represents an intermediate step between a policy commitment to maintain biodiversity and the setting of annual polar bear hunting quotas.

Policies, strategies, and operational plans exist along a continuum that lacks clear demarcations. Moving along this continuum, from policy to operations, the scope narrows and the level of detail increases. In addition, decisions become more technical, with less need for social deliberation, since we are increasingly implementing choices made at higher levels.

Although policies are intended to provide context and direction for lower-level initiatives, these linkages are not always clear. As we saw in Chapter 7, the institutional mechanisms for integration are often deficient. Therefore, it frequently requires considerable effort on the part of planners to interpret the broader context they are working within (which is part of decision framing).

Most types of decisions can benefit from SDM; however, high-level government policy decisions are often too broad and complex to structure effectively. High-level policy is usually created through a political process, as described in Chapter 3. SDM also has limited applicability for routine operational decisions that are essentially algorithmic (e.g., the determination of an annual harvest sequence, as directed by a broader forest management plan).

It should be noted that SDM is not limited to government decision making. It can help any organization faced with making decisions that involve difficult trade-offs. For example, a conservation group facing capacity constraints might use SDM to choose among potential projects. Furthermore, the level of detail and effort involved in implementing SDM can be scaled up or down to match the scope and importance of individual applications.

The Role of Conservation Practitioners

Conservation practitioners participate in decision-making processes in three distinct roles: stakeholders, advisors, and decision makers. Practitioners are considered stakeholders when they engage in advocacy, promoting conservation as a planning objective. Such input falls within the social domain of decision making. Practitioners are considered advisors when they contribute technical expertise about how conservation objectives can be achieved. This input falls within the scientific domain of decision making.
The reason for drawing a distinction between advocacy and technical advice is that the social and scientific aspects of decision making need to be handled differently, as we will see in the sections that follow. In principle, there is no reason why a conservation practitioner cannot contribute to both aspects of a decision, so long as the necessary distinctions are maintained. However, decision makers and stakeholders may consider technical advice biased and unreliable if it is coming from an advocate (see Chapter 4).

Conservation practitioners also serve as decision makers, mainly for conservation-oriented planning initiatives in the middle to lower levels of the decision hierarchy. Such initiatives usually take place under the auspices of an agency with a mandate for implementing conservation policy, typically within government, but not exclusively so. Some initiatives may represent the implementation phase of a higher-level strategy, whereas others may be responses to local conservation problems. The case studies in Chapter 11 provide examples of decision making by conservation practitioners in a variety of settings.
Decision Framing

Structured decision making begins by establishing a **decision frame** that defines what the decision is about and sets bounds on what will be considered. The main elements of the decision frame are (1) the context and purpose of the plan, (2) its scope, and (3) the process by which decisions are made.

A plan's context and purpose constitute its foundational elements. This is where the motivation for the plan and its role in the broader decision-making hierarchy are defined. In most cases, there is some form of problem to be resolved or a desired outcome to be achieved. This is often predetermined by a higher authority.

A plan's scope describes the range of objectives and management options under consideration. It also defines the planning area and time horizon. The intent is to establish boundaries to keep the planning process focused and manageable. There is a limit to how much complexity can be accommodated before the process bogs down. High-level plans with a broad scope must generally sacrifice detail to remain tractable. Refinement of the scope may occur in later stages of planning, as the problem becomes better understood; however, the process should not be allowed to drift.

The scope should reflect the planning agency's mandate, its capacity for planning (including time, funding, and expertise), and the extent of its authority. Other constraints, including existing laws and policies, also need to be respected. If the planning agency cannot ensure that the management options under consideration can be implemented, then either the planning agency or the scope should be changed. Regional planning presents the greatest challenge because, as we saw in Chapter 7, management authority at the regional scale is fragmented among sectors and jurisdictions.

The decision frame also describes how decisions will be made. The main questions are: Who will be involved? How will they be involved? And, how will control over decision making be exercised? Operational planning can often be handled internally, within the planning team. But as the scope of planning broadens, there is an increased need for social input and interdisciplinary technical expertise (Fig. 10.3). External voices bring new facts, ideas, and perspectives to the table, resulting in more informed decisions and a greater likelihood of successful implementation (Gray et al. 2012).
1. Small planning teams rely primarily on internal expertise. This approach is common for operational planning within a narrow well-defined scope (e.g., the restoration of a selected wetland site).

2. Large planning teams may conduct planning internally but often obtain advice from external experts and periodically solicit feedback from stakeholders. An example is the development of a species recovery strategy.

3. Complex planning systems may include a core planning team, a stakeholder advisory committee, and one or more technical committees that operate in concert. Insight into public opinion may be obtained through outreach efforts. Recommendations from the planning team are passed on to elected officials who make the final decision. This type of planning is common with high-level decision making, such as regional planning.

Fig. 10.3. Planning systems exist along a gradient of increasing scope and complexity. This diagram illustrates three common forms, arranged in order of complexity. Many variants of these systems exist in practice.

Obtaining Social Input

There are two main approaches for obtaining social input. One is to collect input through surveys and requests...
for public feedback on draft plans. The benefits of this approach are that it provides broad insight into public values and preferences and it is relatively straightforward to administer. The main shortcoming is that the responses tend to be superficial and are contingent on context. The answers depend on how the questions are framed and how much the respondents know about the issue.

Another option for obtaining social input is to work directly with stakeholders. Stakeholders present distinct perspectives and are generally motivated and knowledgeable about the issues. In addition, they often have a central role in implementation and can provide insight into the pros and cons of management alternatives and their consequences.

Integrating stakeholders into the planning process allows for structured dialog among competing interests. This can be an effective way of finding broadly acceptable solutions to social trade-offs. However, it can be challenging to ensure that the full spectrum of societal values and priorities are represented, especially values related to biodiversity. Stakeholder groups provide depth at the expense of breadth. Incorporating stakeholders also makes the planning process more complex, time-consuming, and costly (Gray et al. 2012).

It is, of course, possible to do both: solicit broad public input and work with stakeholder committees. As a rule, the amount of input needed is a function of the scope of planning (Fig. 10.3). In practice, cost and capacity constraints limit what can be accomplished.

Two forms of stakeholder engagement are most common. In the first, a stakeholder advisory committee provides ongoing advice to the planning team but is not involved in the actual crafting of the plan. In the other approach, stakeholders are integrated into the planning team, and the plan that is developed is forwarded as a set of recommendations to a higher level of authority for final decision making.

Indigenous people merit special mention because they cannot be treated as typical stakeholders. When planning involves traditional lands, consultation with affected Indigenous communities is legally required, and certain standards must be met (SCC 2017a). In northern areas, land claim agreements provide additional rights (Wyatt et al. 2013). Some areas now feature co-management programs.

Good facilitation and clear expectations are critical to productive stakeholder engagement. The dialog must be kept on track and focused while still ensuring that all concerns are addressed. The aim is to build a common understanding of value sets and priorities through group learning, and then to channel this into effective problem solving. Case Study 5 provides a useful example.

In most cases, the government will retain control over the final decision because it is ultimately accountable for decisions concerning public lands. Moreover, there is a need to balance the interests of stakeholders, which tend to be locally focused, with broad societal values and priorities. In government-led planning, the line of accountability runs from the responsible minister down through line departments and on to individual planning teams. The specific level where the final decision will be made should be identified as part of the decision-framing process.
Objectives and Indicators

Setting Objectives

SDM is an outcome-oriented approach, meaning that objectives, rather than threats or problems, are the central focus. We define what we want, then identify the best way to achieve it, dealing with conflicts and barriers as they arise. For this approach to be effective, the set of objectives must be clearly specified and comprehensive (Failing and Gregory 2003; Game et al. 2013). Objectives should address the core purpose of the planning initiative as well as other values that may be affected by management actions. The aim of being inclusive is to permit potential conflicts to be dealt with within the SDM process. Not doing so risks failure at the time of implementation (which has been the fate of many conservation initiatives in the past).

It is not always possible to specify the complete list of objectives at the outset. Values that are secondarily impacted may not be known until later in the process, when management options have been fully specified. SDM handles this issue using an iterative approach. The process begins with an exploratory sketch that maps out the decision structure at a coarse level. The preliminary list of objectives is then refined as detail is added to the decision structure in successive iterations.

When selecting objectives, the desire for inclusiveness must be balanced against practicality. There are limits to how much detail can be accommodated. Secondary objectives should be weeded out if their presumed sensitivity to management actions is not validated at the assessment stage. Also, while some objectives may have subcomponents that need to be distinguished, there should be no double counting. The test is to ask if anything important would be overlooked if we were to substitute one sub-objective for another.

We must also take care to distinguish between ends and means. Ends are what we fundamentally want—our true objectives. Means are methods for achieving the ends, and they are captured in the SDM process as management alternatives. In practice, making this distinction can be challenging because ends and means exist in a hierarchy—the means described in one plan may serve as the ends of a lower-level plan. Much depends on how the decision is framed.

Another consideration is the level of detail used to describe the objectives. On the one hand, we want enough detail to ensure that the desired outcomes are clearly understood and not subject to alternative interpretations. On the other hand, getting too specific, through the use of detailed quantitative targets, can be counterproductive because it reduces decision-making flexibility (Martin et al. 2009). The aim is to express what we want without creating all-or-nothing scenarios. The possibility of compromise solutions needs to be left open, as more often than not, these will be the only workable solutions.

The relative weighting of objectives has been purposely omitted from our discussion so far. Although objectives do vary in their importance, formal weighting should not occur until the decision stage. Throughout the rest of the process, objectives should remain on a level playing field so that the search for optimal solutions is thorough and robust.
When it comes to specifying conservation objectives, the broad goal of maintaining biodiversity needs to be translated into ecologically meaningful working objectives relevant to the decision scope. In doing so, it is important to not lose sight of the conservation "big picture." The individual outcomes sought within a given initiative should meaningfully contribute to the whole. If it is unclear how they do so, there is a problem. Trade-offs among conservation objectives and the effects of climate change present special challenges that must not be overlooked. These tasks require the technical expertise of conservation practitioners.

Conservation practitioners should also ensure that conservation objectives accurately reflect a “nature-first” perspective, uncontaminated by pre-emptive compromise (Tear et al. 2005). Even though such objectives will not always be achievable, they represent the appropriate starting point for deliberations. Clarity about what we really want enables decision makers to understand and reflect on the true cost of any compromises that may be required. This guards against the shifting baseline scenario, or “ratchet” effect, where the acceptance of a degraded state as a management norm leads to progressive declines over time (Pauly 1995).

Selecting Indicators

Once objectives have been defined, suitable indicators for measuring them need to be identified so that the relative performance of the management alternatives can be assessed. Indicators are also used in monitoring programs and research projects (discussed below).

There are several basic characteristics that all good indicators share, regardless of the application (Duinker 2001; Tear et al. 2005). Good indicators are:

- **Clear.** The meaning of what is being measured is broadly understandable and not subject to alternative interpretations
- **Reliable.** The indicator accurately measures what it is intended to measure (i.e., free from bias) and repeated measurements generate the same results
- **Practical.** Cost and technical feasibility are not significant barriers
- **Relevant.** The indicator is sensitive to the processes of interest and can help discern important differences among management alternatives

An additional concern when selecting indicators is comprehensiveness. Like the proverbial blind men examining an elephant, we may be misled if we only see part of the full picture. It may take multiple distinct indicators to obtain a complete characterization of the entity we are measuring.

Developing a complete characterization can be challenging when working with amorphous management objectives (as many are). How are we to measure something comprehensively when its meaning is open to interpretation? The answer is that the selection of indicators is part of the interpretive process. The choices we make serve to crystallize the meaning of the objectives being measured within a given decision-making context. Thus, indicators are not only used to measure objectives, they also help us define objectives in practical terms.

Consider the selection of indicators for caribou recovery. Is it sufficient to view this objective through the lens of population size? Perhaps long-term viability is important as well. What about spatial distribution? Is it ok if all our
caribou are in a zoo? If not, then perhaps we need some measure of distribution relative to the historical range. But then how do we account for climate change?

What this line of questioning illustrates is that indicator selection is actually an extension of the objective-setting process. It includes both technical and subjective elements that together give concrete, practical meaning to our objectives.

The desire for comprehensiveness must be balanced against tractability. A long list of indicators may help to characterize an objective, but it seriously complicates the task of assessing management alternatives, particularly when multiple objectives are involved. There is a limit to how much information can be accommodated before overload occurs. Thus, restraint is necessary; we should “count what counts,” and not more. Each indicator should represent a distinct and important aspect of the objective, without redundancy.

Lastly, indicators are used in decision-making applications to predict the future state of objectives under alternative management approaches. Predicted performance provides the basis for deciding which approach is best. This adds another dimension to the selection process. Not only should indicators be technically sound and complete, their response to management actions should be understood so that meaningful predictions can be made.

As might be expected, it can be difficult to find indicators that meet all of the above criteria. It is often necessary to make do with indirect measures. And for some objectives, especially those associated with cultural or esthetic values, quantitative measurement may not be possible. For example, it may be difficult to obtain a meaningful numerical measure of the quality of recreational experiences. In these cases, a qualitative indicator using a constructed scale can be used (e.g., very good, good, average, bad, very bad). As a rule, it is better to make the best of a rough estimate than to omit an objective from consideration. This ensures that the decision-making process is inclusive and robust. For such indicators, it is important to include clear descriptions of each level so that there is a common understanding of their meaning.

Conservation practitioners support this stage of the decision-making process by providing the ecological expertise needed for selecting appropriate indicators for biodiversity objectives. This includes knowing what options are available, in the form of direct and indirect measures. It also includes the ability to judge which indicators will be most effective in terms of reliability, practicality, and accurately representing the desired biodiversity outcomes.

In higher-level planning initiatives, there may be considerable pressure to simplify the conservation dimension of the decision. It falls to conservation practitioners to ensure that the central concerns of conservation are not lost in the process. Proposals to capture biodiversity objectives using broad indicators of environmental health or ecosystem services are inappropriate. These measures are not proxies for biodiversity (see Chapter 4). Nor is it acceptable to focus exclusively on a single species because it has a high public profile or is the centre of a legal dispute. Finally, biodiversity indicators should not be based on species richness or simplistic summary measures of overall biodiversity status (Devictor and Robert 2009). Such composite measures tend to mask the elements of biodiversity that are of primary conservation concern (see Box 7.2, Chapter 7). Instead, indicators should focus on the components of biodiversity that are sensitive to human disturbance and require protection.
Developing Management Alternatives

Management alternatives represent different ways of achieving the set of objectives, each with its own strengths and weaknesses. Having a wide range of options to choose from increases the chances of finding an approach that is broadly suitable.

The first step in developing alternatives is to identify or devise actions well suited to achieving individual objectives, without regard to trade-offs with other objectives. Doing this fosters creativity and breaks us free from pre-conceived solutions. To keep the process manageable, the boundaries established by the decision frame should be respected. It is also appropriate to screen out activities that are clearly unworkable because of legal constraints, technical infeasibility, or prohibitive cost.

Screening should be done cautiously. It is not always obvious what might work and what might not. Sometimes, finding an effective approach entails pushing back or working around existing rules and other constraints. On the other hand, wasting time exploring dead ends is inefficient. Moreover, there are practical limits to how many management alternatives can be explored within a given planning initiative. Ultimately, a balance must be achieved.

To enable comparisons, the alternatives must have the same spatial and temporal scope, and they must incorporate all objectives. For example, if we want to explore wolf control as a caribou management technique, we still need to specify how forestry will be conducted. Failing to do so would leave an empty cell in the consequence table, disrupting our ability to make comparisons.

Some planning initiatives, especially those related to resource development, may involve activities that unfold over time. In these cases, management alternatives take the form of scenarios that describe the trajectory of development (Francis and Hamm 2011).

The selected management alternatives should be logical, practical, and structured to expose fundamental trade-offs. A useful approach is to develop alternatives around themes, some of which emphasize certain objectives over others, and others that represent creative, balanced approaches. It is also useful to have an alternative that is based on current practices, to provide a common point of reference.

For objectives related to conservation, an effort should be made to identify preventative measures that support resiliency and address root causes, rather than focusing solely on reactive measures and immediate threats (Seidl 2014).

Once preliminary alternatives have been developed, they normally undergo iterative refinement based on insights from the assessment stage. This refinement process presents an opportunity for creative thought. It may be possible, for example, to find workable fixes for weaknesses that are identified in otherwise promising alternatives. Or, the best aspects from different alternatives might be combined into a hybrid approach. At the same time, alternatives that are demonstrably inferior to other options can be weeded out. The aim is to end up with three to five promising alternatives that can be advanced to the final decision-making stage.
Predicting Outcomes

The next step in decision structuring is to predict potential outcomes under each alternative, filling in the cells of the consequence table (Table 10.1). By design, social values have no direct role in this part of the decision-making process. The emphasis is on making robust predictions to provide the basis for selecting a preferred management option. This is what is meant by evidence-based decision making.

The task of predicting outcomes usually requires specialized knowledge. In some cases, the required expertise may be held by members of the planning team. In other cases, planners may solicit input from relevant experts on an ad hoc basis. For complex decisions, a dedicated technical team may be established to work alongside the planning team.

The foremost concern when making predictions is reliability. Good decisions require good information. In the past, a science-based approach was seen as necessary and sufficient. In recent years, there has been a trend toward also incorporating local knowledge held by individuals living or working in the planning area (Failing et al. 2007). This includes the traditional ecological knowledge of Indigenous people as well as knowledge held by resource companies, local residents, hunters, anglers, trappers, and so forth.

The rationale for incorporating local knowledge is that it can fill gaps in scientific knowledge, leading to better predictions (Failing et al. 2007). There is also a social dimension. Stakeholders are unlikely to support a decision if their views about potential management outcomes are dismissed out of hand.

The challenge for decision makers is that accepting all sources of information uncritically is inconsistent with the aim of generating predictions that are as reliable as possible. The solution is to be inclusive when assembling information and then select the best of what is available using pre-established criteria concerning reliability and utility. The selection criteria can be expressed as a series of questions:

- For observations, what steps have been taken to minimize observer bias, measurement error, and the role of chance?
- For conclusions, are the inferences supported by factual data? What steps have been taken to minimize bias and errors in logic?
- Is the information quantitative or qualitative? How much detail is provided?
- How appropriate is the spatial and temporal scope of the information relative to the proposed application?
- What type of vetting process has the information been subjected to?
- Has the information been organized and summarized or is it in raw form?

In controversial cases, competing sources of information can be treated as alternate hypotheses and explored in tandem. This can be considered a form of sensitivity testing, which we will discuss below.

Modelling Approaches

Humans are adept at making predictions about future events on the basis of past observations and accumulated
knowledge, but there are limits to how much information we can mentally store and process. Moreover, our inferences suffer from several well-known mental biases, such as overweighting recent events (Kahneman 2011). A variety of decision support tools have been developed to overcome these limitations and they should be used when time and capacity permit (Addison et al. 2013). We will refer to these tools under the collective heading of modelling approaches.

Two types of models are commonly used to support resource management decisions. First, and most common, are statistical models that mathematically summarize important relationships in the data obtained from observational studies (see Chapter 6). An important benefit of these models is that the reliability of their predictions can be expressed in the form of confidence limits. Their main limitation is that they are inflexible. Statistical models cannot be used to model dynamic processes, nor can they be extended to include new variables.

The second type of model is a process, or “stock and flow,” model. These models track the evolution of selected system components under the influence of one or more driving variables (Box 10.2). The internal mechanisms of process models are usually based on findings from observational studies. In many cases, locally obtained information is lacking, so information from other locations must be used, which adds uncertainty to the model.

When a modelling approach is used, an ongoing dialog between modellers and planners should be established. In the early stages, modellers can help planners understand the system they are working in, and its limitations. This can facilitate the refinement of objectives and management alternatives. In later stages, modellers provide predictions about the performance of management alternatives and convey the uncertainty associated with these predictions.

Information also needs to flow from planners to modellers (Addison et al. 2013). Decision support models are not the same as research models. The intent is to provide decision makers with the information they need to assess and compare the available management options. Modellers should be responsive to the needs and priorities of planners and incorporate local information when appropriate. Furthermore, the model cannot be overly complex or opaque. A “black box” model that must be taken on faith is unlikely to be perceived as legitimate by planners and stakeholders.

When modelling results are presented, a reference point should be included to illustrate their significance. For example, the opportunity costs of protection might be described as a percentage of regional resource revenue instead of just a dollar value. For conservation objectives, it is useful to present results relative to an ecological benchmark or a legal requirement. As a general rule, multiple framings should be provided, with the aim of enhancing understanding.

In some cases, it may be possible to allow the planning team or stakeholders to interact directly with the model in facilitated sessions (see Case Study 5). This can be an efficient way for planners and stakeholders to gain insight into the trade-offs that exist and their options for dealing with them. Facilitation is key for this approach to be effective.
Box 10.2. Constructing a Stock and Flow Model

The first step in building a stock and flow model is to create a conceptual diagram that describes the components of the system and their connections. Sometimes the entire system can be captured in a single model. In other cases, individual objectives are modelled separately. Fig. 10.4 presents a conceptual model for a woodland caribou system.

Stock and flow models are named for the two types of components they contain. Stock variables are things that can be counted, like caribou. Flow variables are things that can be measured as rates, like predation. Flow variables are what cause stocks to change over time.

For SDM applications, the outcomes of interest are represented as stock variables, and proposed management actions are represented as flow variables. If any of the management actions act indirectly, then the intervening components also need to be included. For example, in Fig. 10.4, wolf control measures are directed toward wolves, not caribou, so wolf density needs to be included as a stock variable. Wolf density is linked to caribou population size through a flow variable describing the rate of wolf predation.

Additional flow variables may be required to account for the effects of external processes, such as climate change (blue ovals in Fig. 10.4). Processes are considered to be external if they are not amenable to management control within the context of the decision frame. As with other forms of modelling, a balance must be sought between adding detail and maintaining overall tractability. In SDM applications, we are most concerned with processes that alter the relative performance of management alternatives, affecting our determination of which is best.

To use the conceptual model for making predictions, it must be parameterized, which means that values are assigned to all of the variables. Stock variables are initially set to the current state of the system—the starting point of our projections. Flow variables that describe management actions are defined by the management alternative being examined in a given model run. Other flow variables are treated as cause and effect relationships between stock variables and are generally defined using equations derived from empirical research. For flow variables that describe external inputs, values are typically based on past behaviour or the extrapolation of trends.

The last step is to convert the conceptual model into a computer simulation model that can be used to track outcomes. Computers provide the computational power needed to explore complex systems quickly and reliably. Once parameterized with the current state of the system, the simulation model can be used to explore how the system will evolve under alternative management approaches.
**Handling Uncertainty**

Uncertainty presents a major challenge for decision makers. It is difficult to choose a preferred management alternative when the predictions of performance are unreliable. Therefore, every effort should be made to minimize uncertainty when obtaining data and constructing models. Residual uncertainty should be quantified so that it can be taken into account when decisions are made.

The methods for minimizing uncertainty when conducting observational studies are well developed. These are core elements of the scientific method (see Chapter 4). They include established techniques for designing studies and making observations, as well as statistical methods for generating robust predictions and quantifying the level of uncertainty.
Process models present a greater challenge (McCarthy 2014). Starting parameters are subject to measurement error and the cause-effect relationships among components are often only approximations. Biological systems are complex, and many modelled processes may be only partially understood. Extrapolation error is another problem, arising when information from external study areas is used. Finally, uncertainty arises from what is not in the model. The number of components that can be included is constrained by data availability, modelling capacity, and the need to maintain tractability.

The main tool for handling uncertainty in process models is sensitivity testing (Jackson et al. 2000). This entails running the model across a range of possible parameter estimates for each variable, rather than just using the best estimates. The range of values should include the outer bounds of what can reasonably be expected for each parameter, based on existing knowledge.

The sensitivity testing process usually begins by exploring the sensitivity of one variable at a time, in sequential model runs. Thereafter, logical combinations of variables may be explored together, up to the limit of what is practical. The number of permutations (and model runs) needed for combined sensitivity testing quickly becomes unmanageable when more than a few variables are involved.

It is usually more efficient to begin with a simple model, and then add detail where it is needed to reduce uncertainty, than to begin with a highly complex model. Moreover, only variables that contribute to the discrimination of management alternatives warrant inclusion.

For processes that are very poorly understood, the role of uncertainty can be investigated by asking “what if” questions—another form of scenario analysis (Peterson et al. 2003). Climate change presents an obvious example. There are still so many unknowns and contingencies related to climate change that we cannot treat the rate of warming as just another variable. Instead, we are faced with a number of plausible scenarios, with little guidance as to which is most likely. These scenarios can be investigated to determine how robust the model’s predictions are likely to be, given alternative climate futures.

Further reduction of uncertainty can be achieved through scientific study, which mostly occurs between planning cycles. This is the tie-in to our discussion of policy-relevant research in Chapter 4. The contribution of SDM is that it identifies and focuses attention on the uncertainties that matter most to management. Research and learning can also be integrated into the decision process itself—a topic we will turn to at the end of the chapter.

A core principle of SDM is that it is better to make timely decisions on the basis of the best information available than to wait for better information to arrive (Martin et al. 2009). This is particularly true for biodiversity objectives, where delay in decision making generally equates with continued decline (Gregory et al. 2013).

A related principle is that all decisions should be seen as provisional. As new information comes to light, and as conditions change, the balance among management options may very well change. This is why the SDM process is depicted as a cycle.

**Expert Opinion**

Many planning initiatives do not have the time or capacity needed for modelling. They rely instead on expert
opinion for predicting the outcomes of management actions. Such predictions are usually qualitative rather than quantitative, and there are few options for characterizing the effects of uncertainty. Moreover, there is less transparency concerning the factual basis of the predictions. Nevertheless, this approach is often used because no other options exist.

When predictions are based on expert opinion, it is best to solicit input from a diverse group of experts. This is because specialized knowledge is typically narrowly based. To obtain information that is both detailed and complete, multiple perspectives are needed.

Consideration should also be given to how expert opinions are elicited. A structured approach is best, involving a combination of individual meetings and group workshops (MacMillan and Marshall 2006). The necessary context should be provided, and the questions should be well framed. It should also be made clear that professional opinions are being sought, not value judgments. The role of experts is to help decision makers understand the consequences of management alternatives, not to tell them what to do.

Workshops are particularly useful in that they allow experts to share perspectives and challenge each others’ ideas. The objective is to document areas of agreement and disagreement, rather than to force a consensus. This is how uncertainty can be characterized when modelling is not an option. In addition, experts should be challenged to provide the reasoning underlying their predictions and to express their level of confidence in them.

Box 10.3. The Precautionary Principle

The precautionary principle states that measures to prevent environmental degradation should not be delayed because of a lack of full scientific certainty (UN 1992). The Canadian Species at Risk Act applies the precautionary principle in the context of preventing the loss of wildlife species (GOC 2002). When making resource management trade-off decisions, this principle directs us to err on the side of caution when there is uncertainty about environmental outcomes. The aim is to minimize the risk to biodiversity that such uncertainty poses.

In SDM, the precautionary principle serves as a value position rather than a decision-making rule (Gregory and Long 2009). Prompt management action and the minimization of environmental risk are objectives we would like to achieve to support environmental values. But in most real-world settings, environmental objectives do not automatically override other social objectives. A balance must be sought, which is why SDM is needed.

Traditional Ecological Knowledge

Traditional ecological knowledge (TEK) is another form of expertise that can be used to support decision making. TEK derives from the close association that Indigenous peoples have with the land. It is place-based and multifaceted. Usher (2000) describes four distinct components of TEK:

1. Factual knowledge about the environment, including personal observations, personal generalizations
based on life experience, and traditions and teachings passed down from generation to generation. This category ranges from specific observations to explanatory inferences about why things are the way they are.

2. Factual knowledge about past and current use of the environment, particularly as it pertains to the rights and interests of local Indigenous communities.

3. Culturally based value statements about how things should be and ethical statements concerning appropriate behaviour toward animals and the environment.

4. A culturally based worldview that underlies the first three categories, providing the lens through which observation and experience are processed.

TEK informs the value-based positions that Indigenous groups advance as participants in decision-making processes. It can also be used as a form of expert opinion for predicting the outcomes of certain types of management actions. In the latter case, it is necessary to disentangle the value aspects of TEK from the factual aspects. Under SDM, values inform objectives and choices, but predictions of outcomes are to be made as objectively as possible.

The main strength of TEK as a source of information is that it is obtained through an intimate and ongoing relationship between Indigenous people and the land. This permits detailed observations to be made over large areas and over long periods of time, especially about animal behaviour, population sizes, habitat preferences, and animal responses to human activities (Gadgil et al. 1993). In contrast, scientific researchers face capacity constraints that force them to choose between studying small areas intensively or large areas coarsely. Furthermore, few studies last more than a few years.

The main shortcoming of TEK is that the observations of natural phenomena, while numerous, are generally not structured or recorded (Usher 2000). Furthermore, the information is distributed among a large number of observers. Findings may be shared through informal dialog, but are not formally synthesized. This presents a considerable logistical challenge for applying TEK in the context of SDM. Moreover, the reliance on memory and oral communication limits the level of detail that can be obtained and makes it impossible to judge the level of reliability (Usher 2000).

There is a direct parallel here with the challenges of citizen science, discussed in Chapter 4. Naturalists have been recording natural phenomena for centuries. But it was not until people began making observations using smartphone apps (including a photo, time stamp, and GPS location) and uploading their sightings to centralized databases that the full potential of citizen science was realized.

In practice, Indigenous people and researchers generally do not observe the same things over the same time period. Therefore, TEK and scientific knowledge are often complementary. For example, a scientific telemetry-based study of Arctic foxes around Pond Inlet, Nunavut, found that individual foxes use terrestrial and marine habitats throughout the winter. This knowledge was largely inaccessible to local Indigenous people because individual foxes seen at different locations are not easily differentiated (Gagnon and Berteaux 2009). For their part, Inuit elders and hunters had TEK concerning fox diets and behaviour that scientists did not have the time or capacity to
collect. A predictive model that combined both sources of information would be superior to one that relied solely on scientific information or TEK alone.

There are, of course, cases when TEK and scientific information are in direct conflict (Stirling and Parkinson 2006). This arises most often in the context of co-management, especially as it pertains to hunted populations (Nadasy 2003; Armitage et al. 2011). In such cases, the criteria we discussed earlier concerning information reliability should be applied. However, there is also a social dimension that cannot be ignored.

When decision making is shared between government and local Indigenous communities, the decision-making process is itself a point of negotiation (Houde 2007). It should not be assumed that SDM and scientific principles will automatically be supported by Indigenous communities. Support has to be developed over time through collective learning and the establishment of trust. This remains a work in progress. In the words of Natcher et al. (2005 p. 241), “co-management has more to do with managing relationships than managing resources.”
Identifying the Optimal Approach

Stakeholder-Based Selection

The methods used to select a preferred management alternative depend on the type of decision and the level of stakeholder involvement. We will begin by examining methods based on structured dialog, which are commonly used when stakeholders are directly engaged in decision making. We will then turn to quantitative methods, which are best suited to operational decisions that are technical in nature.

As previously discussed, stakeholder groups generally do not make final decisions; they provide recommendations to a decision-making authority. Organizations and individuals engage as stakeholders because they perceive an opportunity to advance their interests, or because they are concerned that not participating might lead to undesirable outcomes. While they may be willing to work collaboratively, participating organizations tend to maintain fidelity to their own objectives and priorities.

For decision makers, stakeholder engagement provides insights for navigating difficult social trade-offs. Engagement also improves the likelihood that the decisions will be accepted and successfully implemented. Consensus is a welcome outcome but is not the overriding objective. In the face of strongly divergent views, a forced consensus is likely to be superficial, leaving difficult trade-offs unacknowledged and unresolved (Gregory et al. 2013). More important is the learning that occurs throughout the process, which takes several forms:

- Clarification of desired outcomes
- Identification of potential management actions
- Elimination of unworkable approaches
- Insight into the pros and cons of the best available management alternatives
- Identification of points of agreement and fundamental disagreement
Under SDM, the selection of a preferred management alternative is the endpoint of an iterative process of refinement (Fig. 10.5). Stakeholders will have differing perspectives and can help each other understand the implications and significance of the assessment results. Through structured dialog, the group can arrive at a common understanding of the strengths and weaknesses of individual alternatives, providing the foundation for further refinement. Good facilitation and a well-designed process are essential for making progress.

In many cases, the significance of the predicted outcomes may require interpretation. For example, if our caribou population is expected to double under a certain management alternative, is it now within its natural range of variation? Or is it still below the minimal viable population size? Or something in between? Each of these connotes a different level of risk, and it is this risk that is of fundamental concern.

Another issue is the level of uncertainty associated with the predicted outcomes. A management activity that directly affects an outcome can usually be predicted more reliably than an activity that functions through multiple intermediate steps. When uncertainty is an issue, the consequences of being wrong need to be taken into account. For example, when working with a critically endangered species, preference may be given to an approach with moderate effectiveness and high reliability instead of an approach that is predicted to work better but is subject to higher uncertainty.

If uncertainty is found to be high across all alternatives, it may prompt a search for management approaches that are robust under varying conditions, as discussed in Chapter 9. These are often referred to as “no regrets” options (Johnston et al. 2010). A complementary approach is to implement management actions within an adaptive management framework (see below).

The refinement process begins with the elimination of alternatives that everyone agrees are inferior across all objectives. The focus then shifts to ameliorating critical weaknesses in the remaining alternatives, either by modifying some of the actions or by adding new elements. Refinement may also entail the development of hybrids consisting of elements from different alternatives.

In the face of direct trade-offs, improvement in one objective is often associated with reduced performance in a competing objective. However, this relationship need not be linear. Many management actions exhibit diminishing returns above a certain threshold. Therefore, exploring different combinations of critical management actions may reveal a win-win scenario, or at least an alternative that represents a clearly optimal balance.

Once the alternatives have been refined as much as possible (or practical), the focus shifts to making recommendations. As previously noted, the aim is to identify and document areas of agreement and disagreement con-
cerning the short-listed alternatives rather than to force consensus. One approach is to have each stakeholder provide a qualitative assessment of each alternative, using categories such as “strong preference,” “acceptable,” and “strong opposition.”

The final recommendations provided to decision makers should convey the pros and cons of each of the short-listed options and describe where the support and opposition lies. The intent is to inform decision makers of the range of options available and the core trade-offs that differentiate them. If any of the alternatives emerge with universal support, they should be highlighted. If agreement cannot be achieved, then it is useful to articulate what the main stumbling blocks are and what it would take to overcome them.

On public lands, government decision makers are responsible for making the final decision, drawing on stakeholder recommendations as well as their political judgment. Stakeholder groups provide insights and a depth of understanding that are otherwise unattainable. But a group’s determination of the optimal course of action—if it can agree at all—may not represent what is best in terms of the broad public interest. A government decision maker, considering all viewpoints, may arrive at a different conclusion.

Of course, government decision makers are subject to their own shortcomings and there is no guarantee that their decision will necessarily best serve the public interest either (see Chapter 3). Sometimes, no decision is made at all. For example, stakeholder recommendations may be accepted but not implemented, or the decision may be deferred for more research. Common pitfalls leading to derailment of the process at this stage include:

- Lack of certainty, lack of consensus, high political or financial cost, fear of failure, or simple inertia—all of which reduce the likelihood of decisive action
- Lack of alignment between what planners and stakeholders have done and the purpose, scope, and constraints set forth by the decision maker
- Decision maker bias and dysfunction, including collusion with powerful stakeholders making an end-run around the planning process
- Barriers to implementation arising from policy collisions and other jurisdiction and integration issues
- Closure of a political window of opportunity, which can occur as a result of a change in government

Box 10.4. Lackey’s Axioms of Ecological Management

Drawing on his experience as a manager with the US Environmental Protection Agency, Robert Lackey (2006) published what he called the axioms of ecological management. These axioms, presented in abridged form below, provide useful insights into the political realities of environmental decision making.

- Environmental management tends to be a zero-sum game, meaning that policy choices usually result in winners and losers. Therefore, compromise is normally necessary to craft a workable policy or plan. Win-win solutions are rare.
- It may seem that the most important factor in decision making is weighing the total benefits against the total costs. But in most cases, the question of who receives the benefits versus who will bear the costs is most important.
- In the face of a trade-off, the most politically viable decision spreads the benefits to a broad majority,
Systematic Searches

An alternative to trial and error refinement is to search for the optimal combination of management actions systematically. If there are three or fewer outcome measures to be considered, the results can be displayed graphically (Fig. 10.6). When there are many outcome measures to be considered, it is usually necessary to combine them into a composite score to facilitate comparisons.

To generate a composite score, the outcome measures must first be standardized. The intent is to express the outcomes on an equivalent scale so they can be added together. In addition, a weighting factor needs to be applied to each outcome to account for differences in the importance of each objective. In practice, it is hard to achieve agreement on weighting factors within a stakeholder group because of the divergence of opinion about what is important. Therefore, these sorts of quantitative comparisons are usually reserved for technical types of problems tackled by planning teams that share a common perspective.

Fig. 10.6. The results of systematic explorations are best presented graphically. This hypothetical example involving caribou management illustrates a systematic search involving two types of actions across four levels each. The axes can be any three outcome measures of interest.
Converse et al. (2013) provide an example of systematic search methods applied to the recovery of whooping cranes (Fig. 10.7). Managers wanted to establish an additional crane population using captive-reared chicks, but the supply was limited, and chicks were also needed to support the recovery of the core crane population. An SDM process was used to determine the best course of action. The main objective was to maximize the probability of achieving a new self-sustaining population while minimizing the number of captive-reared chicks used. Additional objectives included cost, public relations benefits, and the value of the information gained from the reintroduction program.

The management options all pertained to the release of chicks into the new population. The options included (1) the timing and duration of the releases, (2) the number of chicks per release, and (3) a potential ten-year delay in the onset of the program. These options were systematically combined into 28 alternatives, representing all relevant permutations. An additional alternative was used to represent the reference case of no additional releases.

The predicted outcomes of each alternative were recorded in a consequence table, and a summary score was calculated for each (Table 10.2). This score was then used in making comparisons and selecting a preferred option (Fig. 10.8). To calculate the summary scores, the outcomes were all standardized to a 0–1 scale and then weighted to reflect their relative importance. For example, the population objectives were weighted more heavily than the public relations objectives. The weights were obtained from a team of conservation practitioners representing different organizations involved in whooping crane recovery.

Table 10.2. The consequence table used in the whooping crane reintroduction example.¹

<table>
<thead>
<tr>
<th>Objectives</th>
<th>Best</th>
<th>Worst</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Viability²</td>
<td>0.289</td>
<td>0.122</td>
</tr>
<tr>
<td>Diverted Chicks³</td>
<td>30</td>
<td>50</td>
</tr>
<tr>
<td>Internal Cost (million $)</td>
<td>$9.95</td>
<td>$11.10</td>
</tr>
<tr>
<td>Partner Cost (million $)</td>
<td>$4.29</td>
<td>$2.86</td>
</tr>
<tr>
<td>Public Relations (0 or 1)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Information⁴</td>
<td>0.927</td>
<td>0.701</td>
</tr>
<tr>
<td>Weighted Score</td>
<td>0.657</td>
<td>0.320</td>
</tr>
</tbody>
</table>

¹Source: Converse et al. 2013. Only the best and worst performing alternatives in the case study are shown.
When presented with graphical summaries like Fig. 10.8, it is important to recognize the influence of weighting decisions and the potential for subjective bias to creep in when defining the weights. Weighting decisions affect the ranking of alternatives, and as such, are integral to the determination of preferences.

In summary, systematic exploration provides an assurance that all combinations of potential actions have been considered. Having more data to work with also provides better insight into the nature of the trade-offs that exist. For example, it may be possible to determine whether a trade-off is linear or whether a break-point exists. The main shortcoming of this approach is that it is poorly suited to planning problems with many conflicting values and loosely structured alternatives. Had the whooping crane decision involved trade-offs with other species, or other social objectives, comparisons based on weighted summary scores would not have been appropriate. For these types of value-laden trade-offs, stakeholder-led dialog and learning is usually the preferred approach, despite its limitations.

**Box 10.5 Mathematical Optimization**

For certain well-structured planning problems, search methods based on mathematical optimization can be applied (Probert et al. 2011). In this approach, analytical techniques or computer-based optimization algorithms are used to identify the management option or combination of options that maximizes a selected objective (Rönnqvist 2003). Generally, only one objective can be optimized at a time, though other objectives can be included in the form of constraints. For example, the objective might be to maximize the volume of timber harvested, but a constraint could be added requiring the retention of a certain percentage of old-growth stands.

The main application of optimization methods in biodiversity conservation is in reserve design. As discussed in Chapter 8, programs such as Marxan can be used to identify the set of planning units that achieves representation targets at the lowest cost or with the smallest area. Few other conservation-related applications exist, mainly because of the difficulty in defining the mathematical objective function.
Implementation and Learning

Once a decision is made, the process enters the implementation phase. In some cases, particularly for lower-level decisions, planners will have direct control over the implementation process. This is an ideal scenario, in that there is high assurance that the plan will be implemented as intended.

More commonly, decisions take the form of rules or plans that are carried out by others. This is a major reason for including stakeholders in the decision process. Stakeholders can provide insight into implementation concerns, including feasibility, cost, and likelihood of success. This improves decision making and also helps to ensure that the alternatives can be implemented as specified.

Biodiversity Monitoring

For some SDM applications, a decision marks the end of the process. This is uncommon with conservation applications because threats to biodiversity are rarely fully resolved. Plans are developed, then periodically revised in response to new knowledge, changing conditions, and changing objectives. Thus, the implementation phase of one plan is also the preparation phase of the next plan (Fig. 10.1).

Learning is a critical component of the preparatory phase, and it occurs mainly through monitoring and research. We will begin our discussion of this topic with an examination of generic biodiversity monitoring programs. Then we will consider monitoring and research programs that are developed and implemented as part of individual SDM processes.

Generic biodiversity monitoring programs are concerned with tracking the overall status of biodiversity as well as threats to biodiversity (CCRM 2010). They are intended to reveal management successes as well as problems that require alternative approaches or additional effort. They are also intended to identify new and emerging concerns and bring these to the attention of managers and the public. Finally, the measurement of biodiversity within natural areas is used to establish ecological baselines and to characterize the natural range of variation.

The state of biodiversity at a given point in time is an integrative measure affected by natural and anthropogenic disturbances and by decisions taken at all levels of the decision hierarchy. The main indicators of biodiversity status at the species level are abundance and distribution over time. At the ecosystem scale, the focus is on ecological integrity, measured in terms of composition, structure, and function at multiple scales.

Biodiversity monitoring programs also track potential threats, especially industrial processes that cause disturbance or release waste into the environment. Tracking progressive changes in the overall anthropogenic footprint (i.e., cumulative effects) is of particular interest because this type of information is difficult to assemble from project-level monitoring. By combining long-term datasets on human activities with biodiversity trends, causal relationships that are critical for conservation decision making can be identified.

In practice, our ability to monitor biodiversity is severely constrained by funding limitations, institutional factors, and practical feasibility. Responsibility for wildlife management is fragmented, so there is no comprehensive,
national-scale biodiversity monitoring program in Canada. The federal government oversees the monitoring of a few select species groups, such as migratory birds. It also conducts satellite-based monitoring of select biophysical attributes (Wulder 2011). Citizen-science programs, such as the Breeding Bird Survey, also contribute to national-scale assessments (Sauer and Link 2011). As for species at risk, status assessments are coordinated nationally, but the information used to make the assessments comes from diverse local sources (CESCC 2022).

At the provincial/territorial scale, biodiversity monitoring is highly variable. Monitoring programs are conducted at different spatial and temporal scales, measure different parameters, and use different protocols for data collection and analysis (CCRM 2010). The result is an information patchwork with many inconsistencies and gaps.

Focal species, including species at risk and species that are harvested, generally receive the most attention. Many of these species are regularly surveyed, providing ongoing estimates of abundance and distribution. The level of effort varies from province to province, depending on budget priorities and the perceived importance of a given species. Many species at risk are rare and/or difficult to census. Therefore, status assessments are often based on expert opinion rather than systematic surveys. The monitoring of non-focal species and ecosystem integrity usually receives a much lower priority, and is rudimentary in many parts of the country, especially in the north. Alberta’s comprehensive, province-wide system of biodiversity monitoring merits special mention because it provides an example of what can be accomplished (Box 10.6). Unfortunately, in the 20 years since its conception, Alberta’s monitoring program has not been emulated by other provinces.

The information collected through broad biodiversity monitoring programs is meant to inform the policy development process and provide context for lower-level decisions. However, this feedback loop is generally unstructured, partly because the policy development process is itself mostly unstructured, and partly because the information is scattered and difficult to assemble. In many cases, poor institutional linkages also hinder the process. For example, considerable effort is expended in monitoring ecological integrity within national parks; however, the linkages needed to apply this valuable baseline information on the working landscape are often lacking.

**Box 10.6. The Alberta Biodiversity Monitoring Institute (ABMI)**
The ABMI monitoring program uses a grid of 1,656 sites distributed evenly across Alberta at a 20 km spacing (Fig. 10.9). Currently, 150 sites are surveyed annually based on a budget of $13 million, which includes data analysis and reporting (ABMI 2017a). Terrestrial samples are taken across a 1 ha plot. Birds are individually counted at nine point-count locations, mammal presence is recorded along linear transects, and the presence of vascular plants is recorded in four sample sites. Aquatic samples are taken from the nearest wetland. Bryophyte, lichen, and mite specimens are collected in the field and later identified in a laboratory. Site conditions are also recorded during the site visit.

In recent years, automated cameras and acoustic recorders have been added to the sampling protocol (ABMI 2017b). Efforts are also underway to monitor rare animals and plants, which require specialized sampling methods.

In addition to the site sampling, AMBI uses remote sensing to document the human footprint, including disturbances related to agriculture, forestry, oil and gas, transportation, and human habitation. Fine-scale data (1:5,000) are collected annually within 3×7 km rectangles centred on each survey site, and coarse-scale data (1:15,000) are collected every two years for the entire province. ABMI also maintains a provincial-scale GIS database that includes detailed information on vegetation classes, soils, climate, and other landscape attributes.

An integrated science centre uses the collected data to develop models that relate species abundance to habitat information and human disturbance. With these models, province-wide interpolated maps of species distribution and abundance have been created for over 800 species. Other mapping products predict the species-level changes that have occurred as a result of development. Species and habitat data, mapping products, and analytical reports are all publicly available at no charge through an integrated web-based data portal (www.abmi.ca).
Outcome Monitoring

Monitoring is also conducted to support individual management plans. Indeed, under SDM, the acquisition of knowledge between decision cycles is a formal part of the decision process (Runge 2011). Using a structured approach for learning ensures that monitoring efforts are efficient and tailored to the specific needs of the plan.

The simplest and least expensive approach to structured learning is outcome monitoring. This entails tracking the objectives of a plan to determine whether the expected outcomes are being realized. This type of monitoring supports trial and error learning: if one approach fails, try another.

A noteworthy variant of outcome monitoring involves decisions with embedded management thresholds or triggers (Cook et al. 2016). In these applications, monitoring is used as a feedback mechanism for actuating pre-determined management decisions. This approach is commonly used for managing air quality and water quality/quantity. For example, water allocation rules may automatically change in the face of changing water supply (see Case Study 2). This approach permits management actions to adjust to changing conditions without having to wait for the next planning cycle.

Adaptive Management

Monitoring can also be applied as a structured learning tool to improve the predictive models that support decision making. This is referred to as adaptive management (Williams et al. 2009). Monitoring efforts are focused on the components of the model that have a large influence on the outcomes and are subject to high uncertainty. The intent is to fill gaps in knowledge and to validate the assumptions in the model, including implementation aspects. The overall aim is to improve the reliability of the predictive model, resulting in more informed decisions in the future.

Adaptive management is fundamentally a form of research. The hypotheses it seeks to test are the assumptions embedded in the predictive model. The study area is typically the planning area, though useful knowledge can also be gained from observations made elsewhere. For example, we might contrast observations made within the planning area, which we are perturbing through management actions, with observations made in natural areas.

Box 10.7. The Evolution of Adaptive Management

The adaptive management concept arose in the 1970s from frustrations resource managers had in applying models to real-world management problems (Walters and Hilborn 1978). Models were plagued by uncertainties that were inconvenient or costly for scientists to study because they involved processes that unfolded at large spatial and temporal scales. Adaptive management addressed this problem by using management actions as experimental treatments.

Adaptive management quickly gained adherents due to its inherent appeal. It was widely seen as a means to manage responsibly in the face of uncertainty. However, in practice, the adaptive management label
was often applied indiscriminately to monitoring programs that did not feature structured learning based on predictive models. Furthermore, because adaptive management was initially conceived as a research tool, it proved difficult to integrate into the broader decision-making system, and this hampered its effectiveness (Walters 2007).

The adaptive management concept has evolved to address these shortcomings, and its role has been clarified. Today, it is seen as an integral component of the SDM cycle, rather than a stand-alone approach to research (Williams et al. 2009; Runge 2011).

Adaptive management initiatives can be differentiated into observational and experimental forms. Observational studies simply monitor what happens in response to the implementation of a preferred management alternative. In experimental studies, multiple management approaches are implemented in parallel as experimental treatments (Grantham et al. 2010). The observational and experimental forms of adaptive management are often referred to as “passive” and “active” forms, respectively (Williams 2011). However, these labels are not used consistently and are best avoided.

The appeal of the experimental approach is that it provides the fastest rate of knowledge gain. It also leverages the resources and management authority that are available to resource managers, enabling landscape-scale experiments that might otherwise be impossible to do. Experimentation epitomizes the concept of “learning by doing” that is central to adaptive management. Unfortunately, despite its appeal, there have been relatively few successful applications of experimental adaptive management (Walters 2007). In practice, it is difficult to secure the funding, staff, and institutional support needed for large-scale, long-term studies. Furthermore, it is often hard to obtain stakeholder support for experimentation in real-world settings.

An alternative to landscape-scale experiments is to conduct smaller-scale research studies focusing on specific processes. For example, forestry companies have long benefited from greenhouse experiments. Another option is to conduct pilot studies that involve just a portion of the planning area (Box 10.8).

Given the wide range of learning options available, the choice of which approach to use (if any) can be a difficult one. The decision should be based on a formal evaluation and comparison of the available options (Gregory et al. 2006). Detailed analysis is particularly appropriate when the management stakes are high and large sums of money are involved.

The main considerations are the costs, benefits, and likelihood of success of the various monitoring and research options (Gregory et al. 2006). Costs are measured in terms of the time and financial resources needed to implement the programs. Benefits are measured in terms of the ability of the acquired knowledge to improve future decisions. The assessment of the likelihood of success considers the ability of a learning program to deliver what it promises (Williams et al. 2009). The feasibility of implementing the program and the ability to generate statistically meaningful results are important factors. Institutional factors also need to be considered, including the level of commitment, capacity for sustaining a long-term program, systems for appropriately managing the data, and mechanisms for applying the findings to future decisions.
In addition to determining which learning approach will provide the best information for a given budget, there is the question of what the learning budget should be. This is a resource allocation issue that pits the benefits of learning against other management objectives (Gregory et al. 2006). As a general rule, learning should be emphasized when uncertainty about a decision is very high, particularly for issues of great importance (Fig. 10.10). There is little logic in implementing costly management actions when we are unsure of what actions to take. On the other hand, when the necessary management actions are abundantly clear, there is little justification for diverting funds to expensive research programs.

With all forms of monitoring, it is important to have a good information management system in place. Data should be consistently recorded, well organized, and easy to access. In addition, formal linkages should be in place to ensure that the collected data are incorporated into the next decision-making cycle. An effort should also be made to publish case study reports to facilitate learning in other areas.

**Box 10.8. Learning Through Pilot Studies**

Learning through passive monitoring is a slow process. Large-scale adaptive management experiments are much more effective but difficult to implement in practice. Pilot studies offer a middle road, providing a way to break complex problems into tractable components, and to test innovations at a small and manageable scale (Brunner and Clark 1997). These studies allow for flexible implementation in case of unexpected problems or opportunities. Indeed, an aim of all pilot studies is to devise a better program as experience is gained.

The small scale of pilot studies helps them maintain a low profile. This minimizes political visibility, and therefore vulnerability, until the results have been evaluated. If unsuccessful, a pilot study can be terminated more easily than a full-scale intervention because it is less likely to have acquired a large constituency willing to defend it. If successful, it can be expanded laterally and incorporated in the next decision cycle as a new and viable management option.

**Fig. 10.10. The amount and type of learning should be matched to the level of uncertainty and the importance of the decision.**
CHAPTER XI
CASE STUDIES
Case Studies

In this chapter, we will examine six case studies that illustrate how the conservation principles and methods described in previous chapters have been applied in real landscapes. The examples were selected for their instructional value and include both successes and failures. Each case study describes what happened and why it happened, with an emphasis on the decision-making processes and the role of conservation practitioners.

Each case study illustrates different conservation themes and involves different types of practitioners. Three studies involve ecosystem-level conservation and three involve focal species. A summary of the topics covered in each case study is provided in Table 11.1.

Table 11.1. Summary of case study topics.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural disturbance model</td>
<td>Regional planning</td>
<td>Species at Risk Act</td>
<td>Species reintroduction</td>
<td>Population modelling</td>
<td>Systematic conservation planning</td>
</tr>
<tr>
<td>Triad approach</td>
<td>Cumulative effects management</td>
<td>Conservation triage</td>
<td>Multi-species action planning</td>
<td>Stakeholder engagement</td>
<td>Coarse filter vs. fine filter</td>
</tr>
<tr>
<td>Integrated management</td>
<td>Reserve planning</td>
<td>Cumulative effects thresholds</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Much of the information presented in these case studies comes from my experience as a participant or observer of the processes described. This is an inside view of how conservation works. Consequently, the examples are Alberta based. But to be clear, the location is not central to the themes that are explored; it is a backdrop. The emphasis is on people and processes, and understanding why things happen the way they do. The lessons learned have general applicability.
Case Study 1: Ecosystem Management

Background

This first case study recounts the development and implementation of ecosystem management by Alberta-Pacific Forest Industries (Al-Pac) in northeast Alberta.

The origins of this case study trace back to the late 1980s. The Alberta government was searching for ways to diversify the provincial economy, and forestry was identified as one of the main sectors for expansion. Pulping technology had advanced sufficiently by the 1980s to enable the cost-effective pulping of aspen. Moreover, pulp prices had risen to the point where building new plants was economically viable (Pratt and Urquhart 1994).

Operating under the assumption that there was a limited window of opportunity before pulp prices would again decline, the government acted quickly. In 1987, without public consultation or environmental study, it leased timberlands the size of Great Britain and negotiated the development of a dozen major wood processing facilities, including five new pulp mills. The bulk of this expansion occurred in northern Alberta, where vast tracts of forest were brought into industrial production for the first time.
The largest of the new forest management areas (FMAs) was acquired by Al-Pac, which was owned by a Japanese conglomerate. The FMA was 61,000 km$^2$, comprising almost 10% of the province (Fig. 11.1). To process all the new wood, Al-Pac proposed to build the world’s largest single-line kraft pulp mill, supported by government loan guarantees (Pratt and Urquhart 1994).

What the government and Al-Pac failed to realize was that the social landscape was shifting beneath them. As we saw in Chapter 2, by the late 1980s, a societal tipping point had been reached, and the rules for managing public forests were being rewritten across the country. Al-Pac, as the company behind the largest of the new projects, became the focal point of public discontent and was targeted with massive and protracted protests.

The Alberta government refused to back down, and the mill was eventually constructed and began operations in 1993. Al-Pac emerged from its near-death experience as a unique entity. Simply put, Al-Pac went “green.” Whereas existing companies and the government clung to conventional sustained-yield forestry, Al-Pac became a champion of new ecosystem-based approaches, turning its FMA into a research laboratory and proving ground for new ideas. It also implemented a chlorine-free approach to pulp production.

Leading Al-Pac’s new approach to forest management was an internal team of biologists and foresters. This group imported ecosystem management concepts from the US Pacific Northwest and then adapted them to Alberta’s forests with the help of ecological consultants and academic scientists.

Our examination of Al-Pac’s approach to ecosystem management will focus on the first decade of the company’s operations, which is when the ecosystem management framework was developed and when most of the key decisions were made. Any significant changes that have occurred since that time will be noted.

**The Natural Disturbance Model**

Al-Pac’s approach to ecosystem management centred on maintaining ecosystem attributes within the natural
range of variability (NRV) through application of the natural disturbance model (see Chapter 7). In contrast to the Pacific Northwest, where ecosystem management led to a large decrease in the rate of harvest, Al-Pac intended to harvest at a conventional rate (and was required to do so under the terms of its lease). Working in Al-Pac’s favour, the company had considerable operational flexibility because the forest had never been harvested.

In its application of the natural disturbance model, Al-Pac focused on four main attributes: forest composition, stand structure, landscape pattern, and age structure (Al-Pac 2007). The objective with respect to forest composition was to maintain the existing distribution of stand types. This required changes to the way that mixedwood stands, composed of aspen and spruce, were managed (Fig. 11.2). Under conventional practice, mixedwood stands were regenerated to either pure aspen or pure white spruce after harvest. This unmixing process progressively changed the composition of the forest (Hobson and Bayne 2000).

Al-Pac’s solution was to implement an integrated approach to harvest planning referred to as “mixedwood management” (Lieffers and Beck 1994). The basic idea was to allow stands to regenerate as mixed stands and then harvest them twice: first to remove the fast-growing aspen—being careful to protect the spruce understory—and then later to remove the spruce, once it had matured. Because this approach was new, many knowledge gaps had to be addressed concerning growth and yield patterns, silvicultural techniques, and harvesting practices.

To implement mixedwood management, Al-Pac had to gain the support of several smaller lumber companies, referred to as quota holders. These companies had been awarded rights to most of the coniferous timber volume within the Al-Pac FMA (Al-Pac used mainly aspen in its mill). Because of their small size, quota holders were not on the public’s radar and had experienced little pressure to adopt progressive practices. Motivating them to participate in mixedwood management was not easy, as they perceived risk with little reward. In the end, a decision was made to implement mixedwood management on a trial basis, on selected management units. Eventually, in 2010, these practices were extended across the entire FMA, in response to new forestry regulations.

At the stand level, Al-Pac’s objective was to make harvest blocks as similar as possible to post-fire stands in terms of structure, size, and shape. Instead of the conventional practice of cutting square harvest blocks of uniform size (Fig. 5.10), Al-Pac’s harvest blocks followed natural stand contours. Also, rather than piling and burning logging debris, as was common practice, logging debris was scattered over the site. This step had to be rescinded in later years because the government believed that the retention of debris created an increased risk of fire.

To mimic fire skips (patches of unburned forest), clumps of live trees were retained within the harvest blocks (Fig. 7.8). Fire skips vary in size and shape because of the complexities of fire behaviour. Within the boundaries of a large fire, some stands may be virtually untouched whereas others may be completely burned. A study of eight large fires within the Al-Pac FMA found that, on average, 13% of small mixedwood stands (<10 ha) and 33% of
large mixedwood stands (≥10 ha) remained as unburned patches (Smyth et al. 2005). Constrained by mill requirements, Al-Pac chose 5% as its live tree retention target—substantially below NRV but substantially greater than conventional practice (i.e., zero). Quota holders would only agree to a 1% retention target for their stands, though in later years the government required them to adopt a 3% target.

At the landscape scale, Al-Pac sought to replicate the broad spatial patterns created by fires. The challenge was that harvest block size could not exceed 500 ha because of public opposition to large clearings. This was far smaller than the large fires responsible for most of the area burned. Al-Pac's solution was to implement an aggregated harvest system that focused harvesting in large “disturbance units” over a 10–20 year period (Carlson and Kurz 2007). Over time, individual harvest blocks would coalesce into large areas of young forest, approximating the effect of a large fire.

For logistical reasons, and because of uncertainty over social acceptance, Al-Pac limited the size of disturbance units to between 1,000 and 30,000 ha. This represents a subset of NRV. Historically, fires less than 1,000 ha accounted for 6% of the area burned in the FMA, and fires greater than 30,000 ha accounted for 41% of the area burned (Al-Pac 2007). Nevertheless, it is substantially closer to NRV than conventional practice, which generates very small patches across the entire management area.

With regard to the age structure of the forest, Al-Pac's emphasis was on retaining old-growth stands, which were most at risk from forestry. Conventionally, older stands were harvested first, to avoid timber losses to fire or senescence. The long-term outcome was a truncated age distribution, with no stands older than the optimum age for harvesting (see Fig. 5.9). In contrast, Al-Pac sought to maintain at least 75% of natural levels of old-growth, in perpetuity (Al-Pac 2007).

The challenge was that the natural amount of old-growth was difficult to determine. Al-Pac believed that the existing amount of old-growth on the FMA was not representative of the long-term NRV. An unusual spike in burning had occurred at the turn of the twentieth century, and fire suppression had been practiced since the late 1970s, creating a larger than normal cohort of older stands in the 1990s. As an alternative, Al-Pac derived the NRV of old-growth from estimates of the natural rate of burning. The problem here was that expert opinion about fire occurrence on the FMA was divided. Estimates of the natural rate of burning ranged from 0.4% to 2.2% of the FMA per year—a fivefold difference (Cumming et al. 2000). Al-Pac selected an intermediate value of 1.3% and then used a timber supply model to predict the expected long-term average amount of old-growth by stand type (Fig. 11.3).
The modelled estimates of NRV were substantially different than the existing amount of old-growth on the FMA. In particular, the predicted mean for jack pine was three times higher than existing amounts, and the predicted mean for white spruce was almost three times lower than existing amounts (Fig. 11.3). The practical implication was that the majority of the existing old-growth white spruce on the FMA, which was harvested by the quota holders, was destined to be liquidated on the basis of Al-Pac’s NRV targets. In light of the uncertainties associated with fire modelling, and the large discrepancy between modelled and existing amounts of old-growth, this was a high-risk strategy. Al-Pac has since done additional fire modelling, but the old-growth NRV estimates have not changed significantly (Al-Pac 2015).

Another shortcoming of Al-Pac’s timber modelling approach was that, following conventional practice in Alberta, it did not take future fires into account. The philosophy was that harvest levels could be adjusted later to accommodate fire losses. The concern with this approach is that future timber shortfalls may lead to increased old-growth harvesting at a later date.

The Triad Approach

The second pillar of Al-Pac’s implementation of ecosystem management was the triad approach (see Chapter 7). The three zones of the triad included a sustainable forest management zone (most of the FMA), an unharvested ecological benchmark zone, and an intensive management zone. The site selected as the benchmark area was the 1,200 km$^2$ Liege River watershed in the northwest corner of the FMA (Fig. 11.1). This area was generally representative of the FMA and, notably, had not yet been allocated to either coniferous quota holders or the oil and gas sector. It was therefore relatively pristine and unencumbered.

For the intensive management zone, Al-Pac implemented an agroforestry program on privately owned lands immediately south of the FMA. In addition, the company instituted growth trials of fast-growing hybrid poplar species near the mill site (also on private land). The area of oil sands mining, in the central part of the FMA, was also considered an intensive management zone.

A critical shortcoming of Al-Pac’s triad approach was that the company had no authority to enforce protection of the benchmark area it had selected, other than to curtail its own harvesting. Al-Pac lobbied the government to formally protect the site, but these efforts were not well received. Many within the government had a hard time understanding why Al-Pac would refrain from logging the forest it had just been allocated. Furthermore,
even though quota holders and the oil and gas sector were not active in the Liege, they reacted negatively to the prospect of protection because it foreclosed future resource development options. The environmental community, for their part, supported the Liege, but only half-heartedly. The Liege had never been identified as a provincial priority, and the attention of environmental groups was focused elsewhere at the time.

In the end, raising the profile of the Liege watershed resulted not in its protection, but in its rapid leasing for oil and gas development. Al-Pac eventually abandoned it as a potential benchmark. It would take until 2018 for a large protected area to finally be established within the FMA, through a government-led land-use planning initiative (see Case Study 2). As for Al-Pac’s experiment with hybrid poplar plantations, this initiative was abandoned in the 2010s for economic reasons.

## Integrated Landscape Management

The Al-Pac FMA was a busy landscape in the early 1990s, home not only to Al-Pac, but also to oil sands companies, conventional oil and gas companies, coniferous quota holders, peat miners, and gravel miners. Collectively, the oil and gas sector cleared nearly the same amount of forest each year as Al-Pac (Al-Pac 2007). Yet these companies were not required to reforest the areas they disturbed—most sites were simply replanted to grass. Clearly, Al-Pac’s vision of maintaining natural forest structures and patterns could not be realized without the support and participation of the other companies operating within the FMA. Thus, integrated landscape management became the third pillar of Al-Pac’s implementation of ecosystem management.

Al-Pac’s first step was to fully characterize the problem that needed to be solved. To do this, it enlisted the services of Brad Stelfox, an ecological consultant who had developed the ALCES cumulative effects model (www.alces.ca). ALCES was a bookkeeping model that tracked the state of a landscape as it evolved in response to disturbances (both anthropogenic and natural), as well as reforestation and succession. Using ALCES, Al-Pac showed how small disturbances from multiple operators would accumulate and fundamentally transform the FMA over the coming century. It also demonstrated how this industrial footprint could be substantially reduced through integrated planning (Fig. 11.4).

The second and harder step was to convince the other operators to cooperate. The coniferous quota holders were willing to have Al-Pac undertake joint harvest planning as long as their timber volume was maintained. But the oil and gas sector was not inclined to accede control of its planning to a forestry company.

Fig. 11.4. ALCES model projections of the level of disturbance on the Al-Pac FMA over the next 100 years, measured in terms of the density of forest edge habitat resulting from roads, seismic lines, wells, pipelines, and harvest blocks. BAU = business as usual; ILM = integrated landscape management. Source: Schneider et al. 2003.
Moreover, these companies had never been held accountable for their impacts on the forest, and the concept of maintaining ecosystem integrity was unfamiliar to them. ALCES model projections and moral suasion were helpful in changing attitudes, but only to a point. What Al-Pac needed was support from the government, but this was not forthcoming until the late 2000s (see Case Study 2).

In the absence of other options, Al-Pac pursued its integrated planning agenda through ad hoc company-to-company initiatives that could be presented as win-win solutions. One of the first projects was with Gulf Canada (now ConocoPhillips) on its Surmont oil sands development. Through joint planning of access roads, and by focusing harvesting in areas that would later be used for oil installations, the project minimized forest clearing, realized a 47% reduction in roads, and achieved more than $3 million in joint cost savings (Demulder and Thorp 2007). This set the stage for engagement with other oil sands companies. Al-Pac also encouraged seismic exploration companies to reduce the width of seismic lines by rebating their timber damage fees if they applied best practices (Moore et al. 2005). This led to a rapid reduction in the width of lines—from 5–6 m down to 2.5 m—and it showed how quickly and effectively industry could respond when motivated.

**Decision Making**

Two levels of conservation decision making can be discerned in this case study. At the top level was Al-Pac’s corporate decision to pursue leading-edge forestry practices through the application of ecosystem management. This can be characterized as a risk-management strategy, motivated by the strong opposition the company encountered at the time of its establishment. Rather than remain a lightning rod for public discontent about forestry, executives decided that the company would fare better in the long run by becoming a leader in progressive forestry practices and mill operations.

The second level of conservation decision making concerned the myriad of operational decisions required to implement ecosystem management. Decision making at this level was led by the company’s ecological team, composed of biologists and foresters. The working objective was to maintain forest attributes as close to NRV as possible, while accommodating mill requirements and other social objectives.

Initial efforts were focused on research. To maintain forest attributes within NRV, Al-Pac had to first determine what the NRV was. It also needed to understand how harvesting differed from natural disturbances and which differences were most important to biodiversity. Some research was done internally; however, Al-Pac also developed collaborative relationships with university researchers, leading to a period of intense study of Alberta’s boreal forest. Hundreds of peer-reviewed studies involving the FMA were eventually published.

Al-Pac also engaged in the social aspects of conservation decision making. Initially, this entailed broad outreach efforts to raise awareness of ecosystem management and its benefits. Al-Pac also cultivated allies within the government, industry, academia, and stakeholder groups to help it advance its ecological vision and overcome resistance to change. Eventually, Al-Pac began to make the trade-off decisions that would define its version of ecosystem management. For the most part, the ecological team made these decisions internally, though it consulted extensively with other parties, both formally and informally. Mill requirements for profitability were taken as fixed constraints.
The team approached conflicts between conservation objectives and other social objectives as problems to be solved, to the greatest extent possible. Thus, considerable effort was devoted to the development of innovative solutions, rather than simply choosing from among existing approaches. It would ultimately take more than a decade for the core components and targets related to ecosystem management to be determined, and further refinement would occur in later years. Stretched out as it was, the process bore little resemblance to structured decision making. However, the main components (objectives, indicators, alternatives, trade-off decisions, and learning) were all present.

Analysis and Conclusions

This case study illustrates that conservation on public lands does not necessarily follow a linear path from public values to government policy to implementation measures. In this case, conservation was advanced through the direct influence of the public on a specific forestry company. The provincial government was more of a reluctant follower than a leader of conservation.

This example also illustrates the limitations of direct public action. The public certainly has the power to effect change, but it cannot grapple with details and complexity. In this case, all the attention was focused on Al-Pac, whereas the smaller quota holders and the energy sector were largely ignored. Consequently, only Al-Pac felt compelled to adopt progressive practices, and the other operators presented a barrier to change.

As to what was ultimately accomplished, there are three perspectives to be considered: the implementation of ecosystem management, the broader impacts on conservation, and biodiversity outcomes.

The assessment of Al-Pac's implementation of ecosystem management depends on the frame of reference used. If we use the original descriptions of ecosystem management in the ecological literature as our reference (e.g., Grumbine 1994), then Al-Pac's implementation falls short of the mark. This was not a “nature-first” approach, as was implemented in the US Pacific Northwest (MacCleery 2008). The mill's requirements came first, as did the needs of the quota holders and the energy sector. Consequently, only some forest attributes will remain within NRV as time progresses, despite the best efforts of Al-Pac's ecological team. The elements that are destined to change the most, relative to the natural state, are fire skips, burned forest, old-growth white spruce, broad landscape patterns, and the overall level of fragmentation and human access.

Alternatively, if we use conventional sustained-yield forestry as our yardstick, then Al-Pac's ecosystem management efforts constitute a major advance in conservation. Al-Pac was able to channel diffuse public anger over the Alberta government's massive timber allocations into concrete and meaningful improvements in forest management. Although forest attributes will not all stay within NRV, they will remain much closer to the natural state than if conventional forestry practices had been implemented on the FMA.

Looking at Al-Pac's efforts through a wider lens, the company's impact extended far beyond the boundaries of the FMA. Not only did Al-Pac implement ecosystem management, it was also a high-profile champion for this approach and helped to shape the public conversation about forestry in Alberta. The importance of these advocacy efforts, led by the ecological team, cannot be overstated. By serving as a proponent for conservation, and providing a working example of what could be accomplished within Alberta, Al-Pac became an agent of change.
As such, it was not always well received, but it could not be ignored. With the support of other parties, attitudes concerning acceptable forestry practices in the province slowly shifted, and forestry policy was eventually revised. In addition, Al-Pac’s struggles with overlapping industrial operators helped to jumpstart a provincial dialog about managing cumulative effects.

The ultimate test of Al-Pac’s implementation of ecosystem management is whether it is actually maintaining biodiversity. This is a difficult question to answer, despite ongoing monitoring. Al-Pac has only been active for 25 years, and most stands are still awaiting their first harvest. Moreover, many species exhibit lag effects to habitat degradation. Therefore, the effect of Al-Pac’s activities, in combination with the impacts of other industrial operators, may not be fully apparent for some time.

According to data collected by the Alberta Biodiversity Monitoring Institute (ABMI), at this early stage of industrial development, the abundance of most monitored species (n=684) remains near natural levels when averaged across the entire FMA (ABMI 2020). However, the level of biodiversity intactness is notably lower in the areas where most of the industrial disturbance to date has taken place (Fig. 11.5). In these areas, characterized by high levels of habitat fragmentation, adaptable species such as coyotes and white-tailed deer have increased in abundance, whereas species sensitive to disturbance, such as caribou and golden-crowned kinglets, have declined (ABMI 2020; Fisher and Burton 2018).
In summary, the appraisal of Al-Pac’s ecosystem management program demands a balanced view. Its innovative approach represents a significant advance over conventional forest management and contributes meaningfully to the conservation of biodiversity on the FMA. Yet, Al-Pac’s version of ecosystem management must also be seen as a compromise solution that falls short of the ideal and is unlikely to maintain the natural abundance and distribution of all species. What the ecological team has essentially done is to optimize conservation outcomes given the constraints it was faced with. To achieve better conservation outcomes, these constraints must be addressed at a higher level of planning, which leads us to our next case study.
Case Study 2: Land-Use Planning

Background

This case study traces the development of the 2012 Lower Athabasca Regional Plan in northeast Alberta (Fig. 11.6; GOA 2012). Through this case study, we will explore the management of cumulative effects and the mechanics of government-led regional land-use planning.

The path that led to the Lower Athabasca Regional Plan began in the late 1990s with growing discontent over the government’s laissez-faire approach to land management in the face of rising development pressures (Kennett 2002; Brownsey and Rayner 2009). Conflicts among land users were increasing and were not being resolved. There was also a perception that the government had abdicated its responsibility for the sound stewardship of public lands, as evidenced by the increasing degradation of Alberta’s landscapes.

A key factor was the oil boom that began in the late 1990s, taking oil from under $20 a barrel in 1998 to over $100 a barrel in 2008. This rise in oil prices coincided with the first commercial application of steam-assisted gravity drainage (SAGD), a new extraction technique that enabled the recovery of deeply buried oil sands deposits. With this new technique, oil sands extraction became viable across ~140,000 km² of northern Alberta—an area almost the size of Florida—instead of the much smaller surface-mineable zone (Fig. 11.6).

Issues do not advance without advocates, and in this case, a network of conservation practitioners from several different organizations played a central role in propelling land-use concerns onto the political agenda. The organizations included the ALCES group (a consultancy), Al-Pac, the Canadian Institute of...
Collectively, this network helped to characterize the problem, devise solutions, and build support for change. Presentations that told the story of landscape change in Alberta—past, present, and future—were made to government officials and a wide variety of stakeholders, making the case for land-use planning. Members of the network also advanced ideas concerning the ecological, institutional, and operational aspects of managing cumulative effects (Kennett 1999; Schneider 2002; Weber and Adamowicz 2002).

Industry was also engaged, partly because conflicts between companies working on the same land base had to be resolved, and partly because of growing concerns about social licence. Leadership was provided by the Alberta Chamber of Resources, a cross-sector industry association. In 2000, the Chamber initiated a provincial integrated landscape management program that involved industry education, a series of pilot projects (similar to the Gulf Surmont project discussed in the previous case study), and a research chair at the University of Alberta (Demulder and Thorp 2007). Another notable development was the establishment, in 2000, of the Cumulative Environmental Management Association—a stakeholder forum for advancing the management of cumulative effects in the oil sands region funded mainly by industry.

The environmental community was just beginning to shift its focus from forestry to the oil and gas sector during the period of this case study. Their nascent efforts, which would later take the form of anti-pipeline protests, also provided impetus for addressing land stewardship concerns.

The Alberta Land-Use Framework

The initial government response to the growing concerns over land use took place within a single department: Alberta Environment. It established a new Integrated Resource Management Division in 2000, with a mandate to develop regional management plans. This effort proved to be unsuccessful, mainly because rivalries among government departments stymied progress (Brownsey and Rayner 2009). It became clear that integrated regional planning could not occur on the ground until the government itself became more integrated. This would require major changes in institutional structure, policy, and ultimately, political leadership (Kennett 2002).

The next attempt at integrated land management began in 2006, with the election of Ed Stelmach as premier. Stelmach named Ted Morton, a senior politician, as Minister of Sustainable Resource Development and charged him with developing a comprehensive framework for managing land use across the province. Integrated planning now had champions at the highest levels and could make headway against sectoral resistance. The resulting Land-Use Framework was released in late 2008 and incorporated input from several issue-specific working groups and extensive public consultation (GOA 2008). In 2009, the government passed the Alberta Land Stewardship Act, to provide a legal foundation for the Framework.

The Land-Use Framework outlined a new overarching approach for land management in the province. It explicitly acknowledged the land's finite capacity and the need for government leadership in coordinating development. The stated purpose was to manage growth in a way that would balance economic, environmental, and social goals (GOA 2008). Under the Land-Use Framework, the government would:

Resources Law, the Edmonton chapter of the Canadian Parks and Wilderness Society, and the University of Alberta.
• Divide the province into seven regions (Fig. 11.6) and develop land-use plans for each. These plans would integrate provincial policies at the regional level, set out regional land-use objectives, and provide the context for land-use decision making within the region.
• Create a Land-Use Secretariat to lead the development of regional plans in conjunction with relevant departments.
• Implement cumulative effects management at the regional level.
• Establish an information, monitoring, and knowledge system.
• Include Indigenous peoples in land-use planning.

Of particular relevance to the conservation of biodiversity was the explicit commitment to manage cumulative effects. The Land-Use Framework required regional plans to define limits on the effects of development on the air, land, water and biodiversity of the region (GOA 2008). Within these limits, industry would be encouraged to innovate in order to maximize economic opportunity.

The Lower Athabasca Regional Plan

The first plan to be developed under the Land-Use Framework was the Lower Athabasca Regional Plan, in the heart of the oil sands region (Fig. 11.6; GOA 2012). Planning got underway in 2009 and was completed in 2012. The plan adhered to the direction provided by the Land-Use Framework and also incorporated concepts and strategies from earlier planning efforts by the Cumulative Environmental Management Association (the local oil sands stakeholder forum). Input from a regional advisory committee and the general public was also incorporated.

The Lower Athabasca Regional Plan defined seven regional outcomes and a set of strategies for achieving those outcomes (GOA 2012). The third outcome pertained specifically to conservation: “Landscapes are managed to maintain ecosystem function and biodiversity” (GOA 2012, p. 42). Most of the strategies in the plan were directives for further planning. For example, the plan specified that air, water, and biodiversity would be managed through a set of management frameworks that set targets for selected indicators and established triggers for proactive intervention. In addition, biodiversity objectives would be advanced by establishing new protected areas. We will examine the main biodiversity-related strategies in turn.

Protected Areas

The impetus for including new protected areas in the Lower Athabasca Region Plan can be traced to the Terrestrial Ecosystem Management Framework, developed by the Cumulative Environmental Management Association in 2008 (CEMA 2008), and before that, to a protected area campaign launched by the Canadian Parks and Wilderness Society in 2001. The additional protected areas were meant to fill gaps in ecosystem representation and to provide a better regional balance between industrial development and habitat protection. The Cumulative Environmental Management Association’s consensus recommendation was that protected areas should comprise 20–40% of the region (CEMA 2008).

The main task for the Land-Use Secretariat was deciding where the new parks should go. To aid its decision, the
Secretariat commissioned a study by a group of researchers at the University of Alberta. The research group used the Marxan program (see Chapter 8) to identify reserve designs that achieved coarse-filter ecosystem representation while accounting for the contributions of existing protected areas (Schneider et al. 2011). The coarse-filter elements were derived from the provincial ecosystem classification system and a provincial vegetation inventory (NRC 2006). Preference was given to planning units with the lowest resource value and the lowest level of industrial footprint. Various permutations of reserve design objectives were explored (e.g., different levels of representation and different levels of reserve clumping).

The Land-Use Secretariat did not solicit public input about the protection options, and no public record exists for how the decision was made. The final configuration was broadly similar to a design submitted by the research group that used a 20% representation target and maximal clumping (i.e., 20% of each ecosystem type and each vegetation type had to be represented in a system of large contiguous reserves; Fig. 11.7). This was consistent with the low end of the Cumulative Environmental Management Association’s protection target.

To be sure, the general configuration of the optimal reserve design was fairly obvious from the start. To avoid the high economic impact of curtailing oil sands development, new reserves had to be directed to the northern half of the planning region and along the Saskatchewan border. Another logical step was to use new reserves to connect Wood Buffalo National Park to nearby protected areas in a hub and spoke design (Fig. 11.7). The main contribution of the Marxan analysis was to demonstrate that such a design was capable of meeting ecosystem representation targets.

![Fig. 11.7. The map on the left illustrates a reserve design generated by Marxan (Schneider et al. 2011). In this design, a minimum of 20% of each ecosystem and vegetation type was represented in the reserve system. Preference was given to planning units with the lowest resource value and the lowest amount of fragmentation. There was also a preference for large contiguous reserves. The map on the right illustrates the location of the new reserves that were established through the Lower Athabasca Regional Plan. The planning region boundary is outlined in black.](image-url)
The reason Marxan was able to avoid selecting planning units within the oil sands region was that the surrounding landscapes were similar enough to be substitutable. This result hinged on the coarseness of the representation targets, which included only ecosystem type and major vegetation type. A finer-scale analysis would likely have uncovered features within the oil sands zone that are not found elsewhere.

The reaction of the resource industry to the new protected areas was mixed. Although existing oil leases were largely avoided, a few small companies were affected, and they were very vocal in their opposition. Most other companies understood the strategic value of establishing these new protected areas and were supportive.

As for the conservation value of the new sites, there are two perspectives. One is that the new reserve system is a major conservation achievement. A total of 13,600 km$^2$ of new protected areas were added to the existing system, bringing the level of protection within the Lower Athabasca Region to 21%. Combined with Wood Buffalo National Park (which lies just outside of the Lower Athabasca Region), these reserves constitute the world’s largest contiguous boreal protected area, covering more than 67,000 km$^2$ (GOA 2018a).

A more critical perspective is that the newly protected lands contain almost no petroleum deposits, and so were never under substantive threat. Thus, there is no real conservation gain.

The reality is somewhere between these two views. While petroleum extraction is not a significant threat within the new protected areas, the sites do have potential for forestry and there have also been rising impacts from all-terrain vehicle use. Furthermore, experience suggests that new threats often emerge over time. For example, while mining is currently not an issue in the region, new diamond mining operations have started north of Wood Buffalo National Park.

**Surface Water Quantity Management Framework**

The *Lower Athabasca Regional Plan* called for the development of management frameworks for air, water, and biodiversity. In this section, we will examine the *Surface Water Quantity Management Framework* (henceforth the Water Framework), released in 2015. It provides a good example of the structured decision-making process in action (GOA 2015).

In this case, rather than conducting the planning process internally, the government enlisted the support of the Cumulative Environmental Management Association. A multi-stakeholder planning committee was established, and this is where most of the planning took place.

The scope of the Water Framework was restricted to the management of water quantity, and a separate framework was developed for managing water quality. Both frameworks focused specifically on the lower Athabasca River, the main waterway in the region. Narrowing the scope in this way made the planning processes tractable; however, it meant that water management across the broader region was not addressed. To date, no water management framework for the full watershed has been developed.

The objective of the Water Framework was to manage cumulative water withdrawals “to support human and ecosystem needs, considering an acceptable balance between social, environmental, and economic interests” (GOA 2015, p. 23). Clarity was brought to this broad objective by selecting indicators for three sub-objectives.
the economic dimension, the primary indicator was the volume of water available to oil sands companies for mining operations. For the environmental dimension, the primary indicator was habitat quality for fish. And for the social dimension, the primary indicator was river navigability for Indigenous communities during low-flow periods.

A hydrological model was developed by a technical team to help the planning committee explore trade-offs among the sub-objectives. The model predicted water flows under alternative management approaches while taking climate change into account. The committee iteratively refined management alternatives based on what they learned about trade-offs (Gregory et al. 2012, p. 232).

An important decision was to link the rate of permitted withdrawal to the rate of river flow (Fig. 11.8). This way, oil sands companies could store water on-site when it was plentiful, providing them with flexibility during low-flow periods. The committee was able to achieve consensus on limits for most flow scenarios, with the notable exception of 1-in-100-year low-flow events (which is when the trade-offs among desired outcomes were greatest). In this case, the government set the limit through an internal decision.

**The Biodiversity Management Framework**

The *Biodiversity Management Framework* (henceforth the Biodiversity Framework) was due to be completed in 2013 but as of this writing (early 2023), it has still not been released. The description provided here is from a draft that was informally circulated in 2014.

In contrast to the Water Framework, planning for the Biodiversity Framework did not involve a stakeholder planning committee, even though the Cumulative Environmental Management Association had an active ecosystem working group and had released an ecosystem management framework of its own in 2008 (CEMA 2008). Instead, planning was done internally, through an interdepartmental planning team.

The Biodiversity Framework emphasized the broad goals of sustaining biodiversity and ecosystem health, carried over from higher-level plans. However, the specific meaning of “sustain” and “health” was not defined. Additional objectives included recovering species at risk, preventing new species from becoming endangered, and providing hunting and fishing opportunities for Indigenous communities.

It was not feasible to work with all species individually, so the planners devised a set of indicators that were meant to serve as biodiversity proxies. Four categories of indicators were identified: terrestrial habitat, aquatic habitat,
terrestrial species, and aquatic species. For each category, a composite indicator was selected to represent the
general state of biodiversity, and two indicators were selected to reflect specific biodiversity challenges in the
region (Table 11.2). Additional indicators were used to provide supporting information, but they did not trigger
management responses.

Table 11.2. Biodiversity indicators used in the draft Biodiversity Framework.

<table>
<thead>
<tr>
<th>Category</th>
<th>Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terrestrial Habitat</td>
<td>Percent of upland area free of human footprint</td>
</tr>
<tr>
<td></td>
<td>Amount of old-growth forest</td>
</tr>
<tr>
<td></td>
<td>Percent of upland area that is at least 50 m from human footprint</td>
</tr>
<tr>
<td>Aquatic Habitat</td>
<td>Percent of wetland area free of human footprint</td>
</tr>
<tr>
<td></td>
<td>Amount of undisturbed fen cover</td>
</tr>
<tr>
<td></td>
<td>Stream connectivity</td>
</tr>
<tr>
<td>Terrestrial Biodiversity</td>
<td>Terrestrial biodiversity intactness index</td>
</tr>
<tr>
<td></td>
<td>Woodland caribou</td>
</tr>
<tr>
<td></td>
<td>Non-native plants</td>
</tr>
<tr>
<td>Aquatic Biodiversity</td>
<td>Aquatic biodiversity intactness index</td>
</tr>
<tr>
<td></td>
<td>Arctic grayling</td>
</tr>
<tr>
<td></td>
<td>Walleye</td>
</tr>
</tbody>
</table>

The use of a composite biodiversity index as a top-tier indicator is controversial. The benefit of using such an index
is that it captures the status of the entire ecosystem in a single measure, which simplifies management. The draw-
back is that a composite measure may mask, through dilution, the very changes that conservation is intended to
prevent. If the intent is to maintain biodiversity, then arguably, attention should be focused on the species most
sensitive to disturbance (Devictor and Robert 2009). These are the weakest links in the chain.

In the Biodiversity Framework, each indicator was assigned an initial management response based on the level of
risk it faced. Risk was determined by comparing the current status of an indicator with its reference state (i.e., its
status when unaffected by human influences). Four levels of management response were defined, corresponding
to increasing levels of risk:

1. **Low risk:** ongoing management
2. **Moderate risk:** improve knowledge and adjust management approaches as needed
3. **Considerable risk:** add new tools and shift from voluntary to mandatory requirements as needed
4. **High risk:** further increase in stringency, which *could* include restrictions on land disturbance and addi-
tional regulations

The management responses prescribed in this section of the Biodiversity Framework are too vague to be of any
practical value—a major shortcoming. The only direction provided is that higher risk demands greater conserva-
tion action, which is self-evident. The question of what those actions should be is left unanswered. Nor does the
Framework provide any insight into how trade-offs with resource development objectives should be resolved. The only clear decision the planning team made was to demote the concept of cumulative disturbance limits to an optional management tool.

The land disturbance plan that was meant to accompany the Biodiversity Framework also foundered and there is no indication of when it might be released. Without clear direction on biodiversity objectives, the planning team charged with developing the disturbance plan struggled to make progress. Momentum for disturbance planning at the regional scale was slowly lost, and the emphasis eventually shifted to meeting the habitat intactness requirements of woodland caribou (see Case Study 3).

**Analysis and Conclusions**

This case study illustrates both the promise and peril of regional planning. Regional planning is needed to address the root causes of many conservation problems, particularly those related to the cumulative effects of industrial development. However, its inherent complexity makes it difficult to achieve substantive progress.

In this example, the political momentum attained in the late 1990s for addressing cumulative industrial impacts led to a paradigm shift in provincial land-use policy. The “open frontier” mentality that characterized earlier periods was replaced with an understanding that landscapes have finite capacity and that trade-offs among land uses have to be formally addressed. There was also a formal commitment to balance economic objectives with environmental and social objectives.

The effects this policy shift had on land management were varied. The most important achievement, from a conservation perspective, was the establishment of 13,600 km$^2$ of new protected areas. These reserves were intended to offset the impacts of development in the adjacent oil sands region. In addition, frameworks for managing regional air quality and water-related concerns in the Athabasca River were developed and adopted.

Much less progress was made in managing cumulative effects on the working landscape. Despite high-level policy commitments and more than 20 years of effort, no limit on disturbances has ever been implemented. As a result, the overall industrial footprint in the Lower Athabasca Region has steadily increased, despite the progress made through voluntary integration efforts (ABMI 2020).

Several factors contributed to the failure of the cumulative effects initiative. First, the scope of planning was not adequately contained. Instead of focusing on the management of cumulative effects, which it was originally intended to do, the *Lower Athabasca Regional Plan* became a catch-all for everything from economic diversification to providing recreational opportunities. This resulted in overwhelming complexity, superficial planning, and the eventual deferment of core planning issues (including cumulative effects) to secondary planning processes.

The initiative also struggled against internal government divisions and resistance to change, particularly from the proponents of economic development. Moreover, the governance system needed for integration at the regional scale was lacking. The emergence of Stelmach and Morton as champions for integrated planning provided a political window of opportunity for making substantive progress. However, this window did not remain open long enough for the required structural changes to occur.
Political factors were also important. A pivotal development was a disinformation campaign by the opposition Wild Rose Party, which turned the *Land-Use Framework* into a liability for the government instead of an asset. This campaign convinced many rural Albertans—a core constituency of the ruling Conservatives—that the government’s real intent was to weaken their property rights. The recession of 2008 was another contributing factor, resulting in changing political priorities. Finally, the initiative lost its political champions when Morton changed ministerial portfolios in 2010, and Stelmach resigned as premier in 2011.

In 2012, when planning efforts finally turned to the management of biodiversity and cumulative effects, political attention had shifted elsewhere. Without high-level direction and support, the biodiversity planning team was in no position to begin setting strict regional limits on disturbance or even to launch a stakeholder-based planning process to investigate the options. Instead, the team spent the next six years in planning limbo, trying to establish a direction and ultimately producing nothing more than a draft system of biodiversity indicators. The cumulative effects “can” was kicked further down the road.

In principle, the legislation underpinning the *Land-Use Framework* should have ensured that the planning process was completed as intended. However, as with much of the environmental legislation in Canada, the *Alberta Land Stewardship Act* is discretionary. It provides the legal basis to develop and enforce regional plans but contains no explicit requirements to do so (Bankes et al. 2014).

The Water Framework provides a useful contrast. A structured decision-making approach was used to identify objectives, explore trade-offs among management alternatives, and make a decision on withdrawal limits. Part of what made this possible was the decision to narrow the scope to a single river. Complexity could not have been similarly contained for land-based cumulative effects because industrial activities are widely dispersed. Nevertheless, there is nothing about land-based cumulative effects that makes them impossible to manage given sufficient focus and political will.

In summary, this case study illustrates the wide range of factors that can affect regional planning, making outcomes difficult to predict. The importance of the problem being addressed and the level of support and opposition for change are fundamental factors. Internal government champions can make a big difference, but they come and go and windows of opportunity open and close. Regional planning may also become politicized, as evidenced by the Wild Rose Party’s attack. Complexity is a major problem and can lead to delay and superficial planning. Finally, institutional barriers to integration pose a significant challenge. As a general rule, the greater the level of complexity or desired change, the higher the level of support and political momentum required.
Case Study 3: Woodland Caribou

Background

This case study explores the management of Alberta’s woodland caribou (henceforth caribou; Figs. 11.9 and 11.10). As in most other provinces, caribou herds in Alberta experienced significant population declines and range contraction during the twentieth century. The fundamental causes of these declines and the management steps needed to recover the species were well established by the 1980s (Edmonds 1988). Overhunting and harsh winters were believed to be the initial causes, but later declines were attributed to the progressive industrialization of the forest (Edmonds 1988):

Extensive timber harvest since the late 1950s has altered large areas of once occupied caribou habitat in west-central Alberta. Habitat of early successional stages developed, allowing for an increase in numbers and distribution of moose and, to a lesser extent, elk and deer. This increased prey base would, in turn, support a larger and more stable wolf population. Predation was the primary factor limiting the growth of caribou herds in our study area. ... Unless immediate, intensive management is applied, caribou numbers and distribution in Alberta will continue to shrink. (pp. 825–826)
Industrial development also reduced the availability of preferred habitat and it facilitated human access into caribou range, which led to increased hunting, poaching, and vehicle collisions. The province’s initial response was to curtail the sport hunting of caribou, in 1981, and to designate the species as threatened, in 1985. Wildlife managers also recommended habitat protection, a short-term wolf reduction program, law enforcement, and public education (Edmonds 1988).

Recovery efforts during the 1980s were led by provincial wildlife managers, who had little authority over the decisions that mattered. While these managers were recommending habitat protection, other branches of government were allocating vast tracts of caribou habitat for new industrial developments (as recounted in Case Study 1). Managers were able to achieve minor adjustments to harvest plans, such as the temporary avoidance of old-growth stands. But they had no success in permanently protecting habitat or reducing timber harvest rates (Hervieux et al. 1996). The proposed wolf control program was abandoned because of public opposition.

The 1990s saw the advent of stakeholder-based decision making, following the nation-wide trend that began after the War in the Woods (see Chapter 2). Caribou committees and working groups were established at the provincial, regional, and range levels. The stakeholders within these groups were roughly divided into two camps: those who sought substantive protective measures for caribou (government wildlife managers, conservation groups, and Indigenous people) and those who favoured the status quo (most resource companies and local communities). Unsurprisingly, these two camps could not find common ground. Moreover, elected officials were unwilling to intervene. This was during the period of laissez-faire land management discussed in the previous case study.

The ensuing period was characterized by relative stasis (except for caribou, which continued to decline). Every few years a new strategy or set of management guidelines would be released, but meaningful on-the-ground protection of caribou was not forthcoming (Hervieux et al. 1996). The only area of substantive progress was in research. The resource sector was unwilling to entertain constraints on development, but it was willing to provide funding for caribou field studies. There was a hope that such research would lead to win-win solutions that permitted

Fig. 11.10. Alberta’s woodland caribou are distributed among 14 main ranges.
resource extraction while also maintaining caribou. Research efforts could also be cited as evidence of conservation effort, offsetting the lack of demonstrable on-the-ground change.

Some research efforts clarified range boundaries. Other studies quantified population trends, particularly for northern herds that had not been well studied prior to the 1980s (Fig. 11.11). Basic caribou biology, including habitat associations and requirements, was also studied. Finally, there was an effort to refine and quantify the causal mechanisms underlying caribou declines. Many millions of dollars were spent conducting this research, making caribou one of the most intensively studied of all Canadian species.

**Triage**

By the late 2000s, Alberta’s caribou were acknowledged to be among the most threatened in Canada (EC 2011). Nevertheless, caribou committees remained stalemated. The proponents of development, including some branches of government, were unwilling to accept that caribou and industry could not coexist and balked at substantive habitat protection measures. For their part, caribou advocates were adamant that all herds in all regions had to be maintained, and this remained the stated goal of caribou management strategies (GOA 2011). The objective of maintaining all herds had the effect of concentrating management attention on the most threatened herds, which were now at risk of near-term extirpation.

A research group at the University of Alberta argued that the impasse could only be resolved through a compromise approach that acknowledged certain realities (Schneider et al. 2010). First, it was time to accept that caribou could not be maintained through minor adjustments of industrial operating practices. Caribou were uniquely susceptible to disturbance at the regional scale through the predation-mediated mechanisms articulated by Edmonds in 1988 (quoted earlier) and later verified by many other researchers (Latham et al. 2011; Peters et al. 2013; MacNearney et al. 2016). The accumulated evidence indicated that long-term caribou persistence required near-pristine conditions. Second, the economic cost of curtailing resource development and reclaiming the industrial footprint in all existing caribou ranges was too high to be politically viable (Hebblewhite 2017). Several herds occupied lands that contained resources worth millions of dollars per square kilometre (Schneider et al. 2010). Third, by focusing management attention on the most endangered herds, opportunities for the protection of other more viable herds were being neglected, placing their long-term viability at risk as well.

The research group proposed that conservation triage should be explored as a management option. To this end, they conducted an analysis that ranked the caribou herds in terms of viability and cost of recovery (Schneider et
al. 2010). The group did not try to determine the number of herds that should be protected, as this was seen to be a matter of social choice. But they did argue that conservation efforts (i.e., full habitat protection and reclamation) should be allocated in a way that achieved the greatest overall benefit for caribou at the provincial scale.

In a subsequent study, the research group used Marxan to identify the best options for caribou habitat protection at the provincial scale (Schneider et al. 2012). First, habitat was assessed in terms of risk factors to caribou persistence, including the intensity of the industrial footprint and the potential for habitat transitions due to climate change (Fig. 11.12a–b). Next, the cost of protection was determined, expressed as the monetary value of resources that would become inaccessible after protection (Fig. 11.12c). Finally, Marxan was used to identify planning units that achieved specified levels of caribou habitat protection while minimizing habitat risk factors and cost (Fig. 11.12d). As it turned out, the spatial distributions of cost and risk were broadly similar, so the trade-off between them was minimal (compare panels a–c in Fig. 11.12).
Fig. 11.12. The input and results from a study of caribou habitat protection options in Alberta. Map A shows the density of linear features, including roads, pipelines, and seismic lines. Map B shows the areas likely to transition to a parkland or grassland climate by 2050 according to predictions from three climate models. Map C shows the combined net present value of oil, gas, and forest resources. Map D shows the Marxan reserve designs for successively higher levels of caribou habitat protection (at the provincial scale). Most of the 20% protection target was achieved within existing protected areas. Adapted from Schneider et al. 2012.
The researchers found that, using optimization, 60% of current caribou range could be fully protected (including 17% in existing parks) while maintaining access to over 98% of the value of resources on public lands (Schneider et al. 2012). This was possible because most of the resource value in northern Alberta is concentrated in oil and gas deposits that only partially overlap with caribou range. The overlap with forestry is greater; however, the value of forest products accounts for less than 1% of total resource values. The prospects for protection were much reduced if protection was instead directed toward the herds that were most endangered.

The release of the triage studies had no discernible effect on caribou management in Alberta. Critics saw triage simply as the abandonment of difficult herds. They questioned whether the quid pro quo of protection and reclamation of the more viable herds would actually happen. There was also a concern that genetic differences among herds would be lost. As for the government, the optics of triage were highly problematic. Politically, there is a world of difference between quietly allowing herds to decline through neglect and publicly announcing that certain herds will be abandoned in favour of resource development, even if other herds will receive enhanced protection as a result. There was also the federal Species at Risk Act (SARA) to contend with, as it provided no latitude for triage.

The Federal Recovery Strategy

The boreal population of woodland caribou in Canada was listed as threatened in 2003, when SARA came into force. Under SARA, a federal recovery strategy was required by 2008. However, by 2011, the strategy had still not been completed and a coalition of conservation and Indigenous groups mounted a court challenge to spur the federal government into action (Ecojustice 2012b). When a draft strategy was released later that year, the government was inundated with over 14,000 public comments—an indication of the species' high profile (Paris 2012). The final strategy was released in 2012 (EC 2012c).

With the release of the federal recovery strategy, caribou management in Alberta (and other provinces) entered a new phase. Not only was the bar raised for recovery actions, but also, for the first time, these actions were non-discretionary.

The stated goal of the recovery strategy was to achieve self-sustaining local populations in all boreal caribou ranges throughout their current distribution in Canada. This goal effectively excluded triage as a management option. The justification for including all herds was that each herd contributed to population connectivity, redundancy, and the representation of local genetic adaptations, all of which are important for the long-term persistence of the species.

In terms of management actions, the recovery strategy was broadly similar to earlier strategies that had been developed in Alberta. It included habitat protection, wolf control, management of wolf prey species, voluntary restriction of Indigenous hunting, monitoring, and research. What differentiated the new federal strategy from all earlier efforts was the hard line it presented concerning the identification and management of critical habitat.

SARA defines critical habitat as “the habitat that is necessary for the survival or recovery of a listed wildlife species” (GOC 2002, Sec. 2). An expert panel, commissioned by the federal government, determined that the aspect of habitat which most affected caribou survival and recovery was the level of disturbance across the entire...
range (Fig. 11.13; EC 2011). For planning purposes, the panel developed a model that illustrated the relationship between total disturbance and the probability of maintaining stable or increasing population growth over a 20-year period (Fig. 11.14).

Following the expert panel’s lead, the recovery team defined critical habitat in functional terms: within each range, a minimum of 65% of the area would have to be maintained in an undisturbed state. The 65% undisturbed habitat target corresponded to a 60% probability of herd stability (Fig. 11.14), which was judged to be an acceptable level of risk. The planning team reasoned that a 100% probability of stability would have been ideal but unrealistic, since “0% total disturbance is virtually impossible even without anthropogenic disturbances” (EC 2012c, p. 66). The provinces were given until 2017 to develop range plans that would describe how the 65% target would be achieved for each herd.

A subsequent federal policy document provided additional guidance for identifying and managing critical habitat for caribou (ECCC 2016c):

- Disturbed habitat includes areas of human disturbance, with a 500m buffer added around each disturbance, and areas that have burned within the previous 40 years, with no buffer
- In ranges with less than 65% undisturbed habitat, all currently undisturbed habitat should be protected from destruction
- In ranges with less than 65% undisturbed habitat, all areas possessing biophysical attributes for caribou should be protected from destruction
- In ranges with less than 65% undisturbed habitat, range plans should demonstrate how disturbed habitat will be restored to achieve the minimum 65% target, with timelines included
- Undisturbed habitat should be in contiguous tracts that facilitate connectivity
- Range plans should include a landscape management system that allows for ongoing disturbance (including fire) and renewal while ensuring that at least 65% of the area is always in an undisturbed state
- Range plans should identify the legally-binding instruments that will be used to prevent the destruction of critical habitat

The Alberta Range Plan

Alberta failed to complete individual range plans by the 2017 deadline. However, it did release a draft provincial range plan, which was meant to serve as a template for future herd-level planning (GOA 2017a). The draft range plan described how 65% of each range would be maintained in an undisturbed state through an integrated landscape management system. The centrepiece of the proposed system was a multi-use access network that would be developed for each range. According to the range plan, it would be possible, using spatial optimization techniques, to design a network that provided access to virtually all resources while still achieving the 65% caribou target.

The range plan also included aggregated forest harvesting, which we previously encountered in the Al-Pac case study. By concentrating harvesting in a specific area over a ten-year period, and then moving on to a new area, the overall level of disturbance on the landscape would be reduced (Fig. 11.15). The range plan contained no mention of altering annual forest harvest rates.

Fig. 11.15. A comparison of conventional (left) and aggregated (right) harvesting systems. In aggregated harvesting, cutblocks are concentrated in designated zones over ten-year periods, leaving a much greater proportion of the landscape undisturbed at any given time. Adapted from GOA 2017a.
The range plan acknowledged that achieving the 65% undisturbed target would require restoration efforts because existing levels of disturbance were very high in all ranges (Fig. 11.16). Under the range plan, restoration would be applied to industrial features that were no longer in use, particularly seismic lines and well sites. In addition, access routes would gradually be transitioned to the new optimized network. Given the extent of the existing footprint, it was estimated that it could take 50–100 years to achieve the 65% undisturbed target in all ranges (GOA 2017a).

The range plan also included measures for maintaining the viability of herds during the extended restoration period. The primary measure was wolf control, which was already being used in the highly compromised Little Smoky range (Herd 3 in Fig. 11.10; Hervieux et al. 2014). Additional proposed measures included the establishment of predator-free enclosures for calf-rearing and increased hunting of moose, deer, and elk to reduce prey availability for wolves.

![Fig. 11.16. The current amount of undisturbed habitat within each caribou range. The herd ID corresponds to the labels in Fig. 11.10. Source: GOA 2017a.](image-url)
Finally, the range plan included protected areas as a recovery measure. Existing protected areas that overlapped with caribou range were incorporated, and the plan identified several new candidate reserves (Fig. 11.17). The new reserves were mainly the portions of caribou ranges that were undeveloped and held minimal resource value (Denhoff 2016). There was substantial overlap with the priority sites identified under the triage approach (compare Fig. 11.17 with Fig. 11.12d).

The planners did not anticipate opposition to the new protected areas. The resource potential of the proposed reserves was inconsequential when compared with most other parts of northern Alberta (Fig. 11.12c). No forest tenure was affected (by design) and the few existing oil and gas leases were to be grandfathered in (Denhoff 2016).

Local communities saw things differently. Grand provincial-scale trade-offs and relative resource values were not of interest to them. As they saw it, their prospects for growth were being unfairly constrained. A municipal committee in northwest Alberta was formed and it delivered a petition to the Alberta government containing over 9,000 signatures—approximately 50% of the regional adult population. They asked the government to “forgo any type of additional permanent conservation land designation” (NWSAR 2016). They also requested that a comprehensive socio-economic assessment be done.

The Alberta government found itself between the proverbial rock and a hard place. On one side were the vocal concerns of local communities, and on the other, the pressing demands of SARA and the public supporters of caribou conservation. The Alberta government’s response was to send a letter to the federal government, in early 2018, indicating that additional time and an infusion of federal funds would be needed to advance caribou recovery in the province. The letter also laid out a clear challenge to the federal government: “Alberta’s approach to protecting caribou populations and fulfilling the requirements under federal law cannot and will not come at the expense of our economy” (Phillips et al. 2018, p. 2).

As of this writing, the federal government has not indicated how far it will go in defending SARA. If it pushes too hard, Alberta will rebel. If it does not push hard enough, it will find itself in court for failing to uphold federal law. This is likely to be the major showdown over SARA that many have predicted since its inception in 2002.
Analysis and Conclusions

This case study features complex multi-tiered decision making. Wildlife managers knew decades ago that continued caribou declines were inevitable unless resource development was constrained. However, they had no authority over the decisions that mattered most, such as tenure allocations, harvest rates, and infrastructure planning. Stakeholder planning committees had no control over these decisions either, though this was perhaps moot since these committees were perpetually deadlocked.

So it was that the key decisions that determined the fate of caribou were not made deliberately by those responsible for managing caribou, but passively by other government departments pursuing the broader government agenda of economic development. Given the high profile of caribou, this cannot be considered an oversight. It was a conscious, if informal, decision by higher levels of government to prioritize economic development over caribou.

It was the federal government, through SARA, that ultimately forced Alberta to take substantive action to recover caribou. This is a good illustration of the difference between policy and law. The Alberta government had designated caribou as threatened in 1985 and had repeatedly committed to sustaining caribou in various policy documents. But there were no consequences when it failed to follow through on these commitments. In contrast, the directives of SARA carry the force of law and cannot be ignored, as the federal government has already learned through several successful court challenges.

Within the federal recovery strategy, the inclusion of a disturbance threshold was pivotal. This was one of the most important decisions made in the history of caribou conservation. For better or worse, it brought clarity to all parties about what caribou recovery would entail—it drew a line in the sand.

The choice of 65% undisturbed habitat as the management target was based on a blend of science and subjective judgment. The statistical relationship between habitat disturbance and caribou persistence provided an objective foundation for decision making. However, the selection of 65% as the breakpoint, corresponding to a 60% probability of persistence, was a subjective decision. It reflected the recovery team’s assessment of acceptable risk and perhaps their assessment of political feasibility. Such decisions tend to be attacked from all sides (too risky, too impractical), yet without them, nothing happens.

Another dimension of decision making highlighted by this case study concerns the rights of local communities with respect to public lands. As illustrated by the response of northern Albertans to the range plan, even marginal resources that do not currently support anyone’s livelihood can motivate forceful opposition to habitat protection by resource-dependent communities. Given their close relationship with the land, should these communities have a veto over conservation decisions? Or should SARA have the veto because it conveys the conservation goals of broader society? What about local Indigenous communities, which have their own perspectives and rights concerning land use? Clearly, some form of balance needs to be achieved, which leads us back to regional planning.

This case study also features an important ethical question: is it acceptable to kill one species (wolves) in order to save another (caribou)? Opinions are divided, even among conservationists. Certainly, the desire to forestall near-term extirpation is a compelling argument for taking extreme measures, including wolf control (Hervieux et al. 2014). However, opponents of wolf control argue that wolves are being killed mainly because of the government’s
unwillingness to address the root causes of caribou declines, which relate to ongoing habitat degradation (Proulx et al. 2017). There is merit to both perspectives and the final decision is likely to be made in the court of public opinion.

Notably absent from the planning processes to date has been a formal assessment of socio-economic trade-offs. Under SARA, this aspect of conservation decision making is meant to be addressed at the action planning stage. However, the Alberta range plan did not include a socio-economic assessment.

The absence of socio-economic considerations in the Alberta range plan does not mean they have been overriden or are no longer important. The province’s strongly worded letter to the federal government makes it clear that caribou conservation will not come at the expense of the provincial economy. Moreover, the federal caribou recovery strategy makes allowances for economic contingencies: “Implementation of this strategy is subject to appropriations, priorities, and budgetary constraints of the participating jurisdictions and organizations” (EC 2012c, p. iv). Thus, planning remains incomplete—the economic cost of recovery is a shoe that has yet to drop.

We turn finally to an appraisal of what has been achieved through caribou recovery efforts to date. The short answer is: very little, other than research. The most significant achievement has been the development of the provincial caribou range plan which, for the first time, contains concrete management targets and a plan for achieving them. But in practical terms, the only reason caribou herds no longer face imminent extirpation in Alberta is that wolves are now being killed on a massive scale. Long-term recovery is still far from assured.

It remains to be seen if the range plan will be implemented as proposed. There are many technical challenges to be resolved and economic hurdles to be crossed. The federal government’s involvement and the legal weight of SARA should ensure that an earnest effort is made. But it is unclear how far the federal government will intervene if Alberta backtracks because of costs.

There are also concerns with the plan itself. The chosen disturbance target provides only a 60% probability of stability, which is far from reassuring. Furthermore, it is unclear whether achieving the habitat target will produce the expected outcomes. Everything hinges on a statistical relationship between disturbance and caribou recruitment that was based on a small number of coarse-scale observations. The reliability of this relationship when applied to fine-scale planning efforts is unknown.

The plan also includes several forms of unacknowledged risk. The decision to allow continued industrial disturbances within caribou ranges while restoration gets underway—in apparent contravention of federal policy—prolongs the entire recovery process, exposing caribou to increased risk. In addition, the plan does not take the effects of climate change into account. This is a critical oversight, given the virtual certainty that herds will have to shift their ranges northward as temperatures warm (Dawe and Boutin 2016). Disturbance management and restoration efforts should anticipate these range shifts by targeting both current and future caribou range. Finally, the plan makes no provisions for the future impacts of fire.

Given these risk factors, the odds are low that all herds will persist. This being the case, perhaps triage would have been best after all. However, there is an important counterargument to be considered. In their analysis, the proponents of triage failed to account for the broader biodiversity benefits of caribou conservation.

The Alberta range plan is, at heart, a cumulative effects management system that will benefit many species. In a
roundabout way, it achieves what the *Land-Use Framework* initially set out to accomplish, which was to manage the total industrial footprint through integrated planning. Whether 65% undisturbed habitat is the appropriate target is an open question. But it is undoubtedly a good starting point. The upshot is that the range plan does the right thing for perhaps the wrong reason.

Caribou seem to have provided the focus and political momentum needed for managing cumulative effects. Perhaps the coarse-filter approach is just too abstract for high-level political decision making. It may be that a concrete issue, like caribou viability, is needed. But there are also drawbacks to a single-species approach. Caribou, while wide-ranging, are not found everywhere. Moreover, they actively avoid many habitat types as a consequence of their predator avoidance strategy. The high vulnerability of many herds also raises an important question: what happens to conservation if a herd is extirpated? Similarly, what happens if a herd shifts its range because of climate change?

These concerns could be resolved by extending the caribou range plan’s land management approach to the full working landscape. This is not inconceivable. If it can be shown that cumulative effects can be managed on caribou range without unacceptable economic repercussions, resistance to wider application may diminish.
Case Study 4: Swift Fox

Background

This case study examines the reintroduction and subsequent recovery of swift foxes in southern Alberta and Saskatchewan. The swift fox (Fig. 11.18) is a grassland species that once ranged across the Canadian Prairies and the US Great Plains (Pruss et al. 2008). Populations underwent precipitous declines in the late 1800s with the influx of Europeans to the West (Sovada et al. 2009). One of the main factors responsible for the decline was trapping. According to Hudson Bay records, an average of 5,000 pelts were harvested each year in Canada in the 1870s. In addition, large numbers of foxes were killed through poisoning programs targeting wolves.

Swift foxes were also impacted by the ecological changes that accompanied the settling of the prairies (Herraro 2003; Sovada et al. 2009). With the disappearance of bison from the plains, scavenging opportunities for swift foxes were much reduced. The plains wolf also disappeared, leading to an increase in coyote populations which, in turn, became a major cause of swift fox mortality. Campaigns by ranchers and farmers to kill badgers and ground squirrels reduced the number of escape holes and denning sites. Finally, a large proportion of swift fox habitat was converted to cropland and pasture.

By 1900, reports of swift fox were rare in Canada and the northern US. The last Canadian sighting was made near Manyberries, Alberta, in 1938. In 1978, the swift fox was officially designated as extirpated in Canada. Populations in the US persisted.

Reintroduction Program

The reintroduction of swift foxes into Canada began with preliminary breeding efforts at the Alberta Game Park and the Calgary Zoo in the 1960s (Carbyn 1998). A more formal project got underway in 1972, when Miles and Beryl Smeeton established what is now known as the Cochrane Ecological Institute, near Calgary, and imported two pairs of swift foxes under permit from Colorado (Smeeton and Weagle 2000).

The Smeetons collaborated with Steven Herrero, at the University of Calgary, which led to a series of graduate student research studies. The initial studies examined the political and public acceptability of swift fox reintroduction and rated the suitability of possible reintroduction sites (Herrero et al. 1986). The question of whether it would be better to use imported wild-born foxes from the US for the reintroduction, rather than captive-reared
animals, was studied as well. Attention was also given to release methodology, post-release monitoring, and funding sources.

The Canadian Wildlife Service became formally involved in the project in 1978, after COSEWIC designated the swift fox as extirpated in Canada. A few years later, the Alberta and Saskatchewan governments became formally involved as well, and the initiative transitioned to an inter-agency cooperative program. This brought additional funding and expertise and provided local jurisdictional oversight.

Fox releases began in 1983 and continued until 1997. The releases occurred within the core of the historical Canadian range, in two main areas: one centred on the border between Alberta and Saskatchewan, and the other in south-central Saskatchewan (Fig. 11.19). A total of 932 foxes were released. Of these, 841 were reared in the Smeeton facility—the descendants of 17 wild pairs from Colorado, Wyoming, and South Dakota (Smeeton and Weagle 2000). The remaining 91 releases were wild foxes obtained from Colorado and Wyoming.

A second project began in 2004, with the aim of reintroducing swift foxes on the traditional territory of the Blood Tribe in southern Alberta (Pruss et al. 2008). Fifteen foxes were released in the first year, but the project was then discontinued because of a lack of funding.
A major concern for the reintroduction team was maintaining genetic diversity. Therefore, the source animals for the breeding operation were collected from several different US populations (Herrero et al. 1986). Breeding was carefully controlled to minimize inbreeding. Also, animals from the same bloodlines were not repeatedly reintroduced into the same geographic area (Smeeton and Weagle 2000). Outbreeding depression from the mixing of diverse genotypes was an acknowledged concern but did not seem to affect breeding success at the Smeeton facility (Herrero et al. 1986). There was also a concern that the source animals may lack the genetic adaptations needed to thrive in a Canadian climate. Since no local populations were available to use as source stock, this risk was accepted as one of the many uncontrollable factors inherent in the reintroduction.

Most aspects of the reintroduction program employed an adaptive management approach. This adaptive process did not involve quantitative modelling or formal experimental design. Rather, it was a classic example of “learning by doing” that involved trying different approaches and determining which was most effective. The outcomes were mainly assessed in terms of the rate of survival of the released foxes. The management levers amenable to study included (Waters 2010):

- Source of released foxes (captive-reared vs. wild)
- Location of release (considering variations in local terrain and vegetation)
- Timing of release (spring vs. fall)
- Age at release (juvenile vs. adult)
- Release method (soft, hard, intermediate)

The reintroduced fox population quickly grew and spread beyond the initial release areas, including into northern Montana. Thus, the reintroduction was considered a success. Swift foxes were downlisted from Extirpated to Endangered in 1999 and subsequently from Endangered to Threatened in 2012.
In the most recent field survey, in 2015, a population decline was observed instead of continued growth (Fig. 11.20). Managers have not been able to pinpoint the cause of this decline. The winter of 2010/2011 was particularly severe, and this may have been a contributing factor (Moehrenschlager and Moehrenschlager 2018). It is also possible that the population has reached a plateau. The region’s carrying capacity for swift foxes is not known, but it is certainly much lower today than it was in the past (Herraro 2003).

**Multi-Species Action Planning**

The federal swift fox recovery strategy was not completed until 2008, well after the reintroduction took place (Pruss et al. 2008). The stated recovery goal was to “restore a self-sustaining swift fox population of 1,000 or more mature, reproducing foxes that does not experience greater than a 30% population reduction in any 10-year period” (Pruss et al. 2008, p. 11). In terms of recovery actions, the strategy emphasized research, reflecting the limited state of knowledge about the species. The main threats to swift foxes were known, but the extent to which these threats would impair their recovery was unclear.

One of the research priorities was to identify critical habitat, an element missing from the recovery strategy. Other topics included the impacts of anthropogenic landscape disturbances and the biotic interrelationships between swift foxes, coyotes, and red foxes. The strategy also called for ongoing monitoring.

As far as actual management interventions, the strategy recommended that best practices for landowners be developed and disseminated through an outreach program. Swift fox recovery efforts were also to be integrated into a larger, unified conservation program for southern prairie species. This latter recommendation was realized in 2017, with the release of the *Action Plan for Multiple Species at Risk in Southwestern Saskatchewan: South of the Divide* (ECCC 2017b).

The multi-species action plan applied to nine species at risk and four species of special concern in southwestern Saskatchewan, including the swift fox. Compared with the swift fox recovery strategy, the multi-species action plan emphasized management action over research. The proposed activities included:

- Develop and implement grazing systems that provide high-quality habitat for species at risk
- Provide incentives to support targeted conversion of cropland and tame pasture to native grasses and shrubs
- Develop and encourage integrated pest management
- Develop an approach for infrastructure development that reduces disturbance and accidental mortality to
species at risk

- Manage fire in ways that benefit species at risk without threatening infrastructure and agricultural values
- Investigate the utility of conservation agreements to protect critical habitat
- Conduct outreach to help landowners reduce the environmental impacts of their activities

The multi-species action plan also partially identified critical habitat for all species at risk. For the swift fox, critical habitat was identified using a spatially-explicit habitat suitability model (ECCC 2017b). This statistical model linked swift fox habitat use, derived from a population survey in 2005, with 14 landscape-scale habitat variables, obtained from remote sensing data. The reliability of the model was verified by comparing its predictions against three separate population surveys that had not been used for model development. Critical habitat was defined as all areas within the planning region that were expected to support swift foxes based on modelling extrapolations. This amounted to approximately half of the current swift fox range in Saskatchewan. In contrast to caribou, population persistence was not taken into consideration, mainly because no population model was available.

A shortcoming of the multi-species action plan was that it gave little consideration to implementation—it was mainly a shopping list of potential actions. This deficiency was addressed in a subsequent planning exercise which used a structured decision-making approach to define implementation priorities (Martin et al. 2018; Carwardine et al. 2019). In this exercise, the various strategies listed in the multi-species action plan were treated as management alternatives to be assessed and compared. The goal was to identify the strategy, or combination of strategies, that maximized overall species recovery, taking the expected benefit, cost, and feasibility of each strategy into account.

In the decision analysis, the benefit of a given strategy was expressed as the probability of achieving the recovery objectives for each species (calculated for each species individually and then summed across all species). The cost of a strategy was the total cost of all individual actions as well as the value of foregone development opportunities. The overall feasibility was defined as the probability that the action would be implemented (given socio-political considerations) multiplied by the probability of success (given methodological and logistical limitations). All assessments were based on a 20-year time horizon.

The information required for the assessments was elicited from a group of experts using a structured Delphi approach during an intensive three-day workshop. The group was composed of nine grassland ecosystem experts from government agencies and universities. Many of these experts were contributors to the original multi-species action plan. To gauge uncertainty, the experts were asked to provide their best guess for each parameter as well as estimates of upper and lower bounds.
Analysis and Conclusions

The reestablishment of swift foxes in Canada stands as a major accomplishment. Credit goes to the conservation practitioners whose dedication and determination made the reintroduction happen. Credit also goes to the swift fox, whose adaptability and high reproductive capacity allowed it to grow despite profound alterations of the prairie landscape (the point being that we cannot expect similar outcomes with all species at risk).

The dip in population size observed in the 2015 survey is a point of concern and suggests that the recovery of the swift fox is not yet assured. This decline may just be a weather-related fluctuation, but it is also possible that the carrying capacity of the current prairie ecosystem is relatively low. If the latter, then the future trajectory of swift fox recovery may depend on the extent to which the ecological integrity of the southern
prairies can be restored. Saskatchewan’s recent policy decision to privatize its rangelands (CWF 2017) will likely make this more difficult. On the other hand, the formal identification of critical habitat in the federal action plan means that habitat protection will now be a legal requirement.

This case study illustrates the convoluted path that conservation initiatives sometimes follow. At different stages, the reintroduction program was a private venture, a University of Calgary research project, an inter-agency cooperative initiative, and a component of the national species recovery program. A project like this takes shape when a few key individuals become convinced of its merit and provide the drive and determination to move it forward. These leaders attract others to the project, and the necessary resources are then collectively assembled. The lesson here is that conservation is sometimes a bottom-up process, dependent on individual initiative, rather than a top-down, policy-driven process.

Because the reintroduction of the swift fox posed no threat to farming or ranching operations, it encountered little opposition. Nor did the program have a high public or political profile. This was an example of the biocentric model of conservation in action, where scientific problem solving predominated. There was a single, clear objective—swift fox reestablishment—and decisions were largely data driven and relied heavily on structured learning.

After the reintroduction program ended, in 1997, the emphasis of management shifted to ensuring long-term persistence. However, there was uncertainty about what needed to be done. Moreover, there was a lack of clarity about what the recovery objectives should be, beyond basic population survival. Federal policy describing the full spectrum of recovery objectives was not provided until 2016 (ECCC 2020). As a result, the 2008 recovery strategy emphasized research and prescribed little management action.

As the recovery process evolved, the social dimension of conservation became increasingly important. Most of the proposed conservation measures in the 2017 multi-species action plan entailed changes to land-use practices, especially agriculture. This meant that the support and cooperation of land users was required, in contrast to the initial reintroduction phase.

The extension of recovery planning to multiple species, through the multi-species action plan, was an important step. It raised the profile of regional conservation needs, facilitated conservation synergies, and increased overall planning efficiency. In contrast to the 2008 recovery strategy, the action plan emphasized management actions over research. However, it still failed to meaningfully consider implementation. This gap was later addressed through an optimization exercise that identified management priorities, taking costs and feasibility into account. Together, the action plan, which identified strategies, and the optimization exercise, which identified priorities, provide a useful template for future recovery planning efforts.

When the optimization study was released in 2018, the headline it generated in the Globe and Mail newspaper was: “Too expensive to save? Why the best way to protect endangered species could mean letting some go” (Semeniuk 2018). The message the media latched onto, presumably because of its shock value, was that we must allow some species to become extirpated in order to ensure the viability of others—a classic triage interpretation. This reflects a misunderstanding of what the optimization initiative was meant to accomplish.

The aim of the optimization exercise was to identify management strategies that provided the greatest overall conservation gain within the study area, for any given conservation budget. The process did not pit one species
against another. Instead, it was concerned with the effectiveness of individual management actions, giving preference to actions that benefited multiple species over actions that provided narrow benefits.

Notably, the optimization exercise did not try to determine how large the conservation budget should be (or, by extension, how many species had to be “let go”). The determination of what society is willing to pay for maintaining species at risk is not something that can be addressed by a group of technical experts at a workshop. Such decisions are inherently political because they entail finding an acceptable balance among competing social objectives.

The way that optimization exercises feed into the broader political dimension of conservation is by drawing attention to conservation needs. A graph like Fig. 11.21 vividly illustrates the conservation consequences of inadequate conservation funding, making trade-offs explicit. This provides a useful foundation for public dialog about land use. Moreover, by framing the debate in terms of the collective needs of a large suite of species at risk, the case for conservation is considerably enhanced.

In summary, optimal resource allocation should be used to ensure that existing conservation resources are used as effectively as possible. It is also vital to expand the resources that are available—it is not just how we slice the pie, but the size of the pie that is important. This requires public outreach to raise awareness of conservation issues and to draw attention to funding shortfalls. It also requires engagement at higher levels of the decision hierarchy, where budgets are determined.
Case Study 5: Walleye

Background

This case study examines the collapse and recovery of walleye from Alberta lakes (Fig. 11.23). The account is provided by Dr. Michael Sullivan, a fisheries scientist with the Alberta government who played a lead role in the recovery program.

A combination of factors makes Alberta's lakes highly susceptible to overfishing (Sullivan 2003). Whereas many provinces have thousands of lakes, Alberta has only about 800 lakes that support sport fishing, and of these, only 177 contain walleye. Furthermore, fish grow slowly and mature late in Alberta because of the cold northern climate. Finally, walleye are more easily caught in Alberta than in northern US lakes because prey availability is low (Mogensen et al. 2013).

Alberta's largest lakes were fished heavily for subsistence and dog food during the fur trade period, especially in the late 1800s. This was followed by intensive commercial fishing, which peaked in the early twentieth century. By the late twentieth century, walleye were nearly extirpated from Alberta's large lakes (Fig. 11.24).

Smaller lakes were initially spared because they were less attractive to large commercial operators. These lakes later came under increasing pressure from sport fishing, as Alberta's population, and the number of anglers, increased rapidly in the second half of the twentieth century (Pybus and Rowell 2005). Sales of angling licenses climbed from 122,000 in 1965 to 343,000 in 1986 (Sullivan 2003). Furthermore, the industrialization of Alberta's north made most lakes in the province easily accessible. The effect of having a large number of anglers concentrated on a relatively small number of lakes was, in hindsight, predictable. By the 1980s, individual lakes with popular sport fish-
eries showed severe declines in sport fish populations, and the size and age structure of these populations were highly disrupted (Sullivan 2003). The loss of top predators led in turn to ecosystem disruption, through an explosion of prey species.

During the period of general collapse, many biologists in the provincial fisheries department did not realize or accept that a decline was occurring. Walleye populations in larger lakes had been collapsed for decades, and many biologists accepted this as the norm. Moreover, there was a strong and widespread belief among many biologists and anglers that sport angling had no detrimental effects. Reports of poor fishing in smaller lakes were attributed to a variety of causes, such as a decline in angler skills (“too many city anglers going to these lakes”), a sense that memories from older times were false, changing fish behaviour, and a belief that environmental conditions had changed. The lower catch rates measured in creel surveys were attributed to poor study design. As a result, lakes with walleye populations near extirpation were kept open to harvest.

By the late 1980s, anglers at traditionally good walleye fisheries were catching very little. Success rates were typically under 10% (i.e., 90% of anglers caught nothing). Angling licence sales were falling, and public complaints were rising. Some biologists, applying the then-new technique of computer modelling, proposed experimental harvest regulations involving fish size limits. These proposals and methods were met with considerable doubt and suspicion from senior biologists and fisheries bureaucrats. The outcome was more studies, but little action.

**Recovery Planning**

In the 1990s, stakeholders became more directly involved in walleye management, and there was also a new emphasis on evidence-based decision making. A key step was the construction of an age-structured population dynamics model, which synthesized knowledge gained through years of field studies (Fig. 11.25). Mortality was overwhelmingly caused by human harvesting, and this was the focal point of management interest. Four mortality variables were included in the model: the number of anglers, the mean harvest per angler, the age and size of fish taken, and the level of compliance with fishing regulations. The reproductive capacity of walleye was incorporated into the model as a set of fixed parameters. The model also included a set of management options linked to these core variables. Testing and refinement of the model were undertaken to ensure consistency with observed patterns.
Fig. 11.25. The conceptual model of walleye population dynamics used to support recovery planning. The items in red represent management levers that were explored in stakeholder workshops.

Through their explorations, the biologists leading the modelling effort developed an understanding of the management changes needed to achieve walleye recovery. But they also knew that management by decree would not be successful. The imposition of new constraints on anglers was bound to set off protests and calls to the responsible minister. And while attitudes within the fisheries agency had begun to shift, senior management was still not convinced that the proposed management approach was appropriate.

To gain the support needed for implementing new recovery measures, the biologists held a series of stakeholder workshops in 1995 and 1996. The aim was to engage stakeholders in the decision-making process to help them understand the management options and the likely outcomes. It was hoped that a management approach could be identified that would have broad agreement among stakeholders and would be acceptable to senior management.

The biologists knew that careful selection of participants and structured facilitation of the workshops would be critical to making progress. Michael Sullivan describes the process that was used:

We needed to have groups of concerned and open-minded people attend the workshops. At meetings open to the general public, it’s common to attract a few highly vocal and opinionated individuals that dominate the discussion. This can make it difficult for everyone to be heard. Achieving openness while still ensuring fairness to all perspectives is a major challenge.

Our solution was to limit the workshops to approximately 15 people each. That seemed to be a number that was large enough to obtain diverse opinions but small enough to have meaningful conversations. We
chose 20 meetings sites across the province, to allow the Minister to say that the process was not rural focused, or city focused, or aligned with special interests.

The individuals invited to each meeting were selected by local fisheries staff who were provided with a list of the types of stakeholders we were looking for. We asked for several sport anglers, several commercial operators, a local science teacher, a tackle store owner, a few retired people, a few young people, Indigenous people, the local Forestry official, Parks staff, and so on. We were looking for a range of perspectives. We wanted people who cared about the topic, but not just as anglers. We wanted people who might typically complain about the government and make them part of the process. We wanted people who would provide new viewpoints. We wanted diversity in knowledge, experience, opinions, and concerns. What we didn't want was an echo chamber. Every consultation exercise needs to wrestle with this list.

Once the list of potential names had been assembled, invitations to participate in the workshop were sent out. We offered to pay their expenses (gas, hotel, meals). We showed, with real sincerity, that their participation was important to us and to Alberta's fisheries. We treated them with respect, and as well-treated and good people do, they responded in kind.

Each workshop started with dinner. People are less likely to argue with someone they have just shared a meal with. After coffee and dessert, a presentation on the state of Alberta's fisheries was given and then a game was played to help the audience understand the process of modelling. In this loud and fun game, which simulated a fishery, people took turns drawing paper “fish” out of a cardboard box until none were left.

Each person drew a given number of fish based on realistic Alberta catch data. The size and fecundity of the paper fish also followed actual Alberta fisheries data. We then showed what it would take to maintain the stock, using different limits on harvest size and quantity. The point of this simple model was to get people to appreciate the cumulative effect of having many anglers catching a few fish. We also wanted them to understand the limitations of size limits, the minor influence of bag limits, and the overall complexity of management.

After the cardboard box game, we introduced the more complex computer model, which was run interactively and in real time. The input variables were displayed as “sliders” on a computer screen projected at the front of the room. The output was a time-series graph showing the predicted trajectory of the walleye population.

The initial runs were identical to the earlier game. Participants would soon say, “Heck, we already knew that bag limit wouldn't do anything.” Then, we explored what might happen with a complex regulation. For example, we might ask if a 50 cm size limit, with a bag limit of two fish, non-compliance of 20%, and a 30% increase in fishing pressure would achieve recovery. Soon, the participants wanted to try their own complex combinations. The key to the process was in allowing the participants to accept the model on their own terms and incorporate its output into their own decision making. The playing-with-regulations game often went on for hours.

At the workshops, stakeholders invariably had questions that extended beyond fishing regulations. What
Analysis and Conclusions

In this case study, the various components of the decision-making process were tackled by different groups of people at different points in time. Like the Al-Pac case study, the elements of structured decision making were all present, but the process stretched out over many years.

The critical step of defining objectives evolved slowly and was linked to changing attitudes within the provincial fisheries agency. Senior biologists had come to accept low walleye populations as the norm, and from their perspective, there was no pressing problem that needed to be solved. This was an example of the shifting baseline syndrome in action (Pauly 1995). Agency culture was also a factor. Information was filtered and judgments were coloured by long-standing institutional norms. Change finally occurred when a new cohort of biologists brought fresh ideas, perspectives, and methods to the agency. With support from stakeholders, this group eventually prevailed, and walleye recovery, rather than maintaining the status quo, became the focus of management.

The decision-making process was divided into two distinct phases. The first phase was science based and was handled internally by a core group of biologists. It emphasized quantitative research and the development of a
walleye population model. This phase provided the information and structure used in later stages of the decision-making process. In effect, the computer model served as a digital version of the consequence table described in Chapter 10.

The second phase emphasized social decision making and centred on a series of stakeholder workshops. At these workshops, little time was spent discussing the objectives, identifying management levers, or searching for the best available information. All of these aspects were directly imported from the first phase of the decision-making process. The stakeholder groups focused on exploring the outcomes of management alternatives and choosing the best option.

The robust approach to decision-making used in this case study was a major contributor to the success that was achieved. The development of a solid scientific foundation was vital, in that it enabled evidence-based decision making. Furthermore, planning efforts were not limited to the identification of threats and the listing of management options—a shortcoming of many recovery plans. Instead, the process was carried through to implementation, and considerable effort was devoted to the social dimension of decision making. This was vital for gaining a broad base of support for management changes. The biologists leading the process recognized that much would depend on trust, which had to be earned, and that the personalities of the participants would make a big difference.

Several intrinsic features of the management problem also contributed to the successful outcome. The walleye system was relatively simple and self-contained, with few confounding factors. Moreover, the main threat—overfishing—fell within the purview of the biologists responsible for managing the species. Finally, and perhaps most importantly, the long-term interests of anglers and walleye were fundamentally aligned. The more fish, the better the fishing experience. The main trade-offs were temporal. Anglers had to forgo some fishing opportunities today to benefit from greater opportunities in the future.

A later effort to apply the same planning techniques at the regional scale, for the recovery of several species at risk in the eastern slopes of the Rocky Mountains, met with less success (GOA 2017b). The process again began with scientific study and the development of population models. In this case, there were additional drivers in the system, besides fishing, that had to be incorporated, such as industrial development and invasive species. This meant that decision making was more complex and involved more stakeholders. It also meant that fisheries biologists no longer had authority over all the relevant management levers.

In the end, the process was derailed by opposition from the Alberta Fish and Game Association (AFGA) and its supporters. Though the fisheries biologists had conducted extensive outreach and held many workshops in support of the initiative, AFGA was resolutely opposed. AFGA's position was that anglers should not have to bear the cost, through reduced fishing opportunities, of habitat degradation arising from industrial development (AFGA 2018):

> Managers have not used all the tools available to them, particularly those that deal with habitat. ... The Alberta Fish and Game Association cannot support the direction envisioned which relies primarily on angling regulations. ... The plan does not appear to apply to industry, agriculture, infrastructure or urbanization other than assessing their impact on habitat. (pp. 3–4)

In support of its position, AFGA conducted its own outreach, mainly to its membership, and directed a lobbying
effort targeting elected officials. The fisheries biologists countered with their successful track record in recovering walleye and assurances that the other species could be also recovered using the proposed measures. They also conducted opinion surveys that demonstrated strong public support for their earlier recovery-related efforts (GOA 2018b). Nevertheless, once the issue became politicized, the Minister balked. Instead of implementing the proposed recovery plan for the eastern slopes region in 2018, as scheduled, the Minister halted the process, stating that she “wasn’t convinced the science was strong enough” (Rieger 2018), even though trade-offs among conflicting objectives were the fundamental issue and not the science.

We see here the political power that organized groups can wield (i.e., the “squeaky wheel” effect). A more general lesson is that the scale of planning is an important factor in determining conservation outcomes. In this case study, shifting from individual lakes to a broad region brought more stakeholders, more conflicting objectives, and a higher political profile. Arguably, it was this added complexity that was the fundamental barrier to success.
Case Study 6: Reserve Design

Background

This case study examines a planning process intended to guide the establishment of new protected areas in northwestern Alberta. This example illustrates the mechanics of systematic conservation planning, using Marxan, and provides insight into the handling of trade-offs among conservation objectives.

The initiative began in early 2015, motivated by the Alberta government’s stated intention to extend regional planning to northwestern Alberta later that year. It was expected that the new regional plans would include a protected area component, following the precedent set by the Lower Athabasca Regional Plan in 2012 (see Case Study 2). Sensing an opportunity and a need, a group of conservation practitioners decided to conduct a study of regional conservation priorities, as a preparatory step (Schneider and Pendlebury 2016).

The government had not set a target for the amount of protection in the northwest, so the study was designed to be flexible with respect to targets. The group assumed the precedent set by the Lower Athabasca Regional Plan (i.e., 21%) was unlikely to be exceeded and that a lower amount was quite possible. The objective of the study was to determine where new reserves should be located to obtain the maximum conservation benefit, whatever the limit on the amount of protection might be.

There were two main tasks. First, the group had to select the biological entities to be protected. Second, given constraints on the amount of protection possible, the group had to develop efficient reserve designs for representing the selected biological elements.

A technical working group was established to conduct the study. It was composed of conservation scientists from the University of Alberta and representatives from most of the major conservation organizations operating in Alberta. The aim was to have a broad base of conservation expertise to draw on. In addition, the working group was meant to serve as a forum for resolving differences among organizations, so that the conservation community could speak as a single voice when providing recommendations to regional planners.

The working group included a Government of Alberta liaison linked to the regional planning process. Additional representatives from Alberta Fish and Wildlife, Alberta Parks, and the Alberta Biodiversity Monitoring Institute provided information and feedback. The group’s efforts were supported by a grant from Alberta Ecotrust and in-kind contributions from group members and their organizations.
Selection Criteria

The group decided to combine the province’s three northwest planning regions into a single large study area (Fig. 11.27). They felt this would provide added flexibility for achieving representation targets and result in more efficient reserve designs.

The group’s first step was to review earlier conservation planning efforts. Of particular relevance was the example provided by the Lower Athabasca Regional Plan (GOA 2012). The group assumed that alignment with this plan would be necessary for their recommendations to be seriously considered by regional planners. The Lower Athabasca Regional Plan identified four criteria for the selection of sites:

- Areas that are representative of the biological and landform diversity of the planning region
- Areas with little to no industrial activity
- Areas that are roughly 4,000–5,000 km$^2$ in size (for maintaining ecological processes)
- Areas that support Indigenous traditional uses

The group also reviewed a planning framework developed by Alberta Parks in 2014 (AP 2014). This framework employed a hierarchical coarse-filter approach. It also had a complementary fine-filter component which focused on unique geologic features, rare and localized species, and critical habitat for wide-ranging species. This framework provided a methodology but did not identify preferred sites.

Finally, there were several map products that had been developed to support conservation planning in Alberta. These included a map of Environmentally Significant Areas, commissioned by the Alberta government (FBC 2014), and three maps of conservation priorities developed independently by three conservation groups. Each organization used a different scoring system for assigning conservation priorities.

Fig. 11.27. The planning area for the reserve design study was composed of three land-use planning regions in northwestern Alberta, with a total size of 350,000 km$^2$. Private land (grey) was excluded from the analysis.
The working group used a combined coarse- and fine-filter approach for its study, consistent with the principles of systematic conservation planning and the Alberta Parks framework. The choice of specific elements reflected the group's judgment about what was needed to achieve comprehensive representation of biodiversity. The choices were informed by earlier planning efforts and constrained by data availability. The coarse-filter elements included Natural Subregions (Fig. 11.28), major vegetation types, major wetland types, and a land facet layer developed by Dr. Scott Nielsen at the University of Alberta (Michalak et al. 2018).

The fine-filter elements included the habitat of all species of conservation concern for which spatial data were available (n=45). The habitat datasets were obtained from the Alberta Biodiversity Monitoring Program in the form of modelled species distribution maps. The fine-filter elements also included 19 fine-scale wetland classes and the modelled distribution of high-density waterfowl areas, provided by Ducks Unlimited Canada.

### Identifying Priority Areas

The working group used Marxan to identify potential reserve configurations (see Chapter 8). A variety of design scenarios were examined to reveal trade-offs among design objectives. Existing protected areas were automatically included in all scenarios. Privately owned lands (Fig. 11.27) were excluded from consideration in accordance with the regional planning process. Because Marxan typically finds many different reserve configurations that work equally well, the model was run 100 times for each scenario. The probability of selection was then calculated for each 500-ha planning unit.
A key challenge was that the government had not yet defined a protection target for the region. The group's solution was to generate reserve designs across a range of representation targets, from 5–30% of each coarse- and fine-filter element (Fig. 11.29). This way, relevant guidance would be available to regional planners regardless of the overall amount of protection they ultimately decided on.

In the base scenario, Marxan was required to achieve all coarse-filter representation targets while also prioritizing planning units with a low intensity of disturbance and minimizing the total area protected. The proxy for disturbance intensity was the density of linear features, obtained from the Alberta Biodiversity Monitoring Institute. A penalty was applied to the optimization algorithm to encourage the model to select contiguous patches rather than isolated planning units. The base scenario was first run using a 5% representation target for all coarse-filter elements. The process was then repeated with higher targets (i.e., 10%, 20%, and 30%).

The other scenarios were extensions of the base scenario. To begin, the group ran a scenario that included the fine-filter elements, with representation targets matched to the coarse-filter elements. The inclusion of fine-filter elements had no appreciable effect on the designs. This was recognized to be an artifact of data availability. The fine-filter species included in the study were those that the Alberta Biodiversity Monitoring Program had been able to survey. These species generally had broad distributions and were easily represented by the coarse-filter designs. Spatial data for true fine-filter species—those with unique and restricted habitats—were generally unavailable, and so these species were not included. This was acknowledged as a limitation of the study.

The group also explored a scenario that provided enhanced protection for a suite of high-profile species at risk residing in the foothills region east of the Rocky Mountains (i.e., woodland caribou, grizzly bear, Athabasca rainbow trout, bull trout, and Arctic grayling). In this scenario, planning units that contained habitat for three or more of these species were forced into the designs. The analysis showed that this could be done without increasing the
overall area of protection. This was because the foothills region was already emphasized in the base scenario as a result of its low level of existing protection (just 1.4%). Prioritizing the species at risk in the foothills required only an adjustment in which specific parts of the foothills would be protected.

In another scenario, the group explored options for achieving the 65% target for caribou habitat protection prescribed by the federal recovery strategy. Preference was given to caribou habitat with the least disturbance intensity and the highest stability under climate change. In this case, there was a clear trade-off. The areas that were best for caribou did not align well with the areas that were best for representing biodiversity overall (Fig. 11.30). The implication was that, in the face of constraints on the total amount of protection, a choice would have to be made between protecting caribou and protecting overall biodiversity.

Lastly, the group examined a scenario in which Marxan was required to minimize conflicts with resource development while still achieving representation targets. The proxy for resource conflict was the estimated value of oil, gas, and forest resources within each planning unit (Map C in Fig. 11.12). The reserve designs for this scenario were not appreciably different from the base case. This was because resource values and linear disturbances were highly correlated spatially—most of the disturbance footprint was related to access for resource development. By requiring Marxan to avoid linear disturbances in the base model, it avoided areas with high resource potential by default.

Once the scenario analysis was completed, the working group turned its attention to making recommendations. The group recognized that regional planners would need more than just raw Marxan output to work with. A bridge had to be built between the technical analysis and its application in land-use decision making.

The group first developed a composite map of Marxan output for the base scenario with fine-filter elements added. This map illustrated the planning units consistently selected under the different representation targets. Next, the group identified six priority areas for protection (black ovals in Fig. 11.29). This step was needed because the Marxan designs were too fragmented to be used directly in regional planning. The intent was to identify the best sites for establishing large contiguous protected areas, as required to maximize ecological function and to align with the criteria established by the Lower Athabasca Regional Plan.

The group also provided a written description for each of the six priority areas, conveying their individual contributions to the overall system. The group felt that planners and stakeholders needed to understand why the
specific sites were necessary and why they were not substitutable. The group also summarized the key findings from their scenario analyses and discussed the limitations of their study.

The group's final report was released in 2016, 15 months after the study began (Schneider and Pendlebury 2016). The Marxan data files were provided to the government through the government liaison in the working group.

Analysis and Conclusions

This case study provides an example of biocentric reserve planning. The working group had neither the capacity nor the authority to conduct a more comprehensive planning effort involving industry, local communities, and other stakeholders. Social decision making was expected to happen later, through the regional planning process. The group saw its role as preparing a sound foundation for later negotiations by identifying biotic priorities for protection.

This case study illustrates that there is a subjective aspect to setting protection priorities, even within the domain of conservation. Prior to this study, the government and several conservation organizations had prepared assessments of conservation priorities in northern Alberta, and each was distinct. The priority assessments were strongly influenced by the choices each organization made about which aspects of biodiversity to emphasize in its analysis.

A major contribution of this planning initiative was the opportunity it provided for alignment within the conservation community. Coming into the process, individual participants had different ideas about what was important to protect: species at risk, waterfowl and wetlands, old-growth birds, species richness, areas of high endemism, and so forth. As the list of elements expanded, it became apparent to the group that all habitats were important and merited protection.

The desire for comprehensive representation changed the nature of the planning exercise relative to earlier prioritization efforts. It made the coarse-filter approach the obvious foundation for the analysis. The coarse-filter approach was also recognized to be the most robust under climate change. The other major difference from earlier efforts was that this exercise incorporated constraints on the amount of protection. This motivated a search for optimal design solutions using Marxan. In addition, greater consideration was given to trade-offs among representation objectives.

From an ecological perspective, the final design was a compromise solution, as would be expected in the face of area constraints. It provided balanced representation of all elements, but it did not ensure that the critical habitat of all species was protected or that recovery objectives would be achieved. Woodland caribou are a prime example. The base scenario provided some protection of caribou ranges (mostly in existing reserves), but it was far below the level prescribed by the federal species recovery strategy. Shortfalls were also likely in other species, though this was not quantified because critical habitat was not identified for most.

The final design also suffered from a low level of connectivity. Given such a large study area, the priority regions for protection were separated by great distances (Fig. 11.29). The group identified some local opportunities for connectivity in their report, but no solutions were provided for resolving the major disjunctions. Achieving both
representation and connectivity would require much greater levels of protection than considered in the study. Alternatively, connectivity could be achieved through special management zones.

These deficiencies need to be seen in context. Designing an ecologically optimum reserve system was never the intent of the planning exercise. The aim was to identify conservation priorities, so that any new reserves arising from the regional planning process would be located in areas that provided the greatest conservation benefit. Constructing an ecologically optimum reserve system would require a level of protection substantially greater than the 21% precedent set in the Lower Athabasca Regional Plan.

In the end, the project failed to achieve its goal of guiding protected area planning in northwest Alberta. Even though the working group did everything in its power to align its efforts with the regional planning process, including having a government liaison participate as a group member, its findings were never used. Instead, shortly after the group submitted its report, the provincial government announced its intention to protect the range of three caribou herds in northwest Alberta, as part of its caribou recovery efforts (see Case Study 3; Denhoff 2016).

Given limits on the amount of protection that is politically feasible, a decision to focus on protecting caribou leaves less opportunity for protecting sites that benefit biodiversity overall. The three new caribou areas are large, totalling over 15,000 km$^2$, yet they are largely devoid of the high-priority planning units identified in the Marxan analysis (Fig. 11.31). This is exactly the sort of outcome, reflecting a very narrow interpretation of biodiversity, that the working group was hoping to forestall.

We have here an unfortunately clear example of how focal species conservation can undermine efforts to achieve broader biodiversity conservation goals. Political leaders do not have the time or expertise to wade into the nuances of ecological trade-offs. It is much easier for them to latch onto a high profile species and use it as a proxy for biodiversity as a whole. In this case, the derailment of the entire land-use planning process (see Case Study 2) gave added impetus to the search for simple and quick land-use solutions.

This is not to say that promoting the conservation of focal species is necessarily a bad strategy. Without a “poster child” to rally public attention and support, biodiversity conservation initiatives often fail to make progress. Much depends on local circumstances and there is no general rule to follow, except perhaps the old adage: be careful of what you ask for, you might get it.
Conclusions

Conservation in Practice

In this final chapter, we will look back over what we have learned, highlighting a number of core themes about applied conservation. We will begin with a summary of the insights gained from the case studies. Then we will review the key factors associated with successful conservation initiatives. Finally, we will consider how effectiveness can be maximized at the personal level.

The case studies in the previous chapter do not necessarily reflect how conservation should be done, but how it typically is done. Much can be learned from these examples about how conservation theory is translated into conservation practice.

First, the case studies confirm that conservation is mainly about managing people rather than managing wild species per se. Cumulative disturbances are the main overarching concern. It is not the harvest of a single forest stand, or the landing of an individual fish, or the one-time application of a pesticide that creates a conservation problem. Concerns arise when these activities accumulate over time and space and when different types of activities occur in the same area.

Second, trade-off decisions are a central feature of conservation, and compromise solutions are the norm. This was a consistent theme in the case studies. In practice, we do not seek to maintain biodiversity, but to limit the risk to biodiversity from human activities to a socially acceptable level. This risk calculation varies from case to case and over time.
Third, aspirational conservation objectives derived from a sound ecological reference state are a critical component of effective conservation. They drive the search for innovative management solutions and guard against the acceptance of progressively diminished conservation outcomes over time. As demonstrated by the walleye example, pre-emptive compromises and shifting baselines are barriers to conservation.

Fourth, conservation decision making is not driven by value trade-offs alone. Science has a central role, providing the foundation for making informed, optimal choices. In the case studies, science was used to characterize threats, develop effective management approaches, predict outcomes under different management options, and monitor outcomes. Examples of decision making that are purely science or value driven do exist, but they are the exception rather than the rule.

Fifth, conservation decision making is hierarchical and involves different decision makers operating at different levels. In principle, legislation and high-level policies guide lower-level decision making concerned with implementation. However, the case studies illustrate that the decision hierarchy is not well integrated. Moreover, high-level policy tends to feature vague terms, such as “maintain” and “health,” without defining what those terms mean (SARA being a notable exception). Consequently, the implementation of conservation measures entails interpreting higher-level policy in a case-specific context. This translation from policy to action is strongly influenced by local circumstances and by the interest, knowledge, and capacity of individuals operating at the base of the decision hierarchy. Thus, conservation is as much a bottom-up process as it is a top-down process.

Lastly, we see that conservation projects are not discrete entities. Individual projects are stages in an ever-evolving process subject to periods of relative stasis and periods of rapid change. Viewed over time, we can see that progress is being made (e.g., Al-Pac’s new approach to forest harvesting). But new threats continue to emerge as well (e.g., the technological advances that made Al-Pac’s mill economically viable in the first place). Like the mythical Sisyphus, who had to roll a large boulder up a hill each day only to have it roll down again, conservationists face a task that never ends.
Correlates of Success

The fundamental goal of conservation is to restore and then maintain species and ecosystems as they would be in their natural state. In practice, this goal is rarely achievable because compromises with other social objectives are usually required. Therefore, when assessing the effectiveness of conservation efforts, it is best to treat the natural state as an aspirational goal. Success is measured in terms of the progress made toward that ultimate goal.

The assessment of conservation success also needs to consider efficiency. Conservation resources are limited, so it is not only the amount of progress that is important, but the progress per unit of effort. A conservation initiative that achieves twice the conservation gain as another for the same level of input must be considered more successful. This is the basis of the optimal resource allocation concept.

Several fundamental themes concerning conservation success can be discerned:

1. Effective leadership and collaboration. Conservation initiatives generally require the collaborative contributions of many people. But having an individual, core group, or political champion who provides leadership and drive can make a big difference in the level of success achieved.

2. Adequate resources. Conservation initiatives require people with appropriate skills and funding for implementation. Many conservation issues languish because of inadequate resources.

3. Authority for decision making and implementation. Conservation success is highest when the threats being addressed fall within the purview of conservation practitioners. The recovery of walleye and the reintroduction of the swift fox are cases in point. In these cases, the conservation practitioners were operating within their domain of authority and could ensure that implementation would occur. The recovery of caribou provides a contrasting example. In this case, conservation practitioners had little influence over the decisions that really mattered (e.g., tenure allocation, forest harvest rates, infrastructure development). They knew what needed to be done but could not compel the necessary action.

When it comes to conservation at the ecosystem level, conservation practitioners only have meaningful management authority within protected areas. On the working landscape, management authority is divided among government departments with competing mandates, making it difficult to advance ecosystem-level conservation initiatives. As we saw in the regional planning case study, decision making at this scale is complex, politicized, and slow. Moreover, conservation objectives are easily diluted or treated superficially.

4. An effective decision-making process. Decision making is central to conservation. Conservation problems need to be prioritized so that efforts are focused where they will have the greatest benefit. We also need to determine which management actions out of the spectrum of possibilities are most effective. And we need to find optimal solutions to trade-offs among competing objectives. Thus, effective conservation depends on effective decision making, exemplified by the structured decision-making framework. Effective processes are in turn a function of sound institutional structures.

The application of structured decision-making principles was evident in the successful case studies. However,
these real-world examples did not neatly follow the template outlined in Chapter 10. In each case, certain aspects of the process were emphasized over others because the planning challenges differed. For example, in the reserve design case study, considerable effort was needed in clarifying the objectives (i.e., determining what needed to be represented). In the swift fox reintroduction, the main challenge was assessing the effectiveness of the available management alternatives. In the Al-Pac case study, the planning team spent years developing innovative management approaches rather than choosing from among ineffective existing options. And in the walleye case study, the decisions turned on stakeholder-based preferences, informed by science.

The case studies also illustrated the effect of planning scope. As the scope of planning expanded, decision making became more complex and unwieldy, with more voices at the table, more objectives to balance, and more knowledge gaps to fill. The best outcomes were achieved in relatively simple and well-contained systems. The walleye case study provides a good example. Decision-making methods that were highly successful at the scale of individual lakes bogged down when later applied at the regional scale.

Of course, it is not always possible to break large problems into smaller manageable chunks. Many conservation problems can only be addressed through regional-scale decisions that address the root causes of conflict.

5. **Public and political support.** Conservation decisions generally reflect compromise solutions. The nature of this compromise is influenced by both the method of decision making and the level of support the competing values enjoy. As a general rule, the higher the level of conflict, the higher the level of support needed to make substantive conservation gains. The swift fox reintroduction and efforts to recover caribou provide contrasting examples (Fig. 12.1).

Public support is critical, since it underpins the entire enterprise of conservation. Biodiversity is a public good and the vast majority of Canadian lands are publicly (Crown) owned. As discussed in Chapter 3, public support for conservation in Canada is strong and broad based. But it is not always effectively mobilized. Efforts to raise public awareness and engagement are often required to make progress.

It is also critical that public interests relating to conservation are properly represented in decision-making forums. Biodiversity has no voice of its own, so conservation concerns are sometimes overridden by the interests of local communities and industry. For example, in the caribou case study, we saw how local opposition caused the government to backtrack on caribou protection efforts in northwestern Alberta. It generally falls to conservation practitioners and other conservation proponents, both within and outside of government, to ensure that the public interest pertaining to biodiversity is given an effective voice. The application of conservation law, particularly SARA, can also be helpful in advancing the wider public interest.

---

**Fig. 12.1.** Conservation outcomes are influenced by the level of conflict and by the level of public and political support. The swift fox reintroduction project had a low public profile, but also a low level of conflict. In contrast, caribou enjoyed a high level of public support, nevertheless conflicts with industry stymied recovery efforts.
The level of political support is another important factor in determining conservation outcomes. As we saw in the regional planning case study, the presence (or absence) of a political champion can make a big difference in how much progress is achieved. Conservation practitioners can generate political support for conservation by informing elected officials of conservation issues and providing workable solutions. But in many cases, the ruling party’s ideology and policy platform will have an overriding influence on the positions it takes. Advancing conservation at this level requires political engagement and is mostly undertaken by environmental groups with a mandate for such activities.
In this last section, we turn to effectiveness at the personal level. The practice of conservation requires a combination of broad and specialized knowledge—a so-called “T-shaped” skill set (Fig. 12.2; Schwartz et al. 2017). The stem of the T represents in-depth knowledge of a specific discipline. This knowledge is generally gained through formal study, typically in a subfield of biology but also in fields such as law, policy, social science, and economics.

The top bar of the T represents basic competence in a broad suite of ancillary fields relevant to working at the interface between science and policy (Jacobson and Duff 1998). Interdisciplinary knowledge and skills are typically acquired through self-directed study and work experience rather than university classes alone. This form of learning never really ends. The skills of greatest utility for advancing conservation include:

- **Communication ability.** Conservation invariably involves working with people, including colleagues, stakeholders, funders, elected officials, and the public. Therefore, the ability to communicate effectively, both orally and in written form, is a fundamental skill required by conservation practitioners. Effective communication also entails effective listening and a willingness to see the world from other points of view.

- **Decision-making skills.** Conservation practitioners should understand the principles of structured decision making and be able to apply them. Structured decision making should not be viewed as a rigid template, but as an effective way of thinking through problems that can be flexibly adapted to specific situations. Decision making also requires analytical skills for identifying problems, clarifying objectives, evaluating options, and so forth.

- **Management skills.** Besides making decisions, conservation practitioners need to oversee projects, facilitate groups, resolve conflicts, and accomplish various other tasks that fall under the general heading of management. Effective management requires good interpersonal and organizational skills as well as leadership ability.

- **Interdisciplinary knowledge.** To be effective, conservation practitioners need to understand the socio-political arena in which they are working. This includes institutional structures, relevant laws and policies, economic drivers, and the perspectives of the main stakeholders.
Effectiveness is also influenced by the way that personal resources, such as time, effort, and influence are allocated. Conservation practitioners should focus their efforts on initiatives that provide the greatest potential for advancing conservation, taking one’s abilities and terms of employment into account. Finding an organization that provides a good fit with one’s interests and abilities is part of this optimization process.

From our earlier discussion of the correlates of success, it may be tempting to conclude that it is best to focus on simple, well-contained conservation problems. But the calculus of effectiveness is deeper than that. The intractability of high-level initiatives is offset by their potential to benefit large numbers of species across wide spatial extents (Fig. 12.3). Even small conservation gains at this level can be important for maintaining overall biodiversity, and over the long term, these small gains can add up. Moreover, this is where the root causes of conservation problems are addressed. The upshot is that prioritization decisions are never easy, and they merit a thoughtful, structured process. Periodic reassessment is also important, because the parameters are constantly changing (e.g., conservation threats, conservation resources, knowledge gaps, and political windows of opportunity).

Effectiveness should also be maximized within individual projects. Problems should be approached holistically and with an outcome-oriented mindset. The idea is to begin with the end in mind and let the final objective guide the choice of actions. This approach avoids the trap of “busy work,” where much is being done but little is being accomplished.

With respect to specific practices, it is important to learn from the experience of others. Although the outcomes of conservation initiatives are not consistently reported, papers on conservation methods, tailored to specific species and problems, have slowly accumulated over the years. The collective body of knowledge is now quite large. A useful resource is the Conservation Evidence website, which provides a searchable database of conservation techniques based on over 5,000 published studies. This site provides a gateway to the literature.

In many cases, overcoming barriers to conservation requires innovative thinking and a willingness to be flexible. This can mean stepping out of one’s comfort zone. The biologists hired by Al-Pac never expected to be government lobbyists, and the biologists managing walleye never expected to be workshop facilitators. Yet these activities were essential to success. The point is not that individual conservation practitioners can or should do everything, but that adaptability and a laser focus on outcomes are central to effectiveness.

Based on his long career in fisheries management, Carl Walters (2007) offers additional insights into what contributes to successful project outcomes, focusing on the role of individual conservation practitioners:
The leaders have been people who (1) have a broad overview of the decision-making and implementation process, along with intimate knowledge of all the people and technical/administrative details involved in each step in the process; (2) are very well organized in terms of planning who, what, where, and when specific activities and actions are needed; (3) simply refuse to take no for an answer on the many occasions when contributors to the process offer excuses for inaction; and (4) are willing to devote their whole career, for extended periods of time (typically several years), to the implementation process. (p. 3)

Finally, it is important to recognize that conservation evolves slowly, in fits and starts. It is a long game that demands patience, persistence, and an optimistic “the glass is half full” outlook. Setbacks are many, and conservation practitioners need to be able to accept them, reassess, and move on. It is also important to recognize windows of opportunity when they arise and to act decisively when they do. In the final analysis, conservation practitioners cannot solve all of the world’s environmental problems, but we have an outsize effect relative to our numbers, and we can make a significant difference.
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**Glossary**

**A**

**Adaptation**: (1) genetic changes driven by natural selection that increase individual fitness in a given environment; (2) physical or behavioural changes to accommodate changing conditions.

**Adaptive management**: reducing decision-making uncertainties by monitoring and analyzing the outcomes of alternative management actions; learning by doing.

**Alien species**: a species living outside of its native range; also known as exotic species.

**Alleles**: different forms of the same gene resulting from mutations of the DNA sequence.

**Allee effect**: the positive relationship between the number of individuals in a population and the reproduction and survival of individuals.

**Alpha diversity**: the species diversity that exists at a specific site (local-scale diversity).

**Anthropocentric**: an ethical perspective holding that humans are the most important elements of the world.

**Anthropogenic**: originating from human activity.

**Assisted migration** (or colonization): a climate adaptation measure that entails directly facilitating the movement of a species into suitable habitat outside of its historical range.

**Augmentation**: the release of new individuals into an existing population to increase its size or genetic diversity.

**B**

**Beta diversity**: a measure of the difference in species composition among sites.

**Bioamplification**: the concentration of toxins in animals at the top of the food chain.

**Biocentric**: an ethical perspective holding that all life deserves equal moral consideration or has equal moral standing.

**Bioclimatic envelope model**: a statistical model that describes the range of a species or the spatial distribution of an ecosystem as a function of the prevailing climatic conditions.

**Biodiversity**: the variety of life in all its forms and at all levels of organization.

**Biological control**: the release of a species, usually a predator or pathogen, to control a pest population.
Biome: a major biological community that has formed in response to particular climatic conditions over a large geographic area

Carrying capacity: the number of individuals or biomass of a species that an ecosystem can support over the long term

Climate adaptation: adjusting to the effects of climate change

Climate mitigation: efforts to reduce the amount of future climate change, mostly through limits on the release of greenhouse gases

Climate refugia: areas where climatic conditions are expected to remain relatively stable or change very slowly despite progressive global warming

Climate velocity: the distance a climate envelope shifts per unit of time

Coarse-filter approach: (1) an approach to reserve design that entails protecting a representative sample of major ecosystem types; (2) a synonym for ecosystem-level conservation efforts

Community: an interacting group of species in a given location; the living members of an ecosystem

Competition: the interaction between individuals, groups, and species related to the acquisition of a limited resource

Connectivity: the degree to which a landscape facilitates or impedes the movement of animals and plants

Conservation easement: an approach to conservation in which a private landowner gives up certain legal rights concerning development, typically in exchange for tax benefits

Conservation practitioner: an individual with some form of conservation expertise working on applied conservation issues

Conservation triage: see optimal resource allocation

Contiguous: sharing a common border

Corridor: a special management zone intended to facilitate movement across barriers or to connect fragmented landscapes

COSEWIC: Committee on the Status of Endangered Wildlife in Canada; a body that oversees the assessment of species and makes recommendations regarding their listing as species at risk

Cost-benefit analysis: a component of decision making in which the positive and negative aspects of a proposed management action are tallied and compared, often in dollar terms.
**Critical habitat:** under the Species at Risk Act, the habitat necessary for the survival or recovery of a listed wildlife species

**Demography:** the study of population traits such as abundance, density, sex ratio, and rates of birth and death which together determine the dynamics of populations

**Demographic stochasticity:** random variations in the sex ratio and the rates of reproduction and death that can contribute to the decline of small populations

**Density dependence:** the regulation of population growth rates by factors related to population density, such as competition for food

**Density independence:** the regulation of population growth rates by factors unrelated to population density, such as catastrophic disturbances

**Designatable units:** a population, subspecies, or species that COSEWIC considers to be a discrete, evolutionarily significant unit for the purpose of assessment and listing

**Dispersal:** the movement of young plants and animals away from their parents

**Easement:** See conservation easement.

**Ecological integrity:** the degree to which an assemblage of organisms maintains its composition, structure, and function over time relative to a comparable assemblage that has been unaltered by human actions

**Ecological niche:** (1) the range of biotic and abiotic conditions necessary for species persistence; (2) the ecological role and position a species in an ecosystem

**Ecological threshold:** the point where an ecological indicator transitions from showing little response to increasing levels of a driver to a disproportionately large response

**Ecosystem:** a group of interacting organisms and the physical environment they inhabit

**Ecosystem structure:** the spatial arrangement of ecosystem components across multiple scales

**Ecosystem composition:** the variety and abundance of species in a given system

**Ecosystem function:** the ecological processes characteristic of living systems, such as succession, nutrient cycling, predation, and dispersal

**Ecological reference state:** the state of selected ecosystem indicators used as a target for management; often derived from the reconstructed preindustrial condition
**Ecosystem management**: a systems approach to resource management that places a priority on maintaining ecological structures and functions

**Ecosystem services**: benefits provided to human society from natural ecosystems

**Ecotone**: the transitional zone between two ecosystem types

**Ecoregion**: a coarse-scale unit of ecosystem classification featuring a relatively constant mix of environmental conditions and relatively distinct flora and fauna

**Edge effects**: the alterations in physical and biological conditions at the margins of habitat patches resulting from external influences

**Endemic**: (1) occurring in a place naturally; a native species; (2) describing a species as being found only in one geographic location, such as an island or nation

**Environmental impact assessment**: the part of a project approval process that examines the potential environmental consequences associated with a particular development

**Environmental stochasticity**: random variations in environmental conditions experienced by a population or community; a contributor to the decline of small populations

**Eutrophication**: an increase in the amount of nutrients in ecosystems as a result of human activities, especially agriculture

**Evapotranspiration**: the transfer of water to the atmosphere by evaporation from the soil and other surfaces and by transpiration from plants

**Exotic species**: see alien species

**Extinction debt**: species extinctions that are anticipated but delayed by biological lag effects

**Extinction vortex**: the synergistic action of demographic, genetic, and environmental processes that drive small populations to extinction

**Extirpation**: the extinction of a species from a specific geographic area; local extinction

**F**

**Fitness**: an individual's ability to grow, survive, and reproduce

**Flagship species**: a charismatic species that garners support for conservation

**Focal species**: a species of social significance that is the focus of management planning efforts

**Frame**: a mental construct that shapes the way we see the world and think about problems

**G**
**Gamma diversity:** the species diversity that exists across a broad region

**Gene flow:** the transfer of genetic material among populations arising from the movement of individuals

**Gene pool:** the total array of genes and alleles in a population

**Genotype:** the particular combination of alleles possessed by an individual

**Habitat:** the physical and biological environment using by an individual, population, or species

**Habitat fragmentation:** the transformation of contiguous habitat into a collection of small, isolated habitat patches through habitat loss

**Heterogeneity:** the state of being diverse in composition or character

**Homogeneity:** the state of being uniform in composition or character

**Hot spots:** areas identified as conservation priorities because of high species richness or high endemism

**Inbreeding depression:** the loss of fitness in small populations resulting from mating among related individuals

**Indicator:** a measurable system component or attribute used to assess the status of a system or a specific management objective

**Industrial footprint:** the cumulative modification of a natural landscape resulting from industrial activities.

**Invasive species:** species with high potential for expansion into new ecosystems; usually alien species

**Irreplaceability:** in reserve design, a description of planning units that cannot be substituted because they contain features not found elsewhere

**IUCN:** International Union for the Conservation of Nature

**Keystone species:** species that play a critical role in ecosystem function, above what would be expected from their abundance

**Land ethic:** a foundational concept underpinning Ecosystem-scale conservation first advanced by Aldo Leopold; nature is seen as an integrated system that needs to be managed as a whole
**Maximum sustained yield**: a harvest rate tuned to the natural demographics of a population such that production and harvest are maximal and non-declining

**Metapopulation**: a population that is divided into subpopulations as a result of natural or anthropogenic habitat fragmentation and which is linked by intermittent migration

**Minimum viable population**: the smallest population size able to persist over a defined interval at a given level of probability (e.g., a 99% chance of surviving over the next 100 years)

**Mitigation measures**: actions taken to prevent or reduce the adverse environmental effects of a project or other human activities

N

**Natural**: the state of a species or system unaffected by the activities of modern society

**Natural disturbance model**: the modification of industrial practices such that anthropogenic disturbances approximate the effects of natural disturbances

**Natural range of variability (NRV)**: a statistical summary of the mean and variance of biotic elements and processes in a given area under natural conditions

**Niche**: see ecological niche

**Normative**: in science, research that is developed, presented, or interpreted based on an assumed preference for a particular policy

O

**Offset**: the restoration of an external site to compensate for unavoidable habitat losses from an industrial project

**Old-growth forest**: the stage in forest stand succession where natural senescence of the initial cohort of trees leads to individual tree replacement and increased structural complexity

**Optimal resource allocation**: in conservation, the efficient allocation of available resources to maximize conservation benefits

**Opportunity cost**: in the context of trade-off decisions, the values foregone when choosing one course of action over another

P

**Path dependence**: a situation where decisions made in the past constrain what is feasible in the present

**Perturbation**: A deviation of a system or process from its normal state or path, caused by an outside influence
**Phenotype**: the morphological, physiological, and biochemical characteristics of an individual arising from the expression of its genotype in a particular environment

**Population**: a group of individuals that live in a particular geographical area and normally breed with one another

**Population viability analysis**: a modeling approach for predicting a population's likelihood of persistence on the basis of demographic parameters

**Precautionary principle**: a management concept which states that measures to prevent environmental degradation should not be delayed because of a lack of full scientific certainty

**Preindustrial baseline**: the environmental conditions prior to industrial development, commonly used as a proxy for the natural state in conservation initiatives

R

**Ratchet effect**: see shifting baseline

**Reclamation**: the repair of damage to a degraded site without necessarily recreating the original ecosystem

**Reintroduction**: The release of captive bred or Wild-collected individuals into a part of their historical range where they no longer occur

**Remote sensing**: the use of high-resolution imagery from satellites and aircraft to study the earth's surface, often for the purpose of landscape classification and monitoring

**Replacement cost**: the estimated value of an ecosystem service based on the cost of replacing it with a human-based alternative

**Rescue effect**: the process whereby extirpation of small populations is prevented through immigration from other subpopulations

**Reserve**: a synonym for protected area

**Resilience**: the ability of a species or ecosystem to return to its original state after a disturbance

**Resource selection function**: a statistical model used to explain and predict habitat selection by individuals at the local scale

**Restoration**: the process of returning a degraded ecosystem to its natural state

**Richness**: the number of different species at a site or within a region

S

**Salvage logging**: the removal of standing dead trees after fire or other disturbance
**Species at Risk Act (SARA):** federal legislation governing the recovery of Canadian species at risk

**Scenarios:** in planning applications, alternative visions of how the future might unfold, chosen to foster learning about the management of a system

**Sensitivity analysis:** a modelling technique used to identify the most influential variables in a system as well as the main sources of uncertainty

**Shifting mosaic:** the complex, everchanging landscape pattern created by the turnover of habitat patches from disturbance and succession

**Shifting baseline:** where conservation objectives are reset each generation based on existing conditions, locking in losses that have already occurred

**Silviculture:** the practice of controlling the establishment, growth, composition, and quality of forests to meet specified management objectives

**Sink population:** a population existing in suboptimal conditions that must rely on immigration to remain viable

**SLOSS:** a debate concerning the design of protected areas focused on the relative merits of having a single large or several small reserves

**Social licence:** the standards that organizations must meet to achieve acceptance of their operations by local communities, stakeholders, and the public

**Source population:** a population that is intrinsically viable and can serve as a source of emigrants to other areas

**Species:** in conservation applications, a group of individuals capable of interbreeding under natural conditions

**Species at risk:** species listed as threatened or endangered under federal or provincial law and subject to special protection and recovery planning

**Stochasticity:** random variation in a ecological or environmental processes, such as weather, natural disturbances, and reproduction

**Succession:** the gradual and sequential process of change in ecosystem composition and structure following natural or anthropogenic disturbance

**Sustainable development:** development that meets the needs of the present without compromising the ability of future generations to meet their own needs

**Sustainable forest management:** forestry designed to maintain and enhance the long-term health of forest ecosystems while providing benefits to present and future generations
Systematic conservation planning: a framework for reserve design featuring optimization methods for achieving comprehensive representation of biodiversity elements and the maximization of other design features

T

Telemetry: the collection of information using a remote transmitter, such as an animal collar fitted with a GPS unit

Trade-off: the necessity of giving up one thing to get something else when a constraint or incompatibility prevents the simultaneous achievement of multiple objectives

Tragedy of the Commons: a resource management problem in which the users of a shared resource end up depleting it through the narrow pursuit of self interest

Translational ecology: an approach in which conservation practitioners, stakeholders, and decision makers work together to develop research that addresses the practical dimensions of an environmental problem

Translocation: the intentional release of organisms from one area into another

Triad approach: a form of landuse zonation that includes a sustainable use zone, an intensive management zone, and a fully protected zone

U

Umbrella species: species with large home ranges and broad habitat requirements that can serve as surrogates for other species in habitat management initiatives

Utilitarian perspective: a viewpoint that emphasizes the direct benefits of biological systems and components to humans

V

Values: deeply held beliefs about what is desirable, right, and appropriate
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