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ABSTRACT 19 

Construction labor productivity (CLP) is one of the most important factors in the 20 

construction industry, as it has a direct effect on a company’s efficiency and 21 

profitability. The accurate prediction of CLP is essential for effective decision-making 22 

prior to project execution, and continuous tracking and improvement of productivity 23 

over a project life cycle is necessary for its success. The objective of this paper is to 24 

develop a framework to help construction organizations predict and measure 25 

construction productivity, leading to improved project performance in terms of cost, 26 

time, and quality. CLP is affected by numerous factors, including the high-dimensional 27 

factors that result from a large number of model input variables and which often impose 28 

a high computational cost and the risk of overfitting of data. Therefore, it is necessary 29 

to use feature selection methods to reduce the dimensionality of CLP data. This paper 30 

proposes a framework that integrates an artificial neural network (ANN) and a genetic 31 

algorithm (GA) for feature selection. The proposed framework is used to develop a 32 

predictive model for CLP using features selected because they provide the best 33 

prediction of CLP. The ability of GAs to generate an optimal feature subset in 34 

combination with the superior accuracy of ANNs is a unique advancement that this 35 

framework offers for improving the prediction of labor productivity. The developed 36 

model can predict productivity and specify which factors are most predictive of CLP. 37 

The contributions of this paper are (1) the development of a framework that uses an 38 

integrated ANN and GA as a wrapper method for selecting the features with the most 39 

influence on CLP and (2) the development of an improved predictive model that can 40 

be used to both predict and measure CLP. 41 
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INTRODUCTION 42 

Since many activities in the construction industry are labor dependent, improving 43 

labor productivity is key for improving project performance. Construction labor 44 

productivity (CLP) significantly impacts a company’s profitability and project cost, 45 

and construction organizations therefore need a predictive model of activity-level CLP 46 

that helps them understand which factors affect labor productivity (Moselhi and Khan 47 

2012). Numerous factors, both subjective (e.g., foreman skill and task complexity) and 48 

objective (e.g., crew size), have been identified that affect CLP, causing complex 49 

variability (Tsehayae and Fayek 2014; Raoufi and Fayek 2018; Hamza et al. 2019). 50 

Therefore, providing a predictive model for CLP requires complex mapping of the 51 

affecting factors (Heravi and Eslamdoost 2015). A large number of inputs and high-52 

dimensional data may present different problems, such as reduced accuracy and 53 

increased complexity (Piao and Ryu 2017). To overcome these problems and find the 54 

factors with the most influence on CLP, feature selection methods are used. In data 55 

mining, feature selection is a necessary preprocessing approach for identifying a 56 

relevant subset for classification. The aim of feature selection is to quickly develop 57 

prediction models with better performance (Piao and Ryu 2017). 58 

Past research that used both filter methods and wrapper methods indicates that the 59 

wrapper method produces better results in feature selection (Alolfe et al. 2009). 60 

However, current CLP studies are limited in their use of feature selection methods, as 61 

they use only filter methods. 62 

In this paper, a framework for feature selection that uses an ANN and a GA as a 63 

wrapper method is developed and used to produce a predictive model for CLP. The 64 

framework integrates the ANN and the GA for feature selection in order to find the 65 

optimal feature subset by minimizing the fitness error of the ANN. Then, by employing 66 

the selected features in the ANN as inputs with CLP as the output, a model for 67 

predicting CLP is developed. 68 

This approach predicts and measures CLP using the most influential factors, which 69 

are selected by employing the neural-genetic algorithm as a combination of the ANN 70 

and GA for selecting the best predictive CLP factors. Using both the abovementioned 71 

feature selection algorithm and a database for CLP factors enables the identification of 72 

the factors with the most influence on CLP so they can be taken into account on various 73 

construction projects. 74 

This paper is organized as follows: First, a review of past research on feature 75 

selection methods, past methods used to select CLP factors, and the integration of an 76 

ANN and a GA is presented. Then, a neural-genetic algorithm for selecting the best 77 

predictive factors of CLP is described. Using the selected features, a predictive model 78 

for labor productivity is developed. Next, a case study and the results of implementing 79 

the algorithm are presented along with the predictive model. Finally, conclusions and 80 

future research are presented. 81 

LITERATURE REVIEW 82 

Feature selection is the process of identifying and removing irrelevant and 83 

redundant data (Hall 1999). It focuses on choosing a subset of the input features that 84 

efficiently represents the input data while decreasing irrelevant features or noise effects 85 

and providing a relatively accurate prediction of results. The main benefits of feature 86 

selection are that (1) it decreases the amount of data needed to achieve learning, (2) it 87 
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enhances the predictive accuracy of models, (3) it reduces model execution time 88 

because there are fewer inputs, and (4) it allows learned knowledge to be easily 89 

understood because it is more compact (Hall 1999). Filter and wrapper methods are the 90 

main approaches for feature selection (Yao et al. 2015). Filter methods are independent 91 

of learning algorithms and choose best features based on some of the statistical 92 

properties of data, such as their correlation coefficients. Because a small number of 93 

features are used for classification in filter methods, the computation cost is low, which 94 

is the main advantage of these methods. However, a small number of features, even if 95 

they are the “best” ones, does not guarantee high classification accuracy (Cover 1974). 96 

Furthermore, most filter methods are only suitable for developing mathematical 97 

equations by the statistical regression method (Guyon et al. 2008; Gerami Seresht and 98 

Fayek 2018; Raoufi and Fayek 2018a). Wrapper methods, on the other hand, use the 99 

accuracy of a learning algorithm as a criterion for selecting useful features (Yao et al. 100 

2015), and they explore the feature space to score feature subsets according to their 101 

predictive power. Wrapper methods are therefore a more effective means of 102 

constructing a predictive model than filter methods because they are tuned to the 103 

specific interaction between a learning algorithm and its training data (Ahmad et al. 104 

2015; Aličković and Subasi 2017). However, their application is limited because of the 105 

high computational complexity that occurs when numerous feature sets are considered 106 

(Piao and Ryu. 2017). 107 

In the construction discipline, there are some studies that use filter feature selection 108 

for reducing the number of factors influencing CLP. Tsehayae and Fayek (2014) 109 

identified a total of 169 parameters influencing CLP in building and industrial projects. 110 

As the 169 input parameters and seven process variables result in a high-dimension 111 

feature space, Tsehayae and Fayek (2016) used a correlation-based feature selection 112 

(CFS) algorithm, which is a filter method, and proposed a predictive model that uses a 113 

fuzzy inference system. Although the CFS algorithm is suitable in that it has the ability 114 

to deal with a high dimension of input space and a small number of data instances, 115 

using a wrapper method is more appropriate for predictive modeling using artificial 116 

intelligence (AI) techniques, such as fuzzy inference systems and ANNs, because of its 117 

superior performance (Piao and Ryu 2017). Therefore, this research proposes the 118 

integration of an ANN and a GA as a wrapper method for CLP feature selection. 119 

The integration of the ANN with the GA has not been investigated in CLP studies 120 

in the construction domain. However, in other domains, such as medical research, the 121 

integration of ANNs with GAs for feature selection has been studied. For example, the 122 

technique of combining ANN parameters that are simultaneously optimized by the GA 123 

was proposed by Verma and Zhang (2007) and Ahmad et al. (2015) to implement 124 

feature selection for diagnosing breast cancer. The classification rates achieved in both 125 

studies were promising and showed better results than most previous studies that used 126 

filter methods. 127 

GAs, inspired by the natural selection process, are strong evolutionary optimization 128 

algorithms that search for the best subset of system parameters for the development of 129 

an accurate predictive model. GAs have been applied successfully for feature selection 130 

by various researchers (Gerami Seresht and Fayek 2018). The integration of a GA and 131 

an ANN (e.g., in Verma and Zhang 2007) has recently attracted wide attention. The 132 
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objective of this paper is to present a neural-genetic algorithm for finding the most 133 

influential features and developing a predictive model for CLP. 134 

METHODOLOGY TO DEVELOP A NEURAL-GENETIC ALGORITHM 135 

FOR FEATURE SELECTION 136 

This paper presents a neural-genetic algorithm for finding the most influential 137 

factors from a number of existing features that affect CLP in order to develop a model 138 

for predicting CLP. 139 

Figure 1 shows the conceptual integration of a GA and an ANN, where each 140 

individual in the population indicates a candidate solution for selecting the feature 141 

subset. If there are 𝑛 features affecting CLP, there are 2𝑛 possible feature subsets. Each 142 

feature subset is called a “chromosome” and contains 𝑛 genes, which can have one of 143 

two values. A value of 1 indicates that the corresponding feature has been chosen for 144 

predicting CLP, and a value of 0 means that the feature has not been selected. 145 

 146 
Figure 1. Conceptual integration of GA and ANN. 147 

An overview of the proposed framework is shown in Figure 2, which presents the 148 

process of integrating the GA and the ANN for feature selection. There five steps to 149 

performing this integration, described in detail in the following paragraphs. 150 

As shown in Figure 2, in the first step, the algorithm generates the random initial 151 

population of chromosomes. Each individual in the population represents an available 152 

solution to the feature subset selection problem. 153 

In the second step, the selected features are the inputs of the ANN. In the neural 154 

network, the number of hidden layer nodes is calculated using Equation (1), as the 155 

appropriate hidden layer size is calculated based on the number of inputs and outputs 156 

(Heaton 2008). 157 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑜𝑑𝑒𝑠 =  2 ∗ √𝑖𝑛𝑝𝑢𝑡𝑠 + 𝑜𝑢𝑡𝑝𝑢𝑡𝑠  (1) 158 

In the third step, the training set, validation set, and testing set are built from the 159 

CLP dataset collected by Tsehayae and Fayek (2014). Then, using the training set, the 160 

process of training the network is started. To avoid overtraining in ANN, the error of 161 

the validation set is considered during this process. If the error grows for five iterations 162 

consecutively, then the training stops. 163 

The fourth step is the fitness calculation process, wherein the validation set is used 164 

to simulate the network and calculate the error by using the root mean square error 165 

(RMSE) based on Equation (2). 166 
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𝐸𝑟𝑟𝑜𝑟 = √
1

𝑛
∑ (𝐴𝑖 − 𝑇𝑖)2𝑝

𝑖=1  (2) 167 

where 𝑝, 𝐴𝑖 and 𝑇𝑖 are the number of output nodes, the actual output value of the 𝑖th 168 

output node, and the target output value of the 𝑖th output node, respectively. In this 169 

paper, there is one output node, which is CLP. A better fitness of the ANN requires a 170 

smaller error. 171 
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 172 
Figure 2. Overview of the CLP feature selection algorithm. 173 

The fifth step is a GA operation, which consists of the following process: 174 

(a) Selection: A roulette wheel selection strategy is used to choose the 175 

individual probabilistically to form a parent whose number is equal to the 176 

population size minus the elitism number. If 𝑓𝑖 is the fitness of individual 177 

𝑖 in the population, the probability of being selected is given by Equation 178 

(3), where 𝑁 is the population size. 179 

𝑃𝑖 = 𝑖
𝑓𝑖

∑ 𝑓𝑗
𝑁
𝑗=1

 (3) 180 



6 

(b) Crossover and mutation: Crossover is the process used to specify which two 181 

chromosomes will create a new offspring chromosome (Bean 1994). The 182 

mutation operation changes one or more genes in a chromosome from its 183 

initial state. All the chromosomes after the crossover operation will go 184 

through a mutation operation and a new offspring is produced. In this 185 

research, single point binary crossover and binary mutation are performed. 186 

(c) Elitism: Another process in the GA algorithm is elitism. Elitism involves 187 

copying a small proportion of the fittest candidates, unchanged, into the next 188 

generation. In this paper, the three best chromosomes are selected to be part 189 

of the population in the next generation. 190 

(d) Fitness function: The GA optimization method minimizes the value of a 191 

fitness function, which is shown as Z and calculated for each chromosome. 192 

The Z function is defined by Equation (4), where 𝑏 is a coefficient of the 193 

number of selected features (𝑛𝑓). In this study, we consider “b” to be equal 194 

to 0.008 in order to have fewer selected features. 195 

𝑍 = 𝐸𝑟𝑟𝑜𝑟 ∗ (1 + 𝑏 ∗ 𝑛𝑓) (4) 196 

After these processes, once the final generation with the best fitness value is 197 

reached, the iteration stops, and the feature subset that is chosen as a final solution is 198 

the one that is the best predictor of CLP among all feature subsets. Accordingly, a 199 

predictive model for CLP can be developed, which has the minimum fitness error. 200 

CASE STUDY 201 

To illustrate the proposed method of feature selection and construct the predictive 202 

model for CLP, a case study was conducted. Tsehayae and Fayek (2014) identified a 203 

total of 96 activity-level sub-parameters. In this case study, all 20 activity-level factors, 204 

identified by Tsehayae and Fayek (2014), that showed non-zero variance in data were 205 

considered inputs to the feature selection algorithm (Table 1), and CLP was the output 206 

of the predictive model. A total of 92 data instances were used. The aim of feature 207 

selection in this case study is to identify the most influential features among the 20 208 

activity-level factors to be able to quickly develop a predictive model of CLP. 209 

The proposed algorithm was developed in the MATLAB 9.6 environment. The 210 

backpropagation technique, which is one type of ANN learning algorithm, was used 211 

due to its fast execution and simple implementation in MATLAB. The output and the 212 

hidden nodes’ activation functions were pure linear and hyperbolic tangent, 213 

respectively. The output layer consisted of one output node, which is CLP. Table 2 214 

shows the GA parameter settings, which were based on Zhuo et al. (2008). In order to 215 

make data consistent across all tables, feature normalization was required. This 216 

approach uses normalized data, which are real numbers in the range 0–1. In this paper, 217 

70% of the CLP dataset was used for training, the next 15% was used for validation, 218 

and the last 15% was used for testing. The validation set was used to calculate the 219 

overall fitness of the network and choose the best network, and the testing set was used 220 

to achieve the desired test accuracy of the selected neural network. The early stopping 221 

method, which defines the maximum number of iterations before overfitting begins, 222 

was used to avoid overfitting of the network (Ebrahimi Kahou et al. 2015; Gal and 223 

Ghahramani 2016). 224 
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Table 1. CLP factors. 225 

Table 2. GA parameter settings. 226 

Parameter  

Population size 50 

Crossover probability 0.8 

Elitism size 3 

Mutation probability 0.2 

Maximum generation 40 

RESULTS 227 

As a result of implementing the neural-genetic algorithm, a total of seven features 228 

were selected as the factors with the most influence on CLP, and they were used to 229 

develop a predictive model. These seven features were crew size (f1), craftsperson 230 

technical training (f3), cooperation among craftspersons (f7), craftsperson motivation 231 

(f9), craftsperson fatigue (f10), fairness of work assignments (f12) and sharing of tools 232 

(f17). Table 3 shows the results of implementing the neural-genetic algorithm. As 233 

shown in Table 3, the final error of fitness calculation of the ANN was 0.0107, which 234 

was calculated using Equation (2). Based on Equation (4), Z represents the minimum 235 

amount of fitness function. As the number of selected features (i.e., inputs) was seven 236 

and the number of outputs was one, the number of hidden layer nodes in the selected 237 

model was calculated to be six using Equation (1). 238 

No Factor 

f1 Crew size 

f2 Craftsperson education 

f3 Craftsperson technical training 

f4 Crew composition  

f5 Crew experience (seniority) 

f6 Number of languages spoken  

f7 Cooperation among craftspersons  

f8 Treatment of craftspersons by foreman  

f9 Craftsperson motivation 

f10 Craftsperson fatigue 

f11 Team spirit of crew 

f12 Fairness of work assignments 

f13 Crew participation in foreman decision-making process 

f14 Crew flexibility 

f15 Availability of task materials 

f16 Quality of task materials 

f17 Sharing of tools 

f18 Working condition (noise)  

f19 Location of work scope (distance)  

f20 Fairness in performance review of crew by foreman 
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Table 3. Results of conducting neural-genetic algorithm. 239 

These selected features were the inputs of the achieved predictive model with the 240 

best fitness, which is shown in Figure 3. The limitation of the wrapper method in terms 241 

of computational complexity in dealing with numerous feature sets does not occur in 242 

this case because the utilized CLP dataset consists of 20 features. 243 

 244 
Figure 3. The predictive model for CLP. 245 

One of the selected features was cooperation among craftspersons (f7), which is 246 

supported by Tsehayae and Fayek (2014), whose work identified “good cooperation 247 

between craftsmen in a crew” as a top parameter having a positive effect on CLP. In 248 

addition, Jergeas (2009) found “labor relations” to be a target for CLP improvement. 249 

Tsehayae (2015) identified 27 identical input variables for CLP in a total four contexts 250 

(i.e., industrial, warehouse, high-rise, and institutional building) by using a CFS 251 

algorithm including crew size, craftsperson on-job training, craftsperson motivation, 252 

craftsperson fatigue, and fairness of work assignments, which are found in our results 253 

(f1, f3, f9, f10 and f12). Therefore, the selected features in this paper are in agreement 254 

with the results of past studies on productivity feature selection. However, the 255 

comparison of the results of this study with past literature indicates that the proposed 256 

framework can better identify predictive features of CLP. Tsehayae and Fayek (2016) 257 

obtained 2.515% as the RMSE value, while in this paper RMSE value is 1.070%. 258 

Future research will focus on collecting a larger data set from different organizations 259 

and project contexts to expand the scope of applicability of the developed algorithm. 260 

Results 

Selected features f1, f3, f7, f9, f10, f12, f17 

Error 0.0107 

Z 0.0111 

Hidden layer size 6 
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CONCLUSIONS AND FUTURE RESEARCH 261 

The main aim of this paper was to develop a predictive model for measuring and 262 

predicting CLP using a GA algorithm and an ANN. After performing a literature review 263 

to investigate past research on feature selection methods and the importance of CLP, a 264 

methodology for constructing a predictive model for CLP was developed. This paper 265 

illustrated the neural-genetic framework for both feature selection and presenting a 266 

predictive model. By implementing the developed framework on a real case, the 267 

features that were the best predictive factors of CLP were identified, and the results 268 

were compared to past research and found to be consistent with previous results. The 269 

achieved error in this paper indicates an improvement of the predictive model in 270 

comparison to past studies. The contributions of this paper are (1) the development of 271 

a framework that uses an ANN and a GA as a wrapper method for feature selection to 272 

select the parameters with the most influence on CLP and (2) the development of an 273 

improved model for predicting and measuring CLP. The results of this work will 274 

improve the prediction of CLP. Better identification of the factors with the most 275 

influence on CLP can lead to more effective management of CLP and project 276 

performance. The findings of this paper also provide a basis for future research work, 277 

including modeling CLP based on feature selection on all identified influencing factors 278 

with actual data. Modeling multifactor construction productivity, which includes labor, 279 

material, and equipment, can be done in future works by using the proposed framework. 280 

Future research can also focus on implementing other AI techniques, such as the 281 

combination of a GA and a neuro-fuzzy system, to focus on subjective factors affecting 282 

CLP and comparing the accuracy of predictive models with different AI techniques. 283 
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