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Abstract 

 My PhD thesis primarily focuses on exploring chiroptical events and signatures of chiral 

transition metal complexes when they are under (near) resonance conditions. To achieve this goal, 

multiple chiroptical spectroscopic techniques were utilized, aided by theoretical calculations.  

These chiroptical techniques include Raman optical activity (ROA), vibrational circular 

dichroism (VCD), electronic circular dichroism (ECD), and a new form of chiral Raman 

spectroscopy which was discovered during the thesis research. We named this new form ‘eCP-

Raman’ which is a combination of ECD (abbreviated as ‘e’ in the name) and circularly polarized 

Raman (CP-Raman) spectroscopy. The thesis encompasses the long discovery journey of 

uncovering the mechanism responsible for the large, induced chiral Raman signatures of solvents 

when the associated chiral solute is under resonance. The development of the eCP-Raman 

mechanism leads to the realization that resonance ROA (RROA) spectra measured in the present 

thesis work and in previous reports by others are (severely) contaminated by eCP-Raman 

contributions.  

More specifically, Chapter 3 describes the observation of the strong, induced chiral Raman 

response of achiral solvent molecules when a chiral transition metal complex solute is under 

resonance condition and the eventual discovery of the eCP-Raman mechanism responsible for it. 

In Chapter 4, we examined the chiral Raman responses of three different chiral solutes under 

resonance and concluded that eCP-Raman contributes dominantly in all three cases, whereas 

RROA contributes negligibly. Importantly, the observed chiral Raman signatures of the solutes 

were correctly simulated by the proposed eCP-Raman mechanism. Chapter 5 describes the 

chiroptical characterization of two new chiral transition metal complexes, which are (near) 

resonance with the laser wavelength of the ROA spectrometer used. In chapter 6, an approach to 
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extract the true RROA spectrum of a chiral complex under resonance, based on the eCP-Raman 

mechanism, was proposed and applied. The comparison between the true RROA spectrum 

extracted and the preliminary simulation results, based on the latest theoretical RROA 

development, provides guidance for future development in this important direction. 
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Chapter 1 

 

Introduction 
 

1.1 Molecular chirality and chiroptical spectroscopy  
 

Molecular chirality was first discovered by the French chemist Louis Pasteur in 1848,1 while 

conducting his investigations into the chemical and physical properties of tartaric acid. Pasteur 

observed that the two forms of tartaric acid exhibited distinct melting points and optical activities. 

This discovery marked a crucial milestone in the fields of stereochemistry and the study of three-

dimensional structure of molecules. A molecule is chiral when its mirror image cannot be 

superimposed, similar to how the left hand is not superimposable on the right hand. Chirality is 

important since it can significantly influence the properties and interactions of molecules at the 

molecular level. In the pharmaceutical industry, for example, over half of the drugs on the market 

are chiral. Due to the prevalence of chirality in biological systems, one enantiomer of a drug can 

be effective while the other one is ineffective and even harmful to patient. One well-documented 

example is Thalidomide, which was used in 1950s to 1960s to treat morning sickness during 

pregnancy. The R enantiomer is an effective sedative and has soothing effect on anxiety, morning 

sickness and trouble sleeping, while the S enantiomer can cause severe birth defects for pregnant 

women. Furthermore, the R enantiomer can be easily converted to the S-enantiomer in the 

human body. Therefore, it is important to identify and separate the R and S enantiomers and 

study their chemical and biological properties individually to make sure the drug’s safety and 

effectiveness.  

To achieve this, several spectroscopic tools have been developed in the past decades, 
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such as X-ray crystallography, 2  electronic circular dichroism (ECD), 3  vibrational circular 

dichroism (VCD),4,5 Raman optical activity (ROA)5,6 and optical rotatory dispersion (ORD). 

Each of them has their own advantages and disadvantages. For example, X-ray crystallography 

provides high-resolution data at the atomic level, but it requires high quality single crystals, 

which may not be possible in some cases. ECD can distinguish the absolute configuration (AC) 

of a chiral molecule directly in solution although the broad nature of the observed bands often 

makes it challenging to interpret ECD spectra properly and extract the associated structural 

properties confidently.  

In my studies, I have mainly used vibrational optical activity (VOA), which consists of 

VCD and ROA. The details of their instrumental designs and fundamentals are discussed in 

Chapter 2. Below, I will briefly introduce VCD and ROA, while the more specific backgrounds 

of VOA studies on chiral transition metal complexes and resonance ROA will be reviewed in 1.2 

and 1.3, respectively.   

VCD and ROA can be considered as the chiral version of IR and Raman spectroscopy, 

respectively. In the case of VCD, it measures the differential absorption of left versus right 

circularly polarized light in the mid-infrared region for certain vibrational transitions of chiral 

molecules. Using computational chemistry, researchers can obtain valuable information about 

functional groups, the nature of vibrational modes, and AC and conformations of chiral 

molecules in solution directly. One typical limitation of VCD measurements is that the intensity 

ratio of VCD to its parent IR is on the order of 10-4 to 10-6. Due to the weakness of VCD signals, 

a fairly long measurement time is usually needed to obtain a reliable spectrum.  

ROA serves as a complementary spectroscopic tool to VCD. While water strongly absorb 

the infrared radiation in the fingerprint region and is not considered a good solvent for VCD, 
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water is a weak scatterer and is routinely used as a solvent for many Raman and ROA studies of 

biomolecules.7 Additionally, ROA can extend the measured spectral range down to very low 

wavenumber, as low as 50 cm-1 in some reports. Therefore, ROA can provide information about 

the low-wavenumber vibrational modes which are very difficult to access using a regular Fourier 

transformation VCD instrument. Like VCD spectroscopy, ROA measures the intensity difference 

between right- and left-circularly polarized light. However, the intensities of ROA signals are 

much weaker than its parent Raman. If one calculates the ratio of ROA intensities to the 

corresponding Raman intensities (i.e., circular intensity difference (CID)), it falls in the range of 

10-3 to 10-6. To overcome the weakness of ROA signals, ROA measurements typically require 

relatively long collection times and high concentration samples.  

Based on the above descriptions, it is not surprising to conclude that utilizing both VCD 

and ROA in chiroptical research brings significant benefits. As will be elaborated in the later 

thesis chapters, the combined VCD and ROA studies are particularly advantageous when 

investigating solvent effects, conformational landscape, and chirality transfer events.8   

In addition to the VOA spectroscopy, I also applied ECD spectroscopy to investigate the 

stereochemical properties of the chiral ligands and the associated chiral transition metal 

complexes. ECD commonly operates in the UV-Vis region and measures the differential 

absorption of left circularly polarized light (LCPL) and right circularly polarized light (RCPL) 

by a chiral molecule in the electronic transition region. This is in contrast to VCD which mainly 

focuses in the vibrational transition region and operates in the mid-IR region. The electronic 

transition information obtained from ECD are usually associated with the d-d (transition metal 

complexes) or π-π* (organic chromophores) transitions.  
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1.2 The applications of chiroptical spectroscopy in transition metal 

complexes 

Transition metal complexes have a wide range of applications in fields, such as asymmetric 

catalysis, 9  optoelectronics, 10  and medicine, 11  making them a crucial area of chemistry. 

Researchers have devoted significant attention to investigate the physical and chemical 

properties of these metal complexes, among which chirality is one of the most important. 

Chiroptical spectroscopic tools play a vital role in studying the absolute configuration of 

transition metal complexes. For instance, Enamullah et al. utilized the ECD spectroscopy to 

analyze the bis (naphthaldiminato) Nickel (II) complexes.12 By comparing the simulated ECD 

spectra and the experimental spectra, the authors were able to determine the chirality of the metal 

center and the resulting helicity associated with the ligands. In a similar vein, Dezhahang et al. 

employed both ECD and VCD to investigate the ligand chirality, complex helicity, and 

coordination topology of five Schiff-base ligand transition metal complexes.13 Their study also 

highlighted the usefulness of VCD in providing the insights into the conformational landscapes 

of the chiral molecules. In addition to determining chirality, VCD spectra also offer insight into 

the electron configuration and coordination number of transition metal complexes. For example, 

Merten et al. studied the effect of varying numbers of chelating ligands on the VCD patterns of 

NH2 scissor mode.14 They found that these patterns were highly dependent on both the number of 

unpaired electrons of metal center and the number of ligands chelating to it. This further 

demonstrates the potential of VCD spectroscopy in analyzing the three-dimensional structural 

properties of transition metal complexes.  

Compared with ECD and VCD spectroscopies, ROA is less commonly used in 

coordination chemistry. This is partly because water, the most favorable solvent for ROA 
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measurements, is not suitable for most organometallic compounds. Furthermore, fluorescence 

can be a problem when studying chiral transition metal complexes because many of them are in 

resonance condition with the ROA source laser, making it challenging to obtain high-quality 

ROA spectra. On the other hand, there have been reports of ROA studies on transition metal 

complexes, including those presented in my thesis work. For example, Luber and Reiher 

simulated ROA spectra of several chiral metal complexes which were previously measured, 

demonstrating that one could extract the chirality information about these coordination 

compounds.15  

 

1.3 The history of resonance ROA (RROA) and some intriguing new 

observations 

The following text includes some paragraphs which are published in the paper titled “Electronic 

circular dichroism-circularly polarized Raman (eCP-Raman): a new form of chiral Raman 

spectroscopy” G. Li, M. Alshalalfeh, J. Kapitán, P. Bouř, Y. Xu, Chem. Eur. J. 2022, e202104302. 

These are indicated with quotation marks.  

The relatively weaker nature of ROA signals motivates researchers to enhance the signals 

by modifying their systems at the molecular level. One of the most common methods is called 

resonance ROA (RROA), a chiroptical version of resonance Raman spectroscopy. This resonance 

effect occurs when the laser excitation frequency matches one or several electronic transition(s) 

of the targeted molecules. Reliable ROA spectra with reasonable signal to noise ratio can be 

achieved under resonance conditions.    

“In 1996, Nafie proposed the single electronic state (SES) theory16 for RROA when only 
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a SES is in resonance with the excitation laser wavelength, formally establishing the linkage 

between ECD and ROA. Based on the SES theory, all RROA bands are monosignate, with a sign 

opposite to that of ECD of the resonance electronic state. This is commonly regarded as the 

hallmark of a RROA spectrum. In contrast, multi-signate spectra are common for off-resonance 

ROA measurements.” Two years later, the first experimental monosignate RROA spectra have 

been reported for naproxen and its derivatives by Vargek et al. 17 The RROA bands show the 

same relative intensities as those in the parent resonance Raman (RR) spectra. Additionally, the 

magnitude of the RROA to RR ratio is comparable to the dissymmetric factor of the ECD band 

to the corresponding UV-vis band, although the RROA and ECD have opposite signs. Their 

observations appear to be consistent with the SES theory advanced by Nafie.  

In 2010, Merten et al. studied a europium (III) complex and reported the first 

experimental example of RROA in transition metal complexes.18 Later on, the SES theory was 

extended to the two electronic state (TES) theory, 19 to account for the two electronic states 

which are both in resonance and affect the RROA spectral patterns and to explain the bisignate 

RROA spectrum observed.  

More recently, RROA has been reported for several biomolecules, such as aggregated 

carotenoids,20 human serum transferrin,21 imidazole–myoglobin complex,22 and a photoreceptor 

protein.23  These authors also utilized the SES theory to explain the observation although no 

detailed spectral simulations were reported because of the complexity of the systems investigated. 

In addition, a few reports of surface enhanced ROA and surface enhanced RROA have also 

published.24,25 

Although considerable progresses have been made in both experimental and theoretical 

RROA, it is still very difficult to reproduce the previously reported RROA spectra theoretically. 
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During the course of this thesis research, some doubts were raised about whether the RROA 

spectra reported are indeed true RROA spectra, a central point of my thesis study. Below, I 

briefly describe some fascinating yet puzzling observations encountered in the ROA experiments 

of several transition complexes.  

“In 2014, while working on a series of transition metal complexes with the Schiff-base 

ligand (R,R) and (S,S)-bis(pyrrol-2-ylmethyleneamine)-cyclohexane, members of our research 

group observed a greatly enhanced intensity for the IR – IL spectra with Ni and Cu. The IR – IL 

signals appeared in a few minutes rather than a few hours as typically expected. The elevated 

Raman baselines indicated that Ni and Cu were under (or near) resonance, leading to the initial 

speculation that these are RROA features.” 

At the time as it is now, density functional theory (DFT) of ROA was widely 

implemented in many electronic structure calculation packages. Ruud et al. successfully 

presented the first DFT calculations of ROA by using the hybrid functional B3LYP of non-

resonance organic molecules such as methyloxirane, a-pinene, and trans-pinene.26  The DFT 

method has shown considerable improvements in prediction of vibrational frequencies and ROA 

signs compared to the earlier Hartree-fock (HF) method calculations. However, modelling a 

resonating system and treating the electronic states in the resonance regime pose significant 

challenges. For example, Luber et al. reported that how the consideration of a second electronic 

excited state can lead to significant changes in the RROA spectral patterns.27 Additionally, while 

damping factors in the polarizability tensors are negligible under the far from resonance (FFR) 

approximation (i.e., the usual ROA measurement condition), they play a vital role in RROA 

intensity calculations. To address these complications, several approaches such as sum over state 

formalism,27 time-depend density functional theory28 and finite life-time approach28, 29 have been 



8 
 

developed.   

We applied some of these theoretical ROA treatments in collaborations with several 

theorists. None of the calculations generated any ROA patterns which resemble the experimental 

one. I carried out some subsequent experiments with a range of solvents and realized that the 

strong (IR – IL) bands observed actually belong to the achiral solvents, rather than the chiral 

solute we focused on.  

The huge induced solvent chiral signatures were both exciting and puzzling to us. Our 

research group has considerable experience in spectroscopic characterizing non-covalent 

interactions associated with chiral molecules in the gas phase,30 in the cold rare gas matrices,31 in 

solution,32 and at interfaces.33 “Specific non-covalent intermolecular interactions, for example 

hydrogen-bonding, between a chiral solute and achiral solvent molecules, have been reported to 

produce the induced (chirality transferred) solvent VCD bands.34 However, extensive modeling 

of the specific Ni-solvent adducts showed no sign of any enhancement or any ROA patterns 

which remotely resemble the experimental observation.”  

The discovery journey to uncover the mechanisms of these induced chiral Raman solvent 

bands and the associated chiral solute bands is described in the result chapters of the thesis, 

Chapter 3 and 4. The search for other transition metal complexes with similar resonance 

properties and the approach to extract true RROA spectra are discussed in Chapter 5 and 6, 

respectively.  

 

1.4 Outline of this thesis 

In chapter 2, I introduce the fundamentals and instrumentation of Raman, ROA, and VCD 

spectroscopies in detail. The working principles and design of major optical components in ROA 
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and VCD spectrometer are explained. Furthermore, some tips for routine Raman and ROA 

measurements are provided. In the last section, the density functional theory (DFT) calculations 

of Raman and ROA spectra are also discussed.  

Chapter 3 summarizes the results from three publications. In chapter 3, I studied the 

phenomena of chirality transfer from the resonating (R, R)-bis (pyrrol-2-ylmethyleneamine)-

cyclohexane nickel (II) complex (RR-Ni) to achiral solvent molecules. A through-space solvent-

solute interaction mechanism, “ring of fire”, was initially proposed to explain the observation. 

The transition polarization model (TPM) was utilized to reproduce the chiral Raman (IR – IL) 

spectral features of solvent molecules. With the combination of theoretical calculations and 

several parallel experimental measurements, we successfully ruled out any specific 

intermolecular interaction mechanism for this unique chiral transfer effect.  

On the other hand, the “ring of fire” model failed to explain the observed (IR – IL) spectral 

patterns of a second transition metal complex which is also under resonance. The consideration 

of all possible light-matter interaction events under the usual ROA measurement condition led to 

the discovery of a new form of chiral Raman spectroscopy which we called eCP-Raman. The 

detailed mechanism and the associated equation of this new form of chiral Raman spectroscopy 

are presented. Furthermore, we discuss the nature of the chiral Raman signals detected and 

estimate the contributions by different mechanisms both experimentally and theoretically.  

Chapter 4 focuses on the chiral Raman signals detected for the solute molecules, RR-Ni 

and R-Cu, instead of the solvent molecules. Both transition metal complexes are under (near) 

resonance with the laser excitation frequency of the ROA spectrometer used. It was unclear 

before hand whether the observed chiral Raman signals correspond to their true RROA spectra or 

not. Quiet surprisingly, the simulated eCP-Raman spectra of these two metal complexes, based 
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on the mechanisms and equation presented in Chapter 3, show excellent agreement with the 

experimental data, whereas the RROA contributions are negligible. Neglecting the eCP-Raman 

contribution may lead to misinterpretation of the observed chiral Raman data and incorrect 

conclusions. Importantly, we point out that the RROA spectra reported in previous literatures 

may be severely contaminated.  

In Chapter 5, I used VCD, ECD and chiral Raman spectroscopy to investigate the 

stereochemical properties of two Schiff-based transition metal complexes (salen-chxn-Ni (II) and 

salen-chxn-Cu (II)) and its ligand. One underlying purpose is to expand the chiral Raman 

research to a large set of chiral transition metal complexes which are under resonance. 

Interestingly, minor changes in the ligand conformation may lead to noticeable different VCD 

features, allowing exploration of the ligand’s conformational landscape. Furthermore, the 

applications of exciton chirality method were discussed. This project demonstrated the 

advantages of employing multiple chiroptical spectroscopic tools in conjunction with theoretical 

modelling to study conformational landscapes, ligand chirality and helicity of transition metal 

complexes in solution.  

Chapter 6 centers on extracting true RROA of the chiral transition metal complex, RR-Ni. 

An experimental approach to extract RROA was proposed which utilized experimental ECD and 

CP-Raman measurements, as well as the eCP-Raman equation derived in Chapter 3. The chapter 

describes the trail measurements conducted to minimize the contributions of eCP-Raman in the 

experimental chiral Raman spectrum of the RR-Ni (II) complex and presents the true RROA 

spectrum obtained. The true experimental RROA spectrum is compared to preliminary results of 

the latest theoretical simulations using several different approaches. Comments about the 
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theoretical challenges in capturing the RROA features of a system under near resonance 

condition are provided.    

In the final chapter, I provide a general conclusion of all my work in each chapter, and 

some future work and potential projects are proposed to further enhance our understanding on 

the interpretation of RROA spectra. Lastly, the bibliography and several appendices are included 

at the end of the thesis, which contain supporting information of each research chapter.   
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Chapter 2 

Experimental Chiroptical Methods and DFT 

Calculations  

2.1 Overview 

As indicated in the introduction chapter, multiple spectroscopic techniques have been utilized in 

my PhD research. These included conventional Raman, IR and UV-Vis spectroscopies as well as 

their chiral counterparts, Raman optical activity (ROA), VCD, and ECD spectroscopies. While 

the formers are commonly applied to provide general chemical information such as the 

functional groups involved, geometric and electronic properties of the systems of interest in 

solution, the associated linewidths in solution are usually fairly broad and generally do not 

provide enough specificity to distinguish different conformers of the targeted molecular systems. 

For example, in several recent spectroscopic studies of transition metal complexes and their 

ligands1  and monosaccharides, 2  the predicted Raman and IR bands are very similar among 

different conformers and therefore could not be used to identify conformational species. The 

chiroptical spectroscopic counterparts, especially ROA and VCD, exhibit chiroptical spectral 

features which are exquisitely sensitive to conformational differences, in addition to chirality, 

thus providing rich stereochemical including conformational information about these chiral 

species in solution directly.  

ROA and VCD spectroscopies also powerful tools for deciphering solvent effect and non-

covalent interactions,3 two related subjects of intense current interesting. This is because ROA 
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and VCD not only offer the same advantage as their parent Raman and IR often with a range of 

vibrational bands in the fingerprint region, they further demonstrated excellent sensitivity to non-

covalent interactions with solvent and solute molecules. The non-covalent interactions often 

result in only small frequency shifts in the Raman and IR fingerprint region, making it difficult 

to extract conclusive information about the interactions. The associated ROA and VCD spectral 

features, on the other hand, tend to exhibit clear pattern changes when both sign and intensity of 

a band can be altered or some new bands may appear.4 For example, the induced solvent VCD 

bands have been reported at the water bending region for a number of simple chiral molecules in 

aqueous solution.4(a) This induced solvent chiroptical signature mechanism was initially explored 

to explain the observed solvent IR – IL chiral Raman features of several transition metal 

complexes discussed in the latter chapters of my thesis.  

In this chapter, I will first briefly review the fundamentals of Raman/circularly polarized 

Raman/ ROA, and IR/VCD, spectroscopies. Since the basic theories of them are covered in 

many review papers and textbooks,5 the readers are referred to them for the detailed derivations 

and descriptions. I will only introduce some terms which are important to follow the results in 

the current thesis. In addition, during my PhD study, I have used three main chiral optical 

spectroscopic instruments which include a chiral Raman spectrometer, a FT-IR/VCD 

spectrometer, and an UV-Vis/ECD spectrometer to investigate stereochemical properties of a 

series of Schiff-base chiral transition metal complexes and their ligands. Brief descriptions of 

these instruments will be provided. In particular, the optical components in the chiral Raman 

2XTM spectrometry will be described in detail since it is the main spectroscopic tool used.  

Finally, to interpret the experimental chiroptical data and to extract the sought after 
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information, it is necessary to simulate the corresponding chiroptical spectra. In my thesis study, 

these theoretical tasks were performed using density functional theory (DFT) calculations. In 

general, the approach includes multiple steps: (1) search for all possible conformations of the 

targeted chiral molecular systems using a fast inexpensive semi-empirical quantum chemical tool; 

(2) optimize the candidates at a cheap DFT level, allowing one to reliably select the relevant low 

energy geometries; (3) reoptimize the geometries of the candidates in (2) at a suitable DFT level 

and simulate their IR/VCD, Ramam/ROA and UV-Vis/ECD as required. Some relevant details 

about the choice of conformational searching tool and levels of theory will be briefly explained 

at the end of this chapter. 

 

2.2 Raman and ROA 

2.2.1 The fundamentals of Raman and ROA 

Raman scattering is an inelastic scattering process where the monochromatic incident light 

interacts with molecules and causes them to experience a vibrational and/or rotational transition 

to a different energy level. This light-matter interaction causes the frequency of scattered photons 

to be different with the frequency of incident photons. Such shift in frequency (or energy) of the 

scattered photon is called Raman shift, which can provide us structural information to identify 

molecules. Raman intensity is proportional to the square of induced electric dipole moment6 and  

the induced electric dipole can be represented as equation (2.1)  

𝜇𝑖𝑛𝑑 = 𝛼𝐸 = (
𝜕𝑎

𝜕𝑄𝐾
)0𝑄𝐾𝐸   (2.1) 

Where α is the electric dipole- electric dipole polarizability tensor, a property of the molecule, 

and E is the electric field of the external radiation. According to equation (2.1), a change in the 
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polarizability of the molecule with respect to the specific normal mode QK is necessary for the 

detection of Raman scattering by the external electric field (E).  

The electric dipole-electric dipole polarizability tensor can be further described by equation 

(2.2).5 

�̃�𝛼𝛽(𝜔0) =
1

ℎ 
∑ [

⟨�̃�|𝜇�̂�|𝑗̃⟩⟨𝑗̃|𝜇�̂� |�̃�⟩

𝜔𝑗𝑛−𝜔0−𝑖Γ𝑗
+

⟨�̃�|𝜇�̂� |𝑗̃⟩⟨𝑗̃|𝜇�̂� |�̃�⟩

𝜔𝑗𝑛+𝜔𝑅+𝑖Γ𝑗
] 𝑗≠𝑚,𝑛   (2.2) 

Here, �̃�, 𝐽 and �̃� represent the wave function for initial state, intermediate states, and final 

state. 𝜇�̂� and 𝜇�̂�  are the electric dipole- electric dipole operator. 𝜔𝑗𝑛 is the transition frequency 

between intermediate states and final state. Γ𝑗 is the damping factor.   

In equation 2.2, the first term in the bracket is called the resonance term, where the 

frequency denominator will be extremely small if the transition frequency 𝜔𝑗𝑛 is very close to 

the excitation frequency 𝜔0 . Therefore, when the molecules are in resonance with the laser 

excitation frequency, the resonance term dominates and greatly enhances the Raman intensities.  

One can carry out our Raman scattering experiments using a randomly polarized light source, 

a linearly polarized light or a circularly polarized light source.  Circularly polarized Raman (CP-

Raman), which is explained below, differs from conventional Raman in that it employs circularly 

polarized light as the incident radiation. In CP-Raman spectra, the intensity difference of the two 

circularly polarized light (IR – IL) signals is recorded as a function of frequency. These signals are 

bisignate, even for achiral molecules such as chloroform.7 The CP-Raman process only involves 

the electric dipole-electric dipole polarizability tensor, which is the same as that in Raman 

spectroscopy, Therefore, the intensities of CP-Raman are comparable to those in Raman and are 

much stronger than the ROA signals. The CP-Raman signals can also be collected by the current 

Chiral Raman spectrometry and severely interfere the desired ROA signals.8  In the results 
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chapters of this thesis, I will demonstrate the long journey how we recognized this CP-Raman 

event during resonance ROA (RROA) measurements and our efforts to distinguish them in the 

final IR – IL  spectra. We want to point out that CP-Raman plays an important role in the 

discovery of a new type of chiral Raman spectroscopy8,9 in which our contribution is described 

in the result chapters of this thesis. 

The chiral version of Raman scattering, i.e., ROA, measures the small intensity difference of 

scattered right circular polarized light (RCPL) versus the left circular polarized light (LCPL)5(a). 

Based on the polarization status of incident light and scattered light, ROA can be distinguished 

into four configurations (Figure 2.1). The first configuration is called incident circular 

polarization (ICP) ROA where the incident light is right and left circularly polarized and the 

collected scattered light is unpolarized. The second configuration, which is now commercially 

available and widely used for research purpose is called scattered circular polarization (SCP) 

ROA. In this configuration, unpolarized incident light is required and the circularly polarized 

portions of right and left scattered light are captured to determine the intensity differences (IR – 

IL). The remaining two configurations are both called dual circular polarization (DCP) ROA and 

one can further distinguish them as in-phase and out-phase forms. The common part is that both 

the incident and scattered light are circularly polarized while in the case of in-phase DCP the 

polarization statuses of incident and scattered radiation are switched synchronously and in out-

phase DCP, the polarization statuses are switched oppositely. Besides the polarization status of 

incident and scattered light, ROA can also be defined by using scattering geometries such as 

forward scattering, right angle scattering and back scattering.  

It is noticeable that the experimental ROA signals are typically 10-3~10-6 times less intense 

than their corresponding Raman signals. Since only one photon in a million photons can 
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experience Raman scattering and ROA is a much weaker process than Raman, it generates a few 

limitations to capture ROA signals. Longer collection time and relatively high concentrations of 

samples are required. Therefore, several efforts have been made to amplify the ROA intensities 

such as resonance ROA (RROA)10,11 , surfaced enhanced ROA (SEROA)12,13 and a combination 

of these two techniques surface enhanced resonance ROA (SERROA)14.   

To calculate the ROA intensities, in addition to the electric dipole- electric dipole 

polarizability tensor used in Raman scattering, one also needs to consider two additional 

polarizability tensors, namely the electric dipole-magnetic dipole (shown in equation 2.3)5 and 

electric dipole-electric quadrupole (shown in equation 2.4)5.           

�̃�𝛼𝛽(𝜔0) =
1

ℎ 
∑ [

⟨�̃�|𝜇�̂�|𝑗̃⟩ ⟨𝑗̃|𝑚�̂�|�̃�⟩

𝜔𝑗𝑛−𝜔0−𝑖Γ𝑗
+

⟨�̃�|𝑚�̂�|𝑗̃⟩⟨𝑗̃|𝜇�̂� |�̃�⟩

𝜔𝑗𝑛+𝜔𝑅+𝑖Γ𝑗
]𝑗≠𝑚,𝑛      (2.3) 

Here,  𝑚�̂�  is the electric dipole- magnetic dipole operator and the other parameters are 

explained in equation 2.2.  

�̃�𝛼𝛽𝛾(𝜔0) =
1

ℎ 
∑ [

⟨�̃�|𝜇�̂� |𝑗̃⟩ ⟨𝑗̃|𝜃𝛽�̂�|�̃�⟩

𝜔𝑗𝑛−𝜔0−𝑖Γ𝑗
+

⟨�̃�|𝜃𝛽�̂�|𝑗̃⟩⟨𝑗̃|𝜇�̂� |�̃�⟩

𝜔𝑗𝑛+𝜔𝑅+𝑖Γ𝑗
]𝑗≠𝑚,𝑛     (2.4) 

Here, 𝜃𝛽�̂� is the electric dipole- electric quadrupole operator and the other parameters are 

explained in equation 2.2.  
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Figure 2.1. Four configurations of ROA. R represents Right circularly polarized light. L 

represents Left circularly polarized light. α represents randomly polarized light.  

 

2.2.2 The History of ROA spectroscopy 

In 1971, Barron and Buckingham theoretically predicted the ROA effect of optically active 

or chiral molecules15. Two years later, still from Barron’s work, the first vibrational optical 

activity of chiral a-phenylethylamine 16  was successfully observed by using the ICP-ROA 

configuration with right-angle (90 degrees) geometry. Other parallel ROA measurements were 

carried out by Hug et al. and the first complete ROA spectra of d- (+)-a-phenylethylamine and (-

)-a-pinene were obtained17. (-)-a-pinene is now a common standard for ROA instrument testing 

and calibration. In early days, it was challenging to achieve a good quality ROA spectrum. Hence, 

considerable efforts were made in the past decades to modify the instrumental configurations and 

improve the performance. For instance, Hug and Surbeck added an analyzer in the light pathway 

to allow the spectrograph can collect the scattered light in both parallel and perpendicular 

directions18 and one can recognize and eliminate more easily eliminate optical artefacts. Barron 

et al. made a breakthrough in the layout of the ROA instrument and introduced the backscattering 

(180 degrees) geometry19 in place of the usual right-angle (90 degrees) geometry. The dual 

circular polarization (DCP)-ROA configuration20,21 proposed by L. A. Nafie also provided a 

tremendous improvement for the quality of ROA spectra. The most significant innovations of the 

ROA instrument come from Hug’s group. In 1999, Hug and his colleges initially developed the 

dual-channel design coupled with high output spectrograph 22  and four years later, they 

introduced the concept of creating virtual enantiomer 23  via a half waveplate to correct the 
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artifacts and offsets from any optical components. These two major works established a solid 

foundation for the design of the modern commercialized SCP-ROA (or chiral Raman) 

spectrometer manufactured by Bio tools company. 

 

2.2.3 The ROA instrumentation 

In this thesis, all the Raman and corresponding chiral Raman spectra were measured on a 

commercial chiral-Raman 2XTM spectrometer (Figure 2.2). It measures the intensity differentials 

between left and right circularly polarized scattered light from chiral systems by using the 

scattered circular polarization (SCP)-ROA configuration. The details of SCP-ROA configuration 

are fully discussed in ref 22 and 23. This spectrometer uses back-scattering geometry to 

minimize artifacts and other optical offset. Therefore, only the scattered light whose propagation 

direction is 180 degrees to the incident radiation, will be captured by the charge coupled detector 

(CCD). Here, I will briefly introduce the key optical components inside this chiral-Raman 

instrument. For the sake of simplicity, I will follow the sequence of how the light pass through 

them as shown in Figure 2.3.  
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Figure 2.2. A picture of Chiral Raman-2XTM spectrometer with SCP-ROA configuration 24 

(picture was taken by J. Cheramy) 

 

 

Figure 2.3. A scheme of the optical components inside the Chiral-Raman 2XTM spectrometer 

(adapted from Bio tools user manual) 

Laser: An OPUS 532 laser generates a continuous wave of coherent green light with a 

wavelength of 532nm. The power can be adjusted from 0W to 2W with horizontal polarization. 

The laser control system is shown in Figure 2.4 and includes a key and enable button to control 

the laser status on or off. The rotating knob is used to adjust the laser power.  
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Figure 2.4. Laser system control module. The red “ENABLE” light indicates the laser is on.   

Incident shutter: Allowing the required radiation to pass through. 

Polarizer: Eliminating any unwanted circularly polarized components of the incident beam  

A set of fast rotators: composed of two half wavelength plates with opposite rotating 

directions to create all orientations of linearly polarized light and make sure the incident beam is 

pure randomly polarized light.  

Circularity converter 1 (CC1): A half wavelength plate which can convert the left 

circularly polarized light to right circularly polarized light and vice versa. It is moved in and out 

during measurements to correct any unwanted circularly polarized contaminations in the incident 

pathway.   
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Figure 2.5. Optical components in the incident light pathway of the Chiral Raman 2XTM 

spectrometer 

 

Figure 2.6. Optical components in the scattered light pathway of the Chiral Raman 2XTM 
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spectrometer 

Prism: used to refract the incident beam towards to the sample cell and allow the scattered 

light to pass through it  

Sample holder:  A mounting bracket holds the silica cells. A double cell design is presented 

in Figure 2.7, which allows the study of two systems without chemical interaction, for instance, 

resonating achiral molecules plus chiral molecules without any chemical interaction. The cell 

positions can be adjusted in three dimensions with two screws in X and Y direction and one 

rotating metal ring in the Z direction.    

 

Figure 2.7. Sample cell mounter and holder. Left picture is the side view and right picture is the 

top view.  

Slow rotator: A half wavelength plate is used to correct any linearly polarized residue due 
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to the preceding optical components. 

Circular converter 2 (CC2): A half wavelength plate is used to create the “virtual 

enantiomer”. The concept of virtual enantiomer was developed by W. Hug and discussed in the 

ref 18. Since systematic instrumental offsets cannot be eliminated by increasing the collection 

time and be determined by the comparison of either standard or subsequent measurements23, 

circular converter 2 provides us a way to optically generate the enantiomer. By subtracting the 

measurements, we can obtain the offset-free spectrum of our interest. CC2 moves in and out the 

scattered pathway hundreds of thousands of times during one single measurement. Therefore, the 

ball bearings connected to the mechanical arm with the electric motor can easily wear out after a 

few years. Regular checkups and replacements are highly recommended.  

Notch filter: Eliminating the large Rayleigh scattering of our system is a crucial step for 

Raman and other chiral Raman measurements, as only one in millions photon (106~107) will 

have a Raman scattering effect, while the remaining photons experience Rayleigh scattering.  

 

Figure 2.8. Optics in the light collection system.   
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Liquid crystal retarder: A quarter wavelength plate converts left and right circularly 

polarized light to p-type or s-type linearly polarized light. The fast and slow axis of this 

waveplate keeps orientating to control the conversion during measurements.    

Beam splitter: Splitting the p-type and s-type linearly polarized light from the proceeding 

liquid crystal retarder and passing them to the fiber optic branch.  

Fiber optic branches (bundles): Collecting the scattered photons from one end and are 

spread out as S and P branch at the other end lined up with the silt of the spectrograph. 

Spectrograph: dispersing the collected scattered light by using a volume-phase holographic 

transmission grating.  

CCD camera: A 1024x256 pixel array back-thinned camera, and the array is divided into 

two parts horizontally. Each part captures the scattered light from one fiber optic branch (i.e., S 

or P).  

 

2.2.4 Some tips of Raman and ROA measurements 

One of the biggest challenges of Raman and ROA measurements is the fluorescence effect, 

which is commonly observed when the sample and/or some other contaminations are in 

resonance with the incident radiation. A few famous examples are biological chromophores25 

which have a few conjugate systems, self-assembly and aggregation supramolecules 26  and 

transition metal complexes27. In my routine measurements, severe fluorescence effect is usually 

raised by fluorescent impurities from the raw materials. One option is to use high laser power to 

burn them off. To do this, one can open the incident timing shutter and set the laser power at 300-

500mw, which is much higher than in a typical resonance Raman or chiral Raman measurement 

and expose the samples to the incident laser for 10-20 minutes. However, for transition metal 
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complexes, this method rarely works since it will cause the metal complexes to decompose due 

to their thermal stabilities.  

Another difficulty is achieving the focus point of the incident laser on the silica cell. As 

mentioned before, the sample holder can be adjusted in all three directions. If the cell position is 

not optimized (either the cell is too close to or too far from the laser focus point), the Rayleigh 

and Raman scattering generated by the silica cell itself can overwrite the signals of the interests. 

This effect is even stronger when one tries to carry out a double cell measurement, making the 

cell position optimization more important. Therefore, it is highly recommended to run the (a)-

pinene standard measurement before any sample measurements to determine the optimized cell 

position.     

 

2.3 Vibrational Circular Dichroism (VCD)  

2.3.1 The fundamentals of VCD 

VCD spectroscopy is the chiral version of IR spectroscopy, and it measures the differential 

absorption of left versus right circularly polarized light of a chiral molecule, accompanying its 

vibrational transitions. This can be written as equation 2.6 here.  

∆𝐴 = 𝐴𝐿 − 𝐴𝑅  (2.6) 

In addition to that, a new parameter called rotational strength can also be used to describe 

the sign and magnitude of VCD signals. Equation 2.7 gives us detailed information about 

rotational strength.  

𝑅𝑔𝑒 = 𝐼𝑚{⟨𝜓𝑔|�̂�|𝜓𝑒⟩ ∙ ⟨𝜓𝑒|�̂�|𝜓𝑔⟩}   (2.7) 

Where �̂�  is the electric dipole moment operator and �̂�  is the magnetic dipole moment 

operator. ⟨𝜓𝑔|�̂� |𝜓𝑒⟩ is defined as electric transition dipole moment and ⟨𝜓𝑒|�̂� |𝜓𝑔⟩ is defined as 
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magnetic transition dipole moment. Equation 2.7 can also be rewritten as 𝑅 = |𝜇| ∙ |𝑚| ∙ 𝑐𝑜𝑠𝜃, 

which is a dot product of two vectors, 𝜇 and m, where  |𝜇| is the magnitude of electric dipole 

transition moment and |𝑚| is the magnitude of magnetic dipole transition moment. The angle θ 

is the angle between the electric and magnetic transition dipole moment vectors. If the angle is 

larger than -90 degrees but is smaller than 90 degrees, the VCD signal will have a positive sign. 

If it is equal to 90 degrees or 270 degrees, the VCD response will be zero. If it is larger than 90 

degrees but is smaller than 270 degrees, a negative VCD signal is expected. Similar to its 

complementary ROA spectroscopy, VCD signals are also very weak and the intensities ratio of 

VCD to the corresponding IR is typically in the order of 10-4 to 10-6, making it challenging to do 

VCD measurements.  

 

2.3.2 VCD instrumentation  

In this thesis, all the IR and VCD spectra were measured on an FTIR-VCD module 

manufactured by the Bruker company. There are two major components in this module namely, a 

FTIR spectrometer (Vertex 70) and a VCD module (PMA 50).  For the purpose of this thesis, I 

will only focus on the VCD module and Figure 2.9. shows a scheme of the FTIR-VCD 

instrument.  
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Figure 2.9. A scheme of an FTIR-VCD instrument 

 

For a VCD measurement, the light source from the proceeding FTIR spectrometer is 

directed into the VCD compartment. The unpolarized light first passes through an optical filter to 

cut off the undesired frequency. In my measurements, I mainly focus on the 800cm-1 to 1800cm-1 

since it is the fingerprint region of the bending, wagging, and stretching modes, which is 

commonly used to identify a bunch of unknown samples. A wire grid linear polarizer is used 

after that to convert the unpolarized light to the linearly polarized light at horizontal direction. 

The photoelastic modulator (PEM) is the heart part of VCD instrument. PEM consists of a 

rectangular transparent solid bar and a piezoelectric transducer, and it can be viewed as a optical 

retarders to modulate the polarized light. The design of PEM is based on the photoelastic effect 

and birefringence can be induced to the transparent solid bar with suitable materials such as 

silica by stress. The transducer is turned to the resonance frequency of the transparent silica bar 

and an alternative current (AC) will be sent through the transducer to stretch and compress the 

transparent silica bar. As a result, the birefringence of the transparent silica bar changes and it 
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can retarder one of the parallel or perpendicular component of linearly polarized light to generate 

the left or right circularly polarized light.   

In our VCD instrument, the linearly polarized light is aligned 45 degrees to the modulator 

axis of the PEM. The linearly polarized light can be divided into two individual orthogonal 

components, one with vertical oscillating electric field and the other with horizontal oscillating 

electric field with respect to the modulate axis of PEM. As the transparent silica bar is stretched 

or compressed, the refractive index of the transparent silica bar along the vertical or the 

horizontal axis will be changed as well. Therefore, a phase difference can be created between the 

vertical and horizontal electric field. This phase difference is oscillating as a function of time to 

allow the PEM act as an oscillating quarter wavelength plate and convert the polarization status 

of the incident linearly polarized light to left and right circularly polarized light (LCPL and 

RCPL). After being absorbed by the chiral samples in the sample holder, the LCPL and RCPL 

will be captured by a HgCdTe (MCT) detector, cooled by liquid nitrogen during measurements. 

The liquid nitrogen should be refilled every 6 hours. MCT detector will convert the optical signal 

to the electrical signal, and it has two components. One is the high frequency alternative current 

(AC) signal which corresponds to the VCD spectrum and can be obtained by passing through the 

high pass filter. The other is the low frequency direct current (DC) signal, which is associated 

with the IR spectrum and is obtained by passing through the low pass filter.  

Another key component of VCD module is the lock in amplifier (LIA). As previously 

mentioned, VCD measures the absorption differential between LCPL and RCPL which is 

typically 10-4 to 10-6 weaker than its parent IR intensity. Therefore, the LIA is used to extract the 

weaker VCD signals. The high frequency AC signals are sent to the LIA, which is referenced to 

the PEM resonance (modulation) frequency of 50 kHz. In the LIA, a synchronous demodulation 
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process occurs to demodulate the high frequency AC signals. Afterwards, the demodulated AC 

signals and DC signals are converted to the frequency domain AC and DC spectra through 

Fourier transform. The final VCD spectrum is achieved by taking the ratio between frequency 

domain AC and DC spectra.  

In addition to the more standard solution measurements, our laboratory is also equipped with 

a matrix isolation (MI) set-up 28  where one can carry out MI-VCD investigation of organic 

molecules and their aggregates with much narrow bandwidth than in solution.    

 

 

2.4 Theoretical calculations 

As mentioned at the beginning of this chapter, three main calculation steps are needed in 

order to produce a final simulated chiroptical spectrum to compare with the experimental one. 

Below I will go through these main steps and explain why certain tools were chosen for each 

step.  

To ensure a systematic conformational search of the chiral molecular target, I utilized a 

program named Conformer–Rotamer Ensemble Sampling Tool (CREST) developed by Grimme 

and co-workers.29 The program offers an efficient scheme to sample the conformational space of 

a molecule by utilizing the semiempirical tight-binding methods combined with a meta-dynamics 

driven search algorithm.29 Our research group has successfully used CREST in high resolution 

rotational spectroscopic studies of a wide range of organic molecules and their non-covalently 

bonded complexes.30 It is worthwhile to point out that with the resolution in the tens of kHz 

routinely available, rotational spectroscopy is extremely sensitive to small structure differences 

that even those with different OH pointing directions can be easily distinguish from one to 
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another.31 Furthermore, with its typical high sensitivity, one can routinely measure 34S, 13C, and 

even 18O isotopologues of organic molecules in natural abundances to establish the heavy atom 

frame geometry experimentally.32 As a result, one can use rotational spectroscopic studies to 

benchmark the reliability of CREST in conformational searches, whereas it is very difficult to 

use solution studies for the same purpose because spectral features for different conformers are 

rarely so well separated.  

Since CREST search tend to generate a great number of possible conformations,33 a multitier 

approach was developed reduce the computational cost. This approach33(c) typically includes a 

few additional steps, for example, an optimization with a relaxed convergence criteria at the 

revPBE-D3/def2-SVP34 level, with the empirical D3 dispersion correction35,36 and then a single-

point energy evaluation at the B3LYP-D3/def2-TZVP level using Molpro.37 These in-between 

steps were shown to provide energetic ranking of the CREST candidates in good agreement with 

the high level DFT calculations and therefore allow one to confidently reduce the number of 

candidates for the final DFT calculations without losing any important conformers. The final 

geometry optimizations and harmonic frequency calculations are performed by using Gaussian 

16 package.38  

Another advantage with CREST is that it is possible to include an implicit solvent 

environment during the conformation searches. For example, an implicit solvation model 

available with CREST is GFN2-xTB GBSA39 where GBSA stands for the generalized Born (GB) 

model with surface area (SA) contributions.40  In our experience, CREST searches with and 

without a solvent environment may generate very different conformational candidates.41  

In the final step, higher level DFT calculations are performed for geometry optimizations 

and other necessary calculations. I used the hybrid functional B3LYP (Becke three-parameter 
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Lee-Yang-Parr) 42  and its two variants, CAM-B3LYP 43  and B3LYP-D3BJ 44 . CAM-B3LYP 

attenuates the electron-electron repulsion term in the coulomb operator and leads to more 

accurate description of the long-range electron interactions. In addition, D3BJ, i.e., the dispersion 

correction (D3) with the Becke-Johnson damping (BJ) factor, was employed to account for the 

long-range van der Waals interactions. This popular hybrid functional has generated good 

geometry predictions based on a large number of rotational spectroscopic investigations and has 

also been demonstrated in many VOA studies for providing good agreement between the 

experimental and theoretical VOA spectra of many chiral systems including transition metal 

complexes and the organic ligands.45 

Moreover, the selection of suitable basis sets is also very important to predict Raman/ROA 

and IR/VCD spectra. Although large basis sets can usually improve the agreement between the 

experimental results and theoretical predictions, the computational costs also need to be 

considered to some extent. For some transition metal complexes which have nearly a hundred 

atoms, it appeared to be more efficient to first do geometry optimizations with a small basis set 

such as 6-31G(d). After the preliminary calculation is done, one can carry out a further 

simulation with a large basis set by using the optimized structure from the initial run. In my 

studies, I tested a range of different basis sets, for instance, the split-valence basis sets developed 

by Pople and co-workers, such as 6-311++G(d,p), 6-311++G(2d,p) and 6-311++G(2df,2pd).46 All 

of them have additional polarization and diffusion functions to improve the accuracy of basis 

functions. The correlation-consistent basis set47  cc-pVTZ and its augmented version aug-cc-

pVTZ and the Karlsruhe basis set48 def2-TZVP were also employed in my calculations. For the 

studies of transition metal complexes, the effective core potentials49 LanL2DZ was also used for 

the transition metal center.  
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Chapter 3 

The Strong Induced Chiral Raman Signals of 

Solvents: Searching for the Mechanism 

“This chapter is modified based on the following published papers.” 

1. G. Li, J. Kessler, J. Cheramy, T. Wu, M. R. Poopari, P. Bouř, Y. Xu. “Transfer and 

Amplification of Chirality within the “Ring of Fire” Observed in Resonance Raman Optical 

Activity Experiments” Angew. Chem. Int. Ed. 2019, 58, 16495-16498.  

2. T. Wu, G. Li, J. Kapitán, J. Kessler, Y. Xu, P. Bouř. “Two Spectroscopies in One: Interference 

of Circular Dichroism and Raman Optical Activity” Angew. Chem. Int. Ed. 2020, 59. 21895-

21898.  

 

3.1 Introduction 

Most important molecules found in living organisms are chiral and are sensitive to circularly 

polarized light. This sensitivity was first explored by Pasteur,1 while he examined the chemical 

and optical properties of a group of compounds known as tartrates. Since then, an amazing 

variety of chiroptical methods has been developed for fundamental studies and practical 

applications.2 One of the youngest and most dynamically evolving tools is Raman optical activity 

(ROA).3 It can provide rich stereochemical information because of the wealth of vibrational 

bands usually exhibited by chiral molecules, and is applicable directly in solutions. On the other 

hand, the ROA effect is weak, and a large amount of sample is usually needed for the analysis. 
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This has prompted vigorous search for enhancement techniques, utilizing, for example, 

molecular resonance, 4  nanoplasmons (resonating metallic nanoparticles), 5  and molecular 

aggregation.6  

When one molecular sample is under resonance, some fascinating phenomena have been 

reported for Raman and related spectroscopies. For example, the induction of large ROA signals 

in achiral reporter molecules in the presence of nanoplasmons or a solvent-signal enhancement 

under hyper-Raman scattering have been observed.5(a) 7  Even though many properties of 

nanoplasmons can be explained by established electromagnetic and chemical theories,8 the ROA 

enhancement and chirality transfer effects have so far resisted detailed interpretation. In general, 

"chirality transfer" phenomena when chiral molecules make non-chiral ones optically active has 

attracted much attention. The chirality induction provides a detailed insight into molecular 

interactions9 and is of interesting for nanotechnology industry and analytical chemistry.10  

In this context, we believe that the strong chirality transfer under resonance conditions 

described in this work significantly contributes to the understanding of molecular interactions 

with chiral light. We report strong ROA of a range of solvents induced by a chiral nickel 

complex under resonance conditions. Contrary to common belief, the chirality transfer appears 

quite general, and the induced ROA signals were even stronger than those of the Ni complex 

itself. For 2- butanol, a chiral solvent, the induced ROA intensity was stronger than the natural 

one. 

 

3.2 Experimental Section 

Raman and ROA spectra were measured using a ChiralRaman-2XTM spectrometer 

(BioTools) operating with 532 nm laser excitation source. For a typical experiment, about 0.04m 
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or a saturated solution of the complex was used, with laser power at the source set to 30-50 mW 

and an accumulation time of  25 h. Measurements with 633 nm and 785 nm excitation 

wavelengths were done on an inVia confocal Raman microscope (Renishaw).  

DFT calculations were performed with the Gaussian16 software package,11  using the 

B3LYP and CAM-B3LYP functionals and the 6-311 ++ G(2df,2pd) basis set.12 The observed 

dependence on functional and basis set was consistent with previous studies.13 The solvent was 

modeled using the polarizable continuum model (PCM).14 In some computations, the LanL2DZ15 

effective core potential basis set were used for Ni and People basis set 6-311 ++ G(2df,2pd) were 

used for C, N, H atoms. Since the Ni atom has a significant number of inner shell electrons, we 

used the LanL2DZ basis set with an effective core potential (ECP) to represent these inner-shell 

electrons i.e., reducing the number of explicit electrons in the calculation, and therefore reduced 

computational cost. The B3LYP/6-311++ G(2df,2pd)/PCM ROA polarizabilities (tensors a, G’, 

and A, see Ref. [2]) were used as input parameters for the Transition Polarizability Model (TPM) 

as described in Figure A8. Further experimental and computational details can be found in the 

appendix.  

 

3.3 Results and Discussions  

3.3.1 The Chiral Rayleigh Scattering Mechanism and “Ring of Fire” Model 

The resonance-ROA phenomenon itself, an area of intense experimental and theoretical 

interest, can be rationalized only in simple cases.4(a),16 None of them, however, is applicable to 

the observations presented here. Based on extensive experimental data and model calculations, 

we show that the effect is not caused by specific chemical bonding, p–p stacking, and/or 
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hydrogen bonding, but rather based on through-space solvent–solute interactions, a concept 

utilized for describing, for example, chirality transfer in the presence of nanoplasmons.5(a)  

This outcome is surprising because the Ni complex molecule is much smaller than 

nanoparticles. However, in resonance with laser radiation, its polarizability significantly 

increases. The results thus can be linked to so-called quantum plasmons,17  a term used to 

describe plasmonic behavior at the molecular limit. One may therefore expect further 

fundamental and practical explorations in this area.18  

The Ni complex itself (Figure 3.1) was previously investigated by UV/Vis and IR 

absorption spectroscopy, electronic and vibrational circular dichroism (ECD, VCD), and density 

functional theory (DFT).19  The UV/Vis and ECD spectra contain several bands and can be 

reasonably well explained on the basis of time dependent DFT (Figure A1, Supporting 

Information). Interestingly, the first three lowest-energy transitions with a strong participation of 

nickel d-orbitals (S0→S1, S0→S2, and S0→S3) show relatively high dissymmetry factors g (CD-

to-absorption ratio, up to g = 0.0762, see also Table A1 and A2 (appendix), and Figures 3.1A 

and A2). These g-values are about 100 times larger than those for common chiral molecules. 

As schematically shown in Figure 3.1A, the equilibrium geometries of the three lowest-

energy excited electronic states differ significantly from that of the ground state. Therefore, the 

ground-state vibrational wavefunction overlaps with a large number of excited vibrational states. 

The vibrational sub-structure of the electronic bands is not resolvable, which is consistent with 

the experimental UV/Vis and ECD spectra.19 When the excitation light is in resonance with these 

electronic transitions, molecular polarizabilities (and their derivatives determining Raman and 

ROA intensities) sharply increase. A typical dependence of the polarizability tensors a, G’, and 

A2,3 on the wavelength can be seen in Figure 1 C. Raman and ROA measurements also confirm 



44 
 

the enhancement at 532 nm (resonance) when compared to laser excitations at 633 and 785 nm 

(non-resonance; Figure A3) and can be qualitatively reproduced by DFT computations (Figure 

A4). Minor inconsistencies are due to the limited accuracy of DFT20 and the pre-resonance 

approximation.3(a) 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1. Structure and electronic states of the (R, R)-bis(pyrrol-2-ylmethyleneamine) 

cyclohexane nickel(II) complex, (R,R)-Ni. A) Simplified scheme of the first four singlet 
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electronic states with transition energies in vicinity of the 532 nm laser excitation. B) Structural 

formula of the complex. C) Dependence of the ROA tensors (sums of the diagonal elements of a, 

G’, and A, in atomic units) on the excitation wavelength. The colored bars indicate the divergent 

regions. The CAM-B3LYP/6-311++G**/PCM/CHCl3 method was used in the computations. 

While the behavior of the Ni complex fits into established theories, the accompanying 

huge ROA signal of the solvents was unexpected. Figure 2 shows the effect for CHCl3 /CDCl3, 

DCM, dimethyl sulfoxide (DMSO and DMSO-d6), and mixtures containing benzene, acetone, 

methanol (MeOH and MeOH-d4), carbon tetrachloride (CCl4), and acetonitrile (ACN-d3). This 

variety of polar/nonpolar, hydrogen-bond donor/acceptor, and chlorinated solvents was chosen to 

test if the formation of long-lived chiral solute–solvent clusters21 was responsible for the chirality 

transfer.22 Despite significant differences in physical and chemical properties, such as polarity, 

dielectric constant, hydrogen- or p-bonding capabilities, the effect was observed in all solvents. 

The solvent response is approximately linear so that the signal from a solvent mixture is a sum of 

the individual solvent components. 
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Figure 3.2. Experimental Raman (IR + IL) and ROA (IR - IL) spectra of the (R, R)- and (S, S)-Ni 

complexes in CHCl3 and CDCl3 solutions (top left) and ROA spectra in nine other achiral 

organic solvents or their mixtures. The intensity is normalized to the strongest peak in each trace, 

the circular intensity difference (ratio of ROA and Raman intensities) varied from 10-3 to 10-2. 

 

(R)- and (S)-2-butanol were investigated as solvents possessing natural (permanent) chirality. 

Despite the low solubility in 2-butanol, the addition of a small amount of the Ni complex altered 

the ROA spectra noticeably (Figure A5). The competition between induced and natural chirality 

is clearly visible, even though none of the Ni-complex ROA bands are apparent (Figure A5). In a 

2-butanol/CDCl3 solvent mixture, the complex is more soluble and its ROA bands, including the 

strongest one at 1588 cm-1, become visible. More importantly, the (R)-2-butanol ROA bands 

exhibit the mirror-image symmetry for solutions containing the (R, R)-Ni and (S, S)- 

Ni complexes (Figure A6). Under such conditions, the induced chirality dominates and the 

natural one becomes immeasurably small. 

Raman and ROA bands of the Ni complex in CDCl3 and DCM are essentially unchanged 

by the solvent variation (Figure A7). This is probably also true for other solvents, although the Ni 

complex bands are often weak and difficult to identify because of experimental noise and 

interference with the strong induced solvent bands. 
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DFT simulations of non-resonance and resonance ROA spectra of a large number of 

clusters consisting of the Ni complex and a few solvent molecules predicted a much smaller 

induced ROA than in case of the isolated Ni complex (not shown), which is in contrast to 

experimental findings. Thus, an electromagnetic mechanism is more probable in which the 

resonating Ni complex behaves in a similar fashion to plasmonic metal nanoparticles used in 

surface-enhanced Raman scattering (SERS). Indeed, a transition-polarizability model (TPM, 

Figure A8) 23  based on through-space solute– solvent interactions rationalize the observed 

solvent-chirality induction in the vicinity of the resonating molecule to a big extent. Similar to 

SERS, the effective polarizability of a molecular solvent–solute pair is much larger than the sum 

of the polarizabilities of the individual molecules.2,23c, 24   Interestingly, for the complex in 

resonance, the maximum effective (total) polarizability occurs at distances larger than the 

smallest solute–solvent separation. Solvent molecules in this “ring of fire” (Figure 3.3) 

contribute most to the measured ROA spectra. The quantum plasmon—the Ni complex with 

large polarizabilities—thereby affects the properties of distant solvent molecules. Although the 

optimal distance cannot be computed accurately at the moment (a factor of 100 was assumed for 

the effective polarizabilities in Figure 3.3, compared to a non-resonance), it is clear that the 

volume around the solute and therefore the number of affected solvent molecules grows quite 

quickly with the distance (≈ R3), and a strong spectroscopic response can be produced. 
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Figure 3.3. Suggested enhancement mechanism with the Ni complex at the center and a bright 

shell of solvent molecules contributing most to the induced ROA signal. The relative absolute 

intensity as a function of the distance between the Ni atom and the center of mass of CHCl3 was 

calculated for five CHCl3 vibrational transitions. 

In Figure 3.4, we see a detailed comparison of the experimental and simulated induced ROA 

spectra of the solvents CHCl3, DCM, and DMSO in the presence of the (R, R)-Ni complex. 

Positions and assignments of the strongest bands for these and other solvents are listed in Table 

A3. In general, the TPM model reproduces the experimental sign patterns and major trends in 

relative induced ROA intensities. For DCM, for example, bands 1–3 are easily assigned, while 

bands 4–7 in the region of the Ni-complex signal can be identified based on the comparison done 

in Figure A7. Experimental signs and relative intensities of bands 4, 5, and 7 also agree with the 

simulation, whereas band 6 overlaps severely with a Ni-complex band. For DMSO and DMSO-

d6, some predicted ROA signals with frequencies near band 5 and below band 1 are not observed 

experimentally. However, the model cannot explain the observed high ROA/Raman ratios, 

probably caused by additional factors such as vibrational coherence or spin polarization.  

Regarding the theoretical foundations of ROA, another surprising observation is that the 

electric-dipole/electric-quadrupole Rayleigh polarizability (A) is primarily responsible for the 

induced ROA event (Figure A9). As expected, the “ordinary” (achiral) a polarizability gives a 

zero contribution except for the anisotropic non-averaged case. But also, the contribution of the 

G’ tensor, which quite often dominates ROA spectra, is rather negligible when compared with A, 

confirming that the chirality-transfer mechanism here is different from regular molecular ROA.3a, 

25 
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Figure 3.4. Examples of simulated and experimental induced ROA spectra. (R, R)-Ni complex 

bands are marked by an asterisk (*). Note that absolute intensities cannot be measured; therefore, 

the experimental (detector counts) and computed (atomic units) scales are not related.  

 

Although the proposed “ring of fire” model can explain most of the observed ROA band 

signs, but the magnitudes are not well captured. In particular, the predicted ROA to Raman signal 

ratio (so called circular intensity difference, CID) was too small. To explain this inconsistency, a 

second mechanism, which considers the interference of circular dichroism when measuring 

RROA spectra was discovered.  
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3.3.2 The ECD Interference Mechanism 

In a resonance/ pre-resonance ROA experiment (where frequency of the laser light is 

close to that of an electronic transition) these complexes also lead to a strong electronic circular 

dichroism (ECD, differential absorption of left- and right-circularly polarized light, CPL). This 

left/right CPL imbalance can be ultimately detected as an additional component of ROA 

(difference in intensities of right- and left-CPL during Raman scattering). 

Let us examine a common scattered circular polarized (SCP) backscattering ROA 

experiment26 in detail. The light enters the sample, and the polarization difference is detected in 

the scattered light (Figure 3.5, also Figures A10 and A11 in the appendix). However, when the 

sample exhibits ECD, the incoming light polarizes even before (and also after) being scattered, 

for example, in a volume element schematically labeled dl in the Figure. Recorded ROA signal 

thus gains additional, sometime dominant component from ECD absorption. We believe that this 

event has been ignored in previous literature.  
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Figure 3.5. Geometry of the ROA experiment. When the sample contains a compound 

differently absorbing left- and right circularly polarized light, additional chirality arises when the 

light is travelling through it. 

 

The interference of ECD with ROA is in practice a complicated event. The scattering 

occurs in a tiny volume (typically < 60 mL). The laser is focused on an even smaller spot and 

most volume does not participate in the scattering. Samples absorbing the laser light may 

decompose, exhibit strong resonance Raman signal and fluorescence. Temperature-induced 

variation of the refractive index can cause a “thermal lensing”. The light polarized through ECD 

passes through the solution, undergoes Raman-scattering and further depolarizes.  

Nevertheless, theoretical considerations do allow to estimate the extent of mixing of the 

ECD and ROA phenomena. Observed ratio of the ROA and Raman signals can be obtained as  

𝐶𝐼𝐷 =
𝐼𝑅−𝐼𝐿

𝐼𝑅+𝐼𝐿
=

𝛥ε′+𝐷𝑂𝐶𝛥𝜀

4
 cL (3.1) 

 

where Δε and 𝛥ε′ are differential absorption indices of the excitation and scattered light, 

respectively, determining ECD intensity, IR and IL are detected intensities of right and left CPL, c 

is the concentration, L is optical path length, and DOC is the degree of circularity of each 

vibrational transition of the solvent. 2 

From (3.1) we see that CID has the potential to be relatively large compared to usual 

ROA experiments. Whereas typical CIDs for organic molecules is about 10-4, the ECD 

“dissymmetry ratio, Δε/ε, is about 10-3. For d-d and f-f transitions of transition metal complexes, 

this quantity can even approach one.27, 28, 29 The solvent thus enters formula (3.1) through the 

DOC parameter, which says how the scattered molecule “remembers” the initial circular 
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polarization. DOC is also connected to Raman scattering depolarization ratios, or just to 

molecular polarizability changes under a particular vibration.  

 

 

 

 

 

Figure 3.6. The structure of Ni and Cu complexes.  

 

To verify the interference of ECD and ROA, we analyzed ROA spectra for model nickel 

and copper complexes, structures of which are plotted in Figure 3.6. Chloroform solutions of the 

Ni and Cu compounds provide ECD and ROA spectra plotted in Figure 3.7. As discussed before, 

the strongest ROA bands belong to the chloroform solvent. However, the two complexes behave 

differently. ECD signal of Ni is maximal at the excitation 532 nm wavelength, and it quickly 

diminishes within the scattered wavenumber range, i.e., |'| < ||. From formula (3.1) we see 

that the degree of circularity multiplying  will be most important in this case. Indeed, 

simulated signs and relative band intensities nearly copy the DOC values (Table A4), and in 

general agree with the experiment.  

On the other hand, for Cu the ECD intensity is about constant (' ~ ) in the scattering 

range, which results in single-sign ROA. The (RR)-Cu complex gives negative ECD and induced 

chloroform ROA of the same sign.  
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Figure 3.7. ECD (, Lmol-1cm-1 top) and ROA (I, bottom, arbitrary units) spectra of Ni and 

Cu solutions in CHCl3 within the region 0 to 1800 cm-1, relative to the 532 nm laser, the asterisk 

marks the strongest band from the complex itself. 

 

Circular dichroism of the chiral complexes thus appears as the dominating factor leading 

to the “transfer” of their chirality to the solvents. In our previous study,27 we wrongly proposed 

chiral resonance Rayleigh scattering as the main mechanism. The Rayleigh scattering is present 

but cannot explain the strength of measured ROA intensities. In both cases, chiral Rayleigh 

scattering and ECD, the excitation light is made chiral by the metal complex/dye, and further 

Raman-scattered by the solvent. Therefore, the former Rayleigh “ring of fire” model could 

correctly explain ROA band signs in case of the Ni complex.   
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3.4 Conclusion  

In conclusion, we have conducted several experiments showing that extremely strong 

induced solvent chiral signals were collected in the chiral Raman spectra under resonance 

condition. After analyzing the origin of the chiral transfer effect in resonance ROA 

measurements, two mechanisms were proposed. The first chiral Rayleigh scattering mechanism, 

or “ring of fire” model can reproduce the sign but not the magnitude of our experimental 

observations. Therefore, a second mechanism due to the intertwining of ROA and ECD effects is 

explored and can be readily used to predict both the observed signs and intensities. We find it 

important to recognize this phenomenon in chiral spectroscopic techniques, where it can produce 

unwanted artifacts. On the other hand, we believe that the effect itself has the potential to be used 

in many applications, such as in analytical chemistry, where the strength can conveniently 

overcome sensitivity limitations traditionally hampering chiral analysis.   
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Chapter 4  

Can One Measure Resonance Raman Optical 

Activity? 

“This chapter is copied from the following published paper.” 

G. Li, M. Alshalalfeh, Y. Yang, J. R. Cheeseman, P. Bouř, Y. Xu. “Can One Measure Resonance 

Raman Optical Activity?” Angew. Chem. Int. Ed. 2021, 60, 22004-22009.    

4.1 Introduction 

Raman spectroscopy is a powerful spectroscopic tool for elucidating structural 

information. The chiral version of Raman spectroscopy, Raman optical activity (ROA), 1 has 

been utilized substantially to characterize absolute configurations and conformational 

distribution dynamics of many biomolecules2 and (in)organic molecules.3 A known experimental 

limitation is the weakness of the Raman signal. This is even more severe for ROA intensity of 

which is typically only 10-3 –10-4 of that of Raman.1b Researchers have been therefore exploring 

the resonance regime when the excitation laser frequency is in (near) resonance with one or 

multiple electronic transitions of a chiral molecule to enhance its ROA intensity. Such resonance 

ROA (RROA) enhancements have been reported for naproxen and its derivatives,4 transition 

metal complexes, 5  carotenoid aggregation, 6  and biological systems. 7   Also following the 

advances of surface enhanced Raman spectroscopy (SERS) development, some exciting works 

on surface enhanced ROA (SEROA) 
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have appeared. 8  The combination of these two methods, that is, surface enhanced RROA 

(SERROA), has also been reported, for example, for myoglobin.9 

Another significant challenge is how to interpret the observed chiral Raman spectra under 

resonance conditions. These spectral patterns often do not show any resemblance to the 

corresponding far-off resonance spectra that can be predicted pretty reliably with DFT 

calculations.10 In the case when only a single electronic state (SES) is in resonance with the 

excitation laser wavelength, the SES theory pioneered by Nafie predicts that the ratio of RROA 

to resonance Raman (RRaman) in the most common SCP experiment equals to -1/2 times the 

ratio of electronic circular dichroism (ECD) to absorption.11 As a result, the mono-signate ROA 

feature is often regarded as a hallmark of RROA and has been utilized to interpret experimental 

ROA results in many subsequent publications when (near) resonance is present.5,7 For example, 

S. Haraguchi et al.7 reported an RROA spectrum of a photoreceptor protein in resonance with the 

laser excitation at 532 nm and showing a mono-sign, opposite to that of the singlet resonant state, 

as anticipated. Very recently, a monosignate RROA was reported for a chiral naphthalenediimide 

derivative (abbreviated as BN in Figure 4.1). 12  A perplexing observation was that the 

experimental RROA sign of BN is the same as the ECD of the corresponding (near) resonance 

electronic transition, contrary to the SES prediction. To explain this observation, the authors 

proposed two BN conformers with (near) resonance electronic transitions having opposite ECD 

signs, and that one conformer dominates the ground and the other the excited state. The SES 

theory was then invoked to explain the surprising RROA sign-switching based on the conformer 

in the excited electronic state. 
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Figure 4.1. The three chiral compounds discussed: (R, R)-bis (pyrrol-2-ylmethyleneamine)-

cyclohexane nickelII (R-Ni), R-bis-(trifluoroacetyl camphorato) copperII (R-Cu), and 

atropisomeric naphthalenediimide derivative, S-nBu-NDI–BINAM (S-BN), which consists of 

binaphthalenylamine (BINAM) and naphthalene (NDI).  

 

More recent theoretical developments show that by considering excited state interference 

and Herzberg–Teller effects, a multi-signate RROA showing intensity enhancement in RROA 

spectra can be produced.13 Other approaches to treat RROA, such as using time-dependent (TD) 

formulation and real time propagation TDDFT, have also been developed.14 DFT calculations 

have been compared to the experimental RROA of medium-size organic molecules such as 

naproxen sodium, quinidine and 2-Br-hexahelicen, as well as some transition metal 

complexes.14c, 15  

When a chiral molecule is under (near) resonance in an ROA experiment, several light-matter 

interaction events can occur at the same time. These include absorption, ECD, and Rayleigh and 
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Raman scattering as well as their polarized forms. These complications have not been addressed 

before or have been commonly ignored in the RROA research literature. Herein, we show that a 

new form of resonance Raman spectroscopy of natural chirality can be carried out using a ROA 

instrument under (near) resonance condition. This new spectroscopy can be regarded as a 

combination of ECD and circularly polarized-Raman1 (CP-Raman). We abbreviate it as eCP-

Raman, in a similar fashion that magnetic-chiral dichroism (MChD) can be regarded as a product 

of ECD and magnetic CD.16 Using three chiral compounds as examples, we demonstrate that in 

these cases, natural RROA is completely masked by this effect. The recently developed finite-

lifetime approach for resonance (see Computational Details in the appendix) provides good 

agreement with the experimental observations. Finally, we comment on the possibility of 

detecting the true RROA experimentally, which we find to be a crucial point in the development 

of current RROA methodology. 

 

4.2 Experimental Section 

Experimental Details 

The Raman and ROA spectra were measured on a ChiralRaman-2XTM spectrometer of BioTools. 

The concentration of the solutes R-Ni and R-Cu was 0.037M and 0.09M respectively. The 

collection time for R-Ni was 25 hours and for R-Cu 17 hours. The laser power used was from 30 

to 50 mW at excitation wavelength of 532nm for all experiments. The optical cell length is 0.5 

cm and the focal point was approximately at the center of the cell.  

ECD spectra of R-Ni (0.003M) and R-Cu (0.012M) were collected using an Olis DSM 17 

CD spectrophotometer and the region presented is from 532 nm to 590 nm in Figure A.  The path 

length used is 0.1 cm. R- and S-Cu and -Ni were synthesized and purified following the 
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procedures described in Refs. 17,18 

For the CID calculations based on Eq. (1), we use L = 0.25 cm in all cases. This is 

because, the full length of the ROA cell is 0.50 cm and for simplicity, we assume that the laser 

light is focused at the center of the cell where scattering happens and the absorption path length 

is taken as half of the cell length.  

For the CID values of R-Ni and R-Cu, we use [Ni] = 0.037 M, [Cu] = 0.073 M, L= 0.25 

cm and the ∆ɛ and ∆ɛ′ values are taken from the spectra presented in Figure A, SI. For the final 

IR - IL spectral simulations of R-Ni and R-Cu in CHCl3, we use [Ni] = 0.037 M, [Cu] = 0.073 M, 

[CHCl3] = 12.48 M, L= 0.15 cm and the above CID values.  

For the CID values of S-BN in CH3CN and in CHCl3, we use [BN] = 0.003 M, L= 0.25 

cm and the ∆ɛ and ∆ɛ′ values are taken from Ref. 11. For the final IR - IL spectral simulations of 

S-BN in CH3CN and in CHCl3, we have [BN] = 0.003 M, [CH3CN] = 18.90 M, and [CHCl3] = 

12.48 M, and L = 0.15 cm.  

Computational Details 

DFT calculations including geometry optimization, harmonic frequency, Raman, CP-Raman and 

ROA calculations for R-Ni and R-Cu were performed using the Gaussian Development Version 

(GDV) package.19 Raman, DOC, and ROA polarizability tensors were calculated at 532 nm 

using the finite-lifetime (or damped response) approach. The calculated IR + IL and IR - IL 

intensities are displayed in units of [m2 cm/sr] where m is meter and sr is steridian. A value of  = 

880 cm-1 was used for the final spectral simulations.  

For R-Ni, the optimized geometry and harmonic frequencies were computed at the 

B3LYP/aug-cc-pVTZ level of theory.   
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For R-Cu, the optimized geometry, harmonic frequencies, Raman and ROA polarizability 

tensors (532nm) were computed at the uM11Plus/6-311++G(2d,p) level of theory. M11Plus is a 

 

range-separated hybrid meta functional which incorporates nonlocal rung-3.5 correlation. This 

functional predicted Raman which matched the experimental Cu Raman well, especially the 

relative intensity of the two main Raman bands in the 1500-1800 cm-1 region. Other functionals 

predicted a much stronger band around 1700 cm-1 than at ~1550 cm-1, in contrast the experiment, 

as shown in Ref. 5. 

For S-BN, the optimized geometry, harmonic frequencies, Raman and ROA polarizability 

tensors (532nm) were computed at the CAM-B3LYP/Def2-TZVP level of theory using the 

Gaussian 16 software package.20 Solvent effects were modelled by polarizable continuum model 

(PCM).  

 

4.3 Results and Discussion 

Strong induced solvent ROA patterns were observed in recent studies of chirality transfer from a 

chiral solute under resonance to a series of achiral solvents.5,21, 22 Several chirality induction 

mechanisms were proposed, such as solvent-chiral solute interactions, similar to those used to 

explain induced solvent vibrational circular dichroism features,23 or an ad hoc “ring of fire” 

mechanism21 where chiral Rayleigh scattering appears to contribute significantly. Some 

noticeable discrepancies between experiment and theory remained between these two proposals. 

Later on, it was recognized the induced solvent ROA patterns could be satisfactorily interpreted 

by ECD and polarized Raman scattering.22  
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In light of these findings, we focus on interpretation of experimental IR - IL features of three 

chiral solutes (shown in Figure 4.1) under resonance, which were previously regarded as RROA. 

These are two transition metal complexes, R-Ni24 and R-Cu,5 and one organic molecule, S-BN.12 

These systems show both multi-signate and mono-signate IR - IL patterns. Although some 

interpretations were presented before, based on the SES theory,5,12 no theoretical simulations of 

the spectra were reported. 

To detect a RROA spectrum, a chiral target needs to be in (near) resonance with the 

incident laser light, at 532 nm for the current study. One well-known experimental challenge is 

the interference of the fluorescence with the Raman scattering. In addition, UV/Vis absorption 

may be too strong, leaving little light for Raman scattering. It is generally assumed that good-

quality mirror-image ROA spectra for a pair of chiral solute enantiomers are proof of true RROA. 

Unfortunately, such an assumption oversimplifies the real situation. We noticed this first in the 

Ni system, where the metal centers provide extremely large magnetic dipole moments in the d-d 

electronic transitions. Therefore, the ratio of ECD to UV/Vis absorption is high.21 Consequently, 

even though by absorbance at 532 nm only a few percent of the light is lost, a strong ECD causes 

noticeable imbalance of the right versus left circularly polarized light (RCPL/LCPL). This 

imbalance in RCPL/LCPL then leads to CP-Raman scattering.1 as previously reported by Clark 

et al. in 197425and by others.26 By recording IR - IL using 100% LCPL for the excitation, these 

authors obtained a multi-signate CP-Raman of several common solvents such as chloroform.25 

The CP-Raman intensity and sign can be predicted using only components of the electric-dipole–

electric-dipole polarizability tensor, as in the case of Raman.1,26  

Nowadays, the majority of ROA measurements utilize the scattered circular polarized 

(SCP) backscattering setup,27 where a randomly polarized light shines on a chiral sample and the 
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IR - IL signal is registered. Under resonance, the imbalance in IR - IL, produced by ECD of the 

chiral solute, leads to CP-Raman intensity, which is collected in the same spectrum as natural 

RROA. In addition, the out-going Raman scattering is again subjected to the ECD process. 

Therefore, an RROA signal thus measured is generally contaminated by eCP-Raman. In other 

words, the IR - IL signal thus collected contains both RROA and eCP-Raman contributions. For 

eCP-Raman, Equation (1) was derived:22  

𝐶𝐼𝐷 =
𝐼𝑅−𝐼𝐿

𝐼𝑅+𝐼𝐿
= =

𝑙𝑛10

4
 𝑐𝐿 ∆ɛ ( 

∆ɛ′

∆ɛ
 + 𝐷𝑂𝐶)       (1) 

Here  and ' are differential absorption indices for the excitation and scattered light, 

that is at 532 nm () and at each Raman band ('). c is the concentration of the chiral solute, L 

is the optical path length, and DOC is the degree of circularity1 of each vibrational transition of 

either the solute or solvent. IR and IL are the intensities of scattered RCPL and LCPL registered at 

the ROA instrument, respectively. We will use Eq. (1) to evaluate eCP-Raman contributions of 

both achiral solvents and chiral solutes in the three examples considered.  

It is important to point out that simulations of IR - IL signals of achiral solvents generally 

do not involve any resonance calculations as they are transparent at 532 nm. Since achiral 

solvents do not have their own ROA intensity, the solvent IR – IL signals contain only eCP-

Raman contributions and can be evaluated based on Eq. (1). While the solvent DOC curves can 

be obtained by ratioing the solvent CP-Raman and Raman spectra calculated using the usual far-

off resonance calculations, the chiral solute contributions, i.e.,  value at 532 nm and ' curve 

can be taken directly from the experimental measurements. Such evaluations were demonstrated 

in Ref.[22]. 

Simulating the IR - IL signal of a chiral solute under resonance, on the other hand, is more 

complicated, as it may contain variable contributions from both RROA and eCP-Raman. 
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Furthermore, (near) resonance effects may be significant and need to be properly accounted for 

in the calculations of Raman, CP-Raman, and RROA. We applied the finite-lifetime (or damped 

response) approach, similar to that described previously28 to treat the resonance effect in its 

Raman, CP-Raman and ROA spectra, using the Gaussian Development Version (GDV) 

package.19 The simulation of CP-Raman requires only the same polarizability tensors (α) as for 

Raman and not the additional electric dipole – magnetic dipole and electric dipole – electric 

quadrupole polarizabilites (G' and A, respectively) as needed for ROA. In this approach, an 

imaginary phenomenological damping parameter, , is added to the incident frequency , where 

 is related to the lifetime of the excited states and to the widths of the absorption (or dispersion) 

peaks. While previous implementations were numerical (i.e. numerically differentiating the 

polarizabilities, G' and A tensors with respect to nuclear coordinates, generally requiring 

substaintial computational time), the current fully analytic derivative implementation in GDV 

additionally includes magnetic field dependent basis functions (GIAOs) which ensure gauge 

origin-independent results and typically takes about 1.5 to 2 times longer than a normal Raman 

and ROA calculation with G16.20 

Geometry optimizations, harmonic frequency, Raman, CP-Raman and ROA calculations 

at 532 nm for R-Ni and R-Cu were performed using the GDV package.19  eCP-Raman spectrum 

of R-Ni (or R-Cu) under (near) resonance was simulated by multiplying its simulated RRaman 

spectrum with CID from Eq. (1). Experimental  at 532 nm and ' curve in the range from 532 

nm to 590 nm (corresponding to 0 ~ 1850 cm-1 on the Raman scale) were used, while DOC was 

obtained from DFT. While it is possible to evaluate  and ' based on ab initio calculations as 

well, the accuracy of the current ECD calculations is not yet sufficient to yield reliable eCP-

Raman predictions.  
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For the damping parameter,  = 880 cm-1, as suggested by others28, was used. We also 

tested the sensitivity of simulated Raman, CP-Raman and RROA spectra of R-Ni to this damping 

parameter, by using  = 988 cm-1, 880 cm-1 and 550 cm-1. The comparisons are summarized in 

the Appendix. (Figure B1) As one can see, the three values give more or less the same results for 

Raman and CP-Raman, which are directly relevant to the current eCP-Raman simulations, while 

some small differences appear for RROA in the lower cm-1 region. 

For R-Ni, the optimized geometry and harmonic frequencies were computed at the 

B3LYP/aug-cc-pVTZ level of theory. We also tested the sensitivity of the simulated Raman, CP-

Raman and RROA spectrum of R-Ni to different basis sets such as aug(sp)-cc-pVDZ and aug-cc-

pVDZ. The results with the additional basis sets are provided in Figure B2 in the Appendix. As 

can be seen in Figure B2, essentially identical spectra were predicted with all basis sets tried.  

Other parameters used to simulate the eCP-Raman and RROA spectra are provided in 

“Experimental Section” . For example, the concentration of R-Ni was 0.037 M and the path 

length 0.25 cm for the evaluation of CID. Note that this concentration would be too low for a 

non-resonant ROA experiment. The path length corresponds to half of the cell length since the 

laser focal point was approximately at the center of the cell. The DOC curve was simulated by 

taking the ratio of the associated CP-Raman versus Raman spectra of R-Ni extracted from the 

DFT calculations with the finite-lifetime approach. Finally, the eCP-Raman spectrum of R-Ni 

was calculated as Raman  CID from Eq. (1). An analogous procedure was used for eCP-Raman 

of R-Cu.   

In Figure 4.2, simulated IR + IL (Raman) and IR – IL (eCP-Raman) spectra of R-Ni and R-

Cu based on Eq. (1) are compared with experimental spectra of R-Ni in CH2Cl2 (DCM) and 

CHCl3 and of R-Cu in DCM and CHCl3, respectively. Calculated natural RROA spectra of both 
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chiral solutes at 532 nm are also provided. Several important observations can be made about 

Figure 4.2. First, the IR+IL (Raman) experimental spectral patterns of both Ni and Cu are well 

reproduced by the simulations. Second, the IR – IL experimental spectral patterns of R-Ni are 

essentially the same in both solvents, and the same can be said for R-Cu. In other words, there 

are no explicit solute-solvent interactions or formations of specific solute-solvent complexes to 

be concerned about. Third, somewhat surprisingly, the simulated IR – IL spectra based on Eq. (1) 

are in very good agreement with the experimental IR – IL spectra for both Ni and Cu. The 

positive experimental IR– IL Ni feature near 1570 cm-1 looks less prominent than that in the 

simulated bi-signate features. This can be attributed to slightly broader experimental bands 

where the symmetric and asymmetric C=N stretching modes overlap. Fourth, the simulated CID 

magnitude is in the order of 10-3 for Ni and 10-4 for Cu, in good agreement with the related 

experimental magnitudes, capturing the difference between Ni and Cu. Indeed, the experimental 

IR - IL signal of Ni emerged in a few minutes rather than 2-3 hours in the case of Cu. Fifth, the 

simulated natural RROA is drastically different from the experimental IR – IL spectral patterns for 

both Ni and Cu.  
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Figure 4.2. (a) Top: experimental Raman (IR + IL) spectrum of R-Ni in CH2Cl2 (blue) is 

compared with the simulated one (black); Bottom: experimental ROA (IR – IL) spectra of R-Ni in 

CH2Cl2 (blue) and in CHCl3 (red) are compared with simulated eCP-Raman contribution (black) 

and with simulated natural RROA spectrum (yellow). (b) Analogous results for R-Cu. 

Corresponding experimental and theoretical solute bands are numbered and asterisk (*) indicates 

the solvent bands. The calculated spectral intensities are displayed in units of [m2 cm/sr] where m 

is meter and sr is steradian.   

 

The simulated IR + IL (Raman) and IR – IL (eCP-Raman) spectra of both solvent and 

solute in the 250-2250 cm-1 region are depicted in Figure B3, in the appendix for R-Ni and R-Cu, 

showing good agreement with the experimental data. Furthermore, the relative intensity of 

solvent to solute appears to be well reproduced for both IR + IL and IR - IL for R-Cu. For both IR 

+ IL (Raman) and IR – IL (eCP-Raman) of R-Ni, the experimental R-Ni intensity relative to the 
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respective solvent is ~4 times of the simulated ones, suggesting that the (near) resonance 

enhancement of Raman intensity of R-Ni is a bit overestimated theoretically.    

Overall, the good agreement between simulated and experimental IR + IL (Raman) and IR 

– IL (eCP-Raman) spectra in Figure 4.2 and Figure B3 strongly supports the conclusion that the 

eCP-Raman mechanism proposed for Eq. (1) is the dominant contributor in these systems. The 

simulated natural RROA spectral patterns of the solutes, on the other hand, look different from 

the experimental ones. This, together with the strong solvent IR - IL bands facilitated only by 

eCP-Raman, indicates that the natural RROA mechanism plays a negligible role in the 

experimental IR - IL spectra observed in both Ni and Cu cases.  

The third example, S-BN, is an organic molecule with axial chirality. Using experimental 

ECD profiles in two different solvents, CHCl3 and CH3CN, and the experimental concentration 

information reported in Ref. [12], we performed similar calculations as for Ni and Cu. The final 

IR - IL simulations of S-BN in CHCl3 and CH3CN are summarized in Figure 4.3, for comparison 

to the experimental data. In Figure 4.3, we see a similar situation for Ni and Cu. First, the 

negative IR - IL feature of the main S-BN band observed experimentally is correctly predicted by 

eCP-Raman. Second, the experimental IR - IL spectral features of CHCl3 and CH3CN are also 

captured by the simulations, including the positive IR - IL band of CH3CN at 2256 cm-1. Third, 

the strong experimental IR - IL bands of CHCl3 and CH3CN are about ten times stronger than the 

main band of S-BN. This ratio is captured by the simulations. The comparisons shown in Figure 

4.3 clearly demonstrate that one can explain the experimental observation reported in Ref. [12] 

satisfactorily with the eCP-Raman mechanism, and not by natural RROA.  
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Figure 4.3. a) Comparison of the experimental12 (top) and simulated (bottom) IR - IL (eCP-

Raman) spectra of the chiral solute S-BN whose bands are shown in the rectangle box and their 

intensities amplified by a factor of ten, and of achiral solvent CHCl3 whose bands are outside the 

box. b) Parallel plots as in a) but with S-BN in CH3CN solution 

 

From Eq. (1), one can see that sign of CID depends on the sign of ∆ɛ, i.e., ECD sign at 

532 nm, and that of the term (∆ɛ′/∆ɛ +DOC). Since -1 ≤ DOC ≤ 5/7,1b if the ∆ɛ′/∆ɛ ratio is larger 

than or near 1, it controls the sign of the (∆ɛ′/∆ɛ +DOC) term. This leads to a mono-signate IR – 

IL spectrum, the same sign as that of ∆ɛ at 532 nm, such as in the case of R-Cu. Appearance of 

mono-signate IR – IL can also result from a more delicate interplay between ∆ɛ′/∆ɛ versus DOC 

as in the case of S-BN. Therefore, for eCP-Raman, single sign IR – IL can be observed, as in the 

case of SES with true molecular RROA.1,11,28 b However, the mechanisms are different. A mono 

signate IR – IL spectrum does not imply that a SES is in resonance or that the IR – IL sign should 

be opposite to that of ECD.  
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As shown in Table B1, the CID values of the chiral solutes and of the solvents based on 

Eq. (1) generally agree with the experimental CIDs in the three cases discussed. For example, the 

experimental CID values are -2.6x10-3 for the R-Ni band at ~1588 cm-1 and -5.7x10-4 for the R-

Cu band at 1520 cm-1, in agreement with the simulated CID values of -4.8x10-3 and -8.9x10-4, 

respectively.  

In Figure B4, we compare Raman, CP-Raman and RROA of R-Ni and R-Cu calculated at 

532 nm with and without the finite-lifetime approach. Clearly, the finite-lifetime approach is 

crucial for reproducing the experimental IR – IL spectrum of R-Ni. For R-Cu, on the other hand, 

the differences are minor. This is consistent with the experimental observation that R-Ni is the 

nearest resonance case, then R-Cu, and finally S-BN. Not surprisingly, the simulations of S-BN 

without the finite-lifetime in Figure 4.3 already agrees well with the experiment.  

In all three examples discussed, the eCP-Raman contribution appears to dominate the 

experimental IR – IL observation. Can one detect true RROA of a chiral solute? This may be 

possible if the CID of true RROA is significantly larger than of eCP-Raman given by Eq. (1). 

Such a condition may be achieved by changing the concentration of the chiral solute. Among the 

three examples, R-Ni is the most promising one since it is closest to resonance. Nevertheless, 

several attempts were made to lower R-Ni concentration to seek RROA without success. In 

Figure 4.2, the theoretical RROA intensities predicted at 532 nm are ~3 times smaller than the 

simulated IR – IL (eCP-Raman) intensities for Ni.  

On the other hand, RROA intensity depends drastically on the excitation and transition 

energies, the latter of which are difficult to accurately predict theoretically. Indeed, different 

levels of theory can give very different RROA. Improvements in instrumentation can be helpful. 

If one is able to tune the excitation laser wavelength (technically not yet realized at the present 
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time), one may set it to a zero ECD crossing point to mostly avoid ECD interference at the 

excitation wavelength. However, outgoing Raman scattered light is expected to be still affected 

by ECD. If a system is very near resonance, the chance to detect true RROA is higher in 

principle, but this can cause other experimental complications such as stronger absorption and 

fluorescence.  

The current study shows that if there is measurable ECD of a chiral solute at 532 nm at 

the concentration used for the RROA measurement, the contribution from eCP-Raman cannot be 

ignored. Strong IR - IL achiral solvent bands can be regarded as a hallmark of eCP-Raman, 

although they may not be visible for weak scatters such as water. It is likely that eCP-Raman 

contributed in many of the previously reported RROA or even SERROA experimental studies, 

and their conclusions may need to be re-examined.   

 

4.4 Conclusion  

In summary, we have analyzed IR - IL spectra of three typical chiral molecules under (near) 

resonance in Raman scattering experiments. These resonant IR - IL features could be satisfactorily 

explained by a new form of chiral Raman spectroscopy, eCP-Raman, without detectable 

contribution from the true, natural RROA. We think that it is of crucial importance to recognize 

this mechanism when interpreting RROA data, otherwise misleading conclusions about 

molecular behavior may be drawn. The current study opens the way for a new form of chiral 

Raman spectroscopy under resonance which is sensitive to natural chirality and structures of 

chiral molecules. The results also underline the significance of further theoretical development of 

RROA as a complex and largely unexplored phenomenon.  
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Chapter 5 

Stereochemical Properties of Two Schiff-Base 

Transition Metal Complexes and Their 

Ligand by Using Multiple Chiroptical 

Spectroscopic Tools and DFT Calculations 

“This chapter is copied from the following published paper.” 

G. Li, D. Li, M. Alshalalfeh, J. Cheramy, H. Zhang, Y. Xu, Stereochemical Properties of Two 

Schiff-Base Transition Metal Complexes and Their Ligand by Using Multiple Chiroptical 

Spectroscopic Tools and DFT Calculations Molecules 2023, 28, 2571.  

 

5.1 Introduction  

Schiff base ligands have attracted much attention in fields ranging from coordination chemistry 

to organic synthesis to pharmaceutical.1,2 These ligands are imines with a general formula of R-

CH=N- R´ where R and R´ are linear/cyclic alkyl or aryl groups.3 Thanks to their selectivity and 

stability, Schiff bases and their transition metal complexes have been increasingly utilized as 

enantioselective catalysts,4 chiral fluorescent sensors5 and liquid crystal display devices.6 A well-

designed Schiff base has been considered “a privileged ligand” since it can be easily prepared 

and used to coordinate with a wide range of different metal centers of various oxidation states.3 
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Not only can stereogenic centers or other chirality elements (axes or planes) be introduced into a 

metal salen complex, the ligands’ backbone and the metal centers can be easily varied and finely 

tuned in designing a synthesis, including catalytic routes.7 Moreover, the salen metal complexes 

themselves can also serve as ligands to further coordinate to a second metal or self-assemble into 

an oligomer through coordination chromophore and metal substrate.8,9 

Detailed stereochemical properties, such as conformational distribution, ligand chirality 

and absolute configuration of the metal centers, are of significant importance for further 

exploration of this fascinating class of chiral molecular systems. Historically, such chirality 

related information has been typically obtained using X-ray crystallography, where a high-

quality single crystal is needed.10,11 However, to extract the stereochemical properties of these 

systems directly in solution, chiral spectroscopic methods, such as electronic circular dichroism 

(ECD),12 vibrational circular dichroism (VCD),13, 14, 15, 16 and vibrational Raman optical activity 

(ROA) 17  have been utilized. In particular, VCD and ROA, which both exhibit many well-

resolved vibrational bands, can provide detailed information not only about the absolute 

configuration of the system but also about the conformational distributions and intermolecular 

interactions with solvents18, 19, 20 and with the solute itself,21 with the aid of DFT calculations.22 

In this paper, we focus on a chiral tetradentate Schiff-base ligand, (R, R) and (S, S)-N, N’- 

Bis(3,5-di-tert-butylsalicylidene)-1,2-cyclohexanediamine (salen-chxn) and its complexes with 

Ni(II) and Cu(II). First, a series of chiroptical spectroscopic measurements were carried out, 

which include IR, VCD, UV-Vis, ECD, Raman and the newly discovered ECD-circularly 

polarized Raman, i.e., eCP-Raman.23, 24, 25, 26 Very recently, eCP-Raman spectroscopy was used 

to probe chirality recognition by a stereodynamic vanadium probe27 and to study a series of 

atropisomeric naphthalenediimides. 28  Therefore, it is of great interest to further explore 
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applications of eCP- Raman spectroscopy with the current systems. Second, applying the 

recently developed fast conformer-rotamer ensemble sampling tool, CREST, 29  systematic 

conformational searches were performed for both the ligand and the metal complexes. Third, we 

conducted extensive simulations of the related IR, VCD, UV-Vis, ECD, Raman and eCP-Raman 

spectra of the ligand and the complexes using the DFT and time-dependent DFT (TDDFT) 

calculations. As a result, excellent agreements between the experimental and theoretical VCD 

features were achieved, allowing one to confidently extract stereochemical information about the 

systems, including ligand conformations and absolute configurations of the center metal and 

ligands. We also paid attention to the more subtle effects, such as the conformational preference 

of the tertbutyl (tBu) groups and how they influence the VCD and ECD features. The exciton 

chirality method, or the coupled oscillator model,30 has been extensively used by chemists to 

assign absolute configurations based on ECD without any calculations. Its application criteria 

were very recently reviewed.31 The coupled oscillator approach has recently been extended to 

VCD analyses of carbohydrates 32  and peptides.33  In the current study, the exciton chirality 

method was applied to both VCD and ECD spectra. We provided some comments about its 

performance based on the comparison with the associated DFT and TDDFT simulations. 

 

5.2 Results and Discussions 

The structural formulas of the Schiff base ligand and its two transition metal complexes are 

shown in Scheme 5.1. In the following, we describe the systematic conformational searches of 

the ligand and the metal complexes and the DFT geometry optimizations done for each 

compound in Section 5.2.1. Subsequently, we simulated the IR, VCD, UV-Vis and ECD spectra 

of the low-energy conformers of salen-chxn. Next, we experimentally compared the final 
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averaged and experimental spectra to extract the preferred conformations in Section 5.2.2. Then, 

in Section 5.2.3, we examined the experimental IR, VCD, UV-Vis and ECD spectra of the salen-

chxn-Ni(II) and –Cu(II) complexes and compared them with the simulated ones to extract the 

helicity of the respective metal complexes. The more subtle effects of the conformations of the 

tBu groups are also discussed. Overall, the excellent agreements between experiment and theory 

allow one to conclusively identify the main conformers in the solution. Next, the applications of 

the exciton chirality model to the VCD and ECD spectra of the ligand and the metal complexes 

are discussed, and some comments are provided on the applicability of the model in each case in 

Section 5.2.4. Finally, in Section 5.2.5, we describe the eCP-Raman experiments of the two 

metal complexes under (near) resonance, the analyses of the observed solvent chiral Raman 

spectra, and the potential applications of eCP-Raman.  

While the (R, R) and (S, S) enantiomers of the ligand were purchased directly from 

Sigma-Aldrich, the Ni(II) and Cu(II) complexes were synthesized according to the procedure 

described in Section 5.3.1. Therefore, for simplicity, unless otherwise specified, we use the (R, 

R)-enantiomer of the ligand and the complexes for all the geometry presentations and spectral 

simulations in this paper. 
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Scheme 5.1. The molecular formula of the (R, R)-N, N’-Bis(3,5-di-tert-butylsalicylidene)-1,2- 

cyclohexanediamine (salen-chxn) ligand and its Ni(II) and Cu(II) complexes, denoted as salen-

chxn-Ni(II) and salen-chxn-Cu(II), respectively. tBu indicates the tertbutyl group. 

 

5.2.1 Systematic Conformational Searches and Low-Energy Conformers of the Ligand and 

the Metal Complexes 

Based on its chemical formula, the salen-chxn ligand may exhibit a range of conformational 

flexibilities, as shown in Figure 5.1. These are associated with the cyclohexane ring 

conformations, the axial and equatorial positions of the two large substituents, the rotatable 

motions about the N-Chexane bonds, the OH pointing direction, and finally, the staggered and 

eclipsed conformations of the two tBu groups in each substituent. Based on the previous VCD 

studies14, 34 of several related salen ligands with the 1,2-cyclohexanediamine subunit, one would 

expect the chair conformation of the cyclohexane ring to be significantly more stable than the 

boat one, while both the axial and equatorial positions support stable conformers. Rather than 

manually going through these potential ligand conformations, we used the Conformer–Rotamer 

Ensemble Sampling Tool, i.e., CREST, by Grimme and co-workers29 for systematic 

conformational searches. The capability of CREST to generate a nearly complete set of relevant 

conformations has been extensively benchmarked by gas phase spectroscopic investigations, 

such as rotational spectroscopic studies of a wide range of molecules and non-covalently bonded 

clusters35,36,37 and IR chirality recognition studies of protonated amino acid binary aggregates.38 

For example, CREST was used to identify drastically different binary aggregates of tetrahydro-2-

furoic acid observed in a jet-cooled rotational spectroscopic39 and in a matrix-isolation VCD40 

where very different binary conformers were identified from those in solution.41 One exception 
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reported recently is the weakly bound heterochiral trimer of propylene oxide,42 where the most 

stable geometry established experimentally is not a minimum in CREST. Another advantage of 

CREST is the readily available implicit solvation models for many solvents, which can be used 

during a conformational search. This capability was utilized in a very recent VCD study of 

steroids.43 

The details of the CREST program and the multitiered approach developed before38 are 

described in Section 5.3, Materials and Methods. In total, 91 ligand geometries were generated 

after the initial CREST search. The low-level geometry optimization and the subsequent single 

point energy calculation (see Section 5.3.2 for details) reduced the number to 48 geometries 

within an energy window of 20 kJ mol−1. Further geometry optimizations were carried out at 

several different levels of theory, including B3LYP44,45/6-31G(d)46, B3LYP-D3BJ/6-311++G(d,p), 

and B3LYP-D3BJ/def2-TZVP47 with the polarizable continuum model (PCM)48 of CDCl3. In 

addition, the D3 dispersion correction49.50 with the Becke–Johnson (BJ) damping function51 was 

used. The DFT optimization generated four ligand conformers within an energy window of ~15 

kJ mol−1. The corresponding optimized geometries are depicted in Figure 5.2, with their relative 

free energies and their Boltzmann percentage abundances at 298 K. 
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Figure 5.1. Possible conformations of salen-chxn: (1) the axial and equatorial conformations at 

cyclohexane; (2) the rotatable N-Chexane bonds are indicated by small arrows; (3) the OH 

orientation direction pointing to N=C (shown) or away (not shown); (4) the subtle staggered and 

eclipsed conformations of the tBu groups are also shown on the right side. The eclipsed CH3 

groups are offset slightly for easy viewing. The tBu groups of the two aromatic branches can take 

on the staggered–staggered, staggered–eclipsed, and eclipsed–eclipsed conformations.  
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Figure 5.2. Optimized geometries of the four low energy salen-chxn ligand conformers 

identified by the CREST search and optimized at the B3LYP-D3BJ/def2-TZVP level of theory 

with the PCM of CDCl3. The relative free energies in kJ mol-1 and the Boltzmann percentage 

abundances at 298 K are provided in the brackets. The blue and red colors represent the nitrogen 

and oxygen atoms, respectively, whereas the white color is for the hydrogen atoms, and the 

carbon frame is in the ginger color. 

It is interesting to note that no conformers with the substituents in the axial position were 
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identified by CREST. Even if one constructed an axial conformer as an initial input geometry, the 

DFT geometry optimization also turned it into an equatorial conformer. Clearly, the axial 

position does not support a stable conformer. This is different from other related ligands studied 

before [14], possibly because the substituents in salen-chxn are considerably bulkier. 

Additionally, only conformers with the OH groups pointing to N=C to form intramolecular H-

bonds were identified by CREST within an energy window of 20 kJ mol-1. The six-membered H-

bonded and benzene rings form a planar structure, bestowing structural rigidity to the main frame 

of the salen-chxn ligand. As seen in Figure 5.2, the relative orientation of these two planar 

substituent structures leads to different types of conformers. The most stable type (Type I) has 

these two planar substituents stretching out with the OH group up in one substituent and down in 

the other. In contrast, other relative orientations, for example, with the two planes roughly 

perpendicular to each other (Type II), are more than 15 kJ mol-1 less stable. Overall, the three 

most stable Type I conformers take on the staggered–staggered (global minimum), staggered–

eclipsed, and eclipsed–eclipsed tBu arrangements, while the next less stable conformer is Type II 

with the staggered–staggered tBu arrangement (see Figure 5.2) 

For the salen-chxn-Ni(II) and salen-chxn-Cu(II) complexes, the same conformational 

searches as described above were conducted. However, the coordination with the metal centers 

makes these systems more rigid than the salen-chxn ligand, and only nine candidates were 

identified. The geometry optimizations were performed at the B3LYP-D3BJ/6- 311++G(d,p) 

level and the combined B3LYP-D3BJ/def2-TZVP (for all atoms except the metal atom) + 

LANL2DZ (Los Alamos National Laboratory 2 double-ζ,52  for Ni and Cu) level. The DFT 

calculations led to three conformers associated with the different tBu arrangements. Consistent 

results were obtained at both levels of theory. The optimized geometries of the three conformers 
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for Ni and three for Cu obtained are summarized in Figure 5.3, with their free energies and 

Boltzmann factors at 298 K. 

 

 

 

 

 

 

 

 

 

 

Figure 5.3. The optimized geometries of the salen-chxn-Ni(II) and salen-chxn-Cu(II) conformers 

at the B3LYP-D3BJ/6-311++G(d,p) level of theory with the PCM of CDCl3 . The relative free 

energies in kJ mol−1 and the Boltzmann percentage abundances at 298 K are provided in the 

brackets. The blue and red colors represent the nitrogen and oxygen atoms, respectively, whereas 

the white color is for the hydrogen atoms, and the carbon frame is in the ginger color. The green 

and gold colors represent the nickel and copper atoms, respectively. 
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5.2.2. Experimental and Simulated IR, VCD, UV-Vis and ECD Spectra of the Salen-Chxn 

Ligand 

The individual conformer IR and VCD spectra of the four most stable salen-chxn conformers are 

depicted in Figure 5.4, together with the Boltzmann averaged and the experimental IR and VCD 

spectra of the ligand in CDCl3 solution. In terms of the IR spectra, those of salen-chxn-I 

(staggered–staggered) and -II (staggered–eclipsed) look almost identical, whereas those of salen-

chxn-III (eclipsed–eclipsed) and -IV (Type II staggered–staggered) demonstrate some noticeable 

differences. In general, it is easy to correlate the experimental IR bands with the calculated ones, 

and all the visible features are labelled with letters “a” to “t” for easy recognition. For example, 

the highest wavenumber bands of salen-chxn-III, i.e., those labelled as a (antisymmetric) and a’ 

(symmetric) for the C=N stretching modes, are blue-shifted by ~7 cm−1 compared to those of -I 

and -II, and the relative intensity of b of -III is somewhat weaker than those of -I and -II. For 

salen-chxn-IV, the C=N and aromatic ring C=C stretching region exhibits a much different 

pattern in terms of spacing and relative intensity when compared to those of -I, -II and -III. To 

facilitate vibrational discussion, the experimental IR band assignments are provided in Figure 5.5, 

based mainly on the calculated IR spectrum of the dominant conformer, salen-chxn-III and -I 

(vide infra). As mentioned above, band a and a’ correspond to the antisymmetric and symmetric 

C=N stretches, respectively. While the unresolved b band contains the symmetric and 

antisymmetric aromatic ring C=C stretching bands, the c and c’ are the symmetric and 

antisymmetric wagging motions of the CHs of the aromatic ring coupled with the OHs, 

respectively. 
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As in the case of their IR spectra, the VCD spectra of salen-chxn-I and -II are very 

similar, except in the 1420–1500 cm−1 region (bands d to f) where some minor differences are 

noted, 

mostly related to the C-H wagging motions from the tBu groups and the benzene rings. While 

salen-chxn-III and -IV offer similar main VCD features in the region below 1580 cm-1, they 

exhibit drastically different VCD spectra from those of -I and -II in the above 1580 cm−1 region. 

Compared to the experimental VCD features, it is obvious that only salen-chxn-III shows the 

negative/positive VCD signs (high to low cm-1 ) of the C=N stretching bands a and a’ in the 

~1635 cm−1 region, which matches the experimental ones. Salen-chxn-I, -II and -IV, on the 

other hand, all offer wrong VCD sign patterns. In the 1245 cm−1 region, salen-chxn-III exhibits 

a strong positive VCD feature, which matches the experimental band m intensity. In contrast, the 

other three conformers offer a relatively weak VCD feature at this position or not at all. Overall, 

salen-chxn-III offers the best agreement with the experimental IR and VCD features, especially 

in the above 1580 cm−1 region and around 1250 cm-1. At the same time, salen-chxn-I and -II 

provide somewhat better agreements in the 1300 cm−1 region centered on feature i and in the 

1100 cm−1 region centered on feature r. In general, the predicted VCD features of salen-chxn-IV 

do not offer any good agreement with the experimental ones in all the main regions discussed 

above. Clearly, a combination of substantial salen-chxn-III and some amount of salen-chxn-I and 

-II would be needed to account for the observed IR and VCD features. Therefore, we also 

included the empirically weighted IR and VCD spectra in Figure 5.4, where empirical percentage 

abundances of 60%, 20% and 20% were assigned to salen-chxn-III, -I and -II, respectively. The 

empirical abundances are somewhat different from the theoretical Boltzmann percentages, which 

overly emphasize the contribution of salen-chxn-I and -II and downplay the importance of salen- 
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chxn-III. Nevertheless, based on the good agreement between the experimental and empirically 

weighted theoretical IR and especially VCD spectra, we can conclude that salen-chxn-I, -II and -

III are all important conformers in solution, with -III being the most abundant one.  
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Figure 5.4. The simulated individual IR and VCD spectra of the four most stable salen-chxn 

conformers and the related Boltzmann averaged IR and VCD spectra at the B3LYP-D3BJ/def2- 

TZVP/PCM (CDCl3) level of theory at 298 K. The experimental and empirically weighted IR 

and VCD spectra are also provided. The experimental units are on the right side. The main IR 

and VCD band features are labelled “a” to “t” to aid the comparison.  

 

 

 

 

 

 

 

 

 

Figure 5.5. The general assignment of the IR and VCD bands of salen-chxn. The main IR and 

VCD band features are labelled “a” to “t” to aid the comparison as in Figure 5.4. 
 

With regard to the three tBu conformations, one may initially assume that the staggered 

arrangement would be noticeably more stable than the eclipsed one because of the Newman 

projections shown in Figure 5.2. But a closer examination reveals that the two tBu groups are so 

far apart that the closest H···H distance is still over 3.6 Å, very unlikely to make a noticeable 

difference in their relative free energy. Actually, the closest H··H distances are those between the 

tBu group and the aromatic ring. They are about 2.1 Å, again not likely to make much difference 

in the relative energy. Indeed, the DFT free energy difference for salen-chxn-I (staggered–
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staggered) and -II (staggered–eclipsed) is quite small, i.e., <0.2 kJ mol-1. It was puzzling initially 

why salen-chxn-III (eclipsed–eclipsed) is so much less stable than salen-chxn-II (staggered–

eclipsed) or salen-chxn-I (staggered–staggered). A further examination revealed that to 

accommodate the eclipsed–eclipsed tBu arrangement, the tBu groups in one aromatic branch 

become too close to the tBu groups in another branch, generating much steric tension and 

pushing the two aromatic branches a bit further apart. This change, although subtle, can be seen 

visually in the changes of IR and VCD bands above 1400 cm−1, especially those associated with 

the C=N stretches and aromatic ring C=C stretches. This is also reflected strongly in the relative 

free energies with salen-chxn-III predicted to be ~10 kJ mol−1 less stable. 

Figure C1 (appendix) provides the bond critical points related to the non-covalent 

interactions based on the Quantum Theory of Atoms in Molecules (QTAIM)53 analysis. As one 

can see, salen-chxn-I has one more cage critical point than -III, further stabilizing -I. On the 

other hand, comparing the experimental IR and, in particular, the VCD features with the 

simulated ones strongly indicates that all three conformers, i.e., salen-chxn-I, -II and -III, are all 

present dominantly in the solution. Therefore, one may speculate that the additional cage critical 

point in salen-chxn-I may limit its interactions with the solvent. In salen-chxn-III, on the other 

hand, the aromatic rings may be more ready to accommodate some solvent molecules, making it 

more stable in the solution through some explicit solute–solvent interactions. We also note that 

the single point energy calculations at the DLPNO-CCSD(T)54/cc-pVDZ level using ORCA55 

reduce the relative free energy difference between salen-chxn-I and -III to 7.1 kJ mol−1, 

suggesting that the true energy difference may be overestimated at the DFT level. Please note 

that the relative Gibbs energy corrections were taken directly from the DFT calculations, and the 

PCM of CDCl3 was included in the single point calculations. 
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The experimental UV-Vis and ECD spectra of salen-chxn in acetonitrile (ACN) are 

provided in Figure 5.6. The UV-Vis and ECD spectra of the three dominant conformers derived 

from the IR and VCD analyses discussed above were calculated at two different levels of theory: 

B3LYP-D3BJ/def2-TZVP which was used for the IR and VCD calculations above, and 

MN12L/def2-TZVP. The individual UV-Vis and ECD spectra of salen-chxn-I, -II and -III are 

provided in Figure C2, while the related Boltzmann weighted spectra are also depicted in Figure 

5.6. In addition, the empirically weighted UV-Vis and ECD spectra using the percentage 

abundances obtained from the IR and VCD analyses are also shown in Figure 5.6. 

 

 

 

 

 

 

 

 

\ 

Figure 5.6. Comparison of the experimental and theoretical UV-Vis and ECD spectra of salen-
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chxn in acetonitrile solution. The first 200 electronic states were included in the calculations at 

the two levels of theory indicated. For the empirically weighted spectra, we used the same 

weights derived from the IR and VCD comparison. The main UV-Vis and ECD bands are 

labelled as “1” to “6” to aid the comparison. 

 

It is clear that the UV-Vis and ECD spectra of these three conformers look very similar. 

Not surprisingly, the Boltzmann and empirically weighted UV-Vis and ECD spectra look very 

similar because the UV-Vis and ECD features are much less sensitive to the subtle tBu 

conformations. Taking advantage of better resolution with ECD, the experimental peaks at 209 

nm, 221 nm, 233 nm, 250 nm, 266 nm and 330 nm can be tentatively assigned to the calculated 

ones labelled 1 to 6. Overall, the simulated UV-Vis and ECD spectra at the MN12L level provide 

a better agreement with the experimental ones than the B3LYP level. 

 

5.2.3. Experimental and Simulated IR, VCD, UV-Vis and ECD Spectra of the Salen-Chxn-

Ni(II) and Cu(II) Complexes 

Since the IR features of these two complexes are quite similar, we first focus on the IR band 

assignment and the comparison of the IR bands of the complexes with the ligand, using salen-

chxn-Cu (II) as an example. One goal here is to facilitate an in-depth understanding of the 

appearance of several strong bisignate VCD couplets compared to the ligand. The band 

assignments are given in Figure 5.7, based on the theoretical simulation (vide infra). The region 

of interest is roughly divided into six regions, namely I-VI, associated with the vibrational 

motions centered at different parts of the complex, as shown in Figure 5.7 
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Figure 5.7. (a) The IR spectrum of salen-chxn-Cu (II) in the 1700–1100 cm−1 region is divided 

into six parts from I to VI. (b) The molecular parts related to I to V are coloured. (c) The main 

vibrational modes of salen-chxn-Cu (II) in the 1450–1100 cm−1 region. The main IR bands in 

the 1100–1450 cm−1 region are labelled as “1” to “8” to aid the discussion.  

 

The shoulder I is mainly associated with the C=N symmetric stretch, while II is 

dominated by the C=N antisymmetric stretch with considerable contributions from the aromatic 

ring C=C stretches. In comparison to the ligand, the antisymmetric C=N stretch is red-shifted, 

whereas the aromatic ring C=C stretches appear to be slightly blue-shifted. Region III contains 

mostly aromatic ring C-H wagging motions, demonstrating a noticeably strong intensity 
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compared to the somewhat related vibrational modes in the ligand, i.e., band c and c’, which are 

of much lower intensity and blue-shifted greatly. While region IV is mainly related to the 

cyclohexane CH2 and tBu CH3 motions, region V contains the symmetric and antisymmetric C-

O stretches. The rest of the low wavenumber features are grouped into VI, and their more 

detailed assignments are provided in Figure 5.7. 

As described in Section 5.2.1, three low-energy conformers were identified for each 

metal complex. The Boltzmann weighted simulated IR and VCD spectra of salen-chxn-Cu (II) at 

the B3LYP-D3BJ/6-311++G(d,p) and B3LYP-D3BJ/def2-TZVP+LANL2DZ(for Cu) levels are 

compared with the experimental ones in Figure 5.8. The associated individual conformer IR and 

VCD spectra at the B3LYP-D3BJ/6-311++G(d,p) level are shown in Figure C3. It is interesting 

to note that both IR and VCD spectra of these three conformers look very similar, unlike in the 

case of the ligand itself. This means that the IR and VCD spectra do not offer discrimination 

among these tBu conformers. Generally, excellent agreements were achieved between the 

experimental and theoretical IR and VCD spectra of salen-chxn-Cu (II). We note that all visible 

IR and VCD experimental features are reproduced theoretically. The strongest VCD features in 

the Cu (II) complex are the negative/positive (from low to high cm-1) bisignate features in 

Molecules 2023, 28, 2571 11 of 22 regions I and II. These bisignate features are associated with 

the antisymmetric and symmetric C=N stretches in the Cu (II) complex based on the simulation, 

a point which will be further explored in Section 5.2.4. On the other hand, the two aromatic rings 

C=C stretches in region II are not strongly coupled. In fact, the GaussView visualization shows 

them as mainly located at the right and the left branches separately. This situation leads to an 

overall negative VCD which is not well resolved from the negative wing of the aforementioned 

bisignate feature. 
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Figure 5.8. Comparison of the experimental IR (top) and VCD (bottom) spectra of salen-chxn-

Cu (II) with the corresponding calculated spectra in CDCl3 solution. The levels of theory used 

are B3LYP-D3BJ/6-311++G(d,p) and B3LYP-D3BJ/def2-TZVP+LANL2DZ(for Cu) with the 

PCM of chloroform. The simplified calculations were done by replacing tBu with an H atom. 

 

Parallel calculations and comparisons were also performed for the salen-chxn-Ni(II) 

complex. While the Boltzmann-weighted simulated IR and VCD spectra of salen-chxn-Ni(II) are 

compared with the experimental ones in Figure 5.9, the associated individual conformer IR and 

VCD spectra are also shown in Figure C3 (appendix). Again, excellent agreements between 

theory and experiment have been achieved, and neither IR nor VCD features are sensitive to the 

different conformations due to the tBu arrangements. 
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Figure 5.9. Comparison of the experimental IR (top) and VCD (bottom) spectra of salen-chxn-

Ni (II) with the corresponding calculated spectra in CDCl3 solution. The levels of theory used 

are B3LYP-D3BJ/6-311++G(d,p) and B3LYP-D3BJ/def2-TZVP + LANL2DZ(for Ni) with the 

PCM of chloroform. The simplified calculations were done by replacing tBu with an H atom. 

 

As discussed above, the simulated IR and VCD spectra agree very well with the 

experimental features for both the Ni(II) and Cu (II) complexes, supporting that the most stable 

conformation predicted for each complex (see Figure 5.3) is the main species in solution. In 

contrast to the ligand case where the staggered–staggered (20%), staggered–eclipsed (20%), and 

eclipsed–eclipsed (60%) salen-chxn conformers all contribute significantly to the observed 

spectra, the staggered–staggered conformation prevails with ~97% and 93% abundances for the 

salen-chxn-Ni(II) and -Cu (II) complexes in solution, respectively. We do acknowledge that the 

IR and VCD features are not very sensitive to the tBu conformations, unlike in the case of the 

ligand. Another goal of the current study is to explore the possibility of speeding up the 

calculations by replacing each tBu group with an H atom and verifying if the simplified 

calculations can theoretically capture all major experimental IR and VCD features. The 

simplified calculation was performed at the B3LYP-D3BJ/6-31G(d,p) (for C and H atoms) + 6-

311++G(2d,p) (for Ni or Cu, N and O atoms) level. The results are also presented in Figures 5.8 

and 5.9 for the Cu (II) and Ni(II) complexes, respectively. It is interesting to note that major IR 

and VCD features in the above 1500 cm−1 region were well reproduced. In contrast, those 

medium strength bands in the below 1500 cm−1 region for the Ni (II) and Cu(II) complexes were 

not captured accurately. This is not surprising because these specific bands below 1500 cm−1 
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can be largely assigned to the CH3 motions of the tBu functional groups as well as the CHs 

associated with the cyclohexane ring. 

Therefore, if one’s main focus is the absolute configuration of the metal complexes, it is 

enough to do simplified calculations. On the other hand, the complete calculations allow detailed 

assignment of all visible vibrational and VCD bands, greatly boosting the confidence of 

conformational identification. 

Another key point of interest is the absolute configuration of the chiral metal centers, i.e., 

the helicity of the metal complexes.14 The dihedral angle θ which defines the specific helicity 

preference, is the dihedral angle between the O1-Metal-N1 and the O2-Metal-N2 planes shown 

in Figure C4 (appendix), where O1 and N1 belong to one aromatic branch, and O2 and N2 

belong to another. These angle values are 3.7 and 9.0 degrees for the Ni(II) and Cu (II) 

complexes, respectively. Since these two metal complexes exhibit nearly square planar 

geometries, one may speculate that the M or P helicity would be possible because only a small 

change in the dihedral angle to the opposite direction would be enough for the helicity switch. In 

a previous study of several Ni(II) complexes which are in a distorted square planar N2O2-

coordination sphere, a diastereomeric equilibrium was detected, with a strong preference of the 

Λ (i.e., M) over ∆ (i.e., P) metal chirality for the R-ligands.56 The preference for ∆ or Λ was 

shown to be tunable by using different solvents in the case of a tris(diamine)nickel (II) 

complex.57 Interestingly, the situation is quite different for the nearly square planar Ni(II) and 

Cu(II) complexes with the salen-chxn ligands. No P helicity geometry candidates were identified 

in the CREST searches within an energy window as high as 60 kJ mol−1. To further confirm the 

absence of stable P helicity geometries, we also constructed several Ni(II) geometries with the P 

helicity as the starting geometries. All of them reverted to the M helicity with the DFT geometry 
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optimization. It appears that the cyclohexane ring, which connects the two nitrogen atoms of the 

ligand, strongly influences the outcome of the possible diastereomers with the (R, R) ligands, i.e., 

only the M helicity diastereomers are stable. 

for the (R, R)-salen-chxn-Ni(II) and Cu(II) complexes. This calculation result, combined 

with the excellent agreement between the experimental and theoretical IR and VCD of the (R, 

R)-salen-chxn-Ni(II) and Cu(II) complexes, allows one to unequivocally state that the dominant 

conformers are with the M metal chirality. This conclusion is similar to that drawn for other 

nearly square planar Schiff base transition metal complexes with similar ligands, for example, 

the bis(pyrrol-2-ylmethyleneamine)-cyclohexane-Ni(II), Cu(II), Pd (II) and Pt(II) complexes 

reported previously.14 

The experimental UV-Vis and ECD spectra of the salen-chxn-Ni(II) and salen-chxn-

Cu(II) are depicted in Figure 5.10. From the IR and VCD analyses, we know that, by far, the 

dominant conformation is staggered–staggered. Therefore, we carried out TDDFT calculations 

for the most stable salen-chxn-Ni(II) and salen-chxn-Cu(II) conformers with 97% and 93% 

abundances, respectively. The resulting UV-Vis and ECD spectra are summarized in Figure 5.10 

as well. To facilitate the comparison, noticeable experimental UV-Vis and ECD bands are 

numbered 1 to 6 or 7, and the corresponding band assignments in the calculated spectra are also 

numbered accordingly. Because of the broad nature of the spectral features in the UV-Vis region, 

the assignments are less conclusive in comparison to the IR and VCD assignments. At the same 

time, the calculated UV-Vis and ECD spectra at the two different levels of theory differ 

noticeably, highlighting the challenges in modelling transition metal complexes. Interestingly, 

the B3LYP-D3BJ/6-311++G(d,p) provides considerably better agreement with the experiment 

for both metal complexes than MN12L/6-311++G(d,p). It is known that the performance of 
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different combinations of DFT functionals and basis sets usually need to be tested for the excited 

state calculations of transition metal complexes because of the associated challenges.15 The good 

agreement provided by the B3LYP-D3BJ/6-311++G(d,p) calculations allowed one to assign 

most of the major features observed. Overall, one could confidently state that the helicity of the 

metal centers, i.e., Ni(II) and Cu(II), are indeed M based on the ECD analyses, the same 

conclusion derived from the corresponding VCD analyses. 

 

 

 

 

Figure 5.10. Comparison of the experimental and simulated UV-Vis (top) and ECD (bottom) 



101 
 

spectra of salen-chxn-Ni(II) and salen-chxn-Cu(II) at two different levels of theory. In total, 250 

electronic states were included in the calculation. The main UV-Vis and ECD bands of salen-

chxn-Ni(II) and salen-chxn-Cu(II) are labelled as “1” to “6” and “1” to “7”, respectively, to aid 

the comparison. 

 

5.2.4. Applications of the Exciton Chirality Method to the VCD and ECD Spectra of the 

Complexes 

The exciton chirality method for ECD spectroscopy was recently comprehensively reviewed by 

Pescitelli.31 The author outlined three main prerequisites for correctly applying the exciton 

chirality method. These include: (i) knowing the conformational distribution of the molecular 

target; (ii) knowing the corresponding direction of the electric transition moments; and (iii) 

assuming the observed ECD signals to be dominated by the exciton coupling mechanism. Below 

we first discuss whether it is suitable to apply the exciton chirality method to the ECD spectra of 

the ligand and the two complexes and use the theoretical calculations in the current study to 

rationalize the conclusion. Second, we extend the exciton chirality method application to the 

VCD spectra of the three compounds studies. 

For the salen-chxn ligand, it is unsuitable for applying the exciton chirality method to 

interpret the resulting ECD features because the system does not fulfil criteria (ii) and (iii). There 

are multiple chromophores in the UV-Vis region, and most bands appear to be severely 

overlapped, making it difficult to identify the exciton couplets. The situation for the two metal 

complexes seems somewhat promising at first. In the experimental ECD spectrum salen-chxn-

Ni(II), one strong negative Cotton couplet is in the region below 300 nm. A clear negative Cotton 

couplet centered at about 385 nm is present in the salen-chxn-Cu (II) ECD spectrum. On the 
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other hand, as one can see in Figure 5.10, the ECD spectra of these two metal complexes look 

very different even though they share many similarities (although Cu (II) is an open shell and 

Ni(II) is a closed shell), making it difficult to fulfill requirement (ii). To illustrate this difficulty, 

the contributions of the individual electronic transitions to the UV-Vis and ECD spectra are 

provided in Figure C5 (appendix). It is clear that the negative Cotton couplet contains some 

obvious contributions by multiple electronic transitions rather than an obvious pair of coupled 

transitions. Salen-chxn-Cu (II) suffers a similar issue. Some of these difficulties associated with 

applying the exciton chirality method to the salen Ni(II) complexes were also alluded to in a 

previous publication.58 

For the salen-chxn ligand, applying the exciton chirality method to interpret the resulting 

VCD features is unsuitable because none of the three criteria are fulfilled. While salen-chxn-I, -II 

and -III all have similar arrangements of the two aromatic branches, the resulting VCD features 

are sensitive to more subtle differences, such as the orientations of the tBu groups. Second, there 

are no obvious observed VCD features dominated by the exciton coupling mechanism. The 

situation improves with the two metal complexes. First of all, both of their observed 

experimental VCD features are dominated by a negative VCD couplet in the above 1580 cm−1 

region where the lower wavenumber band shows a negative sign. Second, the bisignate VCD 

couplets of salen-chxn-Ni (II) and -Cu (II) are related to the symmetric and antisymmetric C=N 

stretches, whose vibrational electric transition moment directions are well defined, as shown in 

Figure 5.11. Second, only one main conformer was identified for each metal complex, or at least 

the minor tBu arrangements do not affect the relative orientation of the two aromatic branches, 

thanks to the rigidity introduced by the coordination bonding to a central metal atom. Following 

the VCD exciton chirality method proposed by Taniguchi and Monde,59  the method indeed 
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predicted a negative Cotton effect for (R, R)-salen-chxn-Ni(II) (Figure 5.11), marked by a 

counter-clockwise rotation of the C=N groups. The same scheme can be applied to salen-chxn-

Cu(II). 

 

 

 

 

 

Figure 5.11. The two coupled C=N stretching transition dipole moments are indicated for the (R, 

R)- salen-chxn-Ni(II) and (S, S)-salen-chxn-Ni(II), providing the negative and positive exciton 

coupling couplets, respectively.  

 

5.2.5. Experimental and Simulated eCP-Raman Spectra of Salen-Chxn-Ni(II) and Salen-

Chxn-Cu(II) 

Recently, it was discovered that when a chiral compound, such as a transition metal complex, is 

under (near) resonance, the chiral Raman measurement carried out using a ROA spectrometer 

may contain significant eCP-Raman contributions in addition to resonance ROA features. 

However, since there have been very few examples reported of the newly discovered eCP-Raman 

spectroscopy, we conducted further Raman and eCP-Raman studies of salen-chxn-Ni(II) and 

salen-chxn-Cu(II). In a typical ROA experiment, a randomly polarized light passes through a 

chiral sample, and the chiral Raman response is measured by the small intensity difference of the 
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back-scattered right circularly polarized light (IR) versus left circularly polarized light (IL) using 

the scattered circularly polarized (SCP)-ROA.60  For systems under (near) resonance, it was 

reported recently that the IR − IL signals contain two important contributions: resonance ROA 

and eCP-Raman. eCP-Raman occurs because the randomly polarized light becomes circularly 

polarized when it passes through a chiral sample under resonance and is absorbed differentially. 

The resulting circularly polarized light interacts with the chiral solute and solvent and generates 

circularly polarized Raman responses (IR − IL) by both the chiral solute and (achiral) solvent. We 

emphasize that both chiral or achiral systems may produce eCP-Raman features, and the IR − IL 

responses are measured in the usual channel with a regular SCP-ROA instrument. One hallmark 

of eCP-Raman is the huge IR—IL bands of (achiral) solvent, i.e., the chirality of the chiral solute 

is now imprinted onto the eCP-Raman response of the achiral solvent. Experimental Raman and 

IR − IL spectra of salen-chxn-Ni(II) and salen-chxn-Cu (II) are provided in Figure 5.12. It is 

immediately obvious that both Raman and IR − IL spectra are dominated by the solvent CDCl3 

bands, whereas the bands of the Ni(II) and Cu (II) complexes are fairly weak. Similar 

observations were reported in recent publications.23,24,25,61 The huge IR − IL responses of CDCl3 

indicate that the chiral Raman contribution is largely dominated by the eCP-Raman effect, as 

discussed above. 
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Figure 5.12. (Top): experimental ECD spectra from 532 nm to 610 nm of salen-chxn-Ni(II) and 

salen-chxn-Cu(II). (Middle): experimental Raman spectra of the two metal complexes. (Bottom): 

the comparison of the experimental and simulated eCP-Raman spectra of the two metal 

complexes. The solute bands are indicated with asterisk. 

 

The eCP-Raman contribution can be described using the following expression23,25  

𝐶𝐼𝐷 =
𝐼𝑅−𝐼𝐿

𝐼𝑅+𝐼𝐿
=

𝑙𝑛10

4
𝑐𝐿∆𝜀(

∆𝜀′

∆𝜀
+ 𝐷𝑂𝐶)                          (5.1) 
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Here CID, the normalized circular intensity difference, is defined as (IR − IL)/( IR + IL) 

where IR + IL corresponds to Raman and IR − IL to eCP-Raman.   and '   are decadic, 

differential absorption coefficients of the chiral solute for the excitation light at 532 nm and the 

scattered light at each Raman band, respectively. C is the concentration of the chiral solute, L is 

the optical path length, and DOC is the normalized degree of circularity of the vibrational 

transition of interest. By applying Equation (5.1), one can simulate eCP-Raman using CID times 

Raman.  

While c and L are experimental parameters, one can, in principle, calculate   and ' as well as 

DOC. On the other hand, theoretically, it is currently still extremely challenging to capture the   

and ' magnitudes in the weak tail regions of the ECD bands of the transition metal complexes. 

Therefore, we decided to utilize the experimental ECD measurements of Ni(II) and Cu(II) in the 

tail regions, which are included in the top panels of Figure 5.12. It is interesting to point out that 

even though the ECD intensities are very low in the region beyond 532 nm for these two 

complexes, the zoom-in graphs in Figure 5.12 show that the spectral patterns look very different 

in salen-chxn Ni(II) versus Cu(II). If one re-examines the CID equation above, it is obvious that 

  and ' play a significant role in determining the signs and relative intensities of eCP-Raman 

bands. Therefore, one can expect drastically different eCP-Raman spectral patterns of salen-

chxn-Ni(II) versus Cu(II), even though only the transition metal centers are different in these two 

salen-chxn metal complexes. Quantum mechanically, DOC, corresponding to the intensity and 

sign of CP-Raman signals, can be calculated using the same electric dipole–electric dipole 

polarizability tensors as for Raman scattering.62 In the bottom panel of Figure 5.12, we compare 

the simulated and experimental results. As one can see, with the combined experimental and 

theoretical inputs, all the strong IR − IL solvent bands are fully captured using the eCP-Raman 
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calculations, confirming the dominant nature of the light–matter interactions through the eCP-

Raman mechanism. From the above eCP-Raman discussions of the two metal complexes, one 

can see that the chirality information of the metal complexes is now imprinted onto the IR − IL 

solvent bands. These bands are generally much stronger than the corresponding ones of the metal 

complexes themselves because the solvent Raman bands have higher intensities than the metal 

complexes thanks to their large concentrations, a condition which is true in almost all solution 

experiments. This offers an opportunity to monitor the chirality of the complexes with only a 

small amount of chiral samples. By combining the high chiral sensitivity of ECD with the high-

resolution capability of Raman spectroscopy, eCP-Raman is a promising new tool for absolute 

configuration determination and for probing excited state phenomena with the aid of improved 

theoretical simulations of ECD. 

 

5.3 Materials and Methods  

5.3.1 Experimental Section  

The (R,R) and (S,S) salen-chxn ligands (98%) were purchased from Sigma-Aldrich, Milwaukee, 

USA and used without further purification. The salen-chxn-Ni(II) and -Cu(II) complexes were 

synthesized based on the previous literature procedures.63 Briefly, the salen-chxn ligand was 

dissolved in absolute ethanol, and then the solution was heated to reflux (almost boiling). The 

perchlorate hexahydrate salt of Ni (or Cu) in absolute ethanol was added into the ligand solution 

and refluxed for 3 h. The solution mixture was concentrated using a rotavapor, and the residue 

was again dissolved in CH2Cl2 and ethyl acetate. The resulting solution was filtered under 

suction filtration to remove unreacted ligands. After that, the solvent was removed from the 

filtered solution using a rotavap to collect the remaining solid powder, which was further 
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recrystallized using dichloromethane. The resulting crystals of the Ni(II) and Cu(II) complexes 

were collected. All IR and VCD spectra were collected using an FTIR spectrometer (Bruker 

Vertex 70, Milton, Canada) coupled to a VCD model (PMA 50).64 The photoelastic modulator 

(PEM) was set at 1400 cm−1 for all measurements. The liquid nitrogen-cooled mercury 

cadmium telluride (MCT) detector was used, and the resolution was set at 4 cm−1.The CDCl3 

solutions of the salen ligand and the salen-chxn-Ni(II) and salen-chxn-Cu (II) complexes were 

prepared in concentrations of 0.060 M, 0.060 M and 0.060 M, respectively. A demountable BaF2 

cell was used for all measurements. For sale-chxn, salen-chxn-Ni(II) and salen-chxn-Cu (II), a 

0.1 mm, 0.1 mm, and 0.05 mm Teflon spacer were used, collection time was one, one, and two 

hours, respectively. The final IR spectra were baseline corrected by the subtraction of the solvent 

spectrum measured under the same conditions, while the VCD spectra were obtained using the 

usual (R-S)/2 method. 

The UV-Vis and ECD spectra of the salen-chxn ligand in acetonitrile were measured using a 

JASCO-810 ECD spectrometer with a concentration of 1 mM and a path length of 0.2 mm. The 

UV-Vis and ECD spectra of the salen-chxn-Ni(II) and -Cu(II) complexes in acetonitrile were 

collected using a Jasco-1700 spectrometer. The concentration was 1 mM (5 mM), and the path 

length of sample cell was 1 mm. The mass spectrometry and NMR data of the two metal 

complexes are reported in Point C1, appendix. The expected mass weights of the two complexes 

were confirmed, and the NMR data are consistent, with the Ni(II) complex being diamagnetic 

and the Cu(II) complex being paramagnetic with broad NMR lines. The raw VCD and ECD 

spectra of the (R,R) and (S,S)-salen-chxn-Ni(II) and -Cu(II) complexes studies are also presented 

in Point S1. The eCP-Raman spectra were measured using a Biotools (Jupiter, USA) chiral 

Raman spectrometer in the backward scattered circular polarized (SCP) scheme. The collection 
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time for salen-chxn-Ni(II) and salen-chxn-Cu(II) was 5 and 25 h, respectively. CDCl3 was used 

as the solvent, and the concentration was 10 mM and 5 mM for the Ni(II) and Cu(II) complexes, 

respectively. 

 

5.3.2 Theoretical  Section 

To systematically explore the possible conformers of the ligand and the complexes, we utilized 

the CREST code,29 including the generalized Born (GB) based GBSA implicit solvation model, 

using CDCl3 as the solvent. Built upon the previous semiempirical tight-binding (TB) quantum 

chemistry method, GFN-xTB, 65  the CREST code offers fast and reliable exploration and 

screening of the conformational space of mid- to large-sized molecules. A multitiered approach 

developed before39 was applied to ensure fast and complete conformational searches. This 

includes several steps: (1) use CREST to generate candidates; (2) apply DFT optimizations of the 

CREST candidates with relaxed convergence criteria at the revPBE-D3/def2-SVP47 level, with 

the empirical D3 dispersion correction; (3) do a single-point energy evaluation at the B3LYP-

D3/def2-TZVP level of the optimized structures in step (2); Step 2 and (3) were done using 

Molpro66  (4) perform the final geometry optimizations and harmonic frequency calculations 

using the Gaussian 16 package.67 In the current study, the step (4) calculations were carried out at 

the B3LYP-D3BJ/def2- TZVP level for the ligand, at the B3LYP/6-311++G(d,p) level and the 

B3LYP-D3BJ/def2- TZVP (for all atoms except Ni and Cu) + LANL2DZ(for Ni and Cu) for the 

metal complexes. To account for the bulk solvent environment, the implicit solvent (ε = 4.81 for 

CDCl3) was included using the integral equation formalism (IEF) version of the PCM [48]. A 

Lorentzian band shape with a half-width at half-height (HWHH) of 4 cm−1 was applied to the 

simulations of IR and VCD spectra. In order to improve the frequency accuracy of the simulated 
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spectra, a linear correlation method, as described in ref 68,68 was utilized to scale the simulated 

frequencies in the current study. The TDDFT calculations were employed to calculate the excited 

state energies, oscillator strength and optical rotation dispersion calculations at the B3LYP-

D3BJ/6-311++G (d,p) and MN12L/6-311++G(d,p) levels of theory with the PCM of acetonitrile 

(ε = 35.688). The first 200 and 250 electronic states were taken into account for the ligand and 

the two metal complexes in simulating their UV-Vis and ECD spectra, respectively. A Gaussian 

line shape with an HWHH of 0.15 eV was used for the simulations of UV−Vis and ECD spectra.  

 

5.4 Conclusion 

The stereochemistry properties of a flexible salen-chxn ligand and two salen transition metal 

complexes, salen-chxn-Ni(II) and salen-chxn-Cu(II), were investigated using a combined 

experimental and theoretical approach with a series of chiroptical tools: UV-Vis and ECD, IR 

and VCD, and Raman and eCP-Raman. While many conformational candidates were generated 

with the systematic CREST conformational searches, the main low-energy conformations for the 

three molecular systems studied are associated with the different tBu arrangements. The 

excellent agreement between the experimental and simulated IR and VCD spectra of salen-chxn 

demonstrated that there are three main conformational species in solution with an estimated 

abundance of 60% salen-chxn-III and 20% each of salen-chxn-I and -II, also supported by the 

UV-Vis and ECD study. The complexation with Ni(II) and Cu(II) leads to a strong preference for 

the staggered–staggered ligand conformation with a nearly squared planar coordination geometry 

and, at the same time, induces an absolute configuration of the metal center, i.e., the helicity of 

the complexes. We were able to confirm the structural preference and determine the helicity of 

the metal complexes to be M for (R,R)-salen-chxn ligand based on the good agreement between 



111 
 

the observed and simulated chiroptical spectra. We also showed that the salen-chxn-Ni(II) and -

Cu(II) are under (near) resonance with the Raman laser at 532 nm and measured the 

corresponding eCP-Raman spectra of them, which are dominated by the induced solvent chiral 

Raman bands. These observed chiral Raman solvent bands agree well with the simulated ones, 

demonstrating that the mechanism is well understood and highlighting eCP-Raman as a 

promising new tool for absolute configuration determination. Moreover, we extended the 

application of the exciton chirality method to the metal complexes and extracted their helicity 

information from the observed VCD spectra. Interestingly, it was found that the excitation 

chirality method did not work for the ECD interpretation of all three systems. Using the 

calculation results, we highlighted the important criteria for properly applying the excitation 

chirality method and discussed the reasons for its failure in the case of ECD interpretation of the 

three compounds studied. The current work demonstrates the advantages of applying multiple 

chiroptical spectroscopic techniques in a combination of theoretical modelling in order to explore 

conformational landscapes, ligand chirality, and helicity of transition metal complexes in 

solution.  

  



112 
 

References  

 

[1] J. L. Segura, M. J. Mancheño, F. Zamora, Chem. Soc. Rev. 2016, 45, 5635-5671. 

[2] M. N. Uddin, S. S. Ahmed, S. M. Rahatul Alam, J. Coord. Chem. 2020, 73, 3109-3149. 

[3] M. S. More, P.G. Joshi, Y. K. Mishra, P. K. Khanna, Mater. Today Chem. 2019, 14 100195.  

[4] S. De, A. Jain, P. Barman, ChemistrySelect 2022, 7, e202104334. 

[5] M. K. Goshisht, G. K. Patra, N. Tripathi,  Mater. Adv. 2022, 3, 2612-2669. 

[6] F. S. Alamro, S. M. Gomha, M. Shaban, A. S. Altowyan, T. Z. Abolibda, H. A. Ahmed, Sci. 

Rep. 2021, 11, 15046. https://doi.org/10.1038/s41598-021-94533-6  

[7] S. N. Shariff, S. Saravu, D. Ramakrishna, IntechOpen, London, 2022. DOI: http://dx.doi.org/ 

10.5772/intechopen.107904.  

[8] A. Gualandi, F. Calogero, S. Potenti, P. G. Cozzi, Molecules, 2019, 24, 1716.   
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Chapter 6  

Extraction of Pure Experimental RROA Data 

and Preliminary Theoretical Treatment  

6.1 Introduction  

Raman optical activity (ROA) measures the small intensity difference in the Raman scattering of 

right and left circularly polarized light from optical active molecules. As elaborated in the 

previous chapters, ROA measurements are often quite challenging because of the weak signals. 

Only one photon in a million experiences Raman scattering process. Moreover, the intensity ratio 

of ROA over Raman, also called circular intensity difference (CID), is typically in the order of 

10-3~10-4.1 To overcome the weakness of ROA signals, high concentration samples, long 

exposure time and instrumental optimization are required to obtain high quality ROA spectra. 

The necessity of large amounts of samples and long measuring time is undesirable or 

unachievable in some situation, and much research effort has been devoted to increase ROA 

signal intensity. 

Despite significant improvements of instrumentation,2 Researchers have continuously 

worked on developing new strategies to enhance the ROA signals. One effective approach to 

increase the intensity of its parent spectroscopy, i.e., Raman spectroscopy, is to operate the 

measurements in the resonance regime where the incident laser frequency is matches the 

electronic transition frequency of target molecules. The first resonance Raman experiment was 

carried out by Harrand and Lennuier in 19463 where the authors noticed a strong Raman 
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enhancement of a dichloronitrobenzene solution if the excitation wavelength was chosen to be in 

resonance with an absorption band. The phenomenon was extensively investigated both 

experimentally and theoretically in the following years, especially after the invention of laser. 

Nowadays, resonance Raman spectroscopy is a powerful tool for the study of metal-containing 

biological molecules, such as heme proteins.4 Two significant advances of resonance Raman 

spectroscopy are its sensitivity and selectivity. For example, in the case of heme proteins, one 

can selectively excite the porphyrin group using laser excitation at 410 nm, and observe the 

associated Raman band with minimum interference of other functional groups since the others 

are off-resonance. To apply the same resonance Raman approach to the ROA measurements is 

technically challenge because of the complexity of an ROA instrument. Only a few wavelengths 

have been reported to be utilized successfully for ROA measurements5 and the most common 

one is at 532 nm which is the one available in our research group.  

In early 2010s, our research group investigated several transition metal complexes 

utilizing multiple chiroptical spectroscopic techniques.6,7 While their vibrational circular 

dichroism spectra could be well simulated theoretically, providing rich stereochemical 

information including conformational distributions of these metal complexes in solution, one 

particular group of transition metal complexes7 with a chiral pyrrol-2-yl Schiff-base ligand 

exhibits unusual ‘ROA’ enhancement and band patterns.8 We will refer the chiral signals using a 

ROA spectrometer as IR – IL to avoid any confusion. Very interestingly, strong IR – IL signals 

originating from both the chiral solute and achiral solvent molecules were present simultaneously 

in the spectra. Subsequently, we re-examined all possible light-matter interactions and 

discovered a form of chiral Raman spectroscopy, which we called eCP-Raman.9 This is the 

combination of electronic circular dichroism (ECD) and circularly polarized (CP) Raman. Upon 



118 
 

comparing our observation with the theoretical calculations, we found that the experimental IR – 

IL spectral patterns can be fully explained by the eCP-Raman mechanism whereas the 

contribution by the natural resonance ROA (RROA) mechanism is negligible.9a Clearly, the 

inherent RROA signals of the chiral resonating complex are severely masked by the dominating 

eCP-Raman signals.  

Can one extract true RROA spectra from a regular chiral Raman measurement using an 

ROA spectrometer? This is the main question I will address in this chapter using an example 

transition metal complex, (R, R)-bis(pyrrol-2-ylmethyleneamine) cyclohexane nickel(II) 

complex, abbreviated as RR-Ni (II) (shown in Figure 6.1). Parallel to the experimental RROA 

research, there have been significant theoretical efforts aiming at developing models to simulate 

RROA spectra adequately.10 One difficulty is that many of the previously reported experimental 

RROA spectra may be contaminated with eCP-Raman contributions and erroneous conclusions 

might be drawn when comparing simulations to those experiments. In this chapter, some recent 

theoretical efforts to simulate the experimental resonance Raman and RROA spectra reported11 

here will also be discussed.   

 

 

 

 

 

 

Figure 6.1. The geometry formula of the RR-Ni (II) complex. 
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6.2 Experimental and General Theoretical Details  

Synthesis: The RR-Ni (II) complex (shown in Figure 1) was synthesized and purified based on 

the procedures described in Ref.12 . All the reactant compounds were purchased from Sigma-

Aldrich and used without the need for purification. The chiral ligand was synthesized by 

combing 2-pyrrole aldehyde and 1,2-diamino cyclohexane. Subsequently, the nickel salt was 

added to form the Ni (II) complex. The reaction duration is more than 7 hours to ensure its 

completion. Both the starting materials, ligand and final complex are air-stable. To confirm the 

purity of final products, mass spectrometry analysis was conducted.  

Spectroscopic measurements: The Raman and ROA spectra were measured using Chiral 

Raman-2XTM spectrometer manufactured by Bio tools company operating with a 532 nm laser 

excitation source. The laser power was set at 10 mW to prevent sample decomposition. The total 

collection time for the spectra was 50 hours. A solution of 1.0 mg of Ni complex dissolved in 1 

mL of CHCl3 was prepared, providing a concentration of 0.00307 M. The cell mount was 

adjusted 2 mm away from the laser focusing point to minimize the optical pathlength and reduce 

the eCP-Raman signals.  

The UV-Vis and ECD spectra were obtained using a Jasco-1500 spectrometer. The 

concentration used was the same as the ROA measurement for the region from 400-700 nm and 

the path length of the sample cell was 1 mm.  

Theoretical calculations: As discussed in Chapter 4, the IR - IL signal of a chiral solute 

under resonance contains two both RROA and eCP-Raman contributions and (near) resonance 

effects may significantly influence the Raman, CP-Raman, and RROA simulations. To treat the 

resonance effects in the Raman, CP-Raman and ROA spectra, we applied the finite-lifetime (or 
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damped response) approach developed and implemented by Dr. Cheeseman in the Gaussian 

Development Version (GDV) package.13 While the simulations of Raman and CP-Raman require 

only the (electric dipole – electric dipole) polarizability tensors, α, additional electric dipole – 

magnetic dipole and electric dipole – electric quadrupole polarizabilities (G' and A, respectively) 

are needed for ROA. The fully analytic derivative implementation in the GDV include not only 

the differentiating the α, G' and A polarizability tensors with respect to nuclear coordinates but 

also as well as magnetic field dependent basis functions (GIAOs) which insure gauge origin-

independent result. Overall, the analytical derivative finite-lifetime approach typically takes only 

about 1.5 to 2 times longer than a normal Raman and ROA calculation with Gaussian16.14 We 

note that the existing finite lifetime approach still cannot fully reproduce the current 

experimental results. Further preliminary theoretical developments are described in the result 

session 6.4. Theoretical Results and Discussion. 

 

6.3 Experimental Results and Discussion 

The experimental UV-Vis and ECD spectra of the RR-Ni (II) complex are provided in Figure 6.2 

The ECD spectra in the relevant region of 400-700 nm (Figure 6.2 (b)), the broad UV-Vis and 

ECD spectra exhibit multiple electronic transitions with (at least) three visible bands: for 

example, below 450 nm, negative ECD bands were observed, while at 480 nm, positive ECD 

bands merged. Additionally, beyond 500 nm, a rapid decay in ECD absorption is observed and 

ECD absorption 

nears the baseline beyond 550 nm. Notably, the laser excitation frequency of 532 nm falls within 

the tail region of the electronic transition at 480 nm. This positioning makes the RR-Ni (II) 

complex a promising candidate for the extraction the RROA signals.  
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Figure 6.2. The UV-Vis and ECD spectra of RR-Ni (II) complex. The green line indicates 532 

nm.  

 

For the eCP-Raman contribution, the related CID value which is the ratio of the intensity of eCP-

Raman over Raman can be calculated using equation 6.1.8(b),9(a)   

 

𝐶𝐼𝐷 =
𝐼𝑅−𝐼𝐿

𝐼𝑅+𝐼𝐿
= =

𝑙𝑛10

4
 𝑐𝐿 ∆ɛ ( 

∆ɛ′

∆ɛ
 + 𝐷𝑂𝐶)      (6.1) 
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Here,  and ' are decadic, differential absorption coefficients for the excitation light at 532 

nm and for the scattered light at each Raman band, respectively. c is the concentration of the 

chiral solute, L is the optical path length, DOC is the degree of circularity of the vibrational 

transition of interests, and IR and IL are the intensities of scattered RCPL and LCPL registered at 

the ROA instrument, respectively.  

 It is interesting to point out that the eCP-Raman CID of RR-Ni(II) depends on the 

concentration of RR-Ni(II) and also the experimental pathlength used. Since the other terms in 

equation 6.1 are either constants or terms associated with the molecular properties and cannot be 

changed easily, we focus on c and L. The aforementioned eCP-Raman CID behaves differently 

compared to the RROA CID which depends on the molecular properties but not the 

concentration of RR-Ni(II) or the pathlength. Therefore, to decrease the eCP-Raman CID and 

therefore the contribution of eCP-Raman relative to RROA, one needs to use as low 

concentration and as short pathlength as possible. On the other hand, a low concentration will 

lead to very low Raman, eCP-Raman and RROA intensity and one may not obtain good quality 

Raman and IR -IL spectra. The same can be said about the pathlength.  

Many different concentrations and pathlength combinations were tested. The best results 

are given in Figure 6.3 with the raw Raman and IR – IL spectra of RR-Ni(II) in CHCl3. Some 

experimental details are provided in section 6.2. The optimized spectra were obtained at the 

concentration of 0.00307M with 2mm optical pathlength and averaging collection time is 50hrs 

with 10mw irradiation power. In the raw Raman spectrum, there in only one medium strength 

band belong to CHCl3, which is marked with *. As mentioned before, the IR – IL spectrum of RR-

Ni(II) encompasses a mixture of eCP-Raman and RROA signals of RR-Ni. One therefore needs 

to remove the eCP-Raman contribution.  
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Figure 6.3. (a) The raw IR – IL spectrum (top) and the extracted pure RROA spectrum (bottom) of 

the RR-Ni (II) complex. (b) The raw Raman spectrum of the RR-Ni (II) complex. The solvent 

signal in the raw Raman and IR – IL spectra was labelled by asterisk. 

 

The equation 6.1 provides a blueprint for the procedure. While it is possible to calculate 

the eCP-Raman CID directly using equation 6.1, the accuracy of the current theoretical 

modelling is simply not good enough for extracting the true RROA spectrum meaningfully. 

Rather, we opted to use a full experimental procedure: a) use the experimental ECD spectrum to 

obtain  and ' directly. The  value at 532 nm and the ' curve in the range from 532 nm to 

590 nm (corresponding to 0 ~ 1850 cm-1 on the Raman scale) were used; b) the DOC plot was 

obtained by taking the ratio of the experimental CP-Raman and Raman spectra which were 
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measured directly using the ROA spectrometer; and c) the experimental concentration c and L 

are 0.00307 M and 0.2 cm, respectively. The experimental eCP-Raman was then obtained by 

multiplying the experimental Raman and the experimental eCP-Raman CID obtained. Finally, 

the true RROA spectrum was extracted by removing the eCP-Raman contribution from the raw 

IR – IL spectrum of RR-Ni(II) in CHCl3. The pure RROA spectrum is also presented in Figure 6.3. 

We note that a similar pure RROA spectrum of RR-Ni(II) in dichloromethane using the same 

subtraction procedure. The procedure employed here is also similar to that used in a recent 

publication.15  

In the raw IR – IL spectrum, the most intense band observed belong to the solvent CHCl3 

which is labeled with an asterisk. The only visible IR – IL feature of the RR-Ni (II) complex is the 

bi-signate pattern observed at the C=O stretching region, around 1600 cm-1, labelled as h and i. 

After removing the eCP-Raman contributions, the pure RROA spectrum reveals additional bands 

belonging to RR-Ni(II) and are labelled as ‘a’ to ‘g’ The spectral patterns of IR – IL  and RROA 

exhibit notable differences, demonstrating the significant contributions from the eCP-Raman 

mechanism in the raw IR – IL spectrum, even though significant effort was made to minimize 

eCP-Raman contribution in the experiment. This is consistent with the conclusions draw in 

Chapter 4 that a typical raw IR – IL spectrum observed for this molecular system under the usual 

experimental condition is dominated by eCP-Raman.9  

There are several important points one can make about the true RROA spectrum 

extracted. First, this RROA spectrum contains bands of different signs, i.e., does not exhibit a 

mono-signate spectral feature. Based on the single electronic state (SES) theory16 proposed by L. 

A. Nafie, one would expect a mono-signate RROA spectrum if the chiral system is under 

resonance with one electronic state. Second, the RROA CID value, i.e., the intensity ratio of 
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RROA versus Raman for the strongest band which corresponds to the C=N stretching at ~1600 

cm-1 is positive, while the the dissymmetric factor g, i.e., the ratio of ECD versus UV-Vis 

absorption, at 532nm and 532-590nm is also positive. Based on the SES theory, one would 

expect the RROA CID to be −
𝑔

2
 , clearly the current observation is in direct contrast to this 

expectation.  

From the experimental UV-Vis and ECD measurements, it is clear that the RR-Ni(II) 

complex is under resonance or near resonance at 532 nm. One may hypothesize that the 

invalidity of the SES theory in this context is because multiple electronic states of RR-Ni(II) are 

under near resonance condition at 532 nm. Indeed, a previous TDDFT calculation predicted that 

there are multiple electronic states which are near resonance at 532 nm.8(a) Currently, there are no 

theoretical programs which can simulate RROA spectra under the condition described accurately. 

In the next section, we describe some preliminary theoretical results obtained in collaboration 

with Drs. J. R. Cheeseman, Qin Yang, Alberto Baiardi, and Julien Bloino.   

 

6.4 Preliminary Theoretical Results and Discussion 

Another goal of this project is to utilize the existing state-of-the-art theoretical DFT 

calculations and verify if they can reproduce the experimental RRaman and RROA spectra of 

RR-Ni(II). A further goal is to explore potential new theoretical treatments in collaboration with 

theorists to capture the main RROA features observed experimentally.  

Back in 2014, some preliminary DFT calculations of RR-Ni(II) were performed in our  

group using the G09 and later G16 packages. The simulated RRaman and RROA spectra patterns, 

i.e., both intensities and signs of bands, varied drastically as one approached resonance, at 532 

nm. As it turned out, the existing DFT calculations in these packages could not deal with the 
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(near) resonance situation. Indeed, the resonance regime is highly challenging, especially with 

regard to ROA simulations. Besides the early SES theory by Nafie and others,16,18 over the past 

few years, some new theoretical approaches have been reported. One hall-mark of the SES 

RROA is that the RROA spectrum is mono-signated, i.e., all Raman bands have the same ROA 

sign. Questions were raised about the possibility of multi-signated RROA when two or more 

electronic states are under (near) resonance conditions. For example, in the ROA study of a 

chiral transition metal complex, bis-(trifluoroacetylcamphorato) copper (II), abbreviated 

Cu(tfc)2,
17 the authors reported multi-signated ROA spectrum and proposed that this was caused 

by having two resonance electronic states (TES), a phenomenon they termed TES-RROA, in 

contrast to SES. In the Cu(tfc)2 case, it turned out that the observed IR – IL spectrum is dominated 

by the eCP-Raman contribution, rather than by the RROA contribution.9 In terms of theoretical 

developments, L. N. Vidal et al. used a fully quantum mechanical methodology to consider the 

excited state interference and Herzberg-Teller effects. The authors showed that such 

consideration allows one to produce the sign alternation and intensity enhancement in RROA 

spectra18 that was not possible with the SES theory.16 We also note that many previously reported 

RROA spectra are likely contaminated by the eCP-Raman contribution. This perhaps has 

hindered the RROA theory development, for lacking true RROA experimental spectra for 

comparison and guidance.  

Below, we first applied the analytical derivative, finite lifetime approach implemented by 

Cheeseman9a to account for the resonance effect in Raman and ROA. As described in the 

previous literature,19 the Raman polarizability and derivative terms are evaluated using equations 

6.4.1 and 6.4.2. In the finite-lifetime approach, an imaginary phenomenological damping 

parameter  is added to the incident frequency , where  is related to the lifetime of the excited 
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states and to the widths of the absorption (or dispersion) peaks.   

 

𝑎𝛼𝛽 =
1

ℎ̅
∑ [

⟨𝑔|𝜇�̂�|𝑚⟩⟨𝑚|𝜇�̂�|𝑔⟩

𝜔𝑚 − (𝜔𝐼 + 𝑖𝛾)
+

⟨𝑔|𝜇�̂�|𝑚⟩⟨𝑚|𝜇�̂�|𝑔⟩

𝜔𝑚 + (𝜔𝐼 + 𝑖𝛾)
] 

𝑚

 (6.4.1) 
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=

𝜕 {
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⟨𝑔|𝜇�̂�|𝑚⟩⟨𝑚|𝜇�̂�|𝑔⟩

𝜔𝑚 − (𝜔𝐼 + 𝑖𝛾) +
⟨𝑔|𝜇�̂�|𝑚⟩⟨𝑚|𝜇�̂�|𝑔⟩

𝜔𝑚 + (𝜔𝐼 + 𝑖𝛾)
] 𝑚 }

𝜕𝑅
 (6.4.2) 

 

where g represents the groud state and m is the intermediate state.  𝛾 is the damping factor. 𝜔𝑚 is 

the transition frequency of ground state and excited states. 𝜔𝐼  is the frequency of incident 

radiation.  

 

The DFT calculations including geometry optimization, harmonic frequency, Raman, CP-

Raman and ROA calculations for RR-Ni(II) were performed using the Gaussian Development 

Version (GDV) package.13 Raman, DOC, and ROA polarizability tensors were calculated at 532 

nm using the finite-lifetime (or damped response) approach mentioned above. The fully analytic 

derivative implementation in GDV includes magnetic field dependent basis functions (GIAOs).  

The optimized geometry and harmonic frequencies of RR-Ni(II) were computed at the 

B3LYP/aug-cc-pVTZ level of theory.  The Raman and ROA polarizability tensors (532nm) were 

computed at the B3LYP/ aug(sp)-cc-pVDZ level of theory. First, we tested the sensitivity of the 

results to the value of the damping parameter, . The calculations were performed with three 

different  values at 988 cm-1, 880 cm-1, and 550 cm-1 and the results are summarized below in 
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Figure 6.4. The three different  values give more or less the same results for Raman and CP-

Raman, while some differences are noted for ROA, especially in the lower wavenumber region. 

 

 

 

Figure 6.4. Calculated Raman, CP-Raman and ROA of RR-Ni(II) at 532 nm with different 

values for .  Calculated IR + IL  and IR - IL are displayed in units of [m2 cm/sr] where m is meter 

and sr is steridian. CP-Raman was computed as (IR + IL)*DOC.   

We note that a  value of 880 cm-1 was suggested by others19 for such calculations and among the 

three  values used,  = 880 cm-1 gives the closest agreement to the RROA experiment. Another 

level of theory, B3LYP/aug-cc-pVDZ, was also applied for the calculations of the Raman and 
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ROA polarizability tensors (532 nm). As can be seen in Figure 6.5, these two basis sets predict 

essentially identical spectra. 

 

 

 

Figure 6.5. Calculated Raman, CP-Raman and ROA of R-Ni at 532 nm with two different basis 

sets. Calculated IR + IL and IR - IL are in m2 cm/sr. 

Figure 6.6 presents a comparison between the experimental RRaman and RROA spectra 

and the corresponding simulated spectra using the finite lifetime approach. The finite lifetime 

calculation provides satisfactory agreement with the experimental RRaman spectrum. For the 

RROA spectrum, the positive and most intense feature at 1600 cm-1 was reproduced, as well as 

several other features like bands d and g. On the other hand, several bands at lower wavenumber 

region such as a to c exhibit the opposite sign compared to the experimental observation. These 

bands are mostly associated to the C-H wagging and C-H scissoring from the five-member 

pyrrole ring.  
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Figure 6.6. Comparison of the finite lifetime RRaman and RROA spectra of RR-Ni(II) at 532 

nm with the experimental ones. The  value was set at 880 cm-1.  

 

In the finite lifetime approach used above, the excited state vibrational contributions for 

state(s) in strong resonance is missing. To include the vibrational levels of the ground and 

excited state(s) m for under strong resonance conditions, we turn to another method known as 

vibronic coupling approach. 20 , 21 , 22  The formalism of the Raman polarizability in vibronic 

coupling approach is provided in equation (6.4.3) 

 

�̃�𝛼𝛽 =
1
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]  (6.4.3) 
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where g0, ev, g1 are the intial state, intermediate state and final state. In the vibronic coupling 

approach, the initial and final states are both the ground state, and the vibrational levels are 

included in states g0, ev and g1 and the number of intermediate states ev also needs to be chosen. 

In contrast, the vibrational levels of the ground and excited states are not considered in the finite 

lifetime approach. Therefore, under strong resonance conditions, the vibronic method is expected 

to provide a good description since it includes the vibrational levels of the ground and excited 

states (m). Some preliminary calculations were performed with this approach (not shown) and 

they do not agree well with the experimental data. This is perhaps not surprising since the 

experimental RRaman and RROA spectra of RR-Ni(II) appear to be not under strong resonance, 

rather under near resonance, although currently there is no clear understanding on what defines 

the near resonance condition, especially for RROA.     

A further direction explored by our theoretical collaborators is to combine the two 

approaches described above. It is acknowledged that the near resonance contributions are 

typically not included in the vibronic approach. At the same time, while the finite lifetime 

approach includes the near resonance contributions, it is missing the excited state vibrational 

contributions for states in strong resonance, whose contributions may become more significant if 

the excited state geometries differ from the ground state geometry. Therefore, combining these 

two approaches may help to capture all the important factors which govern the RROA pattern of 

RR-Ni(II).  

It is recognized that one cannot just add the finite lifetime Raman polarizability to the 

vibronic Raman polarizability for the state(s) ev, as the finite lifetime polarizability already 

includes contributions from the state(s) ev. To avoid such double counting, it was proposed that 

the contributions from these states can be subtracted off by computing the contribution from the 
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state(s) ev using the sum over states expression involving the transition moments above. The 

expression for the Raman polarizability, which includes resonance and near resonance 

contributions is provided in equation 6.4.4:  

 

�̃�𝑣𝑖𝑏𝑟𝑜𝑛𝑖𝑐+𝑁𝑅 = ∑ �̃�𝑣𝑖𝑏𝑟𝑜𝑛𝑖𝑐 + (�̃�𝑓𝑖𝑛𝑖𝑡𝑒−𝑙𝑖𝑓𝑒𝑡𝑖𝑚𝑒 − ∑ �̃�𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛−𝑚𝑜𝑚𝑒𝑛𝑡

𝑚

) 

𝑚

 (6.4.4) 

 

  Currently further theoretical calculations in this direction are being pursued and the final 

results will be written up in a forthcoming joint publication.11  

 

6.5 Conclusion 

In conclusion, we extracted the pure RROA signals of the RR-Ni(II) complex from the raw IR – 

IL spectrum, which originally contains a mixture of small RROA and dominant eCP-Raman 

contributions. Guided by the eCP-Raman equation, we optimized the experimental 

considerations so that one could extract true RROA by subtracting the contribution of eCP-

Raman off. The same RROA spectra of RR-Ni(II) were obtained using two different solvent 

solutions, confirming that these features belong to the Ni(II) complex, rather than solvents. 

Interestingly, the RROA features are not mono-signated. Since the existing ROA calculation 

program offered in the electronic structure calculation packages, such as G16, can not deal with 

(near) resonance ROA cases, new theoretical approaches were sought after. The finite lifetime 

approach by Cheeseman was utilized and good and reasonable agreements with the experimental 

RRaman and ROA spectra were achieved, respectively. The importance of including vibronic 

coupling was also discussed. A new approach which combines the finite lifetime and the vibronic 



133 
 

coupling approach was proposed to simulate RRaman and RROA spectra. Further theoretical 

effort in this direction is being pursued.  
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Chapter 7 

Conclusions and Future work 

7.1 Conclusions 

During my PhD research, I have explored mainly novel phenomena associated with Raman and 

chiral Raman responses under (near) resonance condition. Intense chiral Raman signals, i.e., IR – 

IL signals, of achiral solvent were observed in several sets of experiments carried out using a 

Raman optical activity spectrometer with a wide range of solvents and with several chiral 

transition metal complexes. These intense induced solvent chiral Raman responses eventually led 

to the discovery of a new type of chiral Raman spectroscopy which we termed eCP-Raman, a 

combination of electronic circular dichroism and circularly polarized Raman spectroscopy. The 

discovery of eCP-Raman for chiral species under resonance led to the realization that many 

previously reported resonance Raman optical activity (RROA) spectra may be severely 

contaminated by eCP-Raman. Furthermore, I addressed the important issue of how to obtain a 

true RROA spectrum by subtracting the contribution of eCP-Raman under a suitable 

experimental condition. In addition, novel theoretical treatments of RROA were proposed and 

pursued, in collaboration with several prominent theorists in this exciting research area. Several 

different chiroptical spectroscopic techniques which include electronic circular dichroism (ECD), 

vibrational circular dichroism (VCD) and ROA were utilized, together with extensive theoretical 

calculations for systematic conformational searches, geometry optimizations, harmonic 

frequency calculations and spectral simulations.   
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In Chapter 3, I observed a unique chiral transfer effect from the chiral Ni (II) complex to 

the achiral solvent molecules. Two possible mechanisms were proposed to explain the strong 

induced ROA signals observed for achiral solvent molecules. The first mechanism known as the 

“ring of fire”, explains the occurrence of intense chiral Rayleigh scattering where the resonating 

transition metal complex manifests itself as molecular plasmons. The “ring of fire” model 

successfully captures the main achiral solvent ROA spectral patterns such as signs and relative 

intensities. However, this model underestimates the magnitudes of these induced ROA signals 

and fails to explain the results obtained for the Cu (II) complex. Consequently, after examination 

of various light matter interactions, a second mechanism was proposed, which is due to the 

combination of ECD absorption and circularly polarized (CP) Raman, termed eCP-Raman effect. 

By incorporating the eCP-Raman effect into our simulations, we were able to accurately 

reproduce not only the signs and relative intensities but also the absolute intensities of the 

observed ROA bands.  

In Chapter 4, I extended the applications of eCP-Raman effects to the chiral solute 

molecules under resonance. We analyzed the IR - IL spectra of two transition metal complexes, 

namely Ni (II) and Cu (II), along with one organic molecule called S-BN. Interestingly, while the 

Cu (II) complex and S-BN exhibited a mono-signate IR - IL spectra, which is the hallmark of 

RROA spectra. The theoretical RROA calculations employing the finite lifetime approach do not 

align with the experimental spectra. However, the theoretical eCP-Raman spectra of all the 

candidates reproduced the observed IR - IL spectral patterns, indicating that the IR - IL signals 

solely stemmed from the eCP-Raman event without no contributions from the inherent RROA. 

This finding highlights the significance of the eCP-Raman effect in interpreting the experimental 

IR - IL spectra and emphasizes the needs to distinguish it from RROA signals.   
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In Chapter 5, I investigated the stereochemical properties of two Schiff based transition 

metal complexes and their corresponding ligand. Multiple spectroscopic tools, including IR/VCD, 

UV-Vis/ECD, and Raman/eCP-Raman were employed to explore these properties. The 

comparison between the experimental and simulated IR, VCD, UV-Vis and ECD spectra of the 

ligand yielded good agreement, enabling the identification of three main ligand conformers in 

solution. Notably, the remarkable sensitivity of VCD to the conformations associated with the 

tertbutyl groups played a crucial role in this identification process. The helicity of transition 

metal complexes was determined to be M for those with the (R, R) ligands and to be P with the 

(S, S) ligands. Furthermore, eCP-Raman measurements were performed on the two transition 

metal complexes under (near) resonance. Their induced solvent chiral Raman features were 

explained, and the potential application of eCP-Raman was discussed.  

In Chapter 6, I focused on the extraction of pure RROA signals from the initially mixed 

IR - IL spectra of Ni (II) complex, which were predominantly composed of eCP-Raman 

contributions.   By comparing the experimental results with the corresponding theoretical 

calculations, I have confidently identified and acquired the pure RROA spectrum of RR-Ni 

complex. In addition, I have demonstrated two theoretical approaches: finite lifetime method1 

and finite lifetime plus vibronic coupling method.2 Both methods were employed to simulate 

RRaman and RROA spectra. The newly generated simulated results provide strong evidence that 

the consideration of vibronic coupling effect is crucial for accurately reproducing the major 

spectral patterns of RROA spectrum of system under resonance conditions. We believe that the 

combined approach of finite lifetime and vibronic coupling approach are necessary to RROA 

calculations.   
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7.2 Future work 

Throughout the work reported in this thesis, it has become evident that chiroptical spectroscopy 

offers unique advantages, including high sensitivity in absolute configuration determination and 

conformational analysis. However, it is important to note the existing limitations, such as the 

accuracy of theoretical calculations. In particular, simulating ROA spectra under resonance 

conditions poses significant challenges, as elaborated in Chapters 5 and 6. With the experimental 

route established in the current thesis work, one can now obtain true experimental RROA spectra. 

This success has inspired new theoretical treatments of RROA.  

Still, to capture the resonance effect properly continues to be highly challenging and 

much more work will be needed to achieve the final goal. In future work, it is crucial to obtain 

experimentally more RROA spectra, especially to include RROA spectra of a variety of chiral 

molecules beyond transition metal complexes, for example organic molecules with various 

organic chromophores3 and biomolecules. The extensive experimental data set would be crucial 

to offer comparison with the theoretical simulation results, assisting the development of new 

theoretical treatments of RROA.    

Second, the experimental RROA spectra reported in this thesis were obtained with the 

chiral molecules under near resonance condition, rather than resonance condition. How to treat 

different degree of near resonance is still very much under research currently. Very often, 

multiple electronic states are under near resonance condition, making it extremely difficult to 

achieve quantitative simulations which can capture the experimental data properly. The 

combination of the finite lifetime and the vibronic coupling models seem to be important to 

capture both on-resonance and near resonance effects.    

 Additionally, anharmonic frequency calculations can enhance the accuracy of band 
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positions and intensities in the Raman4 and ROA2(c) spectra. It would be beneficial to include 

anharmonic effects even though the computational cost associated with them could be high.  

As described in this thesis, ROA is a relatively weak process. Strong efforts5 have been 

devoted to modifying chiral systems in order to amplify the chiral optical response signals. One 

goal is to explore metal nanoparticles, for example gold and silver nanoparticle, for enhancement 

of ROA, in a similar fashion as what has been done with surface enhanced Raman spectroscopy. 

Good quality experimental data would facilitate meaningful comparisons between experimental 

and theoretical results.      
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Appendix A: Supporting information for 

Chapter 3 

Materials and Methods  

ROA Experiments: Raman and ROA spectra were measured using a ChiralRaman-2XTM 

spectrometer (BioTools) operating with a 532 nm laser excitation source. Typically, 3.0 mg of the 

Ni complex was dissolved in 200 L of solvent, providing a concentration of ~0.02 M. For 

certain solvents, the Ni complex could not be dissolved at this ratio and saturated solutions were 

formed. The sample was irradiated using a laser power of 30-50 mW (at the source) for about 25 

hours, which corresponds to 65536 accumulation scans. The solvents included acetone, methanol 

(CH3OH and CD3OD), dichloromethane (DCM), chloroform (CHCl3 and CDCl3), dimethyl 

sulfoxide (DMSO and DMSO-d6), acetonitrile (ACN-d3), benzene, 2-butanol (both R and S 

enantiomers), and carbon tetrachloride. Raman spectra of the Ni (II) complex in CDCl3 were also 

measured at the 633 nm and 785 nm excitation wavelengths using an in-Via confocal Raman 

microscope (Renishaw). For these two wavelengths, the concentration of the Ni complex was the 

same as for the 532 nm experiment and 10 scans were performed for each. 

Synthesis: The Ni (II) complex was synthesized and purified according to procedures 

described in Ref.1 All reactant compounds were purchased from Sigma-Aldrich and used without 

purification. Briefly, 2-pyrole aldehyde and 1,2-diamino cyclohexane yielded the chiral ligand, 

then the nickel perchlorate salt (Ni(ClO4)2·6H2O) was added in order to obtain the final Ni (II) 

complex. The reaction time was over 10 hours, to ensure that the reaction was completed. Both 

the ligand and the complex are air stable. Mass spectrometry analysis was performed to confirm 

the purity of the reaction products.   
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Model Computations: The density functional theory (DFT) calculations were performed 

using the Gaussian16 software package.2 The B3LYP3 and CAM-B3LYP4 functionals provided 

very similar results.  In trial computations, the aug-cc-pVTZ and 6-311++G(2df,2pd) basis sets 

provided almost identical results, whereas a basis set size increase from 6-311++G** to 6-

311++G(2df,2pd) provided minor improvements in the simulated spectra. Therefore, the 6-

311++G(2df,2pd) basis set was used as a default. The observed functional and basis set 

dependence is consistent with previous studies.5 The solvent environment was modeled using the 

polarizable continuum model (PCM). 6  In some computations the LanL2DZ 7  effective core 

potential and basis set was used for Ni, which again provided very similar results as the full basis 

set model. The B3LYP/6-311++G(2df,2pd)/PCM ROA polarizabilities (tensors , G' and A, cf. 

Ref.8) were used as input parameters for the transition polarizability model (TPM) as described 

in the Figure A8. 
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Figure A1. CD (a,b) and absorption (c,d,e) spectra of the (R,R)-Ni complex. The TDDFT 

computations (a,c,d) were performed at the CAM-B3LYP/6-311++G**/PCM(CHCl3) level. The 

vibrational substructure of some bands in the absorption spectrum (d) was calculated at the 

harmonic level; for electronic bands with very different ground and excited state geometries, 

Gaussian profiles were used with a 30 nm full width at half maximum. 
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Figure A2. Boundary orbitals of the (R,R)-Ni complex at the B3LYP/6-311++G** level of theory. 
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Figure A3. A) Raw experimental Raman spectra of the (R,R)-Ni and (S,S)-Ni complex in CDCl3 

and in DCM (left IR + IL axis) and Raman spectra of the pure solvents (right IR + IL axis), 

measured at the 532 nm laser excitation. B) Raw experimental ROA spectra of the (R,R)-Ni and 

(S,S)-Ni complex in CDCl3 and in DCM measured at the 532 nm laser excitation. C) Raman 

spectra of the (R,R)-Ni complex in CDCl3 at the three excitation wavelengths: 532 nm (right IR + 
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IL axis), 633 nm and 785 nm (left IR + IL axis). In the zoom-in window (right), the 532 nm 

spectrum is baseline corrected for easier comparison of the recorded spectral features.  

 

 
 

 

Figure A4. A) Simulated Raman and ROA spectra of (R,R)-Ni for five excitation wavelengths, 

from the far-off resonance (1062 nm) to resonance at 532 nm conditions. Note the ~1000-fold 

increase of Raman and ROA intensities and sign changes of some ROA bands as the excitation 

wavelength approaches 532 nm. B) Comparison of the experimental Raman and ROA spectra of 

(R,R)-Ni at 532 nm in CDCl3 with the simulations for the 540, 590 and 600 nm excitation. 

Asterisk (*) indicates a solvent band.  
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Figure A5. From bottom to top: ROA spectra of neat 2-(R) and 2-(S)-butanol liquid, (R,R)-Ni in 

2-(R)-butanol and 2-(S)-butanol, (S,S)-Ni in 2-(R)-butanol and 2-(S)-butanol, (R,R)-Ni and (S,S)-

Ni in a mixture of 2-(R)-butanol:CDCl3 (2:3), and 2-(R)-butanol with contributions of CDCl3 and 

the Ni complex subtracted vs. (R,R)-Ni in a solvent mixture of 2-(R)-butanol:CDCl3 (2:3). 
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Figure A6. Experimental baseline-corrected ROA spectra of the (R,R)-Ni (blue) and (S,S)-Ni 

(green) complex in a mixture of 2-(R)-butanol:CDCl3 (2:3) solvent, Raman spectra of neat 

CDCl3 (orange) and 2-(R)-butanol (black), and ROA spectrum of 2-(R)-butanol (red). The 

strongest Ni complex bands at 1588 cm-1 are marked by an asterisk (*). The four rectangular 

boxes highlight the (R)-2-butanol ROA bands, which exhibit mirror-image quality for solutions 

containing the (R,R)-Ni and (S,S)-Ni complex. The induced chiral response of 2-butanol is 

completely dictated by the chirality of Ni complex.  
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Figure A7. Raman (left) and ROA (right) spectra of the (R,R)-Ni complex in CDCl3 (green) and 

in DCM (red). Raman spectra of pure solvents are also shown in both panels. The features 

related to CDCl3 and DCM are marked with asterisks (*) in green and in red, respectively. The 

red square indicates that the corresponding DCM features are likely buried beneath those of the 

Ni complex.    

 

 

 

 

 

 

 

Figure A8. The Transition Polarizability Model (TPM): at each particle, a local field (Fi) of 

certain frequency induces a moment (Mi) of the same (and for Raman scattering also of a 

different frequency). Fields from these moments are felt by other particles, where they induce 

additional moments, and so on. This system polarization is initiated by the excitation laser field 

(F0). 

 

Molecules present in the studied system are represented only by their oscillating electric 

(i) and magnetic (mi) dipole moments, and electric quadrupole (i) moments. By convention, 

the moments, polarizability and field components are written in the local coordinate systems of 

each particle. Incident radiation of angular frequency (0) consists of the electric (Ei), magnetic 

complex 

solvent 

Mi (0) = Pi(0)Fi(0) 

F0(0) 

Mj 
Fi 

F(i) Mi (j) = Pi(j, 0) Fi(0) 

+ Pi(j, j)Fi(j) 
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(Bi) and electric gradient (Ei) fields. In the linear regime, the moments are[8]  

iiiiiii EABG'.Eαμ ++= −

3

11       (1a) 

iii E.G'm 1−−=         (1b) 

iii .EAΘ =         (1c) 

 

 

where  is the electric (dipole-dipole) polarizability, G’ is the electric dipole - magnetic 

dipole polarizability and A is the electric dipole – electric quadrupole polarizability. We are using 

the dot convention for matrix multiplication (index contraction, two dots for double contraction). 

To simplify the notation, following Refs. 9 And 10 , for each particle we collect the variables in 

generalized moment (Mi), polarizability (Pi) and field (Fi) matrices,  
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Assembled again, these matrices form the total moment (M), polarizability (P), and field (F) 

tensors, and Eqs. 1a-b can be concisely written as one matrix equation, M = PF. During Raman 

scattering, field of certain frequency (j) induces in each particle a moment with different 

frequency (i), which can be accounted for by introduction of transition polarizabilities 11 

),( ji P , so that 

 

  =
j

jjii )(),()(  FPM .   (2) 

 

 Each particle “feels” the incident radiation F0 = F0 (0) as well as fields coming from the 
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moments on other particles. For a particular frequency (j) and the whole system we can write 

 

     )()( 00, jjj  MXFF +=     (3) 
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Consider a Raman Stokes scattering event with j = 0 - I, where I is vibrational 

frequency of a mode I. For both frequencies j and 0 we may implant Eq. 3 into Eq. 2, 

obtaining  

)(),()(),(),()( 00000000 jj  MXPMXPFPM ++=   (4a) 

)(),()(),(),()( 0000  MXPMXPFPM ++= jjjjjj
.  (4b) 

 

We may omit anti-Stokes scattering, setting corresponding polarizabilities to zero,  

P(0,j) = 0. For brevity, we introduce  for the Stokes and 

 for the Rayleigh (elastic) scattering. By a matrix manipulation we 

obtain 

 

 
0)( FΠM = Ij       (5) 

 

where ))(()( 0

1

0

1

0 PXPEXEP.XPEΠ −+−= −−

II
 and E is a unit matrix.  

),( 0 jI PP =

000 ),(),( PPP =  jj
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  can be thought of as an effective polarizability of the whole system. Indeed, at large 

distances, the elements of X get smaller, 10  XP , and 
II PΠ ~ . That means that the system 

behaves as a sum of individual particles. For smaller distances, the effective polarizability may 

differ significantly. 

 The most interesting case is when 0~0 XPE − , which may occur at certain distances 

and orientations. Then I diverges to infinity. This certainly does not happen in real systems; to 

simulate the damping mechanisms not included in the simple model and to make practical 

computations more stable, we introduce an imaginary part of the polarizability, replacing  by 

00 PP + i , so that  

 

  ( )
( )

( ) ( ) ( )tt

t

XPXPXPEXPE

XPE
XPE

+−−

−
−

−

00

2

00

01

0 .  (6) 

 

 Equations (5) and (6) then provide the effective polarizabilities and Raman and ROA 

spectral intensities corrected for the mutual polarization effects.12 As specified above in Materials 

and Methods, molecular polarizabilities (individual components of P(0,0) and P(0,j) were 

calculated using DFT. The effective polarizability  defined in eq. (5) contains the total 

"redressed"12 electric, magnetic and quadrupole polarizabilities defining Raman and ROA 

intensities (cf., for example, eqs. 8a-c in Ref. 9). From the redressed polarizability components, 

Raman and SCP ROA intensities for each transition i were calculated as13 
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 Using these line intensities, smooth Raman and ROA spectra were generated within the 
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harmonic approximation, including a Boltzmann temperature correction as 
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where k is the Boltzmann constant, T is temperature, and the full width at half maximum  = 20 

cm-1.  

 The induced ROA solvent spectra were simulated for one solvent and one solute 

molecule (for example, the Ni complex and chloroform). Because the ROA spectral pattern was 

virtually independent of the distance, the simulations are presented for solvent molecule whose 

center of mass is 10 Å from the Ni atom. Different solvent and solute orientations were averaged 

numerically. The solvent was rotated in 12 degree increments (360 / 12 = 30 points) around an 

axis going through the main moment of inertia, for 50 orientations of the axis. The orientations 

were chosen using the Lebedev-Laikov formulas for a regular division of sphere surface.14 This 

was repeated for 50 positions of the solvent around the solute, using the same Lebedev-Laikov 

grid. The spectra obtained for the 30  50  50 = 75 000 points were averaged. In control 

computations, finer grids did not produce different results. 
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Figure A9. Induced ROA spectra simulated for the (R,R)-Ni complex with a chloroform 

molecule for a random orientation (left), and when averaged over chloroform and complex 

rotational degrees of freedom (middle, right). As indicated, the simulations were done 

considering separately the electric dipole - electric dipole (), electric dipole - magnetic dipole 

(G') and electric dipole - electric quadrupole (A) Rayleigh polarizabilities and/or their 
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Figure A10. Geometry of the backscattering SCP experiment, incoming unpolarized light of 

frequency  enters with intensity I0 at l = 0, the scattered light with intensity Is and frequency ' 

leaves. The incoming light is a sum of left- and right-circularly polarized components, 

I0(0) = IR(0) +  IL(0), where IR(0) = IL(0) = I(0)/2. 

 

We describe situation in Figure A10. Let L and R be the absorption indices for left and 

right circular polarized light (LCPL, RCPL) of frequency , which enters the sample. The 

absorption index  

 

    2/)( RL  +=                            (A1) 

and circular dichroism  

 

    RL  −= .                             (A2) 
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Once entering the sample, the intensity diminishes, differently for the different 

polarizations, originally equally present in the excitation beam:      

    

    2/)( 0
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R
ReIlI
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   2/)( 0
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L
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c is concentration and l is the path length. An example of the dependence of the 

intensities following the Lambert-Beer laws (3) on l is in Figure A11, plotted with rather 

unrealistically high   /  ratio so that the difference is better seen. The difference LR II −  is 

maximal at 




cc
l RL 1)/ln(
max 


= , with 





e

I
I

2

0

max


 , where e = 2.71828. For typical values 

encountered in experiment,  ~ 104 L·mol-1·cm-1,  ~ 10 L·mol-1·cm-1 and c ~ 10-4 mol/L, we 

obtain lmax ~ 1 cm. This length is well comparable with cell dimensions (few mm) used in typical 

ROA measurement. The ratio 
LR

LR

II

II
CID

+

−
="" , formally equal to the circular intensity difference, 

grows nearly linearly with l, 2/~"" clCID  , and is positive for L > R . At l = lmax, 

)2/(~"" CID , and it can grow further for l > lmax. 

 

 

 

 

 

Figure A11. Intensities of the left- and right-circularly polarized light components as dependent 
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on the path length l. 

Backscattering from achiral solvent. Each volume element Sdl contributes to scattered 

intensities as  

 

   dllbIdllaIdI LR
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R )()( +=       (A4) 
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where the polarization coefficients a and b determine polarization changes during the 

scattering and are related to the degree of circularity.[1] For brevity in (A4) and further on we 

omit the beam cross section (area) S, as this is just a constant. We additionally suppose that all 

volume contributes equally and neglect finite depth of field of the transfer optics. Re-arranging 

expressions (A4), we get Raman signal contributions, 
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The scattered light is also absorbed when passing back through the solvent. According to 

the Lambert-Beer law the intensity from volume dl at l = 0 is 
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s
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where )'('  ii =  are absorption indices at the Raman scattering frequency. With a 

negligible error we can set '''  = RL ,  = RL , and combining (A6) with (A3) we get  
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Integration of (A7) over the whole volume gives 
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      Formula (A8a) may be better understood when we investigate the limit of short path 

lengths/weak absorption when 2cL << 1 and  

 

   LIbaIRam 0)(~ + .                  (A8b) 

 

This means that the intensity does not depend on concentration; all volume L is available 

for the scattering. This is the usual situation for non-resonance Raman experiments. For another 

extreme, long path lengths/strong absorption, 2cL >> 1, we get  
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In this case only a effective penetration volume 
c

Lpen
)'(

1

 +
=  is available for the 

scattering, independent of the total volume/path length L.  

Detected ROA, SCP. Unlike for Raman, for ROA we must distinguish different 

absorption indices for left and right CPL. Starting from eq. (A4) and following the Lambert-Beer 

law, we obtain ROA )0()0()0( s

L

s

R

s

ROA dIdIdI −=  measurable at l = 0 as 
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We use eq. (S3), 
RL  −= , ''' RL  −= , '' R  , and 

R  , so that 
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and obtain the integral value 
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In common experiments   , ''   , and 1)'( + cL , which provides  
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Dividing (A12) by (A8a) we obtain measured CID, 
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          For weak absorption, 1)'( +cL , and 
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In case of strong absorption, 1)'( +cL , and 
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Relation to molecular properties. For a sample consisting of chiral absorbing dye 

dissolved in a solvent, the absorption indices (, ',  and ') are functions of the dye, whereas 

the depolarization coefficient a and b depend on transition polarizabilities of the solvent. To find 

a and b, let us consider backscattering of LCPL. Using the Stokes parameters,[1] for the 

excitation light, up to a constant, 00 IS =  and 03 IIIS LR −=−= . For the backscattered light (ref. 

[1], Eq. 3.5.3, considering only real symmetric polarizability )  
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where K is a constant, and the z axis goes along l. Using isotropic averages                                  
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The backscattered intensities are '''' 00 SIII LR =+= , ''' 3SII LR =− , so that 
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Comparing (S17) with (S4), we see that   +3~b  and 

  26~ −a . Defining the degree of circularity '/' 03 SSDOC −=  (cf. also eq. 2.123 in 

ref. [3]), we can write 
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Alternatively, we can relate a and b to the reversal coefficient ( eq. 3.5.15 in ref.8 or eq. 

2.122 in ref.13) 
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Eq. (S14a), for example, can be written as 
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The most important parameter determining solvent induced chirality is thus the degree of 

circularity.  

To think about the result, it might be useful to consider solvent of a spherical symmetry 

(e.g. tetrachloromethane) where   = , R = 0 and 1−=DOC . In this case, LCPL is after 

scattering totally converted to RCPL. From (A20) we see that observed CID is then just 

proportional to ECD difference between the scattered and incoming light. For ' =  we get 

the obvious result that circular polarization due to the ECD of the excitation beam is annulated 

by ECD of the scattered radiation, because the path length and concentrations are the same. 
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Table A1. Calculated (B3LYP/ 6-311++G**) spectral parameters of the five lowest-energy 

electronic transitions in the (R,R)-Ni complex.a 

 

Transition 

symmetry 

  

 / nm D / debye2 R / debye2 g = R / D Main orbital contribution 

1A 557.39 0.010 0.0008 0.0762 85 → 88 

2B 538.20 0.124 0.0005 0.0040 82 → 88 

3B 514.34 0.033 0.0015 0.0457 83 → 88 

4B 418.12 0.047 0.0000 -0.0008 78 → 88 

5A 442:.34 4.273 -0.0004 -0.0001 85 → 86 

a Wavelength (), dipole (D) and Rotational (R) strengths. 

 
 

 

Table A2. Wavelengths of five lowest-energy transitions ( in nm) as calculated by different 

methods. 

 

Functional B3LYP B3LYP B3LYP CAM-B3LYP 

basis set 6-31G** 6-311++G** 6-311++G** 6-311++G** 

solvent vacuum vacuum PCM/CHCl3 PCM/CHCl3 

1A 554 557 542 557 

2B 510 538 528 551 

3B 500 514 502 513 

4B 396 418 411 419 

5A 442 442 409 355 

 

 

 
 
 
 
 
 
 
 

Table A3. Assignment of selected induced ROA solvent bands.a 
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  Calculation Experiment  
Band     Mode, symmetry 

CHCl3 1 261 + 246 + δ(CCl), E 
 2 367 - 354 - δ (CCl), A1 
 3 665 - 666 - ν(CCl), A1 
 4 737 + 746 + ν(CCl), E 
 5 1249 + 1214 + δ (CH), E 
       

CDCl3 1 260 + 242 + δ(CCl), E 
 2 364 - 356 - δ (CCl), A1 
 3 646 - 648 - ν(CCl), A1 
 4 717 - 732 - ν(CCl), E 
 5 925 + 905 + δ (CD), E 
 6 2349 + 2255 - ν(CD) , A1

 

       
DMSO 1 286 + 287 + δ (C-S-C), A’ 

 2 320 + 313 + δ (C-S=O), A’’ 
 3 642 - 663 - ν(CS), A’ 
 4 675 + 693 + ν(CS), A’’ 
 5 960 - 1034 - ν (SO), A’ 
 6 1341 - 1307 - δ(CH), A’ 
 7 1448 + 1418 + δ (CH), A’’ 
       

DMSO-d6 1 246 + 237 + δ (C-S-C), A’ 

 2 295 + 287 + δ (C-S=O), A’’ 
 3 592 - 604 - ν(CS), A’ 
 4 608 + 623 + ν(CS), A’’ 
 5 757 + 746 + δ(CD), A’’ 
 6 1032 - 1002 - ν (SO), A’ 
 7 1041 + 1037 + δ(CD), A’’ 
 8 2180 - 2127 - ν(CD), sym., A’ 
 9 2331 + 2248 + ν(CD), sym., A’’ 
       

DCM 1 283 + 258 + δ (Cl-C-Cl), A1 

 2 701 - 699 - ν(CCl), A1 
 3 727 + 733 + δ (H-C-H), in plane rocking, B1 

 4 904 + 884 + ν(CCl), B2 
 5 1183 + 1148 + δ (H-C-H), out of plane twisting, A2 

 6 1304 + 1282 + δ (H-C-H), out of plane wagging, B2 

 7 1473 + 1420 + δ (H-C-H), in plane scissoring, A1 

       
C6H6  1018 - 992 - ν(CC) breathing, A1g 

       

AcN-d3  2195 - 2111 - ν(CN), A1 

 
a Frequencies () in cm-1, -bending,  - stretching, totally symmetric modes in blue, others in 

red.  

Reference



180 
 

 

[1] X. F. Shan, D. H. Wang, C. H. Tung, L. Z. Wu, Tetrahedron 2008, 64, 5577-5582.   

[2] M. J. Frisch, et al. Gaussian 16, Wallingford, CT, 2016.  

[3] A. D. Becke, J. Chem. Phys. 1993, 98, 5648-5652.  

[4] T. Yanai, D. Tew, N. C. Handy, Chem. Phys. Lett. 2004, 393, 51-57.  

[5] J. R. Cheeseman, M. J. Frisch, J. Chem. Theory Comput. 2011, 7, 3323-3334.  

[6] J. B. Foresman, T. A. Keith, K. B. Wiberg, J. Snoonian, M. J. Frish, J. Phys. Chem. 1996, 

100, 16098-16104.  

[7] P. J. Hay, W. R. Wadt, J. Chem. Phys. 1985, 82, 299-310.  

[8] L. D. Barron, Molecular Light Scattering and Optical Activity, Cambridge University Press, 

Cambridge, UK, 2004.   

[9] V. Novák, J. Šebestík, P. Bouř, J. Chem. Theory Comput. 2012, 8, 1714-1720.   

[10] P. Bouř, J. Chem. Phys. 2007, 127, 136101.  

[11] S. Yamamoto, P. Bouř, J. Comput. Chem. 2013, 34, 2152-2158.   

[12] B. G. Janesko, G. E. Scuseria, J. Chem. Phys. 2006, 125, 124704.   

[13] L. Nafie, Vibrational optical activity: Principles and applications, Wiley, Chichester, 2011.   

[14] V. I. Lebedev, D. N. Laikov, Dokl, Akad. Nauk 1999, 366, 741-745.  



181 
 

 

Appendix B: Supporting information for 

Chapter 4 

 

 

Figure B1. Calculated Raman, CP-Raman and ROA of R-Ni at 532 nm with different values for 

the damping parameter, . Calculated IR + IL and IR - IL are in m2 cm/sr where m is meter and sr is 

steradian.  
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Figure B2. Calculated Raman, CP-Raman and ROA of R-Ni at 532 nm with two different basis 

sets. Calculated IR + IL and IR - IL are in m2 cm/sr. 
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Figure B3. Top: comparison of experimental IR + IL and IR - IL spectra of a) R-Ni and b) R-Cu 

in DCM (blue) and CHCl3 (red). The experimental IR + IL spectra (dotted line) of pure solvent 

DCM and CHCl3 are also provided for easy identification of the solvent bands. Bottom: 
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simulated solute IR + IL (Raman) and IR - IL (eCP-Raman) spectra (pink) which are amplified 

by a factor of 5, and the related solvent spectra (black). The simulated IR + IL and IR - IL 

intensities are in m2 cm/sr and are scaled with the respective solvent or solute concentration and 

path length.  

 
 
 

a) R-Ni 
 
 

b) R-Cu 
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Figure B4. Comparison of the simulated Raman, CP-Raman and ROA spectra of a) R-Ni and b) 

R-Cu without (γ=0) and with (γ=880 cm-1) the finite-lifetime approach. The simulated IR + IL and 

IR - IL intensities are in m2 cm/sr. For R-Ni, the optimized geometry and harmonic frequencies 

were computed at the B3LYP/aug-cc-pVTZ level of theory.  
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Table B1. The experimental and theoretical CID values of R-Ni, R-Cu and their CHCl3 solvent and 

S-BN and its CHCl3 and CH3CN solvents.  

 
a This is not predicted with the harmonic calculation. 

 

 

 

 

RR-Ni Experimental  Theoretical Vib. mode 

ν (cm-1) CID (X10-3) V (cm-1) CID (X10-3) 

solute 1039 

1263 

1326 

1388 

~1570 

(shoulder) 

1588 

3.25 

-0.95 

2.87 

2.68 

N/A 

-2.60 

1059 

1293 

1356 

1424 

1615 

1625 

2.30 

-4.61 

7.10 

7.90 

3.94 

-4.77 

C-H scissoring 

C-H scissoring 

C-H wagging  

C-C stretching 

C=N sym stretching 

C=N antisym 

stretching 

CHCl3 

solvent 

246 

354 

666 

761 

4.40 

-0.81 

-3.80 

5.88 

255 

360 

662 

726 

14.46 

-1.05 

-7.45 

10.04 

C-Cl asym. bending  

CHCl sym. bending 

CCl sym. stretching 

CCl asym. stretching 

R-Cu Experimental Theoretical  Vib. mode 

ν (cm-1) CID (X10-4) V (cm-1) CID (X10-4) 

solute  1520 -5.70 1565 -8.86 C=C stretching 

CHCl3 

solvent 

246 

354 

666 

761 

-12.06 

-3.72 

-2.24 

-14.40 

255 

360 

662 

726 

-17.75 

-5.60 

-3.11 

-19.32 

C-Cl asym. bending  

CHCl sym. bending 

CCl sym. stretching 

CCl asym. stretching 

S-BN Experimental (Ref. 11) Theoretical  Vib. mode 

ν (cm-1) CID (X10-4) V (cm-1) CID (X10-5) 

solute 1419 

1608 

-2.76 

-4.3 

1467 

1686 

-3.79 

-6.83 

C=C stretching 

C=C stretching 

CHCl3 

solvent 

260 

365 

667 

763 

-6.31 

-1.1 

N.A. 

-5.76 

255 

360 

662 

726 

-22.8 

-4.6 

0.76 

-21.64 

C-Cl asym. bending  

CHCl sym. bending 

CCl sym. stretching 

CCl asym. stretching 

CH3CN 

solvent 

379 

924 

1378 

1446 

2256 

2300 

-3.2 

0.55 

-1.00 

-1.53 

1.38 

1.21 

412 

919 

1410 

1459 

2326 

N/Aa 

-16.8 

3.11 

-5.48 

-12.65 

3.58 

N/Aa 

CCN bending  

CC stretching  

CH3 bending 

CH2 bending 

CN stretching 

CH3 bend. +CC str. 
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Appendix C: Supporting information for 

Chapter 5 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure C1. The QTAIM analysis of salen-chxn-I and -III with their bond critical points indicated: 

yellow = bond critical point, blue = ring critical point, and cyan = cage critical points. Salen-

chxn-I has one more cage critical point than -III, stabilizing its geometry. 
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Figure C2. The theoretical UV-Vis and ECD spectra of three salen-chxn ligand conformers in 

acetonitrile solution at the MN12L/def2-TZVP level. The first 200 electronic states were 

included in the calculations.  
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Figure C3. The simulated IR (top) and VCD (bottom) spectra of the three conformers of salen-

chxn-Ni(II) and salen-chxn-Cu(II) at the B3LYP-D3BJ/6-311++G(d,p) level with the PCM of 

chloroform.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure C4. a) Definition of the helicity-determining angle θ. For square planar, θ=0°, whereas 

θ=90° for tetrahedral. N1 and O1 are atoms of one aromatic branch, and N2 and O2 are atoms of 
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the other branch. b) Illustration of the M-helicity in the near square planar metal complexes with 

the (R,R) ligand, viewing the coordination arrangement in a) from the right side. Note that N2 

and N4 are connected by the cyclohexane ring. We use (R,R)-salen-chxn-Cu(II) as an example. 

Note that all other atoms are removed for clarity.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure C5. The simulated UV-Vis (top) and ECD (bottom) spectra of salen-chxn-Ni(II) and 

salen-chxn-Cu(II) with the detailed contributions of individual electronic transitions indicated by 

sticks. The calcaultions were done at the B3LYP-D3BJ/6-311++G(d,p) and 250 electronic states 

were included in the calculation. 

 
Point C1. The mass spectrometry and NMR data of salen-chxn-Ni(II) and -Cu(II). salen-chxn-

Ni(II): TOS MS: m/z 603.3 (M+H)+ . 1H NMR ( s400 MHz, CDCl3, 25⁰C, TMS): δ 1.26 (s,18H, 

tBu), δ 1.31 (d,4H, cyclohexane), δ 1.42 (s,18H, tBu), δ 1.88 (s,2H, CH2-cyclohexane), δ 2.42 

(s,2H, CH2-cyclohexane), δ 3.04 (s,2H, CH-cyclohexane), δ 6.87 (d,2H, Benzene H), δ 7.30 
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(d,2H, Benzene H), δ 7.39 (s,2H, imine H, N=C-H). salen-chxn-Cu(II): TOS MS: m/z 608.3 

(M+H)+ . 1H NMR ( s400 MHz, CDCl3, 25⁰C, TMS): δ 1.06 (s,18H, tBu), δ 1.65 (d,4H, 

cyclohexane), δ 2.03 (s,18H, tBu), δ 2.17 (s,2H, CH2-cyclohexane), δ 7.25 (d,2H, Benzene H), δ 

8.04 (s,2H, imine H, N=C-H). 

 
 

 
 

 

 

 

 

Figure C6. The raw experimental VCD (top) and ECD (bottom) spectra of (R,R) and (S,S)-

salen-chxn-Ni(II) and -Cu(II) 

 

 

 

 

 


