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Abstract

The ever-increasing demand for wireless communication networks has led an

evolution in this technology. The next generation which is responsible for signif-

icantly higher data rates, energy efficiency and coverage is the 5th Generation

(5G). 5G has introduced many infrastructural changes, hardware innovations,

and signal processing techniques to enable high quality-of-service, energy, and

bandwidth efficiency. This thesis is intended to investigate the achievable rate

of relay networks considering new techniques and concepts in 5G and propose

novel signal processing methods to pave the path for more efficient and greener

telecommunications. We have accomplished three projects on signal processing

design and performance analysis of 5G relay networks.

For multi-way relay networks (MWRNs), where multiple users mutually ex-

change information, we propose a novel relay processing design called partial

zero-forcing which combines zero-forcing processing at the relay and successive

interference cancellation at the users in the decoding process. The invented

method provides extra degrees-of-freedom in the relay signal processing com-

pared to zero-forcing, thus can significantly improve the system rate perfor-

mance. We also propose a new optimization method called modified gradient-

ascent based on the gradient-ascent method to maximize the achievable rate

using the extra degrees-of-freedom.

The second work is on massive multiple-input multiple-output (mMIMO)

MWRNs. We consider the practical energy-saving and low-cost mMIMO sys-

tems with low-resolution analog-to-digital converters (ADCs). A novel mathe-
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matical framework is proposed to derive a closed-form expression for the achiev-

able rate of the network using random matrix theory including properties of

Wishart and Haar matrices. This method can be applied and extended to other

scenarios of mMIMO systems.

In the third work, we testify the novel application of simultaneous wireless

information and power transfer (SWIPT) in a mMIMO relay network. Further,

instead of the traditional linear antenna array, the case of planar antenna array

at the relay is studied to exploit the elevation angle in the antennas beam

pattern, a technique called 3D beamforming. We conduct performance analysis

of the network, and then, the optimization of the 3D beam pattern for the

maximum achievable rate. Significant rate improvement is achieved due to the

extra degrees-of-freedom provided by SWIPT and 3D beamforming.
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Preface

The results presented in Chapter 3 were published in IEEE Transactions
on Communications in April 2018. The results of Chapter 4 were presented in
the IEEE International Conference on Communications (ICC 2019) and also
published in IEEE Transactions on Wireless Communications in June 2020.
The results of Chapter 5 have been submitted to the Physical Communication
Journal of Elsevier in July 2020.
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Chapter 1

Introduction

The dramatic growth of the number of subscriptions to the Internet and cellular

systems, besides the rapid development of data-intensive wireless applications,

such as online gaming, high quality voice over Internet Protocol, and video

streaming, have led the wireless technology to undergo an evolution. According

to recent Ericsson mobility report [1], in Q3 2019, mobile data traffic grew

68 percent year-on-year. In general, traffic growth is being driven by both

the rising number of smartphone subscriptions and an increasing average data

volume per subscription, fueled primarily by more viewing of video content.

Figure 1.1 shows the total global monthly data and voice traffic from Q1 2014 to

Q3 2019, along with the year-on-year percentage change for mobile data traffic.

By the end of 2025, the total mobile data traffic is expected to grow by a factor

of 6 of 2014, reaching 160 EB/month, with near 9 billion subscriptions. It is

expected that nearly half of this traffic will be carried by the next generation

of wireless technology, the 5th Generation (5G) networks.

The 5G system is envisioned to have significantly higher data rates, energy

efficiency, reliability, coverage, and security in addition to less latency, error

rate, and hardware cost than the current long term evolution (LTE) system.

Researchers around the world have proposed different infrastructural changes,

hardware, and signal processing enhancements to make 5G wireless technol-

ogy a reality [2]. Many key technologies have been proposed to help achieve

the 5G requirements, including densification and offloading, cooperative net-

working, millimeter wave, large scale antenna arrays or massive multiple-input

multiple-output (mMIMO) systems, three-dimensional (3D) beamforming, and

simultaneous wireless information and power transfer (SWIPT) [2]. This the-

sis is mainly focused on cooperative relay networks, or in short relay networks,

mMIMO, 3D beamforming, and SWIPT. In the following section, we briefly

introduce each of these technologies.

1



Figure 1.1: Total global monthly data and voice traffic from Q1 2014 to Q3
2019, and year-on-year percentage change for mobile data traffic [1].

1.1 Several 5G Key Technologies

In this section, we introduce the 5G technologies including relay networks,

mMIMO, 3D beamforming, and SWIPT.

Relay Networks

When there is no reliable link between a number of source and destination

users, one way to make the communications possible is employing coopera-

tive intermediate nodes, called relays [3], that help with the communications.

Therefore, relays extend the coverage of wireless networks. Usually, a relay

station is employed to assist the communication between the users and the

base station (BS) or just between the users. Compared to a BS, a relay sta-

tion has a smaller size, less transmit power, and wireless backhaul connections.

Hence, relays are less expensive and much easier to be employed in networks

[3]. In particular, advanced cellular relays in 5G cellular networks enhance the

topology of the cellular system by improving the robustness, decreasing power

consumption, and providing ubiquitous coverage even for users in far and less

populated areas or at the cell edge of a cellular network [4]. Additionally, the
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multi-hop structure of relays can efficiently support the access of large num-

bers of 5G machine-to-machine terminals [5]. In the following, more details are

presented on how relays can help in 5G systems.

� Cell-edge performance: In cellular systems, cell-edge users suffer from

severe path-loss because of the long distance from the BS. Usually, to

assure the quality-of-service (QoS) of those users, very high transmit

power is used. In a heterogeneous cellular network, relay stations can be

located in cells [5] which will extend the coverage and reduce the transmit

power of both the users and BS [3].

� Mobile communications: Users in a mobile vehicle, e.g., a moving train,

suffer from severe penetration-loss. Employing a relay station on the

moving vehicle can mitigate the penetration-loss effect [5]. Moreover, the

transmit power of users will get reduced as the relay is located closer than

the BS.

� Device-to-device (D2D) communications: The D2D communication is

an important part of heterogeneous cellular networks that makes the

internet-of-things (IoT) possible [5]. In D2D systems, devices commu-

nicate with each other with no help from the BS. D2D networks reduce

the traffic congestion on the core networks and improve the energy and

spectral efficiency. When there is no reliable direct link between users, a

relay station can be used [6]. Sometimes the nodes between source and

destination users can play the relay role and cooperate in the communi-

cations [3].

Traditionally several single-antenna relays were designed to cooperate as a

group to help the communication between a pair of source and destination

users [7, 8]. However, with the advent of the concept of multiple-input multiple-

output (MIMO) technology, they integrated into single central multi-antenna

relays which reduce the large amount of handshaking overhead among single-

antenna relays. Nowadays, central MIMO relay networks are being employed

[9]. Depending on the number of users from which the relay can simultaneously

receive signals, relay networks are divided into three categories of one-way,

two-way, and multi-way. As its name suggests, in a one-way network the relay
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only receives signal from one specific user. While in two-way and multi-way

networks, the relay receives signals from two and more than two users, respec-

tively. Two-way relay networks are more spectral efficient than one-way ones

and multi-way relay networks (MWRNs) are the most efficient ones.

Massive MIMO

Systems with multiple antennas implemented at the transceivers are referred

to as MIMO or multi-antenna systems. MIMO systems exploit the spatial

diversity to provide high data rate and link reliability. In conventional MIMO

systems, the number of antennas is usually moderate (e.g., up to 8 antennas

for the LTE standard) [10, 11]. Recently, as one of the key technologies for 5G,

large-scale MIMO or mMIMO systems where antenna arrays with hundreds of

antenna elements are implemented at the transceivers have attracted a lot of

attention, as they bring enormous data rate and energy efficiency improvements

[12]. It is shown that mMIMO has the following advantages over conventional

MIMO [2, 13].

� Reduced effect of small-scale fading: Because of the large spatial diversity

provided by mMIMO, the randomness of communication channels caused

by the small-scale fading effect can be reduced or averaged out by using

simple processing techniques. In fact, all small-scale randomness abates

as the number of channel observations grows. Thus, the effect of small-

scale fading can be eliminated.

� Reduced interference: With a large number of antennas, the random com-

munication channels between different users and the BSs become quasi-

orthogonal to each other. Thus, the interference can be effectively reduced

with simple signal processing techniques.

� Higher energy efficiency: With a large number of antennas, signal energy

can be focused with extreme sharpness into small areas of desire and thus

less waste of energy occurs during communications.

All the above mentioned features makes mMIMO a perfect candidate for 5G

networks [2, 5].

One limiting factor of mMIMO systems is the dramatic increase in the

hardware cost and energy consumption as the number of antennas increases
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[14]. Recently, massive antenna arrays with low-resolution analog-to-digital

converters (ADCs) have attracted lots of research interests [15] to help solve

this problem.

ADCs create digital values to represent the original analog signal. Gener-

ally, in communication systems, each receive antenna is equipped with a radio

frequency chain including a pair of ADCs for the quantization of the in-phase

and quadrature components of the received signal [16]. While higher resolution

ADCs have smaller quantization distortion and improve the communication

performance, they also consume more energy and require more memory space.

In fact, the power consumption increases exponentially with the quantization

bit value [17]. Thus, mMIMO technique with low-resolution ADCs is an im-

portant candidate for 5G systems.

3D Beamforming

Conventional BSs usually feature linear horizontal arrays, which can only ac-

commodate a limited number of antennas in tower structures due to form fac-

tors, and which only exploit the azimuth angle dimension [2]. Employing planar

two-dimensional arrays and further exploiting the elevation angle, the so called

3D beamforming, help accommodate many more antennas with the same form

factor [18]. As a side benefit, well-designed vertical beams increase the sig-

nal power and reduce interference to users in neighboring cells [2]. Thus, 3D

beamforming is a promising technology in 5G networks. Initial practical re-

sults on the applications and improvements that 3D beamforming can bring

are provided in [19, 20]. The channel model for 3D beamforming needs to in-

corporate elevation in addition to azimuth, i.e., should be a 3D channel model

[18, 21, 22]. Only little data exists concerning power spectra and angle spreads

on the elevation dimension. A 3D channel modeling study currently under way

within 3GPP is expected to shed light on these various issues [23].

SWIPT

With the advent of IoT [24], an emerging solution for prolonging the lifetime

of energy constrained relays is SWIPT which is a critical enabler of green com-

munications in 5G networks. In a SWIPT-enabled system, the received signal

is divided into two distinct parts: one part is used for energy harvesting (EH)

and the other for information decoding (ID) [25]. An efficient technique for

systems with co-located receivers for information and energy signals is power
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splitting (PS) which splits the power of the received signal into two parts for

EH and ID [26]. The other SWIPT reception technique is time switching (TS)

where the duration of data reception is divided into two separate parts for EH

and ID [27].

Other 5G Technologies

Other 5G technologies include millimeter wave communications, cognitive ra-

dio, and non-orthogonal multiple access which are briefly introduced in the

following. Interested readers can find further 5G technologies in [2, 5].

Electromagnetic waves of frequencies below 3 GHz, called microwave, sup-

port desirable propagation characteristics. Almost all commercial wireless com-

munications, such as radio broadcast, cell phone system, and satellite commu-

nications, work in this area. However, to meet the increasing traffic demands,

electromagnetic waves with higher frequencies of 3-300 GHz, called millime-

ter wave, are now being exploited in the recent 5G systems [28]. The change

to higher frequencies leads to higher attenuation and propagation loss which

should be taken care of in the new systems designs.

Another way to efficiently use the available spectrum is cognitive radio.

In cognitive radio [29], when licensed users do not use their bands, they can

pass the spectrum to unlicensed users. Thus, a band is shared between users,

rather than divided among them, making it easier for the operators to cope

with temporary peaks in traffic.

Another candidate for the spectral efficiency improvement in 5G systems

is non-orthogonal multiple access where multiple users are multiplexed in the

power domain at the transmitter and at the receivers decoding is conducted

based on successive interference cancellation [30]. Therefore, in NOMA-based

networks, the achievable rate is affected by the power allocation at the trans-

mitter and the decoding order at the receivers [31, 32].

1.2 Motivations and Contributions

Of the 5G requirements, the most important ones include the need for ex-

tremely higher data rates (1000x) and decreasing the energy and cost (10-100x)

[2]. In this thesis, we study relay networks accompanied by the above intro-

duced 5G key technologies to make the data rate, energy, and cost requirements

of 5G reachable. This thesis follows two main goals; the first goal is to design
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a novel relay beamforming scheme that brings higher spectral and energy ef-

ficiencies than the current beamforming schemes, and the second one is the

performance analysis of relay networks considering the key 5G technologies. In

this regard, three different problems are formulated and solved as the following.

1. Beamforming Design for MIMO MWRNs

MIMO MWRNs allow a number of users to mutually exchange informa-

tion providing high spectral efficiency; thus, they are promising candi-

dates for 5G nested small cells [33], such as picocells (range under 100

meters) and femtocells (WiFi-like range) [34]. In the first contribution,

we propose a novel beamforming design that improves the spectral and

energy efficiency of MWRNs compared to existing beamforming designs.

The new beamforming design is called partial zero-forcing (PZF). Zero-

forcing (ZF) relay beamforming forces the interference from all interfer-

ing users to be zero [35]. In our design, the user-interference is carefully

and jointly coordinated to be nullified in the broadcast (BC) phase by

combining ZF beamforming with self-interference cancellation and suc-

cessive interference cancellation at the users. This combination allows

more degrees-of-freedom in the beamforming design compared to ZF.

The sum-rate optimization problem is formulated under the PZF con-

straints in the BC phase. A numerical method which is a modification

of the gradient-ascent optimization method is proposed to find the so-

lution. Our numerous simulation results show that the proposed PZF

beamforming leads to significantly higher sum-rates than ZF and linear

beamforming schemes in [35, 36].

2. Massive MIMO MWRNs with Mixed-Resolution ADCs

Massive MIMO MWRNs combine both mMIMO and MWRN technolo-

gies and are expected to inherit the advantages of both making them

competitive candidates for the 5G wireless industry [36, 37], especially

in macrocells. High power consumption and hardware cost have mo-

tivated the use of low-resolution ADCs for practical mMIMO systems.

In this thesis, we consider mMIMO MWRNs with low-resolution ADCs.

To the best of our knowledge, there had been no work on the perfor-

mance analysis of mMIMO MWRNs with low-resolution ADC structure.

In this research, we examine the general mixed-ADC receiver architec-

7



ture in mMIMO MWRNs with ZF beamforming for both reception and

transmission under both perfect and imperfect channel state information

(CSI). Using the results from random matrix theory, we derive a closed-

form asymptotic approximation for the ergodic achievable rate of each

pair of users. Our derived expression reveals the performance behavior

of the system with respect to different system parameters, such as the

number of antennas at the relay, the ADC resolution profile, the number

of users in the system, the user and relay transmission power, and the

CSI error.

3. Performance Analysis and Optimization of 3D Massive MIMO

Multi-Pair Relaying with SWIPT

Given the growing importance of 3D beamforming and SWIPT in stretch-

ing the durability of energy limited 5G IoT relay networks [24], we study

a SWIPT-enabled mMIMO multi-user one-way relay network with planar

two-dimensional arrays. There has been no existing work on the perfor-

mance analysis and optimization of such networks. Under the PS protocol

at the relay and considering maximum ratio combining/maximum ratio

transmission (MRC/MRT) and matched filter (MF) beamforming, we

derive closed-form expressions that serve as lower-bounds on the average

signal-to-interference-plus-noise ratio (SINR). Based on that, asymptotic

average achievable sum-rate expressions are obtained. Joint optimization

problems over the relay PS ratio and antenna array tilt to maximize the

average achievable sum-rate are formulated and solved. Monte-Carlo sim-

ulation results are presented to verify our theoretical analysis. Further,

the simulations present the gains that the optimized setups bring.

1.3 Organization of Thesis

The remaining of this thesis is organized as follows. In Chapter 2, the nec-

essary background on relaying schemes, beamforming designs, mMIMO, 3D

channel model, and properties of special random matrices is given. Chapter

3 is focused on our first problem. This chapter presents the design steps for

PZF beamforming and our two optimization methods based on gradient-ascent

to find beamforming solutions. Further, the computational complexity of the

PZF designs is compared with the conventional beamforming schemes. Sim-
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ulation results are provided for the comparison of sum-rate performance of

PZF scheme with the existing schemes considering different transmission sce-

narios. Chapter 4 is on our second problem. In this chapter, we introduce our

novel method to find a closed-form approximate expression for the sum-rate

of mMIMO MWRNs with low-resolution mixed-ADCs. Further, the effect of

different structures of low-resolution mixed-ADCs and CSI error on the rate

performance is presented through simulations. Chapter 5 is focused on the

third problem, where performance analysis on 3D mMIMO multi-pair relaying

with PS based SWIPT is provided. Further, an optimization is performed on

the elevation angle and PS ratio to maximize the sum-rate. We also compare

the sum-rate results for MRC/MRT and MF beamforming schemes through

simulations. Finally, Chapter 6 concludes the thesis and proposes possible

directions for future work.

1.4 Notations

In this thesis, bold upper case letters and bold lower case letters are used to

denote matrices and vectors, respectively. For an arbitrary matrix A, the trans-

pose, conjugate, Hermitian, inverse, Moore-Penrose pseudoinverse and trace are

denoted by AT , A∗, AH , A−1, A+ and tr {A} respectively. Also, aij and ai

denote the (i, j)th entry and the ith column of A. For vector a, ‖a‖, and

|a|, denotes the 2-norm or Frobenius norm, and Euclidean norm, respectively.

Also, diag{a} denotes a diagonal matrix with the elements of a as its diagonal

entries. The N ×N identity matrix reads as IN .

Also, modN(x) denotes x modulo N . When a is much less than b it is shown

by a � b. Notations E{·}, and Var {·} show the expectation and variance

operators, respectively. Set of complex numbers is shown by C. For a complex

variable, <{.} and ={.} denote the real and imaginary parts, respectively.

Gaussian and circularly symmetric complex Gaussian random variables with

mean m and variance σ2 are shown by x ∼ N (m,σ2), and x ∼ CN (m,σ2),

respectively. The exponential and Gamma functions are denoted by exp(·) and

Γ(·), respectively. Logarithm function with base 2 is shown by log2(·). Finally,

erf(·) is the error function defined as erf(x) , 1√
π

∫ x
−x exp(−t2)dt.
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Chapter 2

Background

In this chapter, we review some of the existing works related to our contribu-

tions to provide the necessary background to follow this thesis. We first review

important relaying schemes and introduce famous beamforming schemes. Then,

the necessary details on quantization are provided, followed by an elaboration

on the 3D channel model. At last, some important results on special random

matrices are provided.

2.1 Relay Networks

This thesis is mainly focused on a central MIMO relay network where a

single relay in the network is equipped with multiple antennas. Early research

on the relay networks has been focused on single-user networks, e.g., [38–40].

However, nowadays, in order to respond to the high demands of simultaneous

communications of multiple users and bandwidth shortage problem, multi-user

communication is commonly employed [41]. In this thesis, a multi-user network

is assumed where there are multiple users intended to have mutual communi-

cations.

Relays either operate in the half-duplex mode or the full-duplex mode,

depending on whether they can receive and transmit simultaneously over the

same frequency band. Traditionally, relays operate in half-duplex mode where

the communication channels from the users to the relay are orthogonal to the

reverse channels due to time division multiplexing. On the contrary, in the full-

duplex mode, the relay and the users share a common time-frequency signal-

space, so that the relay can transmit and receive simultaneously over the same

frequency band. Full-duplex relaying brings higher spectral efficiency; however,

it is hard to implement [42, 43]. In this thesis, the relays are assumed to operate

in the half-duplex mode. A simple illustration of our considered relay network

is depicted in Figure 2.1. In the following, we elaborate on other different
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categories of central MIMO relay networks.

Figure 2.1: A MIMO multi-user relay network where users are having mutual
communications in a half-duplex mode. The red and black arrows indicate
the signal transmission directions from the users to the relay and the reverse,
respectively.

2.1.1 One-Way and Two-Way Relay Networks

In conventional MIMO relay networks, messages are transmitted in one direc-

tion from the source users to the relay and then to the destination users, thus,

they are called one-way relay networks. However, one-way relaying may not

be efficient when two or more users communicate mutually. Borrowing the

concept of network coding from [44], the next version of relay communications

is two-way relaying, where the relay receives messages from the source and

destination users simultaneously, and then broadcasts the summed messages

back to them. Using its own message, each user is able to decode its intended

message [45]. Since the mutual communication time is divided by two, two-way

relaying is twice spectral efficient as one-way relaying.

In the following, assuming that there is no direct link between a pair of users,

schematic examples of one-way and two-way relay networks are depicted. In

Figure 2.3, a one-way relay communication is shown, where the users u1 and

u2 are having a mutual communication by the help of the relay. The numbers

assigned to the arrows show the order of events happening in the unit of time.

In time slot 1, u1 transmits its signal to the relay, then in time slot 2, the

relay transmits u1’s signal to u2. In time slots 3, and 4, u2 transmits its
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signal to the relay, and then, the relay transmits u2’s signal to u1. Thus, for

a mutual communication between a pair of users, it takes 4 time slots in a

one-way relay network. Figure 2.3 shows a two-way relay network. In time

slot 1, u1 and u2 simultaneously transmit their signals to the relay, and then

in time slot 2, the relay transmits its received signal, which is the summation

of the two users’ signals back to the users. After that, each user is able to

decode the other user’s signal using the information of its own signal. So,

in two-way relay communications, it only takes two time slots for a mutual

communication between a pair of users, which is half of what it takes in one-way

relay networks. Thus, two-way scheme is twice spectral and energy efficient and

one-way relay networks are more suitable for unidirectional communications

rather than mutual communications between the users. These setups can be

extended to multi-pair networks with multiple pairs of source and destination

users [46, 47].

Figure 2.2: A one-way relay communication between u1 and u2 through the
relay. The numbers assigned to the arrows, show the sequence of transmissions.

Figure 2.3: A two-way relay communication between u1 and u2 through the
relay. The numbers assigned to the arrows, show the sequence of transmissions.

2.1.2 Multi-Way Relay Networks (MWRNs)

Multi-way relaying scheme is the recent version of relay networks and an exten-

sion of two-way relaying scheme [37]. By smartly leveraging user-interference,

instead of completely avoiding it, MWRNs are able to significantly reduce
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the number of time slots for full mutual communications among users which

consequently improves the spectral and energy efficiencies [36, 37, 48–50]. In

MWRNs, multiple interfering users exchange messages among themselves through

a relay, such that each user multicasts its message to all the other users. Po-

tential applications of multi-way communications include cellular and D2D

communications, teleconferencing via satellites, wireless sensor networks, video

conferences, multi-player online games, and generally wherever mutual com-

munications among multiple users through a common relay happens [51, 52].

Early studies in MWRNs are mainly on networks with a single-antenna relay

[37, 49, 51, 53, 54]. The performance of MWRNs can be further improved by

employing multiple antennas at the relay [35, 55–60], which is the case consid-

ered in this thesis.

Consider a MWRN of K single-antenna users, u1, u2, · · · , uK , communi-

cating with each other with the help of a half-duplex relay equipped with N

antennas. Each user needs to communicate its information signal to all other

K − 1 users and receives their signals.

(a) The MAC phase. (b) A BC time slot.

Figure 2.4: Transceiver protocol of a MWRN.

Communications in multi-antenna MWRNs take two phases, one is the

multiple access (MAC) phase and the other is the BC phase. For all users

to send one symbol each to all other users, the MAC phase contains 1 time

slot and the BC phase contains K − 1 time slots, so in total K time slots are

required. In the MAC phase, as shown in Figure 2.4a, all users transmit their

information symbols simultaneously to the relay. Then, the BC phase starts

where in each BC time slot, as shown in Figure 2.4b, the relay applies some

linear signal processing to its received signal in the MAC phase. Then, the

relay broadcasts the processed signal to all users. In each BC time slot, the
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signal to be broadcast, changes in a way that after the BC phase every user

has received the information symbol from all other users.

To better illustrate the protocol, a 3-user MWRN is shown in Figure 2.5.

It takes the following steps for a full mutual communication.

1. In time slot 1 (MAC Phase), all users transmit their signals simultane-

ously to the relay.

2. In time slot 2 (first BC time slot), the relay transmits to all users, and u1

decodes information of u2, u2 decodes information of u3, and u3 decodes

information of u1.

3. In time slot 3 (second BC time slot), the relay transmits to all users,

and u1 decodes information of u3, u2 decodes information of u1, and u3

decodes information of u2.

After the BC phase, each user has decoded the information symbols from

all other users.

(a) The MAC phase. (b) A BC time slot.

Figure 2.5: Transceiver protocol of a 3-user MWRN.

In MWRNs, each user’s common rate is defined as the rate by which the

user can reliably send information to all other users throughout the BC phase.

In other words, each user’s common rate is equal to the minimum transmission

rate of the user through the BC time slots. Based on the users’ common rates,

the achievable sum-rate of a MWRN is defined as the summation of the users’

common rates over the whole communication time slots.

In all MIMO relay networks, the transmission of signals from the source

to destination users happens in three steps: 1) the source users transmit their
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signals to the relay, 2) the relay processes the received signals, and 3) the relay

transmits the processed signals to the destination users. The signal processing

at the relay, or relaying scheme, is an important aspect in relay communication

systems. Various relaying schemes and protocols have been studied [38, 61].

Two important ones are amplify-and-forward (AF) and decode-and-forward

(DF).

� AF protocol: AF is a type of non-regenerative relaying [62], where the

relay does not decode the received information from the source users and

only performs some linear processing [63, 64] before forwarding it to the

destination users.

� DF protocol: DF is a type of regenerative relaying where the relay first

decodes the information of source users from the received signals, and

then, it may apply some coding or linear processing on the decoded signals

and retransmits the results to the destination users.

Compared to DF, AF is simpler, costs less to implement, and has less pro-

cessing delay. Also, it avoids error propagation from the relay to the destination

users. However, it causes noise and interference amplification, which causes

performance degradation [3]. Moreover, in DF scheme, when the destination

users decode the information, they only need to know the information of their

own channel from the relay, thus, the resources used on channel estimation are

reduced.

2.2 Beamforming Schemes

Beamforming is a signal processing technique that is used by the transmit-

ters or receivers in order to form the beam directions considering certain goals

on the signal to be transmitted or received. In a MIMO relay network, the

relay serves as both the receiver (for the MAC phase) and transmitter (for the

BC phase), thus its beamforming schemes include both receive and transmit

beamforming, hence, called transceive beamforming.

The transmit and receive beamforming matrices are usually designed based

on the CSI. In [35, 36], three well-know linear relay transceive beamforming

designs named ZF, MRC/MRT sometimes referred to as MF, and minimum
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mean-squared error (MMSE) are proposed. In the following, a brief introduc-

tion to the three beamforming designs is given.

� ZF: The principle idea of the ZF scheme is to fully nullify the multi-user

interference. That is, in the t-th BC time slot the interference from all

other users excepting ui, i.e., the intended transmitter to uk, is forced to

zero at uk. In ZF beamforming, first, the signals received at the relay

antennas are combined by multiplying the received signal vector with the

pseudoinverse of the users to relay channel matrix. Then, the combined

signals are precoded by multiplying the combined signal vector with the

pseudoinverse of the relay to users channel matrix. ZF beamforming is

one of the most popular beamforming designs that brings high perfor-

mance in MWRNs, especially for the high SNR range [65].

� MRC/MRT: This beamforming aims at maximizing the power of the de-

sired signal. In this scheme, the signals received from all relay antennas

are combined following the MRC rule which guarantees that the signals

from the same source but received by different antennas can be combined

coherently. This is done by multiplying the received signal vector with

the Hermitian of the channel matrix of the MAC phase. Then, the com-

bined signals are precoded following the MRT rule which is designed in a

way that the intended signals received from different channels are added

together coherently at the target destinations. This is done by MRT pre-

coding, where the combined signal vector is multiplied with the conjugate

of the MAC phase channel matrix before transmitted to the destinations.

MF beamforming scheme has similar beamforming matrices to MRC/MRT,

but with row-normalization. In the MF scheme, the same weight or power

is allocated to all channels, while in the MRC/MRT scheme, strong chan-

nel gains are given higher weights or more transmit power.

� MMSE: The idea behind this beamforming technique is to minimize the

mean-squared error (MSE) of the desired signals at the receiving users.

2.2.1 Beamforming for MWRNs

For a MWRN with K single-antenna users where the relay is equipped with N

antennas, we denote the K × N receive beamforming matrix at the relay by
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GRX and the N × K transmit beamforming matrix of the t-th BC time slot

at the relay by G
(t)
TX, for t ∈ {1, 2, · · · , K − 1}. Further, we denote the N ×N

transceive beamforming matrix of the t-th BC time slot by G(t). The matrix

G(t) has the following general structure [35],

G(t) = G
(t)
TXPtGRX, (2.1)

where P is obtained by circularly shifting the columns of identity matrix, IK ,

one position to the right. Pt is the permutation matrix that defines the rela-

tionship between an arbitrary receiving user, uk, and the corresponding trans-

mitting user, ui, in the t-th BC time slot. In this thesis, the order of decoding

is defined via the following relation among i, k, t:

i(k, t) , modK(k + t− 1) + 1. (2.2)

This is a function of the receiving user’s index, k and the time slot, t. To help

the presentation, this is simplified to i(k) when there is no confusion.

We denote the channel matrix from the users to the relay by H ∈ CN×K .

By assuming channel reciprocity, the channel matrix from the relay to the users

equals HT . In the following, ZF, MMSE, and MRC/MRT beamforming designs

for MWRNs are presented.

In ZF, G(t) is designed such that the interference from all other users except

ui(k), is forced to zero at uk. GRX and G
(t)
TX are defined as the following [66]:

GRX = (HHH)−1HH ,

G
(t)
TX =

1

p
(t)
ZF

H∗(HTH∗)−1, (2.3)

where p
(t)
ZF is used to fulfill the relay transmission power constraint.

MMSE beamforming minimizes the MSE of the signal. For MWRNs, the

MMSE receive and transmit beamforming matrices [67] are:

GRX = RxHH(HRxHH + IN)−1,

G
(t)
TX =

1

p
(t)
MMSE

(HHH +
IN
PR

)−1HH , (2.4)
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where Rx = E{xxH} is the covariance matrix of the transmitted signal vector

from the users to the relay, x, PR is the relay transmit power, and p
(t)
MMSE is used

to fulfill the relay transmission power constraint. It is worth mentioning that

regularized zero-forcing (RZF) beamforming [68] is a modification of MMSE.

RZF replaces IN in the MMSE receive beamforming formula (GRX in (2.4))

with αIN where α is the regularization coefficient.

MRC/MRT beamforming, is the optimal linear beamforming for maximiz-

ing the signal-to-noise-ratio (SNR) in the presence of additive noise. The MRC

receive beamforming and MRT transmit beamforming matrices are:

GRX = HH ,

G
(t)
TX =

1

p
(t)
MRC/MRT

H∗, (2.5)

where p
(t)
MRC/MRT is used to fulfill the relay transmission power constraint.

In [67], the authors defined the following mixed design of MMSE and MRT

as MF beamforming:

GRX = RxHH(HRxHH + IN)−1,

G
(t)
TX =

1

p
(t)
MF

HH , (2.6)

where 1

p
(t)

MF

is used to fulfill the relay power constraint. Notice that in the

ZF, MRC/MRT, MF, and MMSE multi-way relaying schemes, other than the

coordination of the decoding order which happens through the permutation

matrix, beamforming in different BC time slots are designed separately instead

of jointly. In addition to the above mentioned beamforming schemes, there are

works on the joint design of the relay beamforming and user processing, e.g.,

[58–60].

2.3 ADCs and Quantization

The main function of an ADC is the quantization. Quantization is the

process of converting an analog signal into a digital one. Consider an ADC

with b bits of resolution, where b can take any positive integer value. The

quantization of this ADC can be characterized by a set of 2b + 1 quantization
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thresholds Tb = {τ0, τ1, · · · , τ2b}, where τ0 < τ1 < · · · < τ2b , and a set of

2b quantization labels Lb = {l0, l1, · · · , l2b−1}, where li ∈ (τi, τi+1]. The b-bit

quantization operation is described by the function Qb(·) : R→ Lb. Let s be a

real analog signal to be quantized. Then, the quantization process ŝ = Qb(s)
maps s to ŝ in a way that

ŝ = lk, if s ∈ (τk, τk+1].

In general, the optimal design of the sets of Tb and Lb that minimizes some error

measure between the analog input signal and the quantizer output depends on

the distribution of the input signal. In this thesis, we use Lloyd-Max [69, 70]

algorithm to design the quantization thresholds and labels.

In Lloyd-Max algorithm, the optimization of the sets of labels and thresh-

olds is performed with the goal to minimize the MSE between the analog input

signal and the quantizer output, MSE is the mean of the square of the differ-

ence between s and ŝ. In this quantizer, the first and last thresholds are the

minimum and maximum values of the range of the analog signal, respectively,

while the rest of the thresholds are set to be the middle point of adjacent la-

bels. Further, the labels are located on the centroid point between two adjacent

thresholds. Denote the probability density function (pdf) of the quantizer in-

put s by fS(s). The iterative Lloyd-Max quantization design algorithm has the

following steps.

1. Assign an initial set of labels {l0, l1, · · · , l2b−1}.

2. Calculate the thresholds using tq = 1
2
(lq−1 + lq), for q ∈ {1, · · · , 2b − 1}.

3. Calculate the new labels using lq =
∫ tq+1
tq

sfS(s)ds∫ tq+1
tq

fS(s)ds
for q ∈ {0, · · · , 2b − 1}.

4. Repeat items number 2 and 3, until no further reduction in MSE occurs.

2.3.1 Quantization Noise Model

When low-cost, low-resolution ADCs are used, the quantization error and its

effect on the communication performance are non-negligible. In general, quan-

tization of a signal using finite-resolution ADC causes a distortion that is cor-

related with the input to the quantizer. However, in most researches the quan-
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tization error is approximated by an independent additive quantization noise

model (AQNM) [71] for the sake of simplicity.

Another quantization noise model is based on Bussgang’s decomposition

theorem [72, 73]. When the input to a quantizer is Gaussian, the quantized

signal can be decomposed into a term that is a linear function of the analog in-

put and a distortion term that is uncorrelated to the analog input. Specifically,

let s be a zero-mean Gaussian signal with variance v, ŝ be the quantization

output, and d be the quantization distortion, then, ŝ can be written as

ŝ = Qb(s) = Gbs+ d, (2.7)

where Gb is the quantization coefficient and can be calculated as

Gb =
1√
πv

2b−1∑
i=0

li

[
exp

(
−τ

2
i

v

)
− exp

(
−
τ 2
i+1

v

)]
. (2.8)

To understand the effect of low-resolution ADCs on the communication over

Gaussian channels, a general theoretical framework is presented by [74] which

evaluates the mutual information under various distortion models. Several

authors have considered mMIMO communication systems with low-resolution

ADCs and investigated their performance. Among them, in [72], a tight ap-

proximation is obtained for the uplink achievable rate of mMIMO systems with

MRC where the quantization error is modeled based on Bussgang’s decomposi-

tion. A tight approximation for the uplink spectral efficiency is derived in [71]

for the MRC receiver where all the ADCs have the same resolution, referred

to as the uniform-ADC structure. A mixed-ADC receiver architecture is firstly

proposed in [75] where the ADCs have multiple resolution levels. The spectral

efficiency for the uplink of a two-level mixed-ADC mMIMO system is analyzed

in [76]. For more detailed review of literature on this topic please refer to

Section 4.1.

2.4 3D Channel Model

As mentioned in the previous chapter, planar antenna arrays lead to a 3D

channel model which gives the opportunity to exploit the array elevation angle

for a better performance. A simplified presentation of the 3D channel model,
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or 3D antenna pattern, of a relay station is presented in Figure 2.6. The relay

antenna array is located in the plane parallel to the ground and all antennas

transmit precoded information signals with adjustable weights. The antenna

array tilt can be tuned by adapting the weights. We assume that all antennas

have a common tilt and approximate the antenna pattern by the 3D model of

3GPP in [77]. The observed gain from the relay antenna array at the kth user

is expressed in dBi scale as the following

AdBi
k (θtilt) = −

(
min

[
12
( φk
φ3dB

)2

, SLLaz

]
+ min

[
12
(θk − θtilt

θ3dB

)2

, SLLel

])
,

(2.9)

where 0 < θtilt < π/2 is the tilt angle between the horizontal line and the

antenna array beam, θk is the angle between the horizon and the line connecting

the user to the relay antenna array, φk is the angle between the X-axis and the

line in the horizontal plane that connects the user to the projection point of the

relay on the horizontal plane. Further, the side lobe levels (SLLs) of the antenna

array pattern in the horizontal and vertical planes are set as SLLaz = 25 dB

and SLLel = 20 dB [77], respectively. Also, the half power beamwidth in the

horizontal and vertical planes are φ3dB = 65◦ and θ3dB = 6◦ [77], respectively.

Finally, it is assumed that the relay beam peak is fixed on φ = 0 relative to

the X-axis.

Figure 2.6: The green squares represent the users. The spherical angles of the
kth user are illustrated. The coverage area in the horizontal plane spans an
angular range of 120◦.
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2.5 Random Matrix Theory

Random matrix theory has been massively influenced by its applications

in physics, statistics and engineering since its inception. Nowadays, random

matrices find applications in various fields, such as stochastic differential equa-

tions, condensed matter physics, chaotic systems, numerical linear algebra, neu-

ral networks, multivariate statistics, information theory, and signal processing

[78]. Specifically, with the emergence of mMIMO in wireless communications,

the urge for analytical methods and results on the properties of random ma-

trices with growing dimensions has made random matrix theory an important

tool for the study of communications systems performance limits [79]. In most

other methods than random matrix theory for the analysis of communications

systems, the carrier frequency should be less than 6 GHz which is unlikely

for millimeter wave communications. In this regard, recently, researchers use

random matrix theory to analyze information theoretical problems associated

with communications systems. For example, [80, 81] use it for the exploitation

of antenna correlation diversity, and analyzing the effects of hardware impair-

ments, respectively. Further, [82–84] use random matrix theory to design low

complexity receivers or precoders. In this thesis, we use random matrix the-

ory to conduct our performance analysis of mMIMO systems. Specifically, we

employ results on Haar and Wishart random matrices which are explained in

more details in the following.

2.5.1 Haar Matrix

In linear algebra, a complex square matrix U is unitary if U−1 = UH , or

UHU = UUH = I. (2.10)

Unitary matrices are the complex analogy of real orthogonal matrices. For any

unitary matrix U, the following properties hold [85]:

� UH is unitary.

� The rows and columns of U form an orthonormal basis with respect to

the inner product determined by U.
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� Given two complex vectors x and y, multiplication by U preserves their

inner product; that is, < Ux,Uy >=< x,y >.

� U is a normal matrix, UHU = UUH , with eigenvalues lying on the unit

circle.

A random matrix that is uniformly distributed on the manifold of unitary

matrices is called Haar measure, also referred to as Haar matrix [78]. An

important application of Haar matrices is their appearance in the singular-value

decomposition (SVD) of Gaussian matrices. For instance, let H ∈ CN×K be an

N ×K,N ≥ K Gaussian matrix with independent and identically distributed

(i.i.d.) entries of CN (0, 1). Then, consider the SVD

H = UΣVH , (2.11)

where U, V, and Σ are N × N , N × K, and K × K matrices. U and V

contain the left and right singular vectors of H, respectively, and Σ contains

the singular values of H, {σ1, σ2, · · · , σK}. According to Definition 2.5 in [78],

U, and V are Haar matrices. The following lemma is provided on the properties

of Haar matrices.

Lemma 1. If 1 ≤ i, j, i′, j′ ≤ N , i 6= i′, j 6= j′, and U is an N × N Haar

matrix, then the following hold [86].

1) E(|ui,j|2) =
1

N
, 2) E(|ui,j|4) =

2

N(N + 1)
,

3) E(|ui,j|2|ui′,j|2) = E(|ui,j|2|ui,j′ |2) =
1

N(N + 1)
,

4) E(|ui,j|2|ui′,j′|2) =
1

N2 − 1
, 5) E(ui,jui′,j′u

∗
i,j′u

∗
i′,j) = − 1

N(N2 − 1)
.

All other multiple moments up to the fourth order are zero.

2.5.2 Complex Wishart and Inverse Wishart Matrices

In the performance analysis of wireless communications systems, Wishart and

inverse Wishart matrices also often appear. Assume that x1,x2, · · · ,xK are

N×1, i.i.d. complex Gaussian vectors, i.e., xi ∼ CN (0,Σ) for i ∈ {1, 2, · · · , K}.
Then, the N ×N random matrix W =

∑K
k=1 xkx

H
k is central complex Wishart

23



distributed withK degrees-of-freedom and parameter matrix Σ; W ∼ WC
N(K,Σ).

The pdf of W and the characteristic function of its elements are known [87].

Further, if K ≥ N , the N ×N matrix W−1 is central complex inverse Wishart

distributed with K degrees-of-freedom and parameter matrix Σ−1; W−1 ∼
WC−1

N (K,Σ−1). In [78], the pdf of complex inverse Wishart distribution is cal-

culated. As an example, considering the same H as in the example of above

subsection, HTH∗ and HHH ∼ WC
K(N, I) are K×K central Wishart matrices

of N degrees of freedom and their inverse matrices are central inverse Wishart

matrices of N degrees of freedom. In the following lemma, we bring some im-

portant properties of central Wishart and inverse Wishart matrices that are

used in this thesis.

Lemma 2. If 1 ≤ i, j, l, k ≤ N , and W ∼ WC
N(K,Σ), K ≥ N then the

following hold [88].

1. W is Hermitian.

2. E [Wij] = Σij

3. E
[
(W−1)ij

]
=

(Σ−1)
ij

K−N

4. E
[
(W−1)ij (W−1)lk

]
=

(Σ−1)
ij

(Σ−1)
lk

+
(Σ−1)

lj
(Σ−1)

ik
K−N

(K−N)2−1

24



Chapter 3

Partial Zero-Forcing for Multi-Way

Relay Networks

In this chapter, we present our novel linear beamforming design, PZF, for

MIMO MWRNs. Compared to ZF, PZF relaxes the constraints on the re-

lay beamforming matrix such that only partial user-interference, instead of

all, is canceled at the relay. The users eliminate the remaining interference

through self-interference and successive interference cancellation. A sum-rate

maximization problem is formulated and solved to exploit the extra degrees-

of-freedom resulted from PZF. Simulation results show that the proposed PZF

relay beamforming design achieves significantly higher network sum-rates than

the existing linear beamforming designs.

3.1 Introduction and Literature Review

In this section, we review the most recent works on the performance analysis

and design of different beamforming schemes for MWRNs. Also, we introduce

our contributions in this chapter.

Several research works on the performance analysis of single-antenna, MIMO,

and mMIMO MWRNs with different relay beamforming schemes have been

carried out. Considering a MWRN with a single-antenna relay, [37] provides

upper bounds on the common rate of symmetric Gaussian MWRNs and calcu-

lates the achievable symmetric rate for AF and DF relaying schemes. Further,

other studies, e.g. [51] and [54], focus on improving the achievable data rates

of MWRNs with single-antenna relays by suggesting new relaying approaches

and scheduling the users’ transmission order.

As mentioned in Chapter 2, employing multiple antennas at the relay im-

proves the performance of MWRNs. In this regard, for three different relaying

scenarios, called unicasting, multicasting, and hybrid uni/multicasting, linear
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relay transceive beamforming designs based on ZF, MMSE, and MF are pro-

posed in [35] and [36]. In another study, the situation when the CSI is not

available at the relay is investigated [35]. For this case, the authors use space-

time analog network coding transmission strategy for stationary channels, and

repetition transmission strategy for non-stationary channels. In [52, 56], closed-

form approximations for the spectral and engery efficiencies of MIMO and

mMIMO MWRNs with ZF beamforming and perfect CSI are obtained. Fur-

ther in [65, 89], for mMIMO MWRNs achievable rate analysis is performed

under imperfect CSI for MR and ZF processing at the relay. It is shown in

[52, 90], that if MRC/MRT or ZF is used in a mMIMO relay network, the

transmit power of each user or relay (or both) can be made inversely propor-

tional to the number of relay antennas while maintaining a given QoS. Thus,

high power efficiency can be achieved with MRC/MRT or ZF at the relay.

Another relaying scenario, namely superimposed uni/multicasting, is re-

ported in [58], which efficiently combines the MMSE beamforming at the relay

with joint receive processing at the users. More specifically, by carefully de-

signing the selection of uni/multicast signals at the relay and the interference

cancellation order at the users, the proposed strategy improves the system sum-

rate. The authors in [60], have designed joint relay beamforming and receiver

processing matrices to maximize the minimum received SINR at the users. For

the receiver processing, MRC, and ZF are considered. However, the proposed

iterative algorithm can have high computational complexity, especially when

there exists a large number of users and/or antennas.

In this work, similar to [35, 36], we consider a MIMO MWRN with beam-

forming design at the relay. Each user individually decodes only the information

that is intended for that user. We consider an AF MWRN where a half-duplex

relay equipped with N antennas helps K single-antenna users to receive infor-

mation from each other. The goal of our work is to maximize the achievable

sum-rate of the users. To this end, we introduce the novel idea of PZF. Unlike

ZF relay beamforming, where in each relay BC time slot the interference from

all interfering users is forced to be zero [35], our proposed PZF only forces

partial interference (the interference from a carefully designed subset of the

interfering users) to be zero. Thus, PZF allows more degrees-of-freedom in

the relay beamforming design. With the help of self-interference cancellation
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and successive interference cancellation at the users, the proposed PZF relay

beamforming allows each user to obtain interference-free information from all

other users.

The sum-rate maximization problem which is a constrained non-linear multi-

dimensional optimization problem is formulated based on the PZF idea. We

propose a numerical method, called modified gradient-ascent method, to jointly

optimize the PZF relay beamforming matrices for all BC time slots. In addi-

tion, to reduce the computational complexity, another method to separately

optimize the relay beamforming matrices of different BC time slots is pro-

posed. Simulation results verify the significant sum-rate improvement that the

proposed PZF design achieves compared to the existing ZF, MMSE, and MF

beamforming designs in [35] and [36]. For example, for a homogeneous 3-user

MWRN, where all channels from the users to the relay have the same large-scale

fading, we report between 14% to 200% sum-rate improvements compared to

ZF, MMSE, and MF schemes. In comparison to [60], we report slightly lower

sum-rates, but it should be noted that our system models are different. Un-

like [60], we do not allow joint information decoding at the users or joint relay

beamforming and receiver processing. Although, these amendments can im-

prove the performance, but this improvement comes at a high computational

complexity cost. Also, its significantly higher processing requirement at the

users and in the beamforming optimization stage can make it less attractive

for most of the applications. The interesting observation in our work is that

with a relatively simple PZF beamforming a significant sum-rate gain can be

achieved.

3.2 System Model

The system model of MWRNs includes two parts: the network model and

the transceiver protocol, which will be elaborated in the following two subsec-

tions.

3.2.1 Network Model

We consider a MWRN consisting of K single-antenna users, u1, u2, · · · , uK , and

a multi-antenna relay equipped with N antennas. We assume that N ≥ K to

make a fair comparison between the existing ZF, MMSE, and MF beamforming
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designs which need to have enough degrees-of-freedom to cancel user interfer-

ences [35], [36]. The extension to the case of N = K − 1 will be considered in

Section 3.6.

All users and the relay operate in the half-duplex mode. There are no

direct links between the users and users communicate with each other with

the help of the relay. Denote the channel vector between ui and the relay

by hi = (h1,k, h2,k, ..., hN,k)
T for i = 1, 2, ..., K. Hence, the N × K channel

matrix between the users and the relay is H = [h1,h2, ...,hK ]. Channels are

assumed to follow independent frequency-flat Rayleigh fading, where hn,k fol-

lows CN (0, βk). Which implies that the channels between the same user and

different antennas at the relay have the same variance, while the channels

between different users and the relay antennas may have different variances.

Further, we assume channel reciprocity and that channels do not change in

each communication block of K time slots.

3.2.2 Communication Protocol

As explained in Section 2.1.2, for all users to have a mutual communication

with each other, K time slots are needed, including 1 MAC time slot and

K − 1 BC time slots. As shown in Figure 2.4a, in the MAC phase, all users

simultaneously transmit their information symbols to the relay. We denote

the normalized vector of users’ information symbols as x ∈ CK×1. The kth

element of x corresponds to the signal of uk normalized to have unit power,

Exk∈Sk{|xk|2} = 1 for k ∈ {1, 2, · · · , K}, where Sk is the modulation set for

uk. The average transmit power of each user is set to pu which implies that

all users have the same transmit power. So, the received signal vector at the

relay, rR ∈ CN×1, is

rR =
√
puHx + zR =

K∑
i=1

√
puhixi + zR, (3.1)

where zR ∼ CN (0N , IN) is the vector of additive white Gaussian noise (AWGN)

at the relay. As shown in Figure 2.4b, in the BC phase, the relay applies linear

beamforming to the received signal vector rR and broadcasts the information

back to the users. For the t-th BC time slot, t = 1, · · · , K− 1, G(t) denotes the

N × N relay beamforming matrix. Each user considers the received symbols
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from the relay other than its intended one as interference. The symbol trans-

mitted from the relay to each user changes in different BC time slots, so that

after K − 1 BC time slots each user receives the information from other ones.

In this section, for the simplicity of presentation, unicasting transmission [35]

is assumed, where in each BC time slot, the relay transmits different informa-

tion symbols to different users. Each symbol is intended only for one receiving

user in each BC time slot. The extension to hybrid uni/multicasting will be

explained in Section 3.5.

Due to the channel reciprocity, the channel matrix from the relay to the

users equals HT [52]. By using (3.1), in the t-th BC time slot, the received

signal vector of users, r
(t)
u , will be

r(t)
u =

√
puH

TG(t)Hx + HTG(t)zR + z(t)
u , (3.2)

where z
(t)
u = [z1

(t), z2
(t), ..., zK

(t)]T is the noise vector at the users in the t-th BC

time slot. The additive noise at the users are modeled as independent random

variables with CN (0, 1) entries.

The relay transmit power in each BC time slot can be written as

PR = E{tr{G(t)(
√
puHx + zR)

[
G(t)(

√
puHx + zR)

]H}}. (3.3)

After straightforward calculations, it can be simplified as

PR = tr
{

G(t)(E
[
puHHH

]
+ IN)(G(t))H

}
, (3.4)

In the t-th BC time slot, uk decodes ui(k)’s information symbol, xi(k), ac-

cording to (2.2). Thus, according to (3.2), in the t-th BC time slot, the received

signal at uk is

r
(t)
k =

√
puh

T
kG(t)hi(k)xi(k) +

K∑
j=1,j 6=i(k)

√
puh

T
kG(t)hjxj + hTkG(t)zR + z

(t)
k . (3.5)

Notice that in each BC time slot, the signal transmitted by the relay contains

signals of all users sent in the MAC phase. In (3.5), the first term contains the

intended signal from ui(k), the second term contains the interference from other
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users than the intended user (including the receiver’s own signal xk), which are

all forwarded to the user by the relay, the third term contains the propagated

noise from the relay, and the last term is the noise at uk. So, the SINR of the

communication from ui(k) to uk, denoted as γk,i(k), can be written as

γk,i(k) =
pu|hTkG(t)hi(k)|2∑K

j=1,j 6=i(k) pu|hTkG(t)hj|2+|hTkG(t)|2+1
. (3.6)

However, if after each BC time slot, uk performs interference cancellation by

subtracting its self-interference and the interference of user symbols which have

already been decoded in the previous BC time slots. The SINR after interfer-

ence cancellation is

γk,i(k) =
pu|hTkG(t)hi(k)|2∑K

j=1,j 6=i(k),j 6=k,j /∈Lk,t
pu|hTkG(t)hj|2+|hTkG(t)|2+1

, (3.7)

where Lk,t = {modK(k+ q−1) + 1, q = 1, 2, ..., t−1}. Lk,t contains the indexes

of the symbols already decoded by uk from previous t− 1 BC time slots which

is determined by the order of detection defined in (2.2). Hence, the achievable

rate from ui(k) to uk, denoted as Rk,i(k), is

Rk,i(k) = log2(1 + γk,i(k)). (3.8)

The common rate Ri that ui can reliably send to all other users is:

Ri = min
k 6=i

Rk,i. (3.9)

The average achievable sum-rate of the MWRN is thus [35]:

Rsum =
K − 1

K

K∑
i=1

Ri. (3.10)

The sum-rate of MWRNs is given by (3.6)-(3.10). It can be seen that the

design of relay beamforming matrices G(t), t = 1, · · · , K − 1 is crucial for the

sum-rate performance. In Subsection 2.2.1,we discussed the details on existing

relay beamforming schemes including ZF, MMSE, and MF proposed in [35]. In

the following section, we elaborate on the design of PZF beamforming.
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3.3 PZF Design

In this section, we design PZF relay beamforming based on the ZF relying

scheme. First, we explain the main idea behind PZF, then, we formulate the

sum-rate maximization problem for PZF. A numerical method is proposed to

solve the optimization problem. Finally, simulation results on the performance

of PZF and the comparison with existing beamforming designs are provided.

In ZF relay beamforming [35], the beamforming matrices of all K − 1 BC

time slots are designed such that the effects of transmitted signals of all users

except for the desired one are forced to be zero in the received signal at each

user. For instance, if uk wants to receive ui(k)’s message in the BC time slot, t,

all interference signals from uj, j 6= i(k), (all terms in (3.5) with xj, j 6= i(k))

are forced to be zero by G
(t)
ZF, t = 1, · · · , K − 1. This puts heavy constraints on

each G
(t)
ZF, where K(K−1) entries of HTG

(t)
ZFH must be zero as shown in (2.3).

However, such heavy constraints are not necessary to obtain interference-free

signals at the users.

As each user has the knowledge of its own information symbol and the CSI,

it can perform self-interference cancellation. Further, at the t-th BC time slot,

each user has already decoded the symbols of t− 1 users, through the previous

t − 1 relay broadcasts, thus, it can cancel the interference from these users’

symbols without further help from the relay. So, the t-th BC time slot relay

beamforming matrix only needs to cancel the interference from the remaining

K − t − 1 users. This constraint relaxation, which we refer to as PZF, allows

more degrees-of-freedom in the design of beamforming matrices to improve the

network sum-rate.

For better illustration of the PZF idea and to help later analysis, we define

A(t) = HTG(t)H, (3.11)

which as seen from the system equation in (3.2), is the equivalent channel

matrix of the t-th BC time slot. As shown in (2.3), in the ZF design, A(t) should

be equal to the permutation matrix P(t) where K(K − 1) entries are zero and

K entries are 1. However, in our PZF design, only (K− t− 1)K entries of A(t)

need to be zero and other entries can take any complex value. This is because
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of the fact that according to (3.2), HTG(t)Hs = A(t)s. Thus, each entry of

A(t)s contains t− 1 previously detected symbols, self-interference, and the new

symbols that are to be detected in the future. In PZF beamforming, the idea

is to eliminate the interference from symbols to be detected in future via the

relay beamforming matrix design and eliminate the interference from previously

detected symbols and self-interference via direct interference cancellation at the

users. This means that in each row of A(t), our design requires having K−(t+1)

zero entries at predetermined locations, while the rest t + 1 entries can take

any complex value. So, in total for all the K rows, A(t) matrix should have

(K − t− 1)K zero entries and other entries can take any complex number.

Assume the MWRN with N = K = 4 as an example. If ZF beamforming

is used at the relay, G(1), G(2) and G(3) are designed so that A(1), A(2), and

A(3) have the following forms

A
(1)
ZF =

1

p
(1)
ZF


0 1 0 0

0 0 1 0

0 0 0 1

1 0 0 0

 ,A
(2)
ZF =

1

p
(2)
ZF


0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0

 ,A
(3)
ZF =

1

p
(3)
ZF


0 0 0 1

1 0 0 0

0 1 0 0

0 0 1 0

 .

(3.12)

A
(1)
ZF, A

(2)
ZF, and A

(3)
ZF should have 12 zero-value entries, which means all the in-

terference signals except the desired one are canceled through ZF relay beam-

forming. However, if PZF beamforming is used at the relay, A
(1)
PZF, A

(2)
PZF, and

A
(3)
PZF will have the following forms

A
(1)
PZF =


∗ ∗ 0 0

0 ∗ ∗ 0

0 0 ∗ ∗
∗ 0 0 ∗

 ,A
(2)
PZF =


∗ ∗ ∗ 0

0 ∗ ∗ ∗
∗ 0 ∗ ∗
∗ ∗ 0 ∗

 ,A
(3)
PZF =


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

 ,

(3.13)

where “∗” is used to show that the entry can have any complex value. This

way the restrictions on A(1), A(2), and A(3) are reduced, as only 8 and 4 entries

in A
(1)
PZF, and A

(2)
PZF should be zero, respectively, and all others can take any

complex value. In the first and second BC time slots, the relay beamforming

matrices only need to be designed to cancel part of the interference, and the

rest can be canceled through self-interference and successive interference can-
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cellation at the users. In the third BC time slot, the relay leaves the whole

interference to be canceled by the users, as they have the knowledge of their

own information symbols and also already decoded information symbols from

the first and second BC time slot.

In the following, the PZF beamforming design is formulated and the relay

beamforming matrix optimization problem is specified. First, we define the

structure of A(t) for PZF. The (i, j)-th element of A(t) is denoted as a
(t)
ij . To

clearly express the PZF constraints on A(t), a set of 3-tuples of indexes are

introduced as the following,

A =

(i, j, t)

∣∣∣∣∣∣∣∣∣∣
t= 1, 2, · · · , K − 2;

i = 1, 2, · · · , K;

q = 1, 2, · · · , K − t− 1

j = modK(i+ q + t− 1) + 1,

 , (3.14)

which is a subset of the 3-tuples of the indexes (i, j, t) representing the receiving

user, the transmitting/interfering user, and the BC time slot. A tuple is an

element of A, if in the t-th BC time slot, the interference of uj to ui needs to

be canceled with the PZF design.

From (3.7)-(3.10), the sum-rate maximization problem can be stated math-

ematically, as

max
G(1),···,G(K−1)

K∑
i=1

min
k 6=i

{
log2

(
1+

pu|hTkG(t)hi|
2

|hTkG(t)|2+ 1

)}
(3.15)

s.t. tr
{
G(t)

(
puHHH + I

)
(G(t))H

}
≤ PR, (3.16)

and [HTG(t)H](i,j) = 0, for (i, j, t) ∈ A. (3.17)

The non-linear constraint in (3.16) is due to the transmit power constraint

at the relay and the linear constraints in (3.17) are forced by the PZF idea.

This sum-rate maximization problem is a multi-dimensional non-linear opti-

mization problem with linear and non-linear constraints. So, first we simplify

the problem using the transformation in (3.11). While the optimization vari-

ables in (3.15) are beamforming matrices G(1), · · · ,G(K−1), after applying the

transformation in (3.11), the problem is converted to an optimization over
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A(1), · · · ,A(K−1), and G(t) can be calculated from A(t) using

G(t) = (HT )+A(t)H+. (3.18)

This transformation makes the linear constraints in (3.17) simpler which in

turn simplifies the optimization problem. Thus, the sum-rate maximization

problem is transformed as

max
A(1),···,A(K−1)

N∑
i=1

min
k 6=i

{
log2

(
1+

pu|hTkG(t)hi|
2

|hTkG(t)|2+ 1

)}
(3.19)

s.t. tr
{
G(t)

(
puHHH + I

)
(G(t))H

}
≤ PR, (3.20)

and a
(t)
ij = 0, for (i, j, t) ∈ A. (3.21)

3.4 Optimization of PZF Matrix

In this section, first, a numerical method is provided to jointly optimize all

A(t) matrices, and then, a separate optimization method is provided.

Define

c(t) = [a
(t)
11 a

(t)
12 · · · a

(t)
ij ((i, j, t) /∈ A) · · · a(t)

KK ], (3.22)

which includes all the nonzero entries in A(t), and is Ut-dimensional where

Ut = (t+ 1)K, for t = 1, 2, · · · , K − 1. (3.23)

For example, for N = K = 4, according to (3.13),

c(1) = [a
(1)
11 , a

(1)
12 , a

(1)
22 , a

(1)
23 , a

(1)
33 , a

(1)
34 , a

(1)
41 , a

(1)
44 ], (3.24)

c(2) = [a
(2)
11 , a

(2)
12 , a

(2)
13 , a

(2)
22 , a

(2)
23 , a

(2)
24 , a

(2)
31 , a

(2)
33 , a

(2)
34 , a

(2)
41 , a

(2)
42 , a

(2)
44 ], (3.25)

c(3) = [a
(1)
11 , a

(3)
12 , a

(3)
13 , a

(3)
14 , a

(3)
21 , a

(3)
22 , a

(3)
23 , a

(3)
24 , a

(3)
31 , a

(3)
32 , a

(3)
33 , a

(3)
34 , a

(3)
41 , a

(3)
42 , a

(3)
43 , a

(3)
44 ].

(3.26)

Further, define vector c formed by concatenating all the vectors c(t), as

c = [c(1), c(2), · · · , c(t), · · · , c(K−1)]. (3.27)
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The vector contains a
(t)
ij s for (i, j, t) /∈ A and is W -dimensional, where

W = (K + 2)K(K − 1)/2. (3.28)

With these notations, the optimization problem in (3.19) to (3.21) can be

transformed to an optimization problem over c and the constraints in (3.21) are

consequently removed. Since the objective function in (3.19) is non-convex and

the constraints in (3.20) are non-linear, the solution is generally hard to find. A

common method to find sub-optimal solutions for such non-convex problems is

to use the gradient-ascent method. However, due to the complicated non-linear

constraints the conventional gradient-ascent method does not apply in this case.

Actually, by moving toward the gradient direction even with a small step size,

the new c-vector may violate the power constraint. To avoid this, we propose

a modification to the gradient-ascent method. Our modified gradient-ascent

method updates the c-vector towards the direction of the modified gradient, as

shown in the following.

Denote the objective function in (3.19) as f(c), and the power constraint

in (3.20) as φ(c(t)) ≤ PR, where

φ(c(t)) = φ(A(t)) = tr
{

G(t)(puHHH + I)(G(t))H
}
. (3.29)

So, the optimization problem becomes

max
c
f(c) (3.30)

s.t. φ(c(t)) ≤ PR for t = 1, 2, · · · , K − 1. (3.31)

Notice from the definitions in (3.22) and (3.27) that the m-th element in c is

the l-th element of c(t) with the relationship, m = 2K+ · · ·+ tK+ l. Letting el

be the l-th canonical basis vector, we define the following power normalization

factors

αRe
m =

φ(c(t) + εel)

PR

and αIm
m =

φ(c(t) + iεel)

PR

. (3.32)

The modified partial derivative of f with respect to the m-th element of c is
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given by

d(f, cm) = lim
ε→0

f
(
c(1), · · · , c(t)+εel

αRe
m

, · · · , c(K−1)
)
− f(c)

ε

+i lim
ε→0

f
(
c(1), · · · , c(t)+iεel

αIm
m

, · · · , c(K−1)
)
− f(c)

ε
.

(3.33)

Compared with the definition of normal partial derivative,

∂f

∂cm
= lim

ε→0

f
(
c(1), · · · , c(t) + εel, · · · , c(K−1)

)
− f(c)

ε

+i lim
ε→0

f
(
c(1), · · · , c(t) + iεel, · · · , c(K−1)

)
− f(c)

ε
,

(3.34)

(3.33) takes the non-linear constraint φ(c(t)) ≤ PR into account. In other

words, to make sure that this constraint is not violated when c(t) is modified

to c(t) + εel or c(t) + iεel, the vector is scaled by αRe
m or αIm

m whose definition

guarantees the power constraint. The modified gradient of f is thus,

D(f, c) = [d(f, c1) · · · d(f, cm) · · · d(f, cW )]. (3.35)

Algorithm 1 Joint optimization scheme.

1: Initialize α, tolerance,A(t)s, c and calculate D(f, c).
2: while norm(D(f, c)) ≥ tolerance do
3: Update c: c = c + αD(f, c).
4: Construct A(t)s from c.
5: Scale A(t)s based on the constraint and construct c.
6: Calculate D(f, c).
7: end while
8: Calculate G(1), · · · ,G(K−1) using (3.18).

In the proposed numerical method, the c-vector is updated toward the

modified gradient with a step size α. Also, a scaling step is done at every

iteration to guarantee that each searched point satisfies the constraint. In fact,

a new point is found by two moves. First, a move of c proportional to the

modified gradient is made. Second, constructed from c, A(1), · · · ,A(K−1) are
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scaled to make the power constraint satisfied. c is then moved to a new point

accordingly. Once a solution for c is found, we reconstruct A(1), · · · ,A(K−1),

and then from (3.18) calculate G(1), · · · ,G(K−1). It should be noted that similar

to the gradient-ascent method, the proposed modified gradient-ascent method

does not guarantee the global optimum solution. However, we can use ZF relay

beamforming matrices as the initial point to guarantee a solution better than

ZF. The algorithm is described in Algorithm 1.

In the optimization method discussed above, the matrices A(1), · · · ,A(K−1)

are jointly optimized and thus the algorithm can be computationally expensive

for large MWRNs. In the following, we propose a separate optimization method

where the optimization over A(t)s for t = 1, · · · , K − 1 is conducted separately

and sequentially.

According to (3.7) and (3.8), the relay beamforming matrix for the t-th

BC time slot, G(t), directly affects the transmission rates Rk,i(k) during this

BC time slot and if we assume ideal source coding and detection it does not

affect the transmission rates of previous or later BC time slots. Therefore, we

propose to optimize G(t), or equivalently c(t) by maximizing the sum-rate in

the t-th BC time slot, given by

R(t)
sum =

K∑
i=1

log2

(
1 +

pu|hTkG(t)hi|
2

|hTkG(t)|2 + 1

)
. (3.36)

Hence, the optimization problem is

max
c(t)

R(t)
sum (3.37)

s.t. φ(c(t)) ≤ PR for t = 1, 2, · · · , K − 1. (3.38)

Again, modified gradient-ascent method is used to solve the above opti-

mization problem. The number of constraints on A(t) decreases as t increases,

so, we optimize A(t)s sequentially with A(1) being the first and A(K−1) being

the last. This separate optimization algorithm is clarified in Algorithm 2.
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Algorithm 2 Separate optimization scheme.

1: Initialize α and tolerance.
2: for t = 1 : K − 1 do
3: Initialize A(t), c(t) and calculate D(R

(t)
sum, c(t)).

4: while norm(D(R
(t)
sum, c(t))) ≥ tolerance do

5: Update c(t): c(t) = c(t) + αD(R
(t)
sum, c(t)).

6: Construct A(t) from c(t).
7: Scale A(t) and construct c(t).
8: Calculate D(R

(t)
sum, c(t)).

9: end while
10: end for
11: Calculate G(1), · · · ,G(K−1) using (3.18).

In the following, we discuss the convergence behavior of our proposed al-

gorithms and analyze their computational complexity in comparison with the

existing schemes.

The number of iterations needed for the proposed optimizations depends on

the step size α, and there is a natural trade-off between the convergence rate

and the achieved sum-rate. Here, we simply choose α = 0.03 for the separate

optimization and α = 0.01 for the joint optimization based on experience.

By stopping the iterations when less than 5% improvement is observed over

one iteration, the separate optimization algorithm converges after around 75

iterations and the joint one converges after about 100 iterations.

Next, we analyze the computational complexities of the proposed joint and

separate optimization algorithms for our PZF beamforming design, and com-

pare them with those of ZF, MMSE, RZF, and MF beamforming schemes

[35, 68], as well as the scheme proposed in [60]. The order of complexity with

respect to the number of relay antennas N , number of usersK, and the iteration

number iter are used for the analysis.

The mathematical operations in the beamforming matrix optimization in-

clude summation, multiplication, division, square root, sorting, taking loga-

rithm, and comparison. Among these operations, division and multiplication

have the highest computational complexity and the highest numbers of hap-

pening, while other operations lead to much lower computational complexity.

So, our analysis focuses on division and multiplication. Considering different

beamforming schemes, the required numbers for each of the two operations are
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listed in Table 3.1.

Scheme\Operations × ÷

ZF K3(2N) 2K2 +
N2

2
MMSE and RZF K3(2N) N2

MF K3(2N)
N2

2
PZF-Joint iter ×K5(6N2) iter × 2K5

PZF-Separate iter ×K4(6N2) iter × 2K4

Table 3.1: The numbers of multiplications and divisions in the design of PZF
(joint and separate), ZF, MMSE, RZF, and MF schemes.

As can be seen from Table 3.1, the numbers of multiplications for ZF,

MMSE, RZF and MF schemes are the same. Actually, this value comes from

the calculation of G(t) = G
(t)
TXPtGRX. For both proposed PZF beamforming

methods, the dominant parts for the multiplications are resulted from the cal-

culations of |hTkG(t)hi|2 and |hTkG(t)|2, while for the divisions they are resulted

from the calculations of pu|hTkG(t)hi|
2
/(|hTkG(t)|2 + 1).

Table 3.1 also shows that both proposed beamforming optimizations bear

higher computational complexity than other common schemes. This higher

complexity is due to the iterative feature of our algorithms, and the fact that

we optimize more elements in the transformations of the beamforming ma-

trices, i.e., our optimization problems have higher dimensions. For the joint

algorithm, the whole beamforming matrices for different time slots are opti-

mized together which leads to higher complexity than the separate algorithm.

Despite the high complexity of PZF beamforming algorithms, parallel comput-

ing can significantly reduce the computation time. As discussed earlier in this

subsection, the iteration number is about 100 for the joint optimization and

75 for the separate optimization. Another insight from this table is that for

large number of antennas, i.e., when N is large, the complexity of our PZF

beamforming is still tractable, as it is only one order of magnitude higher than

the other schemes. On the other hand, for large numbers of antennas and

users, i.e., when both N and K are large, the complexity increases 3 orders of

magnitude faster than the other schemes which may make it intractable.

Recently, another beamforming strategy is proposed in [60], where the relay

beamforming matrices and user decoding are jointly designed and multi-symbol

processing is used at each user. While our work targets sum-rate optimization,
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[60] studied the SINR max-min optimization. The computational complexity of

the scheme in [60] is O(iter×K4N6), which has a higher order than both of our

schemes. Further, it has a higher decoding complexity of O(K2) at the users

due to the multi-symbol processing. In Table I of [60], the authors have shown

a comparison between the average CPU processing time for their approach and

our approach when K = 3, N = 3, and K = 4, N = 4 which declares that ours

is about 5 times faster.

The proposed algorithms for partial zero-forcing are based on gradient-

ascend method and there is no global convergence guarantee. Since ZF relay

matrices are selected as the initialization point, the solutions found by our al-

gorithms are guaranteed to achieve higher achievable sum-rates than ZF. To

see this, we show that ZF relay matrices are not local optima. We first consider

the joint optimization and look at the problem given in (3.19)-(3.21). To show

that ZF relay matrices are not local optima of the optimization problem, it

is sufficient to prove that D(f, cZF) = 0 does not hold where cZF is the corre-

sponding vector of the ZF relay matrices, GZF
(t) for t = 1, ..., K−1. Notice that

D(f, cZF) is a function of the channel matrix H. From (2.3) and (3.11), it can

easily be shown that A
(t)
ZF = 1

p
(t)
ZF

Pt, thus according to (3.14), (3.22), and (3.27),

cZF has (K−1)K non-zero coefficients, as there are K non-zero elements in each

Pt. For instance, for the case N = K = 3, c
(1)
ZF = 1

p
(1)
ZF

[0 1 0 1 1 0] and

c
(2)
ZF = 1

p
(2)
ZF

[0 0 1 1 0 0 0 1 0]. From (3.28), the number of equations

in D(f, cZF) = 0 is W = (K+2)K(K−1)/2, which is larger than the number of

non-zero parameters in cZF. As the N ×K channel matrix H is random whose

entries are i.i.d., with each entry following Rayleigh distribution, the proba-

bility that D(f, cZF) = 0 holds is zero even when the non-zero coefficients are

adjustable. This means that with probability 1, ZF relay matrices are not local

optima of the optimization problem. Via similar reasoning, it can be shown

that the ZF beamforming matrices cannot be the local optima for the separate

optimization method as well. Simulations have also supported this conclusion,

and we always obtain higher sum-rates than the ZF beamforming.

3.4.1 Simulation Results

In this section, we compare the simulation results of the sum-rates of MWRNs

considering our PZF design and other existing designs [35, 60]. We set N =
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K = 3, i.e., 3 single-antenna users communicate with each other with the help

of a relay equipped with 3 antennas.
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Figure 3.1: Sum-rates for a homogeneous 3-user MWRN with PR = 1.

We assume a homogeneous network where all the channels follow i.i.d.

CN (0, βh), and set PR = pu = 1. Thus, the SNR of each user will be βh.

Figure 3.1, which is regenerated based on the data available from [91], shows

the sum-rates versus different SNR values. It can be seen that the PZF design

has the highest sum-rate performance for the all SNR values. Further, this

figure shows that the separate and joint optimization methods for the PZF

scheme give very close sum-rate performance with the latter slightly better.

Simulation results on the sum-rate comparison between our proposed scheme

and the one in [60] is available in Figures 13 and 14 of [60] for the cases of

K = 3, N = 3 and K = 4, N = 4. It can be observed that our proposed joint

design has slightly lower sum-rate performance and the gap shrinks as the SNR

increases.

Moreover, sum-rates of MWRNs with different numbers of users are simu-

lated. We consider that every MWRN has an 8-antenna relay, and the number

of users changes from 3 to 8. We set PR = pu = 1 and SNR = 20 dB at the
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Figure 3.2: Sum-rates of PZF and ZF with unicasting strategy for different
numbers of users, N = 8, SNR=20 dB.

relay. The channels follow i.i.d. CN (0, βh). Figure 3.2 shows the relationship

between the number of users and the sum-rate for the ZF and PZF schemes.

From the figure, we can conclude that the network sum-rate first increases and

then decreases as the number of users increases. Also, it can be seen that the

advantage of PZF over the ZF design enlarges with more number of users. The

reasons for this are two-fold. First, compared to ZF, PZF beamforming allows

extra K(t + 1) degrees-of-freedom in the design of G(t). So, as the number of

users K increases, there are more extra degrees-of-freedom in the PZF design

compared to ZF. Another contributing factor is the ZF beamforming coeffi-

cient, 1

p
(t)

ZF

, which tends to decrease when K increases. This leads to a lower

SNR at the users and thus a lower achievable sum-rate.

Next, we consider a 3-user MWRN with non-identical fading channels due

to different path-loss, which is named as a heterogeneous network in this work.

Denote di as the distance from an arbitrary user, ui, to the relay. The channels

between ui and the N relay antennas, hn,is, are assumed to follow CN (0, βi),

where βi = (ψ/di)
ν with ψ being a constant. We set d3 = 2d2 = 4d1 and

assume ν = 2. Due to the heterogeneous setup, the order of decoding may
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Figure 3.3: Sum-rates for a heterogeneous 3-user MWRN with PR = 1, through
separate optimization.

affect the sum-rate, thus, we consider two orderings of detection clockwise as

defined in (2.2) and counter clockwise, defined as i(k, t) = modK(k− t−1) + 1.

In Figure 3.3, which is regenerated based on the data available from [91], the

x-axis, denoted as SNR, shows u1’s SNR at the relay, thus, SNR = β1 =

4β2 = 16β3. It can be seen that the proposed PZF design achieves significantly

higher sum-rates than the ZF design. For both clockwise and counter clockwise

orderings, ZF provides exactly the same sum-rate performances, while PZF

provides slightly different performances. For systems with more users or relay

antennas, the advantage of adopting a better decoding order may become larger

as the difference between the channel qualities of different users will become

larger on average. So, in this case the issue of finding the optimal decoding order

becomes more important. Since our focus is the new PZF relay beamforming

design not decoding order, we refer further investigations on how the decoding

order affects the PZF scheme to future work.

Next, we compare the symbol error rate (SER) of PZF beamforming with

the ones of ZF, MMSE, and MF schemes. The SER results for a homoge-

neous MWRN with N = K = 3 are shown in Figure 3.4.Quadrature amplitude
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Figure 3.4: SERs for a homogeneous 3-user MWRN with PR = 1.

modulation (QAM) is used for all user symbols. It can be seen that our PZF

design provides a far lower SER than ZF, MF, and MMSE schemes. Further-

more, to see the effect of error propagation, which is the detection error of a

symbol caused by the symbol detection errors in previous time slots, we have

presented the simulation results for the ideal case of perfect interference can-

cellation for the PZF scheme. In this ideal scheme, for every BC time slot,

we cancel the interference caused by the previously decoded signals using the

correct and error-free symbols, instead of using the decoding results from the

previous time slots. This way, no decoding errors in previous BC time slots can

propagate to the coming BC time slots. The simulations show that the effect

of error propagation is negligible for our proposed PZF scheme.

Moreover, in order to see the behavior of error propagation when the number

of users increases in homogeneous networks, we have presented the simulation

results for SER versus the number of users, where N = K changes from 3

to 8. As it is shown in Figure 3.5, the effect of error propagation slightly

increases as the user number increases, but it is still very small in comparison

to the performance enhancement that our proposed beamforming has brought

compared to the ZF scheme.
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Figure 3.5: SER versus the number of users for homogeneous networks, where
N = K and SNR=15 dB.

In addition to homogeneous networks, in Figure 3.6, we have presented the

results of SER versus SNR of heterogeneous networks for K = 4 and K = 6

cases when N = 32 antennas are available at the relay. Recall that the channels

between an arbitrary user, ui, and the relay antennas, hn,is, follow CN (0, βi),

where βi = (ψ/di)
ν with ψ being a constant and di being the distance from

ui to the relay. In this simulation, we have set di = 2(i−1)d1 for i = 1, 2, ..., K

and ν = 2. The SNR in Figure 3.6 represents the SNR of the first user, u1.

This figure shows the results for the clockwise order of decoding. It can be

seen from Figure 3.6 that the effect of error propagation diminishes as SNR

grows, also we have more error propagations when there are higher number of

users. Moreover, it can be observed that PZF gives better SER performances

than ZF for K = 6, while when K = 4 this may not be the case in higher SNR

ranges. The reason for this is two-fold. 1) Our optimization targets at sum-

rate maximization not SER optimization, which may lead to degraded SER

performance. 2) The number of degrees-of-freedom increases as the number of

users increase, so we can achieve better SER performances in comparison to

ZF when higher number of users are involved.
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Figure 3.6: SER performance of heterogeneous networks for K = 4, and K = 6
cases when N = 32.

3.5 Extension to MWRNs with Hybrid Uni/Multicasting

In Section 3.3, we considered that in each BC time slot, the relay transmits

uniquely different information symbols to different users, which is called trans-

mission via unicasting. However, in this section, the hybrid uni/multicasting

strategy is considered. It is shown that when the relay uses hybrid uni/multicasting

strategy, PZF is still able to improve the sum-rate performance of MWRNs.

Both the unicasting and hybrid uni/multicasting strategy are proposed in

[92]. In hybrid uni/multicasting strategy, in each BC time slot, one informa-

tion symbol is exclusively transmitted to one user, the unicasted symbol, and

another information symbol is transmitted to the other K − 1 users, the mul-

ticasted symbol. The unicasted information symbol is fixed for all BC time

slots and transmitted to a different user in different BC time slots. While the

multicasted information symbols are changed in different BC time slot. With

this hybrid uni/multicasting scheme each user receives all other users’ informa-

tion symbols within the BC phase. Detection scheduling of this transmission

strategy will be discussed by the end of the section. A 4-user example of hy-
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brid uni/multicasting strategy is shown in Figure 3.7. In the BC phase, u1’s

signal is chosen as the unicasting symbol, while u2, u3, and u4’s signals are cho-

sen as the multicasting symbols for the first, second, and third BC time slots,

respectively. It takes the following steps for a full mutual communication.

1. In time slot 1 (MAC Phase), all users transmit their signals simultane-

ously to the relay.

2. In time slot 2 (first BC time slot), the relay transmits u1’s signal to u2,

and multicasts u2’s signal to u1, u3 and u4.

3. In time slot 3 (second BC time slot), the relay transmits u1’s signal to

u3, and multicasts u3’s signal to u1, u2 and u4.

4. In time slot 4 (third BC time slot), the relay transmits u1’s signal to u4,

and multicasts u4’s signal to u1, u2 and u3.

(a) The MAC phase. (b) A BC time slot.

Figure 3.7: Transceiver protocol of a 4-user MWRN.

After the MAC and the BC phases, each user decodes the information symbols

from all other users.

PZF can consistently be extended to the hybrid uni/multicasting trans-

mission strategy. The only necessary modification in the problem formulation

of sum-rate maximization is the structures of A(t) matrices which should be

adjusted based on the hybrid uni/multicasting strategy. For example, for the
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aforementioned 4-user network, A(t)s should have the following forms

A
(1)
PZF =


∗ ∗ 0 0

∗ ∗ 0 0

0 ∗ ∗ 0

0 ∗ 0 ∗

 ,A
(2)
PZF =


∗ ∗ ∗ 0

∗ ∗ ∗ 0

∗ ∗ ∗ 0

0 ∗ ∗ ∗

 ,A
(3)
PZF =


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

 ,

(3.39)

So, this problem can be solved by the modified gradient-ascent method pro-

posed in Section 3.3.

In the following, the simulation results on the sum-rate of MWRNs when

hybrid uni/multicasting is the transmission strategy at the relay are presented

and compared with the results for unicasting strategy. Results are shown for

N = K = 3 considering our proposed PZF design and the ZF beamforming

design. We consider a homogeneous network where all channels follow i.i.d.

CN (0, βh), and set PR = pu = 1.
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Figure 3.8: Sum-rates of homogeneous 3-user MWRNs with unicasting and
hybrid uni/multicasting transmission strategies. For the PZF scheme separate
optimization is done.

Figure 3.8, which is regenerated based on the data available from [91],

presents the sum-rates versus different SNR values. It can be seen that the
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PZF design with the hybrid uni/multicasting strategy has a better sum-rate

performance than its ZF counterpart for all SNR values. Further, it can be seen

that the sum-rate performance gap between PZF and ZF designs increases when

hybrid uni/multicasting is used.

Opposite to the unicast strategy, hybrid uni/multicast strategy brings asym-

metry in the transmission of different users’ signals. For MWRNs with asym-

metric channel conditions, the choices of unicasting and multicasting signals

in different BC time slots, or the orderings of detection in the BC phase, may

affect the sum-rate performance. Commonly, the channel condition is used to

decide which users’ signals should be unicasted and the order of other users’

signals to be multicasted in the BC time slots. It is beneficial to multicast the

signals of users with good channel conditions during earlier BC time slots and

the ones with poor channel conditions during later BC time slots. The choice

of users’ signals to be unicasted is complicated and needs further study. For

instance, in a 3-user network, we may choose u1’s signal as the unicast signal,

u2’s signal as the mulicast signal for the first BC time slot, and u3’ signal as the

multicast signal for the second one. Consequently, u1 first decodes u2’s signal

and then u3’s. We name this detection scheduling hybrid uni/multicasting-1. A

different ordering of detection for the same 3-user network happens when u3’s

signal is multicasted in the first BC time slot, and u2’s signal is multicasted in

the second one. Then, u1 first decodes u3’s signal and then u2’s. We name this

detection scheduling hybrid uni/multicasting-2.

In Figure 3.9, which is regenerated based on the data available from [91],

simulation results on different orderings of detection are presented. A 3-user

MWRN is considered with non-identical fading channels due to different path-

loss. The same as Subsection 3.4.1, we denote di as the distance from an

arbitrary user, ui, to the relay. The channels between ui and the N relay

antennas, hn,is, are assumed to follow CN (0, βi), where βi = (ψ/di)
ν with ψ

being a constant. We set d3 = 2d2 = 2d1, ν = 2. With this heterogeneous setup,

two orderings of detection are considered: the hybrid uni/multicasting-1, and

the hybrid uni/multicasting-2. In Figure 3.9, SNR axis shows u1’s SNR at the

relay, thus SNR = β1 = β2 = 4β3. From this figure, it can be seen that hybrid

uni/multicasting-1 results in higher sum-rates than hybrid uni/multicasting-

2 when PZF is applied. A reason for this observation is that the channels
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Figure 3.9: Sum-rates of a 3-user MWRN considering hybrid uni/multicasting
strategy and different orderings of detection. For PZF scheme separate opti-
mization is performed.

between u3 and the relay are weaker than the channels between the other two

users and the relay. Therefore, as hybrid uni/multicasting-1 chooses to decode

the weakest signal from u3 in the last BC time slot, it leads to higher sum-rates.

3.6 Extension to MWRNs with N = K − 1

To provide enough degrees-of-freedom to remove users’ interference in ZF

beamforming, the number of relay antennas must be larger than or at least

equal to the number of users, N ≥ K, [93]. However, in PZF, due to the fact

that the interference do not need to be fully canceled, the number of antennas at

the relay can be reduced by one, N ≥ K− 1. The case of N ≥ K is considered

in Sections 3.3 to 3.5. In this section, we consider MWRNs where the number

of relay antennas is one less than the number of users, i.e, N = K − 1. The

transceiver protocol is the same as Sections 3.3 to 3.5. So, there are 1 MAC

time slot and K − 1 BC time slots. Also, as PZF design suggests, in each

BC time slot for each user only partial interference, interference other than

self-interference and interference from previously decoded signals, needs to be
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canceled. However, the problem formulation of PZF design for the N = K − 1

case, is different from the one in Section 3.3. In fact, as the number of relay

antennas is less than the number of users, the dimension of G(t) is smaller than

the dimension of A(t), and thus, the map from A(t) to G(t), in (3.18), does not

work. As a result, the sum-rate optimization needs to be done directly with

respect to G(t). This way the optimization problem formulation will be

max
G(1),···,G(K−1)

K∑
i=1

min
k 6=i

{
log2

(
1+

pu|hTkG(t)hi|
2

|hTkG(t)|2+ 1

)}
(3.40)

s.t. tr
{
G(t)

(
puHHH + I

)
(G(t))H

}
≤ PR, (3.41)

and HTG(t)H = A(t), for t = 1, 2, · · · , K − 1. (3.42)

According to (3.23), there exist (K − t − 1)K zero entries in A(t) and the

rest of the entries can take any complex value. To simplify the optimization

problem, (3.42) can be written as (K − t− 1)K linear homogeneous equations.

So, we define g(t) that contains all entries in G(t), as

g(t) = [g
(t)
11 g

(t)
12 · · · g

(t)
1,K−1 g

(t)
21 · · · g

(t)
K−1,K−1]. (3.43)

g(t) can be divided into two vectors, y(t) and r(t), where y(t) contains the first

(K − 1)2 − (K − t − 1)K entries, and r(t) contains the rest of (K − t − 1)K

entries. Since the number of entries in r(t) is equal to the number of linear

equations in (3.42), r(t) can be uniquely represented by y(t) from (3.42). This

way the constraints in (3.42) will be eliminated. Based on this discussion, the

sum-rate maximization problem can be transformed into an optimization over

y(t), with the only constraint in (3.41). Thus, the proposed modified gradient-

ascent method can be applied. The algorithm is given in Algorithm 3, where

the separate optimization of relay beamforming matrices is considered for the

matter of complexity .

In the following, we present the simulation results for the sum-rates of

MWRNs, where N = K − 1 and our PZF design with unicasting is applied.

PR = pu = 1 is set and homogeneous channels following i.i.d. CN (0, βh) are

considered. Figure 3.10 compares the sum-rates of PZF design for N = 2, K =

3, N = 3, K = 4, N = K = 3, and N = K = 4 cases. It can be seen

from this figure that 1) the average sum-rates for N = K = 4 are the highest,
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Algorithm 3 Separate optimization scheme for MWRNs where N = K − 1.

1: Initialize α and tolerance.
2: for t = 1 : K − 1 do
3: Initialize y(t) and construct G(t) by solving (3.42).
4: Scale G(t) to satisfy (3.41) and construct y(t).

5: Calculate D(R
(t)
sum,y(t)).

6: while norm(D(R
(t)
sum,y(t))) ≥ tolerance do

7: Update y(t): y(t) = y(t) + αD(R
(t)
sum,y(t)).

8: Construct G(t) from y(t) by solving (3.42).
9: Scale G(t) to satisfy (3.41) and construct y(t).

10: end while
11: end for

0 5 10 15 20 25 30
SNR in dB

0

5

10

15

20

25

Av
er

ag
e 

su
m

-ra
te

 in
 b

its
/s

/H
z

PZF, N=3, K=4
PZF, N=2, K=3
PZF, N=3, K=3
PZF, N=4, K=4

Figure 3.10: Sum-rates of MWRNs considering PZF design with unicasting
strategy and separate optimization. The results for four network settings are
compared.

2) the N = K = 3 case achieves higher average sum-rates than the case of

N = 2, K = 3, and 3) compared to the case of N = 3, K = 4, the average

sum-rates of the N = K = 3 case are higher for the SNR range of [0 dB, 30

dB], but the advantage decreases with the SNR and the curves indicate that

the case of N = 3, K = 4 outperforms the case of N = K = 3 when the SNR is

higher than 30 dB. Further, we can observe that in the high SNR regime, the
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case of N = 3, K = 4 gives higher sum-rates than the case of N = 2, K = 3.

However, in low SNR regime, the sum-rates are similar.

3.7 Conclusion

In this chapter, we have proposed a new PZF relay beamforming design for

multi-user MWRNs where single-antenna users communicate with each other

with the help of a multi-antenna relay. With the help of self-interference can-

cellation and successive interference cancellation at the users, the proposed

scheme allows more degrees-of-freedom in the beamforming design compared

to the ZF design. Thus, it can improve the sum-rate.

For the case where the number of users is no larger than the number of

relay antennas, the design of the PZF relay beamforming matrices is firstly

transformed into the design of the equivalent relay matrices. Then, a mod-

ified gradient-ascent method is proposed to solve the optimization problem

both jointly and separately. Also, the convergence behavior of the proposed

algorithms is studied and computational complexity comparison is provided be-

tween the proposed methods and the existing ones. Simulations on the achiev-

able sum-rate and symbol error rate have shown that significant performance

improvement is obtained with the proposed new designs. Further, extensions

of the proposed schemes are made to MWRNs with hybrid uni/multicasting

transmission strategy and MWRNs where the number of users is one more than

the number of relay antennas. Similar advantages have been achieved in these

cases with the proposed PZF idea.
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Chapter 4

Performance Analysis of Massive

MIMO Multi-Way Relay Networks

with Low-Resolution ADCs

In this chapter, we analyze a general mMIMO multi-way relaying system with a

multi-level mixed-ADC architecture. Closed-form asymptotic approximations

for the average achievable rates of ZF relaying for both perfect and imper-

fect CSI are derived by leveraging on Bussgang’s decomposition theorem and

Lloyd-Max algorithm for quantization. To handle such a challenging setup, we

develop a novel method for the achievable rate analysis using distributions of

the singular values of Gaussian matrices and properties of Haar matrices. Dis-

cussions on asymptotic and special cases are aslso provided. Simulation results

are provided to verify our theoretical results and present important insights on

the usage of low-resolution mixed-ADC architecture in a mMIMO MWRN.

4.1 Introduction and Literature Review

As mentioned in Subsection 1.2, mMIMO MWRNs, where the relays are

equipped with large-scale antenna arrays, benefit from the advantages of both

multi-way relaying and mMIMO structures. For mMIMO MWRNs with ZF

processing, [52, 65] have obtained closed-form approximations for the spectral

and energy efficiencies. It is concluded that the transmit power of each user and

the relay can be made inversely proportional to the number of relay antennas

while maintaining the required quality of service.

Typically, each receive and transmit antenna at a communication device is

connected to a pair of ADCs and a pair of digital-to-analog converters (DACs)

in the radio frequency (RF) chain, respectively. Compared to mMIMO systems

with all high-resolution ADCs and DACs (e.g., 8-12 bits), it is less costly and

54



more energy efficient to employ low-cost, low-power, low-resolution ADCs and

DACs (e.g., 1-4 bits) [71, 94–96]. Especially, the hardware cost and power

consumption of ADCs grow exponentially with the number of quantization

bits [97]. Naturally, due to the nonlinear characteristic of coarse quantization,

signal processing challenges and complex front-end designs occur [98, 99]. In

what follows, we review the literature on mMIMO systems with low-resolution

ADCs.

4.1.1 Relevant Prior Work

The primary works on this topic have assumed that all ADCs have the same

resolution, also referred to as uniform-ADC [71, 96, 98–101]. For instance,

considering frequency-selective channels, uplink performance of a mMIMO sys-

tem with uniform-ADC that deploys orthogonal frequency-division multiplex-

ing (OFDM) is investigated in [101]. Later, a two-level mixed-ADC architecture

is proposed [102, 103], in which part of the antennas are connected to low-

resolution ADCs with the same resolution (usually 1-bit), while the remaining

antennas are connected to high-resolution (usually the ideal infinite-resolution)

ADCs. In [102], the achievable uplink spectral efficiency of a mMIMO system

with two-level mixed-ADC receiver assuming perfect CSI is investigated for

the MRC detector in the multi-cell scenario and the ZF detector in the single-

cell system. Further, for the two-level ADC structure, the CSI obtainment

schemes are proposed in [103–107], for example, by using the high-resolution

ADCs in a round-robin manner [103]. Also, the mutual information for the

uplink of two-level mixed-ADC systems is investigated in [103]. Recently, a

general multi-level mixed-ADC structure is proposed in [108] that allows mul-

tiple ADC levels and an arbitrary ADC resolution profile for the large-scale

antenna arrays. It provides more degrees-of-freedom compared to the uniform-

ADC and two-level mixed-ADC architectures in achieving the desirable balance

between performance and hardware and energy cost.

There have been many recent works on single-hop mMIMO systems with a

mixed-ADC architecture. For the uplink of mMIMO systems with multi-level

mixed-ADC architecture and MRC processing, closed-form approximations for

the spectral efficiency, receive energy efficiency, and outage probability are de-

rived in [108] and [109]. Also, these works investigate the optimization of ADC
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resolutions with certain goals on the achievable sum-rate, outage probability,

and receive energy efficiency. These contributions show that the power con-

sumption and hardware cost of the single-hop mMIMO system with a mixed-

ADC architecture can be considerably reduced while maintaining most of the

gains in the achievable rate.

There are a few research results on the two-hop mMIMO relaying systems

with low-resolution ADCs. Among them, [110–113] have investigated the per-

formance of multi-pair mMIMO one-way relaying systems. In [110], the relay

and all the users are assumed to have uniform-ADC where closed-form expres-

sions for the achievable sum-rate are derived considering imperfect CSI and

MRC/MRT processing at the relay. It is shown that with only low-resolution

ADCs at the relay, increasing the number of relay antennas is effective to

compensate for the rate loss caused by coarse quantization. However, it be-

comes ineffective to handle the detrimental effect of low-resolution ADCs at the

users. Further, for mMIMO one-way relay systems with two-level mixed-ADC

and MRC detection, the achievable rate is investigated in [111], where it is

shown that the performance loss due to the low-resolution ADCs can be com-

pensated by increasing the number of relay antennas. The work in [112] and

[113] are on mMIMO one-way relay systems with both low-resolution ADCs

and low-resolution DACs under CSI error and maximum ratio (MR) process-

ing. In [112], for the case of uniform 1-bit ADCs and DACs, a closed-form

asymptotic approximation for the achievable rate is derived. For the two-level

mixed-ADCs and mixed-DACs, the work in [113] has derived exact and approxi-

mate closed-form expressions for the achievable rate. The trade-off between the

achievable rate and power consumption for different numbers of low-resolution

ADCs/DACs is also investigated.

4.1.2 Contributions

In this work, for the first time, we derive the average achievable rate for

mMIMO multi-way relay systems with a general multi-level mixed-ADC re-

ceiver considering ZF beamforming. Both perfect and imperfect CSI cases are

investigated. Our work is different from the existing literature [76, 102, 103,

108, 109, 111], and [113], which consider uplink communications or one-way

relaying with a two-level mixed-ADC or a general mixed-ADC profile, in two
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major ways: 1) ZF beamforming, and 2) multi-way relaying.

Firstly, all the aforementioned literature assume MR processing. While

with ZF beamforming, due to the more complicated processing matrix, the

theoretical derivations involve calculation of the average of an expression with

the number of appearances of the Gaussian channel elements doubled com-

pared to that of MR processing. For example, according to Equations (4) and

(5) in [108], considering uplink communications or one-way relaying, the num-

ber of appearances of the Gaussian channel in the signal power term of the

achievable rate analysis is 4 for MR processing, while it is 8 for ZF. Secondly,

compared to the uplink communications and one-way relaying studied in the

aforementioned literature, multi-way relaying further complicates the perfor-

mance analysis through the following aspects. 1) It has multiple broadcast time

slots, each with a distinct ZF beamforming matrix, and 2) the channel matrix

of the broadcast phase is the transpose of the channel matrix of the multi-

ple access phase, causing more contamination among different time slots. As

a result, multi-way relaying further doubles the number of appearances of the

Gaussian channel in some terms of the achievable rate formula. Thus, ZF along

with multi-way communications leads to dealing with expressions that have up

to 16 appearances of Gaussian elements compared to the existing works with

up to 4 appearances. Because of these extra complexity, existing methods for

the achievable rate analysis of MR processing do not apply. A new approach

is proposed in this work and a brief explanation of the approach is given in the

contributions summary that follows.

It is worth noting that compared to uniform-ADC and two-level mixed-ADC

profiles, the multi-level mixed-ADC structure is more general and provides the

system designers with extra degrees-of-freedom for the design and optimization

of the system. For example, it enables the achievement of many more optimal

points on the trade-off between the achievable rate and energy consumption, as

shown in Figure 2 in [108] and Figure 5 in [109]. On the other hand, this general

assumption imposes extra complication compared to the uniform-ADC case in

performance analysis where existing methods cannot be applied directly. Fur-

thermore, our work uses the mean-squared error-optimal sets of quantization

labels and thresholds obtained from Lloyd-Max algorithm for the quantization.

Also, to model the ADC quantization error, Bussgang’s decomposition theorem
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[73] is adopted to find the uncorrelated quantization noise to the quantization

input. This is different from the frequently used AQNM that roughly models

the quantization noise as an independent signal with Gaussian distribution to

the quantization input. The main contributions of this work are summarized

as the following:

� While existing derivation methods for mMIMO systems cannot be applied

directly to the multi-way relay network with ZF in this work, we develop

a new method by firstly using SVD for Gaussian matrices to simplify the

expressions, then applying properties of Wishart distributed matrices,

Haar matrices, and the distribution of singular values for the Gaussian

matrices with i.i.d. entries. This novel method enables us to find a tight

approximation for the average achievable rates which is also shown to be

asymptotically tight for large number of antennas. This method can be

applied in other scenarios where complicated expressions with Gaussian

matrix appears in the analysis. The proposed method is fundamentally

different from the truncation-based approximation in [102] and truncation

error is avoided.

� In addition to the tight closed-form approximation for the average achiev-

able rate, for two asymptotic cases, simplified expressions are derived.

One case is when the number of relay antennas approaches infinity while

the number of users is fixed. The result in this case reveals a linear

relationship between the average achievable rate and the number of an-

tennas at the relay. The other case is when the numbers of users and

relay antennas increase toward infinity with a fixed ratio, referred to as

the loading factor. The result proves an inverse linear relationship be-

tween the average achievable rate and the loading factor. In addition, we

provide the result for the special case of uniform-ADC which shows that

the average achievable rate has a linear relation with the square of the

quantization coefficient pertaining to the ADC resolution. Also, it shows

that the square of the quantization coefficient and the user power always

appear together and can compensate for each other.

� The achievable rate analysis is extended to the imperfect CSI case where a

closed-form asymptotic approximation is derived. It is shown that the gap
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between the achievable rates for perfect and imperfect CSI cases shrinks

as the average of the ADC resolutions decreases. This inspires that in

practical systems with limited CSI quality, using lower ADC resolutions

can gain significantly better energy efficiency and hardware cost, while

maintaining most of the rate performance.

� The obtained results provide many other interesting observations about

the effects of user and relay transmit power, number of relay antennas and

users, channel estimation error, and most importantly ADC resolution

profile on the achievable rate. For example, it is shown that in the medium

to high SNR region, the ADC resolutions have more significant effects on

the rate performance compared to the number of relay antennas.

4.2 System Model

Similar to Chapter 3, this work considers a MWRN consisting of K single-

antenna users that exchange their information via a multi-antenna relay with

N antennas, where N ≥ K and N � 1. Further, similarly, frequency-flat

narrowband channels are assumed. Let H = H̃D
1
2 be the N × K channel

matrix between the users and the relay, where H̃ ∈ CN×K is the fast fading

channel matrix whose entries are i.i.d. circularly symmetric complex Gaussian

with zero mean and unit variance, i.e., CN (0, 1). Moreover, D ∈ RK×K is

a diagonal matrix whose kth diagonal element denoted as βk, stands for the

large-scale fading of the channels from uk to the relay. We define

βsum , tr{D} =
K∑
k=1

βk, β\i =
K∑

k=1,k 6=i

βk.

Also, denote the kth columns of H̃ and H as h̃k and hk which are the fast fading

and overall channel vectors from uk to the relay, respectively. It is assumed

that the relay has perfect CSI, and the imperfect CSI case is considered in

Section 4.5.

4.2.1 The MAC Phase and ADC Quantization

As mentioned in Section 3.2.2, in the MAC phase, all users transmit their

information signals simultaneously to the relay. Hence, similar to (3.1), the
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baseband representation of the received discrete-time analog-valued signal1 at

the relay, denoted as ra ∈ CN×1 can be written as

ra =
√
puHx + zR =

K∑
i=1

√
puhixi + zR, (4.1)

Denote the nth element of ra as rn,a.

We assume that each relay receive antenna is equipped with a radio-frequency

chain including a pair of low-resolution ADCs for the in-phase and quadrature

components. A generic mixed-ADC structure in which the ADC pairs of differ-

ent antennas can have arbitrary resolutions is considered. The ADC resolution

of the nth antenna is denoted by bn bits which is a positive integer value be-

tween bmin and bmax. Then, let b = [b1, · · · , bN ] which is the resolution profile

of the relay antennas. The ADC quantization corresponding to the nth an-

tenna can be characterized by a set of 2bn + 1 quantization thresholds Tbn =

{τn,0, τn,1, · · · , τn,2bn}, where −∞ = τn,0 < τn,1 < · · · < τn,2bn =∞ and a set of

2bn quantization labels Lbn = {ln,0, ln,1, · · · , ln,2bn−1}, where ln,i ∈ (τn,i, τn,i+1].

We describe the joint operation of the nth ADC pair at the relay by the func-

tion Qbn(·) : C→ Rbn , where Rbn , Lbn ×Lbn . The quantized signal vector at

the relay is denoted by r̂ with r̂n being its nth entry corresponding to the nth

antenna. The quantization function Qbn(·) maps the analog received signal,

rn,a, to the quantized signal, r̂n, in a way that

r̂n = Qbn(rn,a) = ln,k + jln,p,

if <{rn,a} ∈ (τn,k, τn,k+1] and ={rn,a} ∈ (τn,p, τn,p+1].

Therefore, the quantized vector at the relay is

r̂ = Q(ra) = Q(
√
puHx + zR), (4.2)

where Q(·) is the function that quantizes the nth entry of its input vector using

Qbn(·) for n ∈ {1, 2, · · · , N}.

The optimal sets of Lbn and Tbn for n ∈ {1, 2, · · · , N} that minimize the

MSE between the non-quantized received vector ra and the quantized vector r̂

1This is referred to as “analog signal” for short afterwards.
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depends on the distribution of ra which changes with respect to the channels

and the information signals. From a practical point of view [72], we use the set

of quantization labels and the set of thresholds that are optimal for Gaussian

signals2. From (4.1), the variance of each entry of ra can be straightforwardly

calculated to be

v , 1 + puβsum. (4.3)

Then, using Lloyd-Max algorithm for quantization [69, 70], we can find the

optimal sets of labels and thresholds, L∗bn = {l∗n,0, l∗n,1, · · · , l∗n,2bn−1
} and T ∗bn =

{τ ∗n,0, τ ∗n,1, · · · , τ ∗n,2bn} that minimize the MSE assuming that the analog signal

follows CN (0, v).

With the set of labels L∗bn , the set of thresholds T ∗bn , and the Gaussian as-

sumption of rn,a, the variance of r̂n denoted as Cn,r̂ can be straightforwardly

obtained based on the definition of variance, quantization function, and Gaus-

sian distribution as the following,

Cn,r̂ =
2bn−1∑
i=0

l∗n,i
2

[(
erf

(
τ ∗n,i+1√

v

)
− erf

(
τ ∗n,i√
v

))]
. (4.4)

Thus, the covariance matrix and the average power of the quantized vector at

the relay are respectively,

Cr̂ = diag{C1,r̂, C2,r̂, · · · , CN,r̂}, (4.5)

ĉ ,
1

N
tr{Cr̂} =

1

N

N∑
n=1

Cn,r̂. (4.6)

2The Gaussian assumption is accurate in the low-SNR regime or when the number of users
is sufficiently large [114]. Simulation results have verified the validity of this assumption for
normal ranges of user number and SNR.
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4.2.2 The BC Phase

The BC phase takes K − 1 time slots. ZF beamforming is employed at the

relay which according to (2.3), has the following matrix for the tth time slot

G(t) =
√
α(t)H∗(HTH∗)−1Pt(HHH)−1HH , (4.7)

where P is the permutation matrix as in (2.1), and α(t) is the ZF power coef-

ficient used to fulfill the relay transmit power constraint. Then, the transmit

signal at the relay is

r
(t)
t = G(t)r̂. (4.8)

Let PR denote the average transmission power of the relay. Then, α(t) must

satisfy PR = E{‖r(t)
t ‖2}. Therefore, similar to (3.2), the received signal vector

of all users in the BC time slot t, r
(t)
u , is

r(t)
u = HT r

(t)
t + z(t)

u . (4.9)

In the BC time slot t, user k is supposed to decode user i(k, t)’s information

symbol, which is defined according to the permutation matrix, as in (2.2). As

mentioned before, to help the presentation, the notation i(k, t) is simplified to

i(k) when there is no confusion about the time index.

4.3 Average Achievable Rate Analysis

As mentioned earlier, in this section, we consider the perfect CSI case.

First, we analyze the ADC quantization process, then, derive the relay power

coefficient for the ZF beamforming in each BC time slot, and finally, obtain

the average achievable rate of the considered MWRN.

As discussed in Section 2.3.1, generally, the quantization process at low-

resolution ADCs leads to a distortion that is correlated to the quantization

input. However, according to Bussgang’s theorem [73], when the input to

the low-resolution ADCs is Gaussian, the output can be written as a linear

combination of the input and a distortion that is uncorrelated to the input.

Consider d as the uncorrelated distortion to ra, and Gbn as the quantization
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coefficient of the nth ADC pair where

Gbn =
1√
πv

2bn−1∑
i=0

l∗n,i

[
exp

(
−
τ ∗n,i

2

v

)
− exp

(
−
τ ∗n,i+1

2

v

)]
, (4.10)

Gb = diag{Gb1 , · · · , GbN}. Then, due to the Gaussian assumption of ra, the

quantized received signal vector at the relay can be written as,

r̂n = Qbn(rn,a) = Gbnrn,a + dn, or

r̂ = Q(ra) = Gbra + d. (4.11)

To help the presentation of the performance analysis, we define

g1 ,
1

N
tr{Gb} =

1

N

N∑
n=1

Gbn and g2 ,
1

N
tr{G2

b} =
1

N

N∑
n=1

G2
bn ,

which represent the average of the quantization coefficients and quantization

coefficients squared. Further, having the variance of each entry of ra as v defined

in (4.3), the covariance matrix of the quantization distortion, Cd = E[ddH ],

can be found as

Cd = Cr̂ − E{Gbrar
H
a Gb} = Cr̂ − vG2

b . (4.12)

The closed-form expression for the ZF power coefficient of the considered

MWRN is presented in the following theorem.

Theorem 1. For a multiuser mMIMO MWRN with K single-antenna users,

N relay antennas, mixed-ADC with resolution profile b at the relay, relay power

constraint PR, and perfect CSI, the relay power coefficient for ZF beamforming

in the BC time slot t is

α(t) ≈ PR(N −K)

pug2
1

∑K
m=1

1
βm

+ NK+N−K2

(N−K)2(K+1)
(ĉ− puβsumg2)

∑K
m=1

1
βmβi(m,t)

. (4.13)

Proof: Please see Appendix A.1.

Next, we calculate the average achievable rate from user i(k) to k where

i(k) is given in (2.2).

63



From (4.9) and Bussgang’s decomposition in (4.11), the received signal vector

at the users in the BC time slot t can be written as

r(t)
u =

√
puH

TG(t)GbHx + HTG(t)GbzR + HTG(t)d + z(t)
u . (4.14)

Hence, the received signal by uk, denoted as rk
(t), is

rk
(t) =
√
puhk

TG(t)Gbhi(k)xi(k) +
√
puhk

TG(t)Gb

N∑
j=1,j 6=i(k)

hjxj

+ hk
TG(t)GbzR + hTkG(t)d + zk

(t),

(4.15)

where in the right-hand-side of (4.15), the first term represents the desired

signal, the second term represents the interference from other users, the third

term shows the effect of zR (the received noise at the relay in the MAC phase)

under the relay beamforming design in (4.7), and the fourth term shows the

effect of d (the quantization distortion caused by the low-resolution ADCs at

the relay). Thus, the interference-plus-noise power is

Ik,i(k) =pu

K∑
j=1,j 6=i(k)

|hTkG(t)Gbhj|2 + ‖hkTG(t)Gb‖2 + ‖hkTG(t)d‖2 + 1. (4.16)

It can be seen from the first term in (4.16) that due to the mixed-ADC

structure at the relay, the user interference is not fully eliminated by the ZF

design in (4.7). For the special case of uniform-ADC structure [50], Gb = GbIN ,

and thus, the user interference can be fully eliminated by ZF. From (4.15) and

(4.16), the average achievable rate from ui(k) to uk, denoted by Rk,i(k), is given

as

Rk,i(k) = E

{
log2

(
1 +

pu|hkTG(t)Gbhi(k)|2

Ik,i(k)

)}
. (4.17)

A closed-form expression for the average achievable rate between the two users

of the considered MWRN is presented in the following theorem.

Theorem 2. For a multiuser mMIMO MWRN with K single-antenna users,

N relay antennas, ZF beamforming in (4.7), mixed-ADC with resolution profile

b at the relay, and perfect CSI, the average achievable rate from user i(k) to
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user k is

Rk,i(k) ≈ log2

1 +
puβi(k)

[
(NK+N−K2−2K)g21+Kg2

K+1

]
ĉ+ (N−K)

α(t) βi(k) − puβ\i(k)g2
1 − puβi(k)g2

 . (4.18)

Proof: Please see Appendix A.2.

The formulas (4.13) and (4.18) show how quantitatively the average achiev-

able rate is affected by system settings, such as the user and relay power, and

number of users and relay antennas. The effect of the ADC resolutions is

shown via g1 and g2. Furthermore, it can be seen that the average achievable

rate increases as pu or PR increases.

4.4 Results for Asymptotic Cases and Uniform-

ADC

In what follows, we discuss two asymptotic cases and the special uniform-

ADC case to gain more insights on the effects of system parameters on the

average achievable rate.

4.4.1 Asymptotic Cases

The first asymptotic case that is commonly considered in mMIMO is when

N →∞ with fixed K. The result on the achievable rate can be simplified from

(4.13), (4.18) as

Rk,i(k),1 ≈ log2

1 +
Npuβi(k)g

2
1

ĉ+ pu
PR
βi(k)

(∑K
m=1

1
βm

)
g2

1 − puβ\i(k)g
2
1 − puβi(k)g2

 .

(4.19)

It shows that the SINR increases linearly in N . The effect of ADC resolutions

is shown through ĉ, g1, and g2. Further, the expression directly shows that

the sum-rate is monotonically increasing with respect to pu and PR, but with

a finite ceiling as pu → ∞ or PR → ∞. The ceiling depends on the ADC

resolution profile, indicating that the performance penalty brought by low-

resolution ADCs may not be fully compensated by increasing the user or relay
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transmit power.

The second asymptotic case is when N,K →∞ with a fixed ratio K/N = c.

The constant c is referred to as the loading factor. Notice that βsum is lin-

ear in K, thus v given in (4.3) and ĉ given in (4.5) and (4.6) are also lin-

ear in K. We assume that as K → ∞, the values β̄−1 ,
∑K

m=1 1/βm,

β̄−2 ,
∑K

m=1 1/(βmβi(m)), β̄ , βsum/K, and ¯̂c , ĉ/K, all converge to posi-

tive constants. It can be shown that limK→∞
(
β̄ − β\i(k)/K

)
= 0. Thus, for

this case, the ZF power coefficient is

α
(t)
2 ≈

NPR
1

1−cpug
2
1β̄−1 + c

(1−c)2
(
¯̂c− puβ̄g2

)
β̄−2

,

and the average achievable rate is simplified as

Rk,i(k),2 ≈ log2

(
1 +

(1− c)
c
·
puβi(k)g

2
1

(¯̂c− puβ̄g2
1)

)
. (4.20)

It shows that when the number of users increases linearly with the number

of relay antennas, the average achievable rate becomes independent of N and

decreases as c increases. The SINR for this asymptotic case is linear in (1−c)/c.
The effect of ADC resolution profile is shown through ¯̂c and g1. Further, the

expression indicates that the average achievable rate degradation caused by

low-resolution ADCs can be compensated by decreasing c. It also shows that

the sum-rate is monotonically increasing with respect to pu, but with a finite

ceiling as pu → ∞. Similar to the previous case, the ceiling depends on the

ADC resolution profile, indicating that the penalty brought by low-resolution

ADCs may not be fully compensated by increasing the user power. Finally, it

indicates that the average achievable rate is independent of PR in this case.

4.4.2 Uniform-ADC Case

For the special case of uniform-ADC with b-bit resolution, we denote the quan-

tization coefficient as Gb and the variance of the quantization output as Cr̂. In

this case, we have Gbn = Gb and Cn,r̂ = Cr̂ for all n. Consequently, the ZF
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relay power coefficient and the average achievable rate can be simplified as

α
(t)
uni ≈

PR(N −K)
K∑
m=1

1
βm

[
puG2

b + 1
βi(m)

(Cr̂ − puβsumG2
b)

(NK+N−K2)
(N−K)2(K+1)

] ,

Rk,i(k),uni ≈ log2

1 +
(N −K)βi(k)

(
√
puGb)−2

[
N−K
α
(t)
uni

βi(k) + Cr̂

]
− βsum

 . (4.21)

The results reveal that the user power, quantization coefficient squared, and

the relay power have similar effects on the achievable rate. Increasing each

of them has a positive effect with a negative acceleration on the achievable

rate. Furthermore, G2
b and pu appear together as a product in the formulas

meaning that they can be adjusted to compensate each other’s contribution to

the achievable rate. Also, it can be concluded that the achievable rate linearly

decreases with the number of users while it has an increasing relation with the

number of antennas. Finally, comparing (4.18) with (4.21) indicates that the

average achievable rate has an almost linear relation with the square of the

average of quantization coefficients of the ADC resolution profile.

4.5 Extension to the Imperfect CSI Case

In this section, we extend our results to the imperfect CSI case. We use

the widely used channel model3: H̃ = ˆ̃H + ∆H̃, where ˆ̃H ∼ CN (0, (1− σ2
e)IN)

is the estimation of the small-scale fading channel, ∆H̃ ∼ CN (0, σ2
eIN) is the

CSI error, and σ2
e represents the power of the CSI error. Also, ˆ̃H and ∆H̃ are

assumed to be independent. The ZF relay beamforming matrix considering the

channel estimation ˆ̃H, is

Ĝ(t) =
√
α̂(t)Ĥ∗(ĤT Ĥ∗)−1Pt(ĤHĤ)−1ĤH , (4.22)

3Channel estimation schemes for MIMO systems with low- or mixed-resolution ADCs can
be found in [103–106].
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where Ĥ = ˆ̃HD
1
2 . Therefore, the received signal by user k is

r
(t)
k,ICSI ≈

√
puhk

T Ĝ(t)Gbhi(k)xi(k) +
√
puhk

T Ĝ(t)Gb

N∑
j=1,j 6=i(k)

hjxj

+ hk
T Ĝ(t)GbzR + hTk Ĝ(t)d + zk

(t),

(4.23)

and the power of the interference-plus-noise terms is

Ik,i(k),ICSI =pu

K∑
j=1,j 6=i(k)

|hTk Ĝ(t)Gbhj|2 + ‖hkT Ĝ(t)Gb‖2 + ‖hkT Ĝ(t)d‖2 + 1.

(4.24)

From (4.23) and (4.24), the average achievable rate from user i(k) to user k

can be written as

Rk,i(k),ICSI ≈ E

{
log2

(
1 +

pu|hkT Ĝ(t)Gbhi(k)|2

Ik,i(k),ICSI

)}
. (4.25)

The ZF transmit power coefficient is found as the following theorem.

Theorem 3. For a multiuser mMIMO MWRN with K single-antenna users,

N relay antennas, mixed-ADC with resolution profile b at the relay, relay power

constraint PR, and imperfect CSI with error power σ2
e , the relay power coeffi-

cient for ZF beamforming in the BC time slot t is

α̂(t) ≈ PR(N −K)(1− σ2
e)

pug2
1

∑K
m=1

1
βm

+ NK+N−K2

(N−K)2(K+1)(1−σ2
e)

(ĉ− puβsumg2 (1− σ2
e))
∑K

m=1
1

βmβi(m)

.

(4.26)

Proof: Please see Appendix A.3.

Further, the average achievable rate can be found as the following theorem.

Theorem 4. For a multiuser mMIMO MWRN with K single-antenna users, N

relay antennas, ZF beamforming in (4.22), mixed-ADC with resolution profile

b at the relay, and imperfect CSI with error power σ2
e , the average achievable
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rate from ui(k) to uk is

Rk,i(k),ICSI ≈ log2

(
1 +

F̂1

F̂2

)
, (4.27)

where

F̂1 ,
puβi(k)

K + 1

[
g2

1(1− σ2
e)

2(NK +N −K2 − 2K)

+g2

(
(1− σ2

e)(K + σ2
e) +

(NK +N −K2)

(N −K)2
βkβi(k)σ

4
e

K∑
m=1

1

βmβi(m)

)]
,

F̂2 ,ĉ+
(N −K)(1− σ2

e)

α̂(t)
βi(k) − puβi(k)g2 + pug

2
1

(
− β\i(k)(1− σ2

e)

+βi(k)βkσ
2
e

K∑
j=1,j 6=k

1

βj
+

βi(k)β
2
kσ

4
eN

(N −K)K(1− σ2
e)

K∑
m=1

1

βmβi(m)

)
.

(4.28)

Proof: Please see Appendix A.4.

F̂1 and F̂2 in Theorem 4 show the dominant terms in the SINR numerator

and denominator. This theorem indicates that the effect of the decrease in the

average achievable rate due to the channel estimation error, which is shown by

(1 − σ2
e), gets scaled by g2

1 and g2 in the numerator. In other words, it shows

that the gap between the rates of perfect and imperfect CSI cases increases as

the average ADC resolution gets higher.

4.6 Simulation Results

This section shows the simulation results for the average achievable rates

of mMIMO MWRNs with low-resolution ADCs. The closed-form results in

Theorems 2 and 4 are compared with the Monte-Carlo simulated ones. Also,

the results for asymptotic and special cases in (4.19)-(4.21) are compared with

the general theoretical ones. While R1,2, the average achievable rate of user 2

at user 1 is shown, similar results can be obtained for other user pairs.

The simulations consist of two steps: the quantizer optimization and the
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Figure 4.1: Theoretical and simulation rate results versus user power for dif-
ferent ADC profiles at a MWRN with N = 100, K = 5, and PR = 15 dB.

achievable rate simulation. For the first step, a training set of 105 points is

generated based on complex Gaussian channels and QAM at the users. Then,

Lloyd-Max algorithm is used to find the quantizer for each value in the reso-

lution profile b. For the second step, the quantizers obtained in the previous

step are used. A total of 103 channel realizations are generated, and for each

channel 102 information vectors are generated based on QAM. Unless other-

wise mentioned, networks with homogeneous channels, i.e., the same large-scale

fading for all users, are considered with βk = 0 dB for k ∈ {1, 2, · · · , K}.

Table 4.1: The number of antennas with each resolution level in mixed-ADC-
#1 profile.

H
HHH

HHN
bits

1 2 3 4 5 6 7 8

50 3 6 7 6 7 11 5 5
100 7 12 15 11 14 22 9 10

In Figure 4.1, a MWRN with N = 100, K = 5, and PR = 15 dB is

considered and the simulation and theoretical results obtained by (4.13) and

(4.18) are compared when pu changes from −5 to 15 dB. Five resolution profiles
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Figure 4.2: Theoretical and simulation rate results versus the number of users
for different ADC profiles at MWRNs with N = 100, pu = PR = 15 dB.

are considered: uniform 1-bit, 2-bit, 3-bit,∞-bit ADCs, and a mixed-ADC one

(referred to as mixed-ADC-#1) which is specified in Table 4.1. In mixed-ADC-

#1 profile, the ADC resolution for each antenna is randomly and independently

generated according to the discrete uniform distribution on [1, 8]. It is shown

that the simulation and theoretical results perfectly match for all power range

and ADC profiles. Also, the figure shows the rate degradation due to low-

resolution ADCs, especially in the high SNR region. For instance, when pu = 15

dB, the achievable rate for mixed-ADC-#1 is about 74% of the full precision

case, implying the importance of the ADC resolutions on the rate performance

of mMIMO MWRNs. Finally, it can be observed that for all low-resolution

ADC cases, as pu increases, the achievable rate quickly saturates.

Figure 4.2 shows the rate results when N = 100, pu = PR = 15 dB, and K =

5, 10, 15, 20. Five uniform-ADC profiles with the resolution levels of 1, 3, 4, 5,∞
are tested. Also, two mixed-ADC profiles are examined: the mixed-ADC-#1

explained in Table 4.1 and the mixed-ADC-#2 for which the resolutions are

1 to 4 bits and the numbers of antennas are 21, 27, 22, and 30, respectively,

for the 4 resolution levels. This figure confirms the perfect match between the
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Figure 4.3: Theoretical and simulation rate results versus user power for
MWRNs with heterogeneous channels when K = 5, β1 = 1, β2 = 0.5, β3 =
0.5, β4 = 2, β5 = 3 and PR = 15 dB for N = 100, 200.

simulation and theoretical results for all numbers of users and ADC profiles.

It also reveals the degradation in the achievable rate with the increase in the

number of users. This is due to the decrease in the ZF power coefficient, α(t),

that causes loss in the SINR. Both Figures 1 and 2 show that the higher the

average of ADC resolution profile is, the higher the average achievable rate is.

Next, a MWRN with 5 users and heterogeneous channels, i.e., each chan-

nel may have a different large-scale fading, is considered where β1 = 1, β2 =

0.5, β3 = 0.5, β4 = 2, β5 = 3, and PR = 15 dB. Resolution profiles of uniform

1-bit, 2-bit, and ∞-bit along with the mixed-ADC-#1 are considered. For

N = 100, the mixed-ADC-#1 profile is shown in Table 4.1. For N = 200 the

number of ADC pairs for each resolution level is twice the number for N = 100.

Figure 4.3 approves the prefect match between the derivation and simulation

results for all cases when pu changes from −5 to 15 dB. An important observa-

tion is that in the medium to high SNR region, increasing the ADC resolutions

has a higher impact on the rate performance compared to increasing the num-

ber of antennas. As an example, we consider System 1 and System 2 with
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Figure 4.4: Result in Theorem 2 is compared with the asymptotic result in
(4.19) when K = 5, 10 (in red and blue), and the asymptotic result in (4.20)
when c = 0.05, 0.1 (in pink and black), in all simulations pu = PR = 15 dB.

uniform 1-bit ADCs where N = 100 and N = 200, respectively. System 3 is

with uniform 2-bit ADCs where N = 100. When pu = −5 dB, the sum-rate

improvement of System 2 over System 1 is 56.2%, while System 3 has a higher

rate improvement of 98.56% over System 1.

Figure 4.4 compares the results in Theorem 2 with the two asymptotic

results in (4.19) and (4.20). For the first asymptotic case, K = 5, 10 are tested

and for the second one, c = 0.05, 0.1 are tested. The number of antennas

changes from 50 to 400 and when K = 0.05N , N takes multiples of 100. The

results are shown for two ADC profiles: uniform 2-bit and mixed-ADC-#1. For

mixed-ADC-#1, the ADC profiles for N = 50 and 100 are specified in Table

4.1. For N = 150, 200, 300, and 400 the ADC profiles are found by scaling the

ADC profile for N = 50, three times and the ADC profile for N = 100, two,

three, and four times, respectively. Figure 4.4 confirms that our asymptotic

analysis for case 1 perfectly matches the general results for N ≥ 200, while it

is a tight upper bound for N < 200. Also, the gap between the results from

(4.19) and Theorem 2 shrinks as the number of users decreases. In addition,
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Figure 4.4 indicates that the asymptotic result for case 2 works well for the

uniform-ADC case while for mixed-ADC case, it is an upper bound with a

small gap that shrinks as c decreases. The reason for this gap is that unlike the

uniform-ADC case, in the mixed-ADC case, the user interference is not fully

canceled by ZF beamforming. Therefore, the ignorance of user interference due

to the assumption of large number of users makes a gap between the simulation

results and asymptotic analysis. This figure also confirms that for asymptotic

case 1, the rate linearly increases with N , while for case 2 it only increases if c

decreases.
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Figure 4.5: Theoretical and simulation rate results versus the number of relay
antennas at the MWRN for the imperfect CSI cases, σ2

e = 0, 0.01, 0.1, when
K = 8 and pu = PR = 15 dB.

Finally, Figure 4.5 illustrates the rate results versus the number of relay

antennas for the imperfect CSI cases σ2
e = 0, 0.01, 0.1, when K = 8, and pu =

PR = 15 dB. This figure shows that the results in (4.26)-(4.28) are accurate

and higher estimation errors lead to lower rates. In addition, it shows that the

higher the average of ADC resolutions is, the larger the gap between the rates

of perfect and imperfect CSI cases is, implying that systems with lower ADC

resolutions are less sensitive to the CSI error.
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4.7 Conclusion

In this chapter, we have presented our work on the multi-level mixed-ADC

receive architecture in mMIMO MWRNs. We derive a tight closed-form asymp-

totic approximation for the average achievable rate considering ZF relay beam-

forming and both perfect and imperfect CSI. We develope a novel analytical

method using SVD for Gaussian matrices, distributions of the singular values

of Gaussian matrices, and properties of Haar matrices. Our proposed method

is general and can be applied to other beamforming schemes and similar sce-

narios. The result characterizes the achievable rate in terms of different sys-

tem parameters and specifically quantifies the performance degradation caused

by low-resolution ADCs and channel estimation error. The result indicates

that the higher the average of ADC resolutions is, the more sensitive to the

CSI quality the system is. Therefore, under channel estimation error, low-

resolution ADCs are able to maintain the rate performance, while at the same

time save significant hardware cost and energy. Also, it indicates that the

average achievable rate has an almost linear relation with the square of the av-

erage of quantization coefficients of the ADC resolution profile. Further, in the

medium to high SNR ranges the ADC resolution profile has a more significant

effect on the rate performance compared to the number of antennas. Insightful

asymptotic expressions are derived when the number of antennas grows towards

infinity. Also, the special case of uniform-ADC is studied for comparison with

the mixed-ADC case.
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Chapter 5

Performance Analysis and Opti-

mization of 3D Massive MIMO

Multi-Pair Relaying with SWIPT

This chapter presents our contributions on mMIMO multi-user relay networks

where the relay is equipped with a three-directional antenna array and SWIPT

is performed by the users. In the first section, we briefly review the literature on

SWIPT-enabled relay networks. Next, the system model is elaborated which is

followed by performance analysis on the average achievable sum-rate. The per-

formance analysis is performed considering two different beamforming methods

of MRC/MRT and MF. An optimization problem over the relay antenna ar-

ray tilt and SWIPT PS parameter to maximize the sum-rate is formulated and

solved. Finally, the optimization results are compared for the two beamforming

methods through simulations.

5.1 Introduction and Literature Review

Cooperative communication systems with mMIMO relay stations can pro-

vide high performance in spectral and energy efficiency, coverage and reliability

[2, 14]. As mentioned in Chapter 1, an emerging solution for stretching the

durability of energy constrained mMIMO relay networks is SWIPT, which is

especially beneficial for applications in IoT and sensor networks [24]. There

have been many works on MIMO and mMIMO relay networks with SWIPT

[27, 115–120]. For a single-user one-way relay network, both PS and TS pro-

tocols are proposed in [27] for AF relay, where the outage probability and

ergodic capacity are derived. In [115], for a similar network, the optimum

splitting ratios are obtained to maximize the rate when DF is applied. For a

multi-user mMIMO relay network where the relay harvests energy from both

the source and destination users, the power scaling law is analyzed in [116] for
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the MRC/MRT beamforming and DF. It is shown that the harvested energy is

independent of the fast fading effect, and that the transmission power of each

source and destination can be scaled inversely proportional to the number of

relay antennas. For two-way relaying, the work in [117] is on a single-user AF

relay network with ZF beamforming, where the sum-rate is analyzed and the

relay PS ratio is optimized. For the same setup, but with a DF relay optimum

PS and TS ratios are found in [118]. For the multi-user case, the PS ratios of

energy harvesting users are optimized in [119] to maximize the achievable rates

considering both ZF and MRC. For a multi-way relay network where the relay

harvests energy, asymptotic sum-rate analysis is conducted in [120] under ZF.

On the other hand, as mentioned in Chapter 1, a planar antenna array

can provide 3D beam pattern, which makes it possible to employ the eleva-

tion angle and accommodate massive number of antennas [18, 121]. Further,

it is shown that 3D beamforming increases the focus of signal power and re-

duces the interference to other users [2]. In [122], for the first time, a planar

sectorized antenna array is assumed for a SWIPT 3D ad-hoc network and

the performance is analyzed. In SWIPT systems, due to the short ranges,

the transmission-distance-to-base-station-height ratio is usually less than that

of traditional macrocells [123]. Thus, the vertical domain beam design is as

important as the horizontal one. Array tilt is the parameter for controlling

the beam pattern in the vertical domain providing the degree-of-freedom to

bring notable performance gains. In [123], aiming to minimize the BS transmit

power, the BS antenna tilt and users’ PS ratios are optimized for the downlink

communications.

In this work, we study a SWIPT-enabled mMIMO 3D multi-user one-way

relay network based on DF [124], where the relay harvests energy from the

source users with a PS receiver. Two beamforming methods, MRC/MRT and

MF, are considered at the relay and the performance of the corresponding

networks are analyzed. Using the results for Haar matrices, we derive closed-

form expressions that serve as lower-bounds on the average SINRs. Based on

that, asymptotic average achievable sum-rate expressions are obtained. Fur-

ther, joint optimization of the relay PS ratio and array tilt is formulated to

maximize the average achievable sum-rates. Monte-Carlo simulation results

are presented to verify the theoretical analysis and the gains that the opti-
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mized setups bring. Simulations show that both MRC/MRT and MF schemes

lead to a logarithmic relation between the achievable sum-rate and the number

of antennas at the relay. Also, the results for the optimized settings show signif-

icant performance improvements compared to a conventional system with π/4

tilt and PS ratio of 0.5. Finally, the results for the two beamforming methods

are compared and insightful conclusions are made. It is shown that in most

cases, the MF scheme considerably excels the MRC/MRT scheme in terms of

the achievable sum-rate.

5.2 System Model

There areK pairs of single-antenna users that are separated into two groups:

source users uSk, and destination users uDk, for k = 1, ..., K, communicating

through a common mMIMO one-way relay. uSk sends information to uDk.

The number of antennas at the relay is denoted by N . In the multiple access

phase, the source users perform SWIPT and the relay uses the PS scheme,

meaning that part of the received signal at the relay is used to decode the

source information, while the other part is used to harvest energy for the coming

broadcast phase. In the broadcast phase, the relay uses the harvested energy

and transmits the decoded information to the destination users. The relay

either employs MRC/MRT or MF beamforming in the DF process.

A simplified presentation of the relay 3D antenna pattern is depicted in

Figure 2.6. According to Section 2.4, the observed gain from the relay antenna

array at the kth source or destination user, for i ∈ {S,D}, can be written as

the following in dBi scale:

AdBi
ik (θtilt) = −

(
min

[
12
( φik
φ3dB

)2

, SLLaz

]
+ min

[
12
(θik − θtilt

θ3dB

)2

, SLLel

])
,

(5.1)

where 0 < θtilt < π/2 is the tilt angle between the horizontal line and the an-

tenna array beam, θik is the angle between the horizon and the line connecting

the user to the relay antenna array, φik is the angle between the X-axis and

the line in the horizontal plane that connects the user to the projection point

of the relay on the horizontal plane. Further, the SLLs of the antenna array

and the half beamwidth in the horizontal and vertical planes are set similar to
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Section 2.4. It is assumed that the relay beam peak is fixed on φ = 0 relative

to the X-axis.

5.2.1 Channel Model

Due to the severe path loss, we assume that a direct link between each pair

of source and destination does not exist. Let Hi = H̃iD
1
2
i be the channel

matrix from users to the relay for i ∈ {S,D}. H̃i ∈ CN×K represents the

small-scale Rayleigh fading matrix with i.i.d. elements following CN (0, 1).

Further, the K × K diagonal matrix Di = diag{βik(θtilt)} for k ∈ {1, · · ·K},
i ∈ {S,D}, represents the large scale fading coefficients accounting for path

loss and antenna gain. The kth element of Di is given by,

βik(θtilt) = d−νik Aik(θtilt), (5.2)

where dik denotes the distance between the kth user and the relay, and ν is the

path loss exponent. The channel fading keeps invariant in each relaying time

block, but changes independently from one block to another. It is assumed

that the relay has perfect CSI1.

5.3 Average Achievable Sum-rate Analysis

In this section, we derive the average achievable sum-rate of the multi-user

one-way relay network with SWIPT considering MRC/MRT and MF beam-

forming schemes. First, the MAC phase of the network is explained and the

harvested energy at the relay is derived. Then, the beamforming design, the

corresponding BC phase, and the achievable sum-rate results are presented for

MRC/MRT and MF relaying schemes, respectively. Discussions are made to

compare the achievable rate results for the two beamforming schemes and to

analyze the sum-rate performance in terms of different system parameters.

5.3.1 The MAC Phase and Harvested Energy

In the MAC phase, the source users transmit their information signals si-

multaneously to the relay. The source users perform SWIPT and the relay

1The analytical method can be extended to the imperfect CSI case.
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both harvests the energy and decodes the information. Let xk be the trans-

mit signal of uSk, which has zero-mean and is normalized to have unit-power,

i.e., Exk∈Sk{|xk|2} = 1, where Sk is the modulation set for uSk. Signals of

different users are independent. The vector of transmit signal is denoted as

x = [x1 · · · , xK ]T . The average transmit power of each source user is denoted

by ps.

The received signal at the relay can be written as

yR =
√
psHSx + nR, (5.3)

where nR is the AWGN at the relay with entries following i.i.d. CN (0, σ2
R)

distribution. The relay uses PS for both energy harvesting and information

reception, where the PS ratio is denoted by ρ ∈ (0, 1). Thus, ρ-portion of the

received signal power is for information decoding and the remaining (1 − ρ)-

portion is for energy harvesting. The signal for relay information decoding

is

yID =
√
ρ(
√
psHSx + nR) + n′R, (5.4)

=
√
ρpshSkxk +

√
ρps

K∑
j 6=k

hSjxj + ñR,

where n′R is the AWGN after the relay PS receiver whose entries are i.i.d. fol-

lowing CN (0, σ′R
2). Further, ñR defined as ñR =

√
ρnR + n′R is the effective

additive noise at the relay for signal reception. It can be shown via straightfor-

ward calculations that entries of ñR are i.i.d. each following CN (0, ρσ2
R + σ′2R).

The energy harvesting portion of the relay received signal is
√

1− ρyR. Notice

that nR cannot be harvested and the noise power at the relay EH receiver is

assumed to be small and thus ignored. So, the EH portion of the received

signal at the relay is approximated as√
(1− ρ)psHSx. (5.5)

A closed-form expression for the harvested energy at the relay is provided in

the following theorem.
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Theorem 5. The harvested energy per unit time at the relay is

EH = η(1− ρ)psN
K∑
i=1

βSi(θtilt), (5.6)

where η is the RF-to-direct current (DC) conversion efficiency.

Proof: Please see Appendix B.1.

In the above theorem, for the sake of simplicity, we have used the linear

energy harvesting model [26], which models the harvested DC power as a linear

function of the incident RF power. Recently, in some other works, in order to

capture the non-linearity of energy harvester circuit elements, such as diodes,

nonlinear models are proposed [125].

When the relay receives the source users’ information, it performs beam-

forming on the received signal, and then, adopts the DF protocol. So, for the

rest of the transceiver protocol, considering MRC/MRT, and then, MF beam-

forming method, we present the DF process. Further, for each beamforming

scheme we derive the average achievable sum-rate.

5.3.2 MRC/MRT Beamforming and Sum-Rate Results

The MRC beamforming matrix for the relay is designed as AS = HH
S . The

signal vector at the relay after MRC is denoted by rMRC
R , where the kth entry

pertains to the information of the kth user and can be written as the following,

rMRC
R,k =

√
ρps‖hSk‖2xk +

√
ρpsh

H
Sk

K∑
j 6=k

hSjxj + hHSkñR. (5.7)

For the achievable sum-rate analysis, we use the method in [126] for mMIMO

systems to find a lower bound, which is shown to be tight when N approaches

infinity. The key is to write the channel vector norm in the received signal, as

the summation of a known mean and the difference part. Hence,

rMRC
R,k =

√
ρpsE{‖hSk‖2}xk +

√
ρps(‖hSk‖2−E{‖hSk‖2})xk

+
√
ρps

K∑
j 6=k

hHSkhSjxj + hHSkñR. (5.8)
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By treating the second term as noise, the average SINR of uSk at the relay

in the MAC phase, denoted by γ
MRC/MRT
k,MAC , has the following lower bound

γ
MRC/MRT
k,MAC ≥ γ̄

MRC/MRT
k,MAC =

NβSk(θtilt)

βSk(θtilt) +
∑K

j 6=k βSj(θtilt) +
ρσ2

R+σ′2R
ρps

. (5.9)

The calculations of γ̄
MRC/MRT
k,MAC are provided in Appendix B.2. By following the

analysis in [126], it can also be shown that γ
MRC/MRT
k,MAC

a.s.−−−→
N→∞

γ̄
MRC/MRT
k,MAC , where

a.s.−−−→
N→∞

means almost sure convergence when N →∞. Further, when N →∞,

the normalized effective noise term in (5.8), the sum of the 2nd, 3rd and 4th

terms, converges in distribution to a Gaussian random variable. Thus, for the

average achievable rate of uSk at the relay, we have

R
MRC/MRT
k,MAC = log2(1 + γ

MRC/MRT
k,MAC )

a.s.−−−→
N→∞

R̄
MRC/MRT
k,MAC = log2(1 + γ̄

MRC/MRT
k,MAC ).

(5.10)

After the relay beamforming, the relay decodes x from (5.7), then sends

the decoded information in the BC phase. In this phase, the relay uses MRT

on the decoded information signals to design its transmit signal vector as the

following

xMRT
R =

√
PRα

MRTH∗Dx, (5.11)

where αMRT is the power coefficient and PR = EH is the relay transmission

power as in (5.6). The power at the relay is limited according to E{|xMRT
R |2} =

EH, and we have

αMRT =
1√

E {tr {HT
DH∗D}}

=
1√

N
∑K

i=1 βDi(θtilt)
. (5.12)

By noticing that the channel matrix from the relay to the destination users

is HT
D, the received signal at the kth destination user is

rMRT
D,k =

√
PRα

MRT‖hDk‖2xk +
√
PRα

MRTh∗Dk

K∑
j 6=k

hTDjxj + nD,k, (5.13)
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where nD,k is the AWGN at the kth destination user with CN (0, σ2
D) distribu-

tion. By following the same steps as in (5.8) and Appendix B.2, a lower-bound

expression for the average SINR at uDk in the BC phase is as the following

γ
MRC/MRT
k,BC ≥ γ̄

MRC/MRT
k,BC ,

γ̄
MRC/MRT
k,BC =

NβDk(θtilt)

βDk(θtilt) +
∑K

j 6=k βDj(θtilt) +
σ2
D

∑K
i=1 βDi(θtilt)

η(1−ρ)psNβDk(θtilt)
∑K

i=1 βSi(θtilt)

,

(5.14)

where γ
MRC/MRT
k,BC

a.s.−−−→
N→∞

γ̄
MRC/MRT
k,BC .

Then, for the average achievable rate from the relay to uDk, we have

R
MRC/MRT
k,BC = log2(1 + γ

MRC/MRT
k,BC )

a.s.−−−→
N→∞

R̄
MRC/MRT
k,BC = log2(1 + γ̄

MRC/MRT
k,BC ).

(5.15)

The average achievable rate of the kth source and destination pair is the smaller

of the achievable rates of the two phases given as

R̄
MRC/MRT
k = min{R̄MRC/MRT

k,MAC , R̄
MRC/MRT
k,BC }. (5.16)

Finally, the average achievable sum-rate of all user pairs in the relay network

is defined as

R̄MRC/MRT
sum =

K∑
i=1

R̄
MRC/MRT
k . (5.17)

5.3.3 MF Beamforming and Sum-Rate Results

In the following, we consider MF beamforming which is among the beamforming

schemes with the lowest complexity. For the MAC phase, the MF reception

beamforming matrix is designed as

BS =
[

hS1

‖hS1‖
· · · hSK

‖hSK‖

]H
, (5.18)
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From (5.3) and (5.4), the processed received vector at the relay can be written

as

rMF
R = BSyID

=
√
ρpsBSHSx + BSñR. (5.19)

The kth entry of rMF
R containing the information of the kth source user can be

written as the following,

rMF
k,R =

√
ρps‖hSk‖xk+

√
ρps

hHSk
‖hSk‖

K∑
j 6=k

hSjxj+
hHSk
‖hSk‖

ñR.

Again, for the achievable sum-rate analysis, we use the method for mMIMO

systems in [126] to find a lower bound. Thus, we write the channel vector norm

in the received signal in terms of the summation of a known mean and the

uncorrelated difference part as follows

rMF
k,R =

√
ρpsE{‖hSk‖}xk +

√
ρps(‖hSk‖ − E{‖hSk‖})xk

+
√
ρps

hHSk
‖hSk‖

K∑
j 6=k

hSjxj +
hHSk
‖hSk‖

ñR. (5.20)

By treating the second term as noise, the average SINR of uSk at the relay

denoted by γMAC
k has the following lower bound

γMF
k,MAC ≥ γ̄MF

k,MAC =
βSk(θtilt)

(
Γ(N+ 1

2
)

Γ(N)

)2
βSk(θtilt)

(
N −

(
Γ(N+ 1

2
)

Γ(N)

)2)
+
∑K

j 6=k βSj(θtilt)+
ρσ2

R+σ′2R
ρps

.

(5.21)

Please refer to Appendix B.3 for the derivation of γ̄MF
k,MAC. By following the

analysis in [126], it can also be shown that γMF
k,MAC

a.s.−−−→
N→∞

γ̄MF
k,MAC. Further,

similar to the derivations for the MRC/MRT scheme, when N → ∞, the

normalized effective noise term in (5.20), the sum of the 2nd, 3rd and 4th

terms, converges in distribution to a Gaussian random variable. Thus, the
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average achievable rate of uSk at the relay has the following result

RMF
k,MAC = log2(1 + γMF

k,MAC)
a.s.−−−→
N→∞

R̄MF
k,MAC = log2(1 + γ̄MF

k,MAC). (5.22)

For the BC phase, the relay uses the MF beamforming to precode the

decoded source signals. The MF transmit beamforming matrix is designed as

BD =
[

h∗D1

‖hD1
‖ · · ·

h∗DK

‖hDK
‖

]
. (5.23)

The transmit signal vector of the relay is thus,

xMF
R =

√
PRα

MFBDx,

=
√
PRα

MF

K∑
k=1

h∗Dk
‖hDk‖

xk. (5.24)

The relay transmission power is PR = EH, which is given in (5.6) and αMF is the

MF power coefficient. Due to the power constraint at the relay, E{|xMF
R |2} =

EH, we have

αMF =
1√∑K

k=1 E
{

hT
Dkh∗Dk

‖hDk‖2

} =
1√
K
. (5.25)

The received signal at the kth destination user will be

rMF
D,k =

√
PRα

MF‖hDk‖xk +
√
PRα

MF h∗Dk
‖hDk‖

K∑
j 6=k

hTDjxj + nD,k. (5.26)

To obtain achievable rate of the BC phase, the received signal at uDk can be

written as

rMF
D,k =

√
PRα

MFE{‖hDk‖}xk +
√
PRα

MF(‖hDk‖−E{‖hDk‖})xk

+
√
PRα

MF h∗Dk
‖hDk‖

K∑
j 6=k

hTDjxj + nD,k. (5.27)

So, a lower-bound expression for the average SINR at uDk in the BC phase,
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denoted by γMF
k,BC, will be

γMF
k,BC ≥ γ̄MF

k,BC,

γ̄MF
k,BC =

|E{‖hDk‖}|2

Var {‖hDk‖}+
∑K

j 6=k E
{∣∣∣h∗DkhT

Dj

‖hDk‖

∣∣∣2}+
σ2
D

α2EH

=
βDk(θtilt)

(
Γ(N+ 1

2
)

Γ(N)

)2
βDk(θtilt)

(
N −

(
Γ(N+ 1

2
)

Γ(N)

)2)
+
∑K

j 6=k βDj(θtilt) +
σ2
DK

η(1−ρ)psN
∑K

i=1 βSi(θtilt)

,

(5.28)

where γMF
k,BC

a.s.−−−→
N→∞

γ̄MF
k,BC. Notice that hSk and hDk have the same distribution,

thus, by applying (5.6), (5.25) and the equations (B.7)-(B.9) from Appendix

B.3, the value of γ̄MF
k,BC is obtained as (5.28). Then, for the average achievable

rate from the relay to uDk, we have

RMF
k,BC = log2(1 + γMF

k,BC)
a.s.−−−→
N→∞

R̄MF
k,BC = log2(1 + γ̄MF

k,BC). (5.29)

The average achievable rate of the kth source and destination pair will be

R̄MF
k = min{R̄MF

k,MAC, R̄
MF
k,BC}. (5.30)

Finally, the average achievable sum-rate of all user pairs is

R̄MF
sum =

K∑
i=1

R̄MF
k . (5.31)

5.3.4 Discussions

Comparing the beamforming matrices for the MRC/MRT scheme, which are

designed as HH
S and H∗D, with the beamforming matrices for the MF scheme

given in (5.18) and (5.23), we can see that the MF scheme has a similar struc-

ture to MRC/MRT but with row-normalization. Note that every row of the

MF beamforming matrices has unit-norm. While for the MRC/MRT scheme,

users with strong channel gains (larger channel vector norms) are given higher

weights or more transmit power; for the MF scheme, the same weight or power
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is allocated to all users. This leads to difference in the achievable rate deriva-

tions. Further, by comparing the power coefficient for MF in (5.25) with its

counterpart for the MRC/MRT scheme in (5.12), we see that the normalization

results in a simpler power coefficient. Our analysis shows that the MF scheme

achieves higher average achievable sum-rates than the MRC/MRT scheme.

From the results in (5.9), (5.14), (5.21), and (5.28), it can be seen that

the SINRs for both MRC/MRT and MF schemes are increasing functions of

the source users’ average transmit power, ps. Further, we can see that higher

σ2
R and σ′R

2 (noise powers at the relay signal receiver and after the power

splitting receiver of the relay) decreases the SINR of the MAC phase, and

higher σ2
D (noise power at the destination user) decreases the SINR of the BC

phase. Thus, naturally, an increase in the noise power degrades the system rate

performance.

With respect to the number of relay antennas, N , we have

lim
N→∞

γ̄
MRC/MRT
k,MAC

N
=

βSk(θtilt)

βSk(θtilt) +
∑K

j 6=k βSj(θtilt) +
ρσ2

R+σ′2R
ρps

. (5.32)

Similarly,

lim
N→∞

γ̄
MRC/MRT
k,BC

N
=

βDk(θtilt)

βDk(θtilt) +
∑K

j 6=k βDj(θtilt) +
σ2
D

∑K
i=1 βDi(θtilt)

η(1−ρ)psNβDk(θtilt)
∑K

i=1 βSi(θtilt)

.

(5.33)

Further, for the MF beamforming scheme, it can be shown that

lim
N→∞

[
N −

(
Γ(N + 1

2
)

Γ(N)

)2
]

=
1

4
.

Hence, we have

lim
N→∞

γ̄MF
k,MAC

N
=

βSk(θtilt)

1
4
βSk(θtilt) +

∑K
j 6=k βSj(θtilt) +

ρσ2
R+σ′2R
ρps

. (5.34)
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Similarly,

lim
N→∞

γ̄MF
k,BC

N
=

βDk(θtilt)

1
4
βDk(θtilt)+

∑K
j 6=k βDj(θtilt) +

σ2
DK

η(1−ρ)psN
∑K

i=1 βSi(θtilt)

. (5.35)

Therefore, for large N , all γ̄
MRC/MRT
k,MAC , γ̄

MRC/MRT
k,BC , γ̄MF

k,MAC, and γ̄MF
k,BC, increase

linearly with N , leading to a logarithmic increase in the sum-rate with respect

to the number of relay antennas. Comparing (5.34) with its counterpart for

the MRC/MRT scheme in (5.32), we can see that the MF design has a smaller

variance, 1/4, of the equivalent channel, leading to a higher rate for the MAC

phase. Similar phenomenon can be observed for the BC phase by comparing

(5.33) and (5.35); however, the comparison of the noise terms containing σ2
D is

not straightforward in this case.

Higher power splitting ratio, ρ, increases γ̄MF
k,MAC and γ̄

MRC/MRT
k,MAC , thus, im-

proves the achievable rate of the MAC phase. But, it decreases γ̄MF
k,BC and

γ̄
MRC/MRT
k,BC , and thus, degrades the achievable rate of the BC phase. The tilt

of the relay antenna array, θtilt, affects the sum-rate through βSk(θtilt) and

βDk(θtilt).

To improve SWIPT efficiency, joint optimization of the tilt and PS ratio

can be conducted to maximize the average achievable sum-rate of the network,

R̄sum. The optimization can be formulated as

max
θtilt,ρ

R̄sum (5.36)

s.t. 0 < ρ < 1,

and 0 < θtilt < π/2.

For either MF or MRC/MRT beamforming scheme, the objective function is

highly non-convex. To find a closed-form expression for the optimum ρ and

θtilt seems far-fetched given the complicated relations of the average achievable

rates of the MAC and BC phases. Also, notice that both θtilt and ρ have small

ranges of values. Hence, it is feasible to use a 2-dimensional grid search to find

the optimal values for ρ and θtilt.
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5.4 Simulation Results

In this section, simulated average achievable sum-rate results are shown

to verify the derived analytical results. Also, the achievable sum-rate results

for the MRC/MRT scheme are compared to the results for the MF scheme.

The parameters of the relay antenna array gain in (5.1) are defined previously

in Section 2.4. For other system parameters, we set η = 0.5, σ2
R = −80

dB, σ′2R = −70 dB, σ2
D = −50 dB, and ν = 3.76. The height of the relay

station is set as 4m and the users’ locations are generated via the uniform

distribution on the surface of a 120◦ sector of a circle with 6m radius. Two

tilt and power splitting settings are considered. The first is a typical choice of

ρ = 0.5, θtilt = π/4, which are the middle points of the possible ranges for ρ and

θtilt, respectively. The second is the optimal solution of (5.36), denoted as ρ∗

and θ∗tilt. Each sum-rate value presented in this section is obtained by averaging

over the sum-rates for 100 randomly generated location sets for the K user

pairs. For the optimal design, optimization is performed over the theoretical

sum-rate results in (5.17) and (5.31) for each location set. The search step sizes

for θtilt and ρ are 0.1047 rad and 0.0667, respectively. The theoretical results are

then verified by the Monte-Carlo simulations where for each random location

set 103 channel realizations are generated.

Figure 5.1 and 5.2 show that the theoretical results perfectly match the

Monte-Carlo simulations for all user power and relay antenna number ranges.

In Figure 5.1, the average sum-rate results are shown when N changes from 45

to 170, ps = 15 dB, and K = 5, 7. We can see that the average sum-rate is an

increasing function of N with a logarithmic relation. The use of the optimal

ρ∗ and θ∗tilt brings significant boost in the sum-rate over the typical choice.

For example, considering MRC/MRT scheme, the proposed optimum system

can bring the average sum-rate improvements of at least 67.04% for K = 5,

and 61.81% for K = 7, both of which happen at N = 170. Also, considering

MF scheme, at least 70.10% sum-rate increase is observed when K = 5, and

59.07% when K = 7, which also happens at N = 170. The gap between the

optimal setting and the typical one grows as N increases. Further, compared to

the MRC/MRT scheme, almost always the MF scheme achieves higher average

sum-rates, and the advantage increases for larger N or smaller K.
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Figure 5.1: Theoretical and simulated average sum-rate results versus the num-
ber of relay antennas when ps = 15 dB, and K = 5, 7. Two beamforming
schemes, MF and MRC/MRT, are presented for both the optimal and typical
settings of the antenna array tilt and PS ratio.

Figure 5.2 shows the average sum-rate results when ps, the average transmit

power of the source users, changes form 0 to 25 dB, N = 100, and K =

5, 7. It can be seen that the sum-rate is an increasing function of ps with a

negative acceleration. The use of the optimal ρ∗ and θ∗tilt brings significant

sum-rate improvements of at least 72.95% for K = 5, and 68.97% for K =

7, considering MRC/MRT scheme, and 63.88% for K = 5, and 62.43% for

K = 7, considering MF scheme, all of which happens when ps = 25 dB. The

advantage of the optimal setting slightly decreases with ps. Again, the MF

scheme shows performance advantage over the MRC/MRT scheme except for

the typical setting with low SNR when K = 5. For the setting with the optimal

ρ∗ and θ∗tilt, the advantage of MF over MRC/MRT decreases with ps, while for

the typical setting, the opposite is observed. Finally, this figure indicates that a

self-sufficient energy harvesting relay with 100 antennas can provide an average

sum-rate of 6.5 bits/sec considering MRC/MRT and 7 bits/sec considering MF

scheme, for 5 pairs of users with only 1 Watt average source users’ power.
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Figure 5.2: Theoretical and simulated average sum-rate results versus average
user transmit power when N = 100, and K = 5, 7. Two beamforming schemes,
MF and MRC/MRT, are presented for both the optimal and typical settings
of the antenna array tilt and PS ratio.

5.5 Conclusion

In this chapter, we have analyzed the average achievable sum-rate perfor-

mance of a SWIPT-enabled multi-user mMIMO one-way relay network with a

planar antenna array. The planar antenna array makes 3D beamforming pos-

sible, which provides significant performance gains if properly designed. The

relay harvests energy from the source users using a PS receiver. We provide

the analysis considering both MRC/MRT and MF transceive beamforming at

the relay. By using the results for Haar matrix and chi-square random vectors,

closed-form lower-bound expressions for the average achievable sum-rates are

derived, which confirm a logarithmic relation between the achievable sum-rate

and the number of antennas at the relay for both MRC/MRT and MF schemes.

Based on the derivations, a joint optimization over the PS ratio and the relay

antenna array tilt is conducted for the highest sum-rate performance. Sim-

ulation results have validated the tightness of the analytical results. Due to

the extra degrees-of-freedom offered by the vertical tilt and SWIPT, significant
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performance improvement has been observed by using the optimal PS ratio and

antenna array tilt. Further, it is shown that the MF beamforming at the relay

results in higher sum-rates compared to the MRC/MRT scheme.

92



Chapter 6

Conclusions and Future Work

In this chapter, the contributions of this dissertation are summarized. Then,

new problems are described for future research directions.

6.1 Conclusions

Modern relays to be employed in 5G wireless networks are envisioned to

be able to significantly improve the data rate and coverage, while reducing

the energy consumption and cost. Thus, there are various new challenges and

ideas involved to make modern relays adaptable to the 5G industry. In this

thesis, we present three projects related to relay communications networks. We

provide a novel beamforming method for multi-way relaying which significantly

improves the achievable data rate compared to the state-of-the-art. We develop

a novel mathematical solution to derive a closed-form expression for the average

achievable rate of the complicated multi-way relay network with low-resolution

mixed-level ADCs. Finally, we study 3D beamforming accompanied by SWIPT

in a mMIMO one-way relay network. The developed results and designs help us

better understand the performance of relay networks with respect to different

system parameters, and enable us to efficiently use the extra degrees-of-freedom

available through the new technologies for 5G systems. Specific descriptions of

the contributions for each project are as follows.

In Chapter 3, we propose a novel beamforming design, PZF, for MWRNs

with a MIMO relay. Compared to the conventional ZF scheme, PZF forces

only part of the user-interference at the relay to zero, instead of all. Thus, it

provides extra degrees-of-freedom in the beamforming matrix for rate perfor-

mance optimization. The users eliminate the remaining interference through

self-interference and successive interference cancellation. A sum-rate maximiza-

tion problem is formulated to exploit the extra degrees-of-freedom resulted from

PZF. Further, modified gradient-ascent algorithms are proposed to solve the
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optimization. Simulation results show that the proposed PZF relay beamform-

ing design achieves significantly better network sum-rates than the existing

linear beamforming designs.

In Chapter 4, we consider a general mMIMO MWRN with a multi-level

mixed-ADC architecture in which each antenna is connected to an ADC pair

with an arbitrary resolution. By leveraging on Bussgang’s decomposition the-

orem and Lloyd-Max algorithm for quantization, tight closed-form asymptotic

approximations are derived for the average achievable rates considering ZF

relaying scheme and both perfect and imperfect CSI. To handle such a chal-

lenging setup, we develop a novel method for the achievable rate analysis using

distributions of the singular values of Gaussian matrices and properties of Haar

matrix. We demonstrate that the average achievable rate has a close-to-linear

relation with the square of the average of quantization coefficients pertaining

to the ADC resolution profile. In addition, in the medium to high SNR region,

the ADC resolutions have a more significant effect on the rate compared to the

number of antennas. Our work also reveals that the performance gap between

the perfect and imperfect CSI cases is smaller for lower ADC resolutions.

In Chapter 5, we investigate a SWIPT-enabled mMIMO multi-user one-

relay network where the relay is equipped with a planar antenna array making

3D beamforming possible. SWIPT is applied by the users and the relay harvests

energy based on PS protocol. Two relay beamforming schemes, MRC/MRT

and MF, are considered for the analysis and comparison. By using the results

for Haar matrix and chi-square random vectors, closed-form lower-bounds are

derived for the average achievable sum-rates of the network. The derived the-

oretical results which tightly match the simulations, show a logarithmic rela-

tion between the achievable sum-rate and the relay antenna number for both

MRC/MRT and MF. Joint optimization of the relay antenna array tilt and

PS ratio is conducted to maximize the sum-rate. It is shown that the tilt and

power splitting ratio optimization can bring significant performance improve-

ments. Further, our analyses verify that MF scheme results in a better sum-rate

performance than the MRC/MRT scheme.
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6.2 Future Work

In the following, we outline some possible future research directions regard-

ing each of our contributions.

In Chapter 3, we assumed perfect CSI and proposed the PZF scheme, while

in practice the channel estimation cannot be perfect. The estimation error will

cause different levels of CSI error among different channels between the relay

and users. Therefore, along with heterogeneous channels in which decoding

order may affect the system performance, imperfect CSI may also need fur-

ther attention in relaying design and user decoding. One possible extension

of this project is to further analyze the effect of channel estimation error on

the performance of PZF beamforming in MWRNs. Another research direc-

tion is to investigate the effect of joint optimization of signal processing at

the users and PZF beamforming at the relay on the rate performance. This

design may be able to bring a higher rate performance; however, it also leads

to a higher computational complexity. Therefore, the complexity-rate trade-off

should be investigated. There are other designs available in the literature on

the joint relay beamforming and signal processing at the user with which the

complexity-rate trade-off of our design can be compared with.

A possible research direction in continuation of our contributions in Chapter

4 is to extend the performance analysis to other beamforming schemes and

make a comparison between their performances. As explained in Chapter 4,

the mixed-ADC (non-uniform) resolution profile causes the ZF beamforming

not to fully force the interference to zero. Therefore, chances are that other

well-designed linear beamforming schemes may excel ZF in such a network.

Our proposed analytical method makes the analysis of other channel-dependent

linear beamforming schemes possible. Another idea in this regard is to design a

novel relay beamforming scheme based on the knowledge of mixed-ADC profile

to improve the interference cancellation compared to the traditional ZF. This

beamforming design may excel the ZF design, but its performance still needs

to be compared with other beamforming schemes to find the best one in terms

of performance and complexity of design. Another interesting extension to

Chapter 4 is the optimization of the mixed-ADC resolution profile for mMIMO

MWRNs in order to minimize the relay energy consumption considering certain
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common rate requirements for each user, or maximizing the minimum common

rate considering certain limitations on the relay energy consumption.

One interesting extension of our work in Chapter 5 is to find the limitation

on the cell size given certain rate performance requirements for the users. As it

is mentioned in Chapter 5, the relay-to-users distance plays an important role in

the efficiency of SWIPT, thus, one should set cell-edge QoS requirements while

employing such a network with SWIPT. Further, this work can be extended to

two-way and MWRNs where performance analysis should be conducted to see

how much improvement can the extra degrees-of-freedom from SWIPT and 3D

beamforming bring. For MWRNs in particular, it is possible that the harvested

energy at the relay in the MAC phase is not enough for the whole BC phase

in a medium to large size MWRN. Thus, there should be a constraint on the

number of users in SWIPT-enabled MWRNs. A helpful idea is to perform

energy allocation to the relay transmission power in different BC time slots.
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Appendix A

Proofs for Chapter 4

A.1 Proof of Theorem 1

The coefficient α(t) is the solution of PR = E{‖r(t)
t ‖2}, where the right-hand-

side can be written as the sum of several terms. In calculating each term, we

first simplify the expression by the SVD of the channel matrix. Then, we use

properties of Wishart matrices, Haar matrices, and singular values for Gaussian

matrices to calculate the value. From (3.1), (4.8), and (4.11) we can write

r
(t)
t = G(t)Gb(

√
puHx + zR) + G(t)d.

As ra and d are assumed to be uncorrelated, we can write E{‖r(t)
t ‖2} = c1 +

c2 + c3 where

c1 , puE[tr{G(t)GbHHHGb(G
(t))H}],

c2 , E[tr{G(t)G2
b(G

(t))H}], c3 , E[tr{G(t)ddH(G(t))H}].

For the calculation of c1, we use the following approximation1

E[tr{G(t)GbHHHGb(G
(t))H} ≈

(
1

N

N∑
n=1

Gbn

)2

E[tr{G(t)HHH(G(t))H}].

Then, by using the G(t) expression in (4.7), c1 ≈ α(t)pug
2
1E[tr{(HTH∗)−1}].

Since H has i.i.d. rows following CN (0,D), where D = diag{β1, β2, · · · , βK},
HTH∗ is a K×K Wishart matrix of N degrees of freedom. Therefore, according

1This approximation is obtained by replacing the Gb matrices on the left-hand side by
1
N

∑N
n=1 GbnIN . Our simulation results show that this approximation is tight for large N .
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to Lemma 2, we have E
[(

(HTH∗)−1
)
ii

]
= 1

(N−K)βi
. Finally,

c1 ≈
puα

(t)

N −K
g2

1

K∑
i=1

1

βi
. (A.1)

The next is to calculate c2. After using the G(t) expression in (4.7),

c2 = α(t)tr{G2
bE[B]}, (A.2)

where

B , H̃(H̃HH̃)−1D−
1
2 (Pt)TD−

1
2 (H̃T H̃∗)−1D−

1
2 PtD−

1
2 (H̃HH̃)−1H̃H .

Consider the SVD

H̃ = UΣVH , (A.3)

where U, V, and Σ are N × K, K × K, and K × K matrices. U and

V contain the left and right singular vectors of H̃, respectively, and Σ =

diag{σ1, σ2, · · · , σK} contains the singular values of H̃. Further, as mentioned

in Section 2.5.1, according to Definition 2.5 in [78], U, and V are Haar matrices.

Then, we have

B = UΣ−1VHD−
1
2 (Pt)TD−

1
2 V∗Σ−2VTD−

1
2 PtD−

1
2 VΣ−1UH .

Let Pij be the unitary permutation matrix that changes the positions of the

i-th and the j-th rows of a matrix if it is multiplied from the left side. Then,

using the fact that U and PijU have the same distribution, we conclude that

B′ , PijBPH
ij = PijUΣ−1VHD−

1
2 (Pt)TD−

1
2 V∗Σ−2VTD−

1
2 PtD−

1
2 VΣ−1(PijU)H ,

has the same distribution as B. From the construction of B′, we have bii = b′jj.

It can thus be concluded that E{bii} is the same for all i ∈ {1, 2, · · · , N} and

(A.2) can be written as

c2 =α(t)

(
1

N

N∑
n=1

G2
bn

)
E[tr{B}]. (A.4)
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Next, we calculate E[tr{B}] = tr{E[B]},

tr{E[B]} =
K∑
m=1

1

βmβi(m)

K∑
k1=1

K∑
k2=1

E
[
|vi(m)k1|2|vmk2|2

σ2
k1
σ2
k2

]
. (A.5)

According to Lemma 1, for k1 6= k2 and any m we have

E[|vi(m)k1|2|vmk2|2] =
1

K2 − 1
. (A.6)

Further, according to Theorem 1 in [127], the eigenvalues of the Wishart matrix

H̃HH̃, {σ2
1, σ

2
2, · · · , σ2

K}, become independent as N →∞. Thus, when k1 6= k2

and N � 1,

E
[

1

σ2
k1
σ2
k2

]
≈
(
E
[

1

σ2
k1

])2

=
1

(N −K)2
, (A.7)

where for the last step we have used the equality E
[

1
σ2
k

]
= 1

K
E[tr{(H̃HH̃)−1}] =

1
N−K , for any k. Also, since the entries of H̃ follow i.i.d. CN (0, 1), U, V, and

Σ are independent. Then, by using (A.6) and (A.7) in (A.5), for k1 6= k2,

E
[
|vi(m)k1|2|vmk2|2

σ2
k1
σ2
k2

]
= E[|vi(m)k1|2|vmk2|2]E

[
1

σ2
k2
σ2
k1

]
≈ 1

(K2 − 1)(N −K)2
.

(A.8)

Moreover, according to Lemma 1, for k1 = k2 = k and any m and k we have

E[|vi(m)k|2|vmk|2] =
1

K(K + 1)
. (A.9)

Also, for any k,

E
[

1

σ4
k

]
=

1

K
E
[
tr

{
(H̃HH̃)−1

(
(H̃HH̃)−1

)H}]
=

1

K
E[tr{(H̃HH̃)−2}]

=
1

(N −K)(N −K − 1)
, (A.10)

where the last step comes from the results of the second order statistics for

inverse Wishart matrices in Lemmas 2. By combining (A.9) and (A.10), for
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k1 = k2 = k,

E
[
|vi(m)k|2|vmk|2

σ4
k

]
=

1

K(K + 1)(N −K)(N −K − 1)
. (A.11)

By using (A.8) and (A.11) in (A.5) and then (A.4), we have

c2 ≈
α(t)g2(NK +N − 2K −K2)

(N −K)2(N −K − 1)(K + 1)

K∑
m=1

1

βmβi(m)

. (A.12)

For c3, with similar arguments as c2, we can show that

c3 =tr{E[ddH ]E[(G(t))HG(t)]} = tr{CdE[(G(t))HG(t)]}

≈α
(t)(ĉ− vg2)(NK +N − 2K −K2)

(N −K)2(N −K − 1)(K + 1)

K∑
m=1

1

βmβi(m)

.
(A.13)

By combining (A.1), (A.12), and (A.13) and also ignoring lower order terms of

N when N is large, i.e., we consider that NK � K when N � 1, (4.13) is

obtained.

A.2 Proof of Theorem 2

We use the common approximation E{log2(1 + X
Y

)} ≈ log2(1 + E{X}
E{Y } ) for

mMIMO systems. It is tight when N → ∞ and X and Y are both sums of

nonnegative random variables which converge to their means due to the law of

large numbers [128]. Therefore,

Rk,i(k) ≈ log2

(
1 +

A4

A1 + A2 + A3 + 1

)
,

where

A1 ,puE

 K∑
j=1,j 6=i(k)

|hTkG(t)Gbhj|2
 , A2 , E

[
‖hkTG(t)Gb‖2

]
,

A3 ,E
[
‖hkTG(t)d‖2

]
, A4 , puE

[
|hkTG(t)Gbhi(k)|2

]
.

Similar to the proof in Appendix A.1, for the calculation of A1, A2, A3, and

A4, we first simplify the expressions by the SVD of channel matrix. Then, we
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use the properties of Wishart matrices, Haar matrices, and singular values for

Gaussian matrices to calculate each value.

Let ek be the kth canonical basis. Substituting G(t) from (4.7) in A1, we

have

A1 = puα
(t)

K∑
j=1,j 6=i(k)

E
[
eTi(k)(H

HH)−1HHGbhjh
H
j GH

b H(HHH)−1ei(k)

]
=
puα

(t)

βi(k)

K∑
j=1,j 6=i(k)

βjE
[∣∣∣((H̃HH̃)−1H̃HGbH̃)i(k)j

∣∣∣2] .
By using the SVD in (A.3),

A1 =
puα

(t)

βi(k)

K∑
j=1,j 6=i(k)

βjE
[∣∣(VΣ−1UHGbUΣVH)i(k)j

∣∣2]

=
puα

(t)

βi(k)

K∑
j=1,j 6=i(k)

βjE

∣∣∣∣∣
K∑

k1=1

K∑
k2=1

(
σk2
σk1

vk1u
H
k1

Gbuk2v
H
k2

)
i(k)j

∣∣∣∣∣
2


=
puα

(t)

βi(k)

K∑
j=1,j 6=i(k)

βj

K∑
k1,k2

K∑
k′1,k

′
2

E
[
σk2σk′2
σk1σk′1

vi(k),k1v
∗
j,k2
v∗i(k),k′1

vj,k′2u
H
k1

Gbuk2u
H
k′2

Gbuk′1

]
.

(A.14)

As mentioned before, U, V, and Σ are independent. Thus, from Lemma 1,

if at least one of k1, k2, k
′
1, k
′
2 is different from the others, the corresponding

expectation term in (A.14) is 0. The remaining terms in the summations in

(A.14), are considered in the following four cases:

1. If k1 = k2 , k′1 = k′2, and k1 6= k′1,

b1 ,
K∑

k1=1

K∑
k′1=1,6=k1

E
[
vi(k),k1v

∗
j,k1
v∗i(k),k′1

vj,k′1u
H
k1

Gbuk1u
H
k′1

Gbuk′1

]

=− 1

(K + 1)

[∑N
n=1 G

2
bn

N(N + 1)
+

∑N
n1=1

∑N
n2=1,6=n1

Gbn1
Gbn2

N2 − 1

]
.
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2. If k1 = k′1, k2 = k′2, and k1 6= k2,

b2 ,
K∑

k1=1

K∑
k2=1,6=k1

E
[
σ2
k2

σ2
k1

|vi(k),k1|2|vj,k2|2|uHk1Gbuk2|2
]

=
K∑

k1=1

K∑
k2=1,6=k1

E
[
σ2
k2

σ2
k1

]
1

(K2 − 1)

[∑N
n=1 G

2
bn

N(N + 1)
−
∑N

n1=1

∑N
n2=1,6=n1

Gbn1
Gbn2

N(N2 − 1)

]
.

As mentioned earlier in the proof of Theorem 1, for k1 6= k2, σ2
k1

and σ2
k2

are unordered eigenvalues of Wishart matrix which become independent

as N →∞. Thus, for N � 1,

K∑
k1=1

K∑
k2=1,6=k1

E
[
σ2
k2

σ2
k1

]
≈

K∑
k1=1

K∑
k2=1,6=k1

E[σ2
k2

]E
[

1

σ2
k1

]
.

For any k1 6= k2, using the properties of Wishart and inverse Wishart ma-

trices in Lemma 2, we have E
[

1
σ2
k1

]
= 1

N−K , and E[σ2
k2

] = 1
K
E[tr{H̃HH̃}] =

N . Therefore,

b2 ≈
NK

(N −K)(K + 1)

[∑N
n=1 G

2
bn

N(N + 1)
−
∑N

n1=1

∑N
n2=1,6=n1

Gbn1
Gbn2

N(N2 − 1)

]
.

3. If k1 = k′2, k2 = k′1, and k1 6= k2,

b3 ,
K∑

k1=1

K∑
k′1=1,6=k1

E
[
vi(k),k1v

∗
j,k′1
v∗i(k),k′1

vj,k1u
H
k1

Gbuk′1u
H
k1

Gbuk′1

]
= 0.

4. If k1 = k2 = k′1 = k′2,

b4 ,
K∑
k=1

E
[
|vi(k),k|2|vj,k|2|uHk Gbuk|2

]
=

[∑N
n=1 G

2
bn

+
∑N

n1=1

∑N
n2=1Gbn1

Gbn2

(K + 1)N(N + 1)

]
.

By using the above results on b1, b2, b3, and b4 in (A.14), for N � 1,

A1 ≈
puα

(t)(N −K +NK)

βi(k)(K + 1)(N −K)N(N2 − 1)

[
N

N∑
n=1

G2
bn −

N∑
n1=1

N∑
n2=1

Gbn1
Gbn2

] K∑
j=1,j 6=i(k)

βj

≈ pu
βi(k)

α(t)

(N −K)
(g2 − g2

1)β\i(k). (A.15)
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Next, we calculate A2. After substituting G(t) from (4.7),

A2 =α(t)E
[
eTi(k)

(
HHH

)−1
HHG2

bH
(
HHH

)−1
ei(k)

]
=
α(t)

βi(k)

E

[((
H̃HH̃

)−1

H̃HG2
bH̃
(
H̃HH̃

)−1
)
i(k)i(k)

]

=
α(t)

βi(k)

E
[(

VΣ−1UHG2
bUΣ−1VH

)
i(k)i(k)

]
.

Following similar reasoning as the one which led to (A.4), we have

A2 =
α(t)

βi(k)K
E
[
tr(G2

bUΣ−2UH)
]

=
α(t)

βi(k)K
E

[
tr(G2

b

K∑
k=1

σ−2
k uku

H
k )

]
. (A.16)

From Lemma 1, E[uiku
∗
jk] = 0 for i 6= j and E[|unk|2] = 1

N
for all n, k. So,

(A.16) will be,

A2 =
α(t)

βi(k)K
E

[
K∑
k=1

σ−2
k

N∑
n=1

G2
bn |unk|

2

]
=

α(t)

βi(k)K
E

[
K∑
k=1

σ−2
k

](
1

N

N∑
n=1

G2
bn

)
.

As mentioned earlier, for the inverse Wishart matrix (H̃HH̃)−1, we have E
[∑K

k=1
1
σ2
k

]
=

E
[
tr{(H̃HH̃)−1}

]
= K

N−K . Thus,

A2 =
1

βi(k)

α(t)

N −K
g2. (A.17)

Similarly, A3 can be found as,

A3 =
1

βi(k)

α(t)

N −K
(ĉ− vg2) . (A.18)

Finally, after substituting G(t) from (4.7) in A4, we have

A4 =puα
(t)E

∣∣∣∣∣
((

H̃HH̃
)−1

H̃HGbH̃

)
i(k)i(k)

∣∣∣∣∣
2

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=puα
(t)
∑
k1,k2

∑
k′1,k

′
2

E
[
σk2σk′2
σk1σk′1

vi(k),k1v
∗
i(k),k2

v∗i(k),k′1
vi(k),k′2

uHk1Gbuk2u
H
k′2

Gbuk′1

]
.

(A.19)

Similar to the derivations for A1 and according to Lemma 1, if at least one of

k1, k2, k
′
1, k
′
2 is different from the others, the corresponding expectation term in

(A.19) is 0. The remaining terms are considered in the following four cases.

1. If k1 = k2, k′1 = k′2, and k1 6= k′1, the sum of the corresponding terms in

(A.19) can be calculated as follows.

d1 =
puα

(t)(K − 1)

(K + 1)

[∑N
n=1G

2
bn

N(N + 1)
+

∑N
n1=1

∑N
n2=1,6=n1

Gbn1
Gbn2

N2 − 1

]
.

2. If k1 = k′1, k2 = k′2, and k1 6= k2, the sum of the corresponding terms in

(A.19) can be calculated as follows.

d2 =
puα

(t)N(K − 1)

(K + 1)(N −K)

[∑N
n=1 G

2
bn

N(N + 1)
−
∑N

n1=1

∑N
n2=1,6=n1

Gbn1
Gbn2

N(N2 − 1)

]
.

3. If k1 = k′2, k2 = k′1, and k1 6= k2, each of the corresponding terms in

(A.19) are 0.

4. If k1 = k2 = k′1 = k′2, the sum of the corresponding terms in (A.19) can

be calculated as follows.

d3 =
2puα

(t)

(K + 1)

[∑N
n=1 G

2
bn

+
∑N

n1=1

∑N
n2=1 Gbn1

Gbn2

N(N + 1)

]
.

Hence, using the above results of d1, d2, and d3 in (A.19), for N � 1,

A4 =
puα

(t)

(K + 1)(N −K)(N2 − 1)
×
[
(N2K +N2 −N − 3NK +K +K2)g2

+N(N2K +N2 −NK2 −N − 2NK + 2K)g2
1

]
≈pu

α(t)

N −K

[
Kg2 + (NK +N −K2 − 2K)g2

1

K + 1

]
. (A.20)

By using (A.15), (A.17), (A.18), (A.20), and ignoring lower order terms of N for
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large N , i.e., we consider that NK � K when N � 1, the average achievable

rate result in Theorem 2 is obtained.

A.3 Proof of Theorem 3

In this section, we follow similar steps as Appendix A.1, while modifying

the SVD in (A.3) as ˆ̃H = UΣ̂VH, where Σ̂ =
√

1− σ2
eΣ. We have PR =

E{‖r(t)
ICSI‖2} = ĉ1 + ĉ2 + ĉ3, where

ĉ1 , puE[tr{Ĝ(t)GbHHHGb(Ĝ
(t))H},

ĉ2 , E[tr{Ĝ(t)G2
b(Ĝ

(t))H}],

ĉ3 , E[tr{Ĝ(t)ddH(Ĝ(t))H}].

ĉ1 can be written as ĉ1 = ĉ1.a + ĉ1.b, where

ĉ1.a , puE[tr{Ĝ(t)GbĤĤHGb(Ĝ
(t))H},

ĉ1.b , puE[tr{Ĝ(t)Gb∆H∆HHGb(Ĝ
(t))H}].

Following similar procedure as for c1, and c2 in the perfect CSI case, ĉ1,a, and

ĉ1,b are found as the following, respectively.

ĉ1.a ≈
puα̂

(t)g2
1

(N −K)(1− σ2
e)

K∑
i=1

1

βi
,

ĉ1.b ≈
puα̂

(t)g2(NK +N − 2K −K2)βsumσ
2
e

(N −K)2(N −K − 1)(K + 1)(1− σ2
e)

2

K∑
m=1

1

βmβi(m)

.

Further, following similar procedure as for c2 and c3 for the perfect CSI case,

ĉ2 and ĉ3 are calculated as below, respectively.

ĉ2 ≈
α̂(t)g2(NK +N − 2K −K2)

(N −K)2(N −K − 1)(K + 1)(1− σ2
e)

2

K∑
m=1

1

βmβi(m)

,

ĉ3 ≈
α̂(t)(ĉ− vg2)(NK +N − 2K −K2)

(N −K)2(N −K − 1)(K + 1)(1− σ2
e)

2

K∑
m=1

1

βmβi(m)

.

Therefore, after simplifications, and ignoring lower order terms of N for large

N , i.e., we consider that NK � K when N � 1, the ZF transmit power
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coefficient for the imperfect CSI case will be as in (4.26).

A.4 Proof of Theorem 4

Similar to the perfect CSI case, for the average achievable rate we have:

Rk,i(k) ≈ log2

(
1 +

Â4

Â1 + Â2 + Â3 + 1

)
, (A.21)

where the values of Â1, Â2, Â3, and Â4 are calculated as follows.

Â1 ,puE

 K∑
j=1,j 6=i(k)

|hTk Ĝ(t)Gbhj|2
 ,

Â2 ,E[‖hkT Ĝ(t)Gb‖2],

Â3 ,E[‖hkT Ĝ(t)d‖2],

Â4 ,puE[|hkT Ĝ(t)Gbhi(k)|2].

Â1 can be written as Â1 = Â1,a + Â1,b + Â1,c + Â1,d, where

Â1,a , puE

 K∑
j=1,j 6=i(k)

|ĥTk Ĝ(t)Gbĥj|2
 ,

Â1,b , puE

 K∑
j=1,j 6=i(k)

|∆hTk Ĝ(t)Gb∆hj|2
 ,

Â1,c , puE

 K∑
j=1,j 6=i(k)

|ĥTk Ĝ(t)Gb∆hj|2
 ,

Â1,d , puE

 K∑
j=1,j 6=i(k)

|∆hTk Ĝ(t)Gbĥj|2
 .

Following the same steps as A1 for the perfect CSI case,

Â1,a ≈
puα̂

(t)

βi(k)(N −K)
(g2 − g2

1)β\i(k).
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For Â1,b, we have

Â1,b ≈
puα̂

(t)βkβ\i(k)σ
4
eg2(NK +N − 2K −K2)

(N −K)2(N −K − 1)(K + 1)(1− σ2
e)

2

K∑
m=1

1

βmβi(m)

+
puα̂

(t)β2
kσ

4
e(Ng

2
1 − g2)(K2 − 2)

(N −K)(N −K − 1)K(K2 − 1)(1− σ2
e)

2

K∑
m=1

1

βmβi(m)

,

where the first term is found using the approximation E[|∆h̃ik|4] ≈ E[|∆h̃ik|2]2,

∀i and following similar steps to find ĉ2. The second term is added for the case

when j = k which is found using Lemma 1. Note that for the special case when

K is even and t = K/2 there will be a third term, as

puα̂
(t)β2

kσ
4
e(Ng

2
1 − g2)

(N −K)2(K2 − 1)(1− σ2
e)

2

K∑
m=1

1

βmβi(m)

.

Then, following the same steps as the steps to find A2 for the perfect CSI

case, we have

Â1,c = puα̂
(t)σ2

eβ\i(k)E

[((
ĤHĤ

)−1

ĤHG2
bĤ
(
ĤHĤ

)−1
)
i(k),i(k)

]

=
puα̂

(t)σ2
eβ\i(k)g2

(N −K)(1− σ2
e)βi(k)

.

Finding the exact expression for Â1,d requires the 6th order statistics of

the elements of Haar matrix, V. Therefore, we use the approximation Gb ≈
1
N

∑N
i=1GbiIN to avoid the high computational complexity, and will have

Â1,d ≈ puα̂
(t)g2

1βkσ
2
eE

 K∑
j=1,j 6=i(k)

eTj (pt)T
(
ĤT Ĥ∗

)−1

Ptej


=

puα̂
(t)g2

1βkσ
2
e

(N −K)(1− σ2
e)

K∑
j=1,j 6=k

1

βj
,

which is found similar to c1 for the perfect CSI case.
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For Â2 we have,

Â2 =Â2,a + Â2,b,

Â2,a ,E[‖ĥTk Ĝ(t)Gb‖2],

Â2,b ,E[‖∆hk
T Ĝ(t)Gb‖2].

Similar to the steps for A2 in the perfect CSI case, Â2,a can be found, as

Â2,a =
α̂(t)g2

(N −K)(1− σ2
e)βi(k)

.

Using the results for c2 from the perfect CSI case, for Â2,b we have

Â2,b ≈
βkσ

2
e α̂

(t)g2(NK +N − 2K −K2)

(1− σ2
e)

2(N −K)2(N −K − 1)(K + 1)

K∑
m=1

1

βmβi(m)

.

Similarly,

Â3 =Â3,a + Â3,b,

Â3,a ,E[‖ĥTk Ĝ(t)d‖2],

Â3,b ,E[‖∆hk
T Ĝ(t)d‖2].

Which can be found as

Â3,a =
α̂(t)(ĉ− vg2)

(N −K)(1− σ2
e)βi(k)

,

Â3,b ≈
βkσ

2
e α̂

(t)(ĉ− vg2)(NK +N − 2K −K2)

(1− σ2
e)

2(N −K)2(N −K − 1)(K + 1)

K∑
m=1

1

βmβi(m)

.

Finally,

Â4 = Â4,a + Â4,b + Â4,c + Â4,d,

Â4,a , puE[|ĥTk Ĝ(t)Gbĥi(k)|2],

Â4,b , puE
[
|∆hTk Ĝ(t)Gb∆hi(k)|2

]
,

Â4,c , puE
[
|ĥTk Ĝ(t)Gb∆hi(k)|2

]
,
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Â4,d , puE
[
|∆hTk Ĝ(t)Gbĥi(k)|2

]
.

Â4,a can be found similar to A4 in the perfect CSI case, as

Â4,a ≈
puα̂

(t)

N −K

[
Kg2 + (NK +N −K2 − 2K)g2

1

K + 1

]
.

Â4,b can be found similar to Â1,b, as

Â4,b ≈
puα̂

(t)g2(NK +N − 2K −K2)βkβi(k)σ
4
e

(N −K)2(N −K − 1)(K + 1)(1− σ2
e)

2

K∑
m=1

1

βmβi(m)

.

Â4,c can be found similar to Â1,c, as

Â4,c =
puα̂

(t)βi(k)σ
2
eg2

(N −K)(1− σ2
e)βi(k)

.

For Â4,d similar to Â1,d, in order to avoid excessive complexity, we use the

approximation, Gb ≈ 1
N

∑N
i=1 GbiIN , and will have

Â4,d ≈ puβkσ
2
e α̂

(t)g2
1E
[
eTi(k)(p

t)T
(
ĤT Ĥ∗

)−1

Ptei(k)

]
=

puα̂
(t)g2

1βkσ
2
e

(N −K)(1− σ2
e)βk

.

Combining all the obtained components in (A.21), and ignoring lower order

terms of N for large N , i.e., we consider that NK � K when N � 1, the aver-

age achievable rate for the imperfect CSI case can be written as in Theorem 4.
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Appendix B

Proofs for Chapter 5

B.1 Proof of Theorem 5

From (5.5), the harvested energy at the relay per unit time is,

EH = η(1− ρ)psE{tr{HSHH
S }}. (B.1)

We use the following SVD for the channel matrix H̃S,

H̃S = UΣVH ,

where U, V, and Σ are N × K, K × K, and K × K matrices. Also, as

mentioned in Appendix A, U and V are Haar matrices, containing the left and

right singular vectors of H̃S, respectively. Σ = diag{σ1, σ2, · · · , σK} contains

the singular values of H̃S. Further, since the entries of H̃S follow i.i.d. CN (0, 1),

U, V, and Σ are independent. Therefore,

E{tr{HSHH
S }} = E{tr{H̃SDSH̃H

S }}

= E{tr{Σ2VHDSV}}

=
K∑
i2=1

E{σ2
i2
}

K∑
i1=1

βSi1(θtilt)E{|vi1i2|2}.

According to Lemma 1, for any i, j,

E{|vij|2} =
1

K
.

Further, for any arbitrary i, we have

E{σ2
i } =

1

K
E{tr{H̃H

S H̃S}} = N. (B.2)
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Therefore, (5.6) will be resulted.

B.2 Proof of Equation (5.9)

According to (5.8),

γ̄
MRC/MRT
k,MAC =

|E{|hSk|2}|2

Var {|hSk|2}+
∑K

j 6=k E{hHSkhSjhHSjhSk}+
E{|hSk|2}σ2

R

ρps

.

We have

E{|hSk|2} = NβSk(θtilt), (B.3)

Var {|hSk|2} = E{|hSk|4} − |E{|hSk|2}|2,

and

E{|hSk|4} = β2
Sk(θtilt)E

{
|h̃Sk|4

}
= β2

Sk(θtilt)E


(

N∑
i=1

|h̃Sik|2
)2

= β2
Sk(θtilt)E

{
N∑
i=1

|h̃Sik|4+
N∑
i6=j

N∑
j=1

|h̃Sik|2|h̃Sjk|2
}
.

For any i, k, we can write h̃Sik = h̃R + jh̃I, where h̃R and h̃I are the real and

imaginary components that are i.i.d. following N (0, 1/2). Also,

E{h̃4
R} = E{h̃4

I} = 3/4.

Thus,

E
{
|h̃Sik|4

}
= E{h̃4

R + h̃4
I + 2h̃2

Rh̃
2
I} = 2,

Var {|hSk|2} = Nβ2
Sk(θtilt). (B.4)

Further, for any k, j,

K∑
j 6=k

E
{
hHSkhSjh

H
SjhSk

}
= (B.5)
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βSk(θtilt)
K∑
j 6=k

βSj(θtilt)E
{

h̃HSkh̃Sjh̃
H
Sjh̃Sk

}

and

E
{

h̃HSkh̃Sjh̃
H
Sjh̃Sk

}
= E

{
h̃HSkh̃Sk

}
= N. (B.6)

Hence, by using (B.3), (B.4), and (B.6) in γ̄
MRC/MRT
k,MAC , (5.9) results.

B.3 Proof of Equation (5.21)

According to (5.20),

γ̄MF
k,MAC =

|E{‖hSk‖}|2

Var {‖hSk‖}+
∑K

j 6=k E
{∣∣∣hH

SkhSj

‖hSk‖

∣∣∣2}+
ρσ2

R+σ′2R
ρps

Note that ‖hSk‖ is the square root of the sum of squares of 2N independent

random variables distributed according to N (0, βSk(θtilt)
2

). Therefore, ‖hSk‖ has

a chi-distribution with 2N degrees-of-freedom, and

E{‖hSk‖} =
√
βSk(θtilt)

Γ(N + 1
2
)

Γ(N)
, (B.7)

Var {‖hSk‖} = βSk(θtilt)

(
N −

(
Γ(N + 1

2
)

Γ(N)

)2
)
. (B.8)

Further, for any arbitrary j 6= k

E

{∣∣∣∣hHSkhSj‖hSk‖

∣∣∣∣2
}

= E

{
hHSkhSj

hHSjhSk

‖hSk‖2

}
(a)
= E

{
hHSkE{hSjhHSj}hSk

‖hSk‖2

}
(b)
= βSj(θtilt), (B.9)

where (a) is because hSj and hSk are independent and (b) is because

E{hSjhHSj} = βSj(θtilt)IN .
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Hence, by using (B.7), (B.8), and (B.9) in γ̄MF
k,MAC, (5.21) is obtained.
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