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Abstract 

Achievement emotions are important in learning, as they influence learners’ cognitive, 

motivational, and regulatory processes. Pekrun’s (2006) Control Value Theory (CVT) of 

Achievement Emotions associates positive-activating emotions (e.g., enjoyment) with better 

learning outcomes and the opposite for negative-deactivating emotions (e.g., hopelessness). 

Other emotions lead to mixed results, but emotions such as anger, on average, show loss in 

learning performance. This thesis investigated what emotions were generated as learners 

interacted with a multimedia mobile app to learn about queer history in a North American city: 

Edmonton. I further examined whether learners’ emotional profiles were associated with 

different levels of learning outcomes. Emotions were measured with an automatic facial 

recognition software (FaceReader 7). Results indicated that learners tended to show little 

emotion, facially. An investigation of dominant emotion profiles revealed that learners expressed 

more negative-activating emotions (anger, anxiety), and negative-deactivating emotions 

(sadness) than positive-activating emotions (happiness). Learners that expressed anger as their 

dominant emotion, had the highest learning performance; one that was statistically significantly 

different from learners with a sad dominant emotion profile. This study adds to the field of 

emotions and technology-rich environments (TREs) by integrating a framework for learning-

related emotions and utilizing an under-examined emotion measurement methodology. This 

study further highlights the importance of examining typically undesirable emotions in learning, 

such as anger, in subject domains such as history.   
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Introduction 

Attention towards emotions in education has come a long way: studies prior to the 21st 

century have tended to focus solely on students’ test anxiety and neglect other emotions (Pekrun, 

Hall, Goetz & Perry, 2014; Schutz & Pekrun, 2007). The past couple of decades have seen an 

exciting shift, however, with increasing recognition of the crucial roles other emotions play in 

education (Linnenbrink‐Garcia & Pekrun, 2011; Pekrun & Stephens, 2012). Pekrun and Stephens 

report that students often experience emotions other than anxiety that can be classified as 

positive emotions (e.g., enjoyment, hope, pride, relief) and negative emotions (e.g., anger, 

shame, boredom). Both positive and negative emotions have been examined extensively in 

relation to many educational topics such as cognitive and behavioral engagement (e.g., Reschly, 

Huebner, Appleton, & Antaramian, 2008; King & Gaerlan, 2014), problem-solving (e.g., Clore 

& Huntsinger, 2007; Spering, Wagener, & Funke, 2005) and self-regulated learning (e.g., 

Pekrun, Goetz, Titz, & Perry, 2002a). Overall, the emerging research has shown that emotions 

influence one’s cognitive resources, motivation, use of strategies, and self-regulation (Pekrun, 

Goetz, Titz, & Perry, 2002b; Pekrun, Frenzel, Goetz, & Perry, 2007). 

This thesis set out to examine learners’ emotional experiences while they used a 

multimedia mobile app to learn about queer history. I did so by examining the emotions 

experienced by learners in real-time using automatic facial recognition software, including what 

kinds of emotions they expressed while (a) they read content directly related to answering a 

knowledge-test questionnaire and (b) across the whole learning session. I then examined whether 

expressing certain emotions during (a) and (b) influenced learners’ knowledge outcomes. My 

research will hence contribute to exploring the impact certain emotions can have when it comes 

to learning outcomes. I have used Pekrun’s (2006; Pekrun & Perry, 2014) control-value theory 
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(CVT) of achievement emotions to inform my investigation of emotions and learning, including 

the generation of research questions and hypotheses. Further, I have referred to Ekman’s (1992) 

theory of basic emotions to support my inferences regarding learners’ discrete emotions captured 

using automatic facial recognition software. 

Theories and Frameworks of Emotion 

This section describes the definition of emotion, and the supporting theoretical 

frameworks I have chosen for this study. These choices have shaped my research questions and 

the methodology I have used to answer them. 

 Defining emotion. For this thesis I have defined emotions as multi-componential 

psychological responses, that are generated towards object foci of situations perceived to be 

relevant to one’s goals (Gross 2010; Harley, Pekrun, Taxer, & Gross, 2019). The multi-

componential aspect of emotion features an orchestra of affective, cognitive, physiological, 

motivation, and expressive processes (Pekrun, 2011). For example, imagine a student frantically 

studying for an exam the day prior to it. The focus of the object may be her progress relative to 

how much time she has left. She is constantly cognizant of the current time as she focuses on 

how long it has taken her to get to just chapter four: six hours to get this far, with the current time 

being 11:00pm. She might constantly look at how many pages she has left to go: 238 pages. The 

constant focus on stimulus leads to evaluation of her situation and goals, and ultimately outputs a 

feeling of nervousness (affective process), imagination of worst-case scenarios (cognitive 

process), sweaty palms (physiological process), determination to stay up late (motivation 

process), and shaking of legs and biting lips (expressive process). The aggregate of these 

components is what makes an emotion. 
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This definition is helpful in a few ways due to the cascades of implications it brings. 

First, that emotions are event-focused (Scherer, 2005); a response to something. Without 

assigning attention toward a stimulus first, emotions will not be generated. Further, by perceiving 

the stimuli and assessing it accordingly to one’s goals, the process of emotion generation is 

appraisal based and goal-driven. These implications help distinguish emotions from other 

affective factors. If emotions are an event-focused response, the evaluation towards that event in 

generating a response will take place constantly. Each iteration of this evaluation can lead to 

differing emotions, and hence emotions will tend to be short (Shuman & Scherer, 2014). Moods, 

on the other hand, lack object of focus, and hence linger longer than emotions (Gross & 

Thompson, 2007; Gross, 2010; Pekrun, 2011). Attitudes last even longer than moods, and while 

having similar components to emotions on the surface, they differ considerable when it comes to 

cognitive facets (attitudes is on beliefs vs. emotions is on real-time perception); structure of 

components (emotions have more complex structures in both affective and behavioral 

components); and behavior relation (attitudes have weaker relation to behavior; Shuman & 

Scherer, 2014). 

Other implications include the definition being compatible with the mainstream view of 

what emotions are, as definitions of emotions across different theories tend to accept emotions as 

componential episodes (Shuman & Scherer, 2014). The definition is also aligned with Pekrun’s 

CVT, and other related theoretical models, including Harley and colleague’s (2019) Integrated 

Model of Emotion Regulation in Achievement Situations (ERAS), which is derived from and 

extends both Gross’ and Pekrun’s theories. Ultimately, by utilizing a definition that is widely 

accepted and backed up by prominent theoretical frameworks, this thesis can bring work that is 

generalizable and digestible across many different viewpoints. 
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The Control-Value Theory of Achievement Emotions. CVT examines achievement 

emotions — emotions related to achievement activities or outcomes (Pekrun, 2006). Emotions 

elicited from viewing a lecture video on a laptop (i.e., activity emotion), or from viewing and 

reflecting on the final grade for a course (i.e., outcome emotions) would both be considered 

achievement emotions. These emotions are explained with two variables. The first is the level of 

control one feels, and the second is the level of value one feels toward an achievement task. For 

example, imagine a student is studying for a test. She feels that the test is incredibly important 

but also feels that she has little chance of doing well, regardless of how hard she studies (low 

control, high value). In this case, she may feel hopelessness. The level of control and value is 

determined through cognitive appraisals, and act as antecedents of emotions. CVT describes the 

elicited emotions with a three-dimensional taxonomy: valence (negative or positive—intrinsic 

feeling of bad or good), activation (deactivating or activating — also known as arousal), and 

object focus (retrospective outcome, activity, or prospective outcome). For example, emotions 

such as happiness or enjoyment during learning would have a positive valence, high activation 

(activating), and a focus on the activity at hand. In general, high control appraisals are associated 

with positive emotions, and vice versa (Pekrun, 2011). High perception of value is associated 

with more intense emotions, and vice versa. 

The differing combinations of value appraisals and control lead to different discrete 

emotions depending on the object focus: focusing on outcomes in hindsight leads to retrospective 

outcome emotions; focusing on outcomes that are yet to be leads to prospective outcome 

emotions; and focusing on the current activity leads to activity emotions. For example, a student 

might have a big presentation coming up, and feels hope as she knows she has practiced 

numerous times (positive value, medium control, prospective outcome). When the student gives 
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her presentation, perhaps she feels a little bit of enjoyment as she feels her presentation is going 

smoothly without any mistakes (positive value, high control, concurrent activity). However, 

when the student gets her grade, she realizes she’s gotten a measly D. As she is told her 

presentation was good, but her content was completely off-topic — she feels anger because she 

believes her grade was unfair based on the assignment description she read in the syllabus 

(negative value, control assigned to others, retrospective outcome). This thesis focuses on a 

range of emotions, including those with positive and negative valence and high and low 

activation levels that were elicited from an activity (i.e., concurrent activity emotions). 

Achievement emotions and learning. CVT purports that emotions influence learning 

outcomes through their impact on cognitive, motivational, and regulatory processes (Pekrun, 

2006; Pekrun & Perry, 2014). Specifically, CVT proposes that because emotion generation 

requires attention, it likely leads to activation of cognitive resources such as working memory 

resources. Certain positive emotions such as enjoyment of learning may facilitate devoting these 

cognitive resources to the achievement activity at hand. On the other hand, emotions such as 

anxiety or hopelessness will likely inhibit cognitive processes such as attention and memory 

processes from being focused on learning. Pekrun (2006) specifically points out that enjoyment 

is likely an exception to emotions helping with cognitive resource allocation rather than the 

norm; other emotions even with positive valence can take up precious cognitive resources that 

should be spent on learning. 

Further, emotions can impact learners’ interest and motivation to achieve (Pekrun, 2006; 

Pekrun & Perry, 2014). Positive activating emotions can support both intrinsic (e.g., enjoyment 

in learning and improving one’s knowledge) and extrinsic motivation (e.g., pride in getting on 

the dean’s list with a high GPA). Deactivating negative emotions can lead to the perception of 
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low-control (e.g., hopelessness) or low-value (e.g., boredom) towards achievement, hence 

leading to low motivation and interest. Deactivating positive emotions (e.g., relaxation) and 

activating negative emotions (e.g., anger) are expected to have more complex relationships with 

motivation. CVT proposes that deactivating positive emotions may cause immediate 

disengagement towards learning but may lead to long-term engagement and commitment. For 

example, relief from getting a perfect score on a mid-term may lead to a momentary drop in 

motivation to study, but the positive feeling from an excellent result can be a reinforcement 

towards continuing with the study for the final exam — this would be the opposite of getting a 

flat out F on a midterm and feeling hopelessness, which may lead to complete and utter 

disengagement from future studies. Activating negative emotions such as anxiety may lessen 

intrinsic motivation, but also have the potential to bolster extrinsic motivation of avoiding 

failure. Despite this potential, CVT would expect that on average, negative activating emotions 

should lead to loss in learning performance (Pekrun, Lichtenfeld, Marsh, Murayama, & Goetz, 

2017). 

Emotions can also impact learning strategies and information processing (Pekrun 2006; 

Pekrun & Perry, 2014). Positive emotions are expected to support top-down, relational, and 

heuristic processes, with positive activating emotions especially supporting flexible and creative 

thinking. Learners with positive emotions may employ strategies such as organization of learning 

material (e.g., mind-mapping). Negative emotions will tend to support bottom-up, item-specific, 

analytical, and rigid processes, and may ultimately lead to strategies such as rote memorization 

and simple rehearsal. Negative deactivating emotions such as boredom and anxiety may lead to 

inhibition of employing any effective learning strategies, and result in mere superficial process of 

information (e.g., just reading, not even memorizing, the words on a cue-card). 
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Finally, positive emotions (e.g., enjoyment) are thought to facilitate self-regulated 

learning, while negative emotions (e.g., anxiety) are thought to promote dependency on external 

regulation. This is explained through self-regulation strategies requiring flexible cognitive 

processes, something positive emotions can facilitate as explained above. Thus, general 

happiness from learning should lead to proactive goal setting, planning, monitoring and 

evaluation of one’s educational experience by the learners themselves. Feelings of hopelessness 

or frustration may lead one to seek out these helpful processes using external resources (e.g., a 

tutor) instead. Generally, positive activating emotions are expected to have a stronger impact on 

self-regulated learning than positive deactivating emotions. 

In sum, positive emotions, especially positive activating emotions should lead to better 

cognitive processing on an achievement activity, overall better utilization of regulation and 

learning strategies, and higher commitment and engagement towards learning, relative to 

negative emotions. As explained above, CVT accounts for the complex interplay of these 

different mechanisms and notes that positive emotions cannot guarantee positive learning results, 

nor would negative emotions absolutely spell disaster for learning. The tendencies the CVT 

predicts have been supported by empirical studies (Pekrun et al., 2017; Pekrun & Perry, 2014) 

and provide guidelines for measuring and understanding emotions in achievement scenarios. 

 CVT and studies on emotions. The CVT has been implemented in numerous studies that 

examine learning and emotions (Butz et al., 2015; Harley, Carter, et al., 2016; Harley, Poitras, et 

a., 2016; Harley, Lajoie, Tressel, & Jarrell, in press; Harley, Liu, Ahn, in press; Pekrun, Goetz, 

Daniels, Stupinsky, & Perry, 2010), including those in technology-rich environments (TREs) 

which are of particular relevance to my thesis (others have used similar terms, such as 

technology based learning environments, TBLE; or computer-based learning environments, 
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CBLE). Loderer, Pekrun, and Lester (in press) have recently conducted a systematic review and 

meta-analysis on emotions in TREs. TREs in their study included environments and features 

such as virtual simulation (e.g., Noteborn, Carbonell, Dailey-Hebert, & Gijselaers, 2012), virtual 

pedagogical agents (e.g., Liew, Tan, & Jayothisa, 2013; Johnson, Rickel, & Lester, 2000; 

Johnson & Lester, 2016), augmented reality (e.g., Wojciechowski & Cellary, 2013), and others. 

Results showed that across 149 primary studies, enjoyment was positively correlated with 

learning outcomes, with a mean correlation coefficient value of .18. This finding was backed up 

by enjoyment having a moderately strong correlation with engagement and effective strategy use 

(r̄ = 0.45 and 0.31 respectively). Anxiety was negatively correlated with learning outcomes (r̄ = -

0.14), engagement (r̄ = -0.12) and strategy use (r̄ = -0.17). As the CVT predicted, 

anger/frustration, confusion, and boredom presented more complicated relationships. Each 

reported a mean correlation value of -0.07, -0.09 and -0.08 towards outcomes respectively, but 

no significant results were found. However, it should be noted that these results are aligned with 

the CVT: although there will be cases of negative emotions having no negative impact, or even 

improving academic performance, negative emotions on average should lead to diminished 

performance. The meta-analysis concluded that promoting positive activating emotions such as 

enjoyment and reducing negative activating emotions such as anxiety should be beneficial to 

learning. However, certain negative emotions such as boredom and anger can also be beneficial, 

under the condition that they promote deeper engagement, and the emotions can be successfully 

resolved. It should be understood that scenarios where emotions such as boredom aiding learning 

should be rare (Pekrun et al., 2014), but CVT accounts for exceptions. The findings examined in 

Loderer and others’ study aligns with other studies conducted in non-technology-based 

environments, summarized in Pekrun’s (2014) paper. 
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 Call for CVT: examining emotions in multimedia learning. Despite the numerous 

studies featured in Loderer and colleagues’ (in press) meta-analysis, there are studies that have 

examined emotions and learning without a framework such as the CVT. This has led to calls for 

integrating the CVT into different fields of research, such as medical education (Artino, 

Holmboe, & Durning, 2012a, 2012b) and multimedia learning research (Stark, Malkmus, Stark, 

Brümlem, & Park, 2018; Um, Plass, Hayward, & Homer, 2012).  

The motivation for these calls is rooted in studies tending to examine learning-related 

emotions without tailored theoretical frameworks. Popular theories in education research such as 

cognitive load theory (CLT; Sweller, 1988) and cognitive theory of multimedia learning (CTML; 

Mayer, 2005), for example, lack consideration towards emotions in learning (Um et al., 2012). 

Applications of these theories tend to over-simplify emotions as contributors to extraneous load 

that ultimately hinder learning by taking up limited cognitive resources (Harp & Mayer, 1998; 

Um et al., 2012). Further, the extended version of CTML, the cognitive-affective theory of media 

learning (CATML; Moreno & Mayer, 2007), while acknowledging affective factors, does not 

formulate propositions about differentiating discrete emotions (e.g., general positive emotions vs. 

learning-related positive-activating emotions; Stark et al., 2018). The lack of differentiation has 

led to the tendency of lumping emotions into a simplified dichotomous category of positive or 

negative. For example, previous studies may group emotions such as “upset”, “hostile”, and 

“scared” into a single category of “negative affect”, when using measures such as the Positive 

and Negative Affect Schedule (PANAS-SF; Watson, Clark, and Tellegen’s, 1988). One of the 

symptoms of this limitation is varying inconsistent findings in the impact of emotions in 

learning, and the inability to explain the inconsistencies (Stark et al., 2018). This limitation was 

addressed by Pekrun (2014) where he stated that “it would be inadequate to simply equate 
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positive emotions with positive achievement effects and negative emotions with negative 

effects” (p.135). Distinguishing academic emotions from general emotions and adding additional 

layers to describe and explain emotions were part of what made the CVT the ideal lens for this 

thesis. 

 The theory of basic emotions. The theory of basic emotions (also known as discrete 

emotions theory; Ekman, 1992; Ekman & Friesen, 1978; Shuman & Scherer, 2014) takes an 

evolutionary perspective and has its roots from Darwin’s (1998) study on emotion and evolution. 

It purports that because the neurobiological faculties responsible for emotions have evolved 

adaptively, emotions are also a product of species adapting for survival (Izard, 2007). For 

example, feeling intense emotions that may encourage one to escape predators would have 

contributed to better chances of survival. In other words, maladaptive emotions, or the lack of 

emotions altogether would be detrimental to survival. 

 Because these emotions are part of evolution that has shaped Homo sapiens as a species, 

emotions are thought to be universal. Ekman (1992) has identified six such universal emotions: 

anger, fear, disgust, sadness, happiness, and surprise. These emotions can be further categorized 

into negative valence (anger, fear, disgust, sadness), positive valence (happiness), and non-

valenced (surprise). Surprise is considered to be non-valenced, or neutral, due to it being prone to 

leaning toward either direction (Harley et al., 2015). The basic emotion theory explains other 

emotions by considering them as a variation of the six basic emotions, or a mixture of the basic 

emotions (Ekman 1992). To clarify what variation refers to, it should be noted that Ekman talks 

about families (i.e., categories) of emotions, where many different forms of responses (e.g., 

facial expressions, physiological responses) can all point to a single family of discrete emotions. 

The six basic emotions each form a family. Ekman provides an example of this with anger, 



ATTENTION, EMOTION, AND LEARNING      11 

where the numerous different “angry” facial expressions share the feature of having eye brows 

being lowered and drawn together, in addition to the upper eyelids being raised and the lips 

being tightened. These shared features can take all the different “variations” of anger, and these 

variations are considered to be a member of the “anger family”. For example, the feeling of 

frustration, an emotion not directly listed by Ekman, will most likely belong to this “anger 

family”. It should be noted that the expressions that belong to the anger family do not belong to 

seemingly related families such as disgust as each family has distinct features. In other words, 

Ekman’s theory proposes that the boundaries between the discrete emotions are clear. 

 Basic emotion theory also distinguishes emotion from other types of affect. Ekman 

proposes nine characteristics that do so: 1) distinctive universal signals (e.g., facial expressions 

universally corresponding to discrete emotions); 2) presence in other primates; 3) distinctive 

physiology (e.g., specific autonomic nervous system activity for each discrete emotions); 4) 

universal antecedent events (e.g., tendencies for specific emotions to be elicited by 

corresponding stimulus); 5) coherence in response systems (e.g., emotions lead to coordinated 

responses from different processes such as expressive and autonomic processes); 6) quick onset 

(i.e., tendency for emotions to begin quickly); 7) brief duration; 8) automatic appraisal (e.g., 

cognitive processes related to emotions can be executed at a low (subconscious) level); and 

finally, 9) unbidden occurrence (i.e., people tend to feel emotions, as opposed to choosing to feel 

specific emotions). These characteristics align with the CVT, and hence is compatible with the 

definition of emotions I have chosen for this thesis. Specifically, both theories put emphasis on 

the antecedents of emotions and their impact, while also agreeing that emotions tend to occur in 

short bursts, and hence can quickly shift in quality. The high degree of compatibility between the 

theoretical frameworks I have chosen lets me use them together to explore emotions and learning 
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in my thesis. Further, the work on theory of basic emotion has led to the publication of Facial 

Action Coding System (FACS; Ekman & Friesen, 1978). Action units are muscle groups 

responsible for facial expressions, and FACS in combination with the theory of basic emotions 

have informed research on facial expression recognition for studying emotions — the method I 

use for measuring emotions in this thesis. 

Measuring Emotions: Facial Recognition 

 Harley (2016) reviews how researchers measure emotions when studying emotions in 

computer-based learning environments (CBLEs). Although self-report measures are the most 

commonly used for studying emotions, Harley further outlines four additional types of data: 

facial expressions, body posture, physiological patterns, and log-files. Methods that employ 

multiple channels are also possible. All of these approaches have pros and cons, and I have 

chosen to use facial recognition for several reasons. First, facial recognition is based on Ekman 

and Friesen’s (1978) FACS, and hence aligns well with the theoretical frameworks I have 

chosen. FACS is a system that examines the small groups of muscles that make up a facial 

expression to determine if the expression falls into one of six discrete emotion categories 

described by Ekman. Second, facial recognition has higher reliability compared to most other 

methods (Harley, 2016). Third, facial recognition can be both unobtrusive and detect emotions in 

real time as opposed to measures such as self-reports. While facial recognition traditionally 

requires expert human coders, and hence demands a large investment of resources, the 

introduction of automatic facial recognition software shows promising results, with comparable 

accuracy to human coders (Harley, 2016) and high correlations with self-reported emotions 

(Harley et al., 2015). The project this thesis is based on has used FaceReader 7, developed by 

Noldus. More information on FaceReader is described in the methods section. 



ATTENTION, EMOTION, AND LEARNING      13 

Eye-tracking and Attention 

While eye-tracking has been used to predict emotions such as curiosity and boredom 

(e.g., Jaques, Conati, Harley, & Azevedo, 2014), by providing various forms of data such as 

blinks and pupil sizes (Smilek, Carriere, & Cheyne, 2010; Wang, Chignell, & Ishizuka, 2006), 

this thesis utilizes eye-tracking to measure attention. Specifically, it measures gaze duration to 

infer attention towards a stimulus, a valid approach according to the eye-mind hypothesis (Just & 

Carpenter, 1980). Studies (e.g., Harley, Poitras, Harrell, Duffy, & Lajoie 2016; Knörzer, 

Brünken, & Park, 2016) have referred to the eye-mind hypothesis to employ methods such as 

analyzing the percentage of recorded fixation time towards the learning material, and the 

absolute number of fixations to determine the overall level of attention learners invested in 

learning. The addition of eye-tracking to measure attention helps, as it is one way of addressing 

the problem of lacking objective methods of determining whether or not there are cognitive 

activities — which are prerequisite for both learning (Alemdag & Cagiltay, 2018) and emotions 

(Shuman & Scherer, 2014) in learning situations where visuals are important. 

Related Studies 

 This study built off of prior empirical research that used automatic facial recognition 

software to examine emotions during learning or examined emotions during learning with mobile 

multimedia apps. This study is the first to use automatic facial expression software to examine 

emotions during learning with mobile apps.  

 Harley, Bouchet, Hussain, Azevedo, and Calvo’s (2015) study featured an intelligent 

hypermedia learning environment (MetaTutor) that learners used to learn about the human 

circulatory system. They evaluated the synchronous use of three data channels for measuring 

emotions: facial recognition technology, self-reports, and electrodermal activity measurements 
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through a wearable bracelet device. The study reported that while facial recognition technology 

and self-report data had a high agreement rate of 75.6%, lower levels were found between self-

report and electrodermal activity (41.3%), and facial recognition and electrodermal activity 

(60.1%). One of the conclusions this study made was that their results strengthened the validity 

of utilizing automatic facial recognition software to measure emotions during learning activities. 

One notable detail of their data analyses was that accounting for secondary co-occurring 

emotions (as opposed to focusing on one dominant emotion) was not necessary, as the vast 

majority of the time emotions were examined (80.7%), there were no signs of other dominant 

emotions for more than 3 seconds. Further, 17.93% of the time were cases when neutral was 

either the dominant or secondary dominant emotion. In other words, it would be reasonable to 

presume that learners will experience one strong emotion during learning moments. 

 Taub et al (in press) have also used MetaTutor to investigate the relationships between 

emotions from facial recognition software, cognitive and regulatory processes, and learning 

outcomes. Specifically, they recorded learner activities such as typing out notes, or the 

interaction with the pedagogical agent to assess learners’ learning strategies (taking notes and 

summarizing), judgments of learning, and feelings of knowing. In addition, they examined 

participants’ facial expression through video recordings. They then examined these factors 

alongside with learners’ proportional learning gains. The authors highlighted findings that 

surprise and feeling of knowing (metacognitive judgment) were negatively correlated and that 

frustration was positively correlated with accurate note taking (cognitive learning strategy). The 

latter result was contrary to their predictions, but they explained it by suggesting that learners 

who experienced frustration, were perhaps, better engaged and motivated to take the most 

informative and accurate notes as the frustration’s source was from not fully understanding the 
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learning material. The authors note the helpful potential of negative emotions such as anger and 

frustration should be further explored. 

Another relevant study comes from Jarrell, Harley, and Lajoie’s (2016) examination of 

achievement emotions in BioWorld — a software program to support medical diagnostic 

reasoning). Using a k-means cluster analysis, they found that 50% (13) of their learners were 

categorized as low emotion learners, while 26.9% (7) and 19.2% (5) were categorized as positive 

emotion learners and negative emotions learners, respectively. The study explained that the low 

emotions learners seemed to lack the experience of high intensity emotions, and hence expressed 

less emotions relative to other groups. Despite this, low emotion learners still reported moderate 

levels of enjoyment towards learning. Results also revealed that while participants experiencing 

positive emotion reported highest appraisals of task value and control, they had lower learning 

performance compared to learners with low emotions, and had comparable results to learners 

with negative emotional profiles. The authors explain that perhaps the experience of emotions in 

cognitive resources inhibited cognitive resourced being devoted to learning. 

Harley, Liu, Ahn…et al. (in press) used the same app used in my thesis, although we 

asked different research questions and used a different sample from an earlier study. Our results 

included learners reporting high mean values of enjoyment, and low mean values of boredom. 

Furthermore, Harley, Poitras et al. (2016) in a separate, but similar study with a different mobile 

app looked at emotions and learning outcomes in a guided history tour. They found that 46% of 

the learners reported enjoyment, and only 8% of the learners expressed a negative emotion 

towards learning with the app. An extension of this study with a new and larger sample (Harley, 

Lajoie, et al., in press) examined the effect of two different guide-facilitated historical reasoning 

protocols on emotional engagement, knowledge outcomes, and value of history learning. Results 
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indicated both protocols supported positive emotions such as enjoyment and found low mean 

levels of negative emotions. Both protocols led to high knowledge outcomes, although the 

extended prompt and feedback protocol led to better knowledge outcomes compared to the latter. 

Finally, Poitras, Harley, and Liu (2019) examined DiscoverUofU, a location-based AR mobile 

app that was used to give a historical guide of a university campus. The results indicated that 

students were able to be clustered into learners with positive and negative emotional profiles, and 

learners who experienced enjoyment in learning with the app were more successful at identifying 

distractor information during measurements of topic understanding. 

The above studies, while different, highlight common grounds that helped me formulate 

my hypotheses. Specifically, the studies show that while negative emotions may show potential 

in facilitating learning, most studies indicate that positive emotions are the most beneficial for 

supporting learning. Further, learning situations involving mobile multimedia apps for learning 

history seem to elicit enjoyment of learning from the learners in general. Finally, the studies 

make a case for facial recognition software being a valid method for measuring emotions in real 

time. 

The Current Study: Research Questions and Objectives 

 This thesis examines the types of emotions generated while participants learned about 

queer history content with a multimedia mobile app. The thesis further examined if learners with 

different dominant emotions (i.e., emotions they experienced the most) had significantly 

different levels of proportional learning gains. This thesis extends the research being carried out 

in the field of emotions in TREs. It answers the call for integrating theories that are apt at 

handling learning-related emotions and employs methodologies that have been validated as 

measures of attention (i.e., eye-tracking) and emotion (i.e., facial recognition software: 
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FaceReader 7) during a learning activity. To carry out the investigation of emotions in this study, 

I have proposed the following research questions examined over two separate analyses. 

 Analyses 1. RQ1a) How often did learners express an emotion while they read content 

directly related to the answers on the knowledge check questionnaire? b) What kinds of emotions 

did learners express when categorized by (i) discrete emotions and (ii) valence-activation 

dimensions? RQ2 Were there statistically significant group differences in proportional learning 

gains when learners were grouped by their dominant emotion (e.g., anger vs. happiness)?  

 Analyses 2. Further, these research questions were repeated for the entire learning 

sessions. To clarify, RQ1a,b and RQ2 in Analyses 1 concerned data only when the learners were 

gazing at content in the Edmonton Queer History App related to questions on the post learning 

session knowledge test. The second round of questions in Analyses 2 adjusted RQ1a) so that I 

examined learners’ emotions during the entirety of their learning session, and not just when they 

were gazing at test item-related content. The same treatment was applied to RQ2. Therefore, the 

research questions in Analyses 2 were the following: RQ1a) How often did learners express an 

emotion during the entirety of their learning session. b) What kinds of emotions did learners 

express when categorized by (i) discrete emotions and (ii) valence-activation dimensions? RQ2 

Were there statistically significant group differences in proportional learning gains when learners 

were grouped by their dominant emotion (e.g., anger vs. happiness)?   

 Hypotheses. The CVT and previous research that examined emotions with mobile apps 

or used facial recognition software to examine emotions with mobile apps played a particularly 

important role in forming hypotheses for the above research questions. Harley and colleagues 

(2015) provided evidence that neutral emotions tend to be a dominant emotion for learners when 

emotions are analyzed using automatic facial recognition software and self-report measures. 
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Jarrell et al. (2016) and others have corroborated this finding that many learners tend to express 

low levels of emotion. I have therefore hypothesized for RQ1-a (for both sets of analyses) that I 

would expect learners to express neutral facial expressions most of the time and show facial 

expressions only once in a while. 

Previous findings with the Edmonton Queer History App used in this thesis as well as 

other similarly designed apps for learning history (Harley, Liu, Ahn, et al., in press; Harley, 

Poitras, et al., 2016, Harley, Lajoie, et al., in press) indicate that high mean levels of emotions, 

such as enjoyment, and low mean levels of negative emotions, such as frustration and boredom, 

are experienced with such apps. Based on these reports, I have hypothesized that learners would 

tend to express discrete emotions of happiness (positive-activating), and tend to express little 

sadness (negative-deactivating), or anger (negative-activating) for the RQ1-b (for both sets of 

analyses). 

Lastly, the CVT literature has consistently shown that, on average, positive-activating 

emotions such as enjoyment (likely expressed as happy in terms of facial expression) will have a 

positive impact on learning outcomes (Pekrun 2014; Loderer et al., in press). Negative-

deactivating emotions such as hopelessness (likely expressed as sad in terms of facial 

expression), on the other hand, will have a negative impact on learning outcomes. While 

negative activating emotions such as anger are proposed to have more complex results, on 

average, it is reasonable to expect negative outcomes, although to a lesser extent relative to 

negative-deactivating emotions. Based on these guidelines I have hypothesized that learners with 

positive-activating dominant emotions (i.e., happy) would have higher proportional learning gain 

scores compared to learners with other emotions. I also hypothesized that learners with negative-

activating dominant emotions (i.e., anger, scared) would perform better than learners with 
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negative-deactivating dominant emotions (i.e., sad), but would perform worse than learners with 

positive-activating dominant emotions. This hypothesis was for RQ2 for both sets of analyses. 

Methods 

Participants 

 The larger study. 114 pre-service teachers (33.3% male sex; 77 Caucasian) from a large 

North American university were recruited for the project. Participants ranged in age from 18 to 

41 years old (M = 23.1 years, SD = 4.86) and from 2.00 to 4.00 (out of 4.00) in self-reported 

GPA (M = 3.11, SD = 0.39, four missing values). 14 participants were sexual orientation or 

gender-identity minority participants (one non-binary participant; 13 non-heterosexual 

participants). 

The samples were pre-service teachers taking an undergraduate education course. They 

were able to choose an experiment (out of two) to participate in or choose an alternative 

academic task if they opted out of study participation for course credits. When the participant 

chose to sign up for our study, they were given a demographics form to fill out prior to 

participating. When they completed the form and booked a timeslot for their session, they were 

assigned a participant number and assigned to one of two conditions: the experimental condition 

(learning task with the multimedia mobile app) and the control condition (gaming task). These 

conditions were further divided into two groups for counter-balancing the pre-test and post-test 

knowledge check questionnaires. In other words, each group from control and experimental 

conditions were given questions #1 to #14 on their pre-test knowledge-check questionnaire, and 

questions #14 to #28 on their post-test questionnaire; the other two groups were given #14 to #28 

on the pre-test, and #1 to #14 on the post-test instead. 
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While the experimental group were given the EQH App (described below under the 

Multimedia Mobile App section), the control group was given a game called Plants vs. Zombies 

(PvZ). PvZ was an ideal control gaming task for several reasons. First, the game features content 

that is completely irrelevant to queer history and Edmonton. Second, the game is played with 

only a mouse, providing similar methods of interaction when compared to using the EQHA. 

Third, the game is a single player game and has minimal sources of distraction (e.g., does not 

have chat functions with other players), and hence provides a similar degree of non-social 

experience as the EQH App in a laboratory setting. Finally, PvZ has a low learning curve 

compared to more complicated games and can guarantee near identical and consistent experience 

between participants by letting all the participants start from the very first level in the Adventure 

mode. 

When signing up, participants were given basic information about the study, which 

included that the study was about learning history through an app. It did not disclose any 

information on the specific content, or the specific topic of the app. Participants would therefore 

not have known the app was about the city they attend university in nor that it was about queer 

history. The consent form given just prior to beginning the experiment did mention the topic and 

the content of the app, regardless of what experiment group the participant was assigned to. The 

consent form can be viewed in appendix A. 

The current study. The current study uses 20 participants’ data collected from the larger 

study: ten participants with the highest proportional learning gains and ten participants with the 

lowest proportional learning gains. All of the participants were from the experimental group of 

the larger study. The 20 participants were 19 to 36 years old (M = 22.7, SD = 4.70), had GPAs 

between 2.70 and 3.50 (M = 3.10, SD = 0.21, one missing value, 4.00 is the highest GPA 
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obtainable). 13 of the 20 participants reported being female (sex), with one reporting to be non-

binary in terms of gender identity. The seven male participants reported congruent 

biological/natal sex and gender identities. All of the participants reported being heterosexual. 14 

of the 20 participants reported being Caucasian. 

The samples were chosen based on proportional learning gains (also referred to as 

normalized learning gains). Compared to using raw scores, proportional learning gains take both 

pre-test and post-test scores into account and hence better reflect learning (Taub, Azevedo, 

Bradbury, Millar, & Lester, 2018). Marx and Cummings (2007) outline the formulae for 

calculating proportional learning gains, where c (normalized learning gains) equals to (post% – 

pre%) ÷ (100% - pre%), if the post-test score is higher than the pre-test score. If the post-test 

score is lower than the pre-test score, c would instead be equal to (post% - pre%) ÷ pre%. 

Finally, if the post-test and the pre-test scores are the same, the normalized learning gain is 

thought to be 0, and therefore dropped from the analysis. 

Learners with a pre-test score of 9 and higher (maximum score of 14) were not eligible 

for the current analyses. If the learner scored high on the pre-test, it was assumed there was not 

much room for learning to occur. Hence, learners with a score of 60% or higher (9 out of 14 or 

higher) were thought to have scored beyond the threshold for this study, as this study was to 

focus on emotions and learning. 

Multimedia Mobile App 

The Edmonton Queer History App (EQH App) was developed by Harley, Liu, Ahn and 

colleagues (in press) using the Izi.TRAVEL content management system (CMS). Izi.TRAVEL 

allows users to create content that is suitable for exhibitions, tours, and general guides. The EQH 
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App was made through extensive interviews with local queer community members and research 

on queer history topics through media sources such as old newspapers or television recordings. 

The EQH App features eight locations the learners can go through — the user may use a 

mobile device and go to these locations physically or opt to “move through” the locations 

virtually. Each location holds significant meaning towards queer history and culture in 

Edmonton and showcases the challenges the queer community endured, and the social changes 

that occurred throughout time. Each location features a multimedia experience, where users are 

presented with elements such as a video clip, an audio clip, historical photos, collages, or 

snapshots of artifacts with text captions for explanations, accompanied by multiple paragraphs 

explaining the location and the events that happened around it. Further, the user is given a digital 

map, and is able to enter “Street View” mode (offered by Google Maps) to look at how the 

location has changed in present times. 

The app contains a tutorial video to teach users how to navigate within the app and has 

recommendations for optimal experience. The app also contains a glossary that explains 

important terms for understanding the app content. The app is accessible through any modern 

internet browser (e.g., Mozilla FireFox, Chrome, Safari) across multiple platforms (e.g., smart 

phones, laptops, etc.). The user interface (i.e., how the app looks) differs slightly across 

platforms but does not contain any significant changes, perhaps with the exception of how a user 

might hold the device, and how big the content would be when viewing. The learners in this 

study were given access to the app via Google Chrome on a desktop (left half of a 24” 1080p 

screen), and were instructed to use the mouse and keyboard to interact with the app. Figure 1 

shows a mobile version of the app, while figure 2 shows a screenshot of what the learners would 

have viewed. 
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Figure 1. A photograph showing what a user might experience when using the mobile version of 

the app and visiting the locations physically. 

 

 



ATTENTION, EMOTION, AND LEARNING      24 

Figure 2. A screenshot showing the desktop browser version of the EQH App the learners of this 

study experienced. The left side of the screen shows the EQH App, while the right side of the 

screen shows a blurred glossary containing terms relevant to the EQH App. The inclusion of the 

glossary and the method of interaction (i.e., click on it to unblur the content) was part of larger 

study’s design and is not the focus on this thesis. 

 

Measures 

 The current study focused on a subset of the data channels used in the larger study. The 

larger study included measures such as electrodermal activity and heart rate through an Empatica 

E4 bracelet, and measurement of affective components such as emotions, empathy, and hope 

through various self-report questionnaires. While interesting questions can always be posed with 

various types and forms of data, I have selectively focused my attention on a few of the data 

channels to keep the scope of this thesis coherent and answer my research questions: Emotions 

from facial recognition software and video capture of learners’ faces, attention through eye gaze 

behavior from an eye-tracker, and learnings gains from counter-balanced pre- and post-app 

interaction measures. 

 Attention. Eye gaze data were recorded through EyeLink 1000 and the accompanied 

software. Specifically, I was able to obtain a beta version of an EyeLink 1000 software directly 

from its developer, SR Research, that has screen-recording features. I was able to capture the 

computer monitor screen activity as a video that includes a blue dot indicating where the 

learner’s gaze was. Figure 3 shows a screenshot for reference. While it is possible to pre-

program EyeLink 1000 to detect gazes occurring within areas of interests (AoIs), this feature was 

not appropriate to apply to this experiment as the AoIs were not stagnant. That is, the AoIs for 
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this experiment refer to areas defined around sentences which appear on the app. The app, 

however, presents the text in a box where the text will move around as the learner scrolls 

through; this makes it difficult to determine a pre-defined coordinate of the AoIs. Instead of 

relying on software to detect gaze duration within AoIs, this task was done through systematic 

coding through human labor. Details on the exact process are described below in the Procedures 

sub-section. 

 

 

Figure 3. A screenshot of an eye-gaze captured video produced by EyeLink 1000. The blue dot 

indicates the participant’s current gaze. 
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The EyeLink 1000 was set to Desktop Remote Mode and was set to use the 25mm lens to 

record the left-eye gaze monocularly. The experimenter conducted nine-point 

calibration/validation for each participant, and further conducted a drift check/correction. When 

the experimenter noticed that the eye-tracking was not optimal after the calibration, the 

experimenter paused the experiment and re-calibrated/validated the eye-tracker. 

Emotions. Emotions were measured by referring to the output files of FaceReader 7. 

FaceReader is an automatic facial expression recognition software that uses machine learning to 

identify human expressions as discrete emotions. FaceReader 7 employs two processes for face 

classification: 1) face modeling and classification; and 2) deep face classification (Loijens, Krips, 

Grieco, van Kuilenburg, den Uyl, & Ivan, 2016). The former refers to a method based on Active 

Appearance Modeling and analyzes over 500 key points of the target face. Then, the face is fed 

into an artificial neural network that will classify the face into six basic emotions (or neutral), as 

described by Ekman (1992). Noldus reports that the artificial neural network was trained with 

over 10,000 images that were manually annotated by experts. The second method refers to a 

process where FaceReader does not conduct any face modeling, but rather directly recognizes 

expressions based on patterns from the image pixels. Noldus reports that this method can help 

analyze faces that are partly covered. The final output of a classification is the combination of 

the two methods’ results. 

Noldus reported that FaceReader 6.1 had an overall accuracy rating of 95% , with some 

expressions having higher or lower accuracy (lowest accuracy was 89.1% for angry; highest was 

98.5% for surprised; Liujens et al., 2016). They further reported that the addition of deep face 

classification in FaceReader 7 will make the accuracy even higher (Loijens et al., 2016). A study 
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by Terzis, Moridis, and Economides (2010) examined FaceReader and their own researchers’ 

agreement on categorizing emotions, and reported that disgust (70%) and anger (71%) showed 

relatively lower agreement ratings between the researchers and FaceReader, while neutral (99%) 

and happy (90%) showed the highest agreement rates. In addition, a more recent examination by 

Lewinski, den Uyl, and Butler (2014) report that FaceReader 6 had an 88% accuracy when 

identifying basic emotions based on prototypical facial expressions and was almost eligible for a 

Facial Action Coding System (FACS) certification with a score of 0.69 (0.70/1.00 needed 

minimum for FACS certification). When FaceReader 6 is compared to self-report measures, 

Harley and colleagues (2015) reported a high agreement (75.6%) between the two. It should be 

noted that this was the case when the emotions with similar valence and arousal levels (e.g., 

anger and frustration; fear and anxiety, etc.) were grouped together based on Pekrun’s work 

(2011). In summary, while FaceReader is not perfect, like any measure of emotion, it is 

competitive when compared to human coding and the continuous improvement of the software is 

promising for accurately and automatically measuring discrete emotions.  

For my thesis, each participant was calibrated through FaceReader for better accuracy. 

Specifically, another lab member trained in machine learning and FaceReader selected a section 

of the video that they subjectively perceived to be a neutral face. Then, the appropriate face 

model (i.e., Caucasian, Eastern Asian, African, South Asian, or Other) was chosen through 

subjective judgment. After the calibration, each participants' webcam videos were fed into 

FaceReader, where two types of log files were generated: the state log, and the detailed output 

log. The detailed log files have in-depth information such as arousal, accuracy, blinks, and so on, 

but I have opted to refer to the state log file, which contains timestamps of all the emotions 

detected by FaceReader. An emotion is considered to be detected when enough action units 
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(AUs – facial muscle groups that form expressions) are detected to be similarly active according 

to FaceReader’s classification of discrete emotions. In summary, while the detailed log can 

provide more granular details on whether or not minute traces of certain facial expressions were 

present, the state log file contains all the necessary information to figure out when an emotion 

was actually expressed and how long the emotion lasted. 

 Learning gains. Proportional learning gains were measured by using a pre-test and post-

test knowledge check questionnaire. All except for one question (which was a true of false 

question) were multiple choice questions with four choices. The questions were created by two 

major contributors to the development of the multimedia mobile app, specifically by the two 

members with expertise in LGBTQ+ rights and history. The internal reliability of the 28 

questions was low with a Cronbach’s Alpha score (α = 0.55), as expected when targeting many 

different topics within the app (Rowe et al., 2017). 

Due to counter-balancing, approximately half of the participants from the larger study 

were given test version “A”, while the other half were given “B”. When the participants were 

selected for this study, 12 of the participants took the version “A” of the knowledge check 

questionnaires, while the other eight participants took the version “B”. Although the questions 

between the versions differed, they were intended to target similar topics and ideas, and have 

similar difficulty levels. Papenberg’s (2018) minDiff R-package was used to run 500,000 

iterations of an algorithm designed to minimize group differences in terms of total correct 

answers per questions (question difficulty as a numerical factor), and the historical locations the 

questions targeted (question topic as a categorical factor). The package was run based on a 

previous study that used these questions (n = 57; Harley, Liu, et al., in press). In terms of 

difficulty, test version “A” expects a mean score of 80.6% with a standard deviation of 17% 
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based on scores from a previous study. Likewise, test version “B” expects a mean score of 80.7% 

with a standard deviation of 17%, indicating near identical difficulty levels of the test items. The 

algorithm also assigned a similar number of questions targeting the same location. Here are a 

couple example questions seen in the questionnaire: What were the most popular kind of events 

Womonspace held? a) Book readings; b) Political rallies; c) Dinners and dances*; d) Home 

repair lessons; Which of the below was an outcome of the Pisces Bathhouse Raids? A) Increased 

activism*; B) Even greater efforts to conceal gay establishments; C) Decreased activism; D) The 

gay community feeling less vulnerable. 

Procedures 

 Data collection. The experimental study took place in a laboratory setting, one 

participant at a time. Each participant was given a demographics form to complete prior to 

attending. Once at the experiment location, the experimenter escorted the participant into a small 

quiet room and obtained consent for the experiment. The experimenter then gave short 

instructions on how to interact properly with the measurement equipment (e.g., having proper 

posture for the eye-tracker), and briefed the learner, including whether they were interacting with 

a game or a history learning app. The participants were then given questionnaires. The control 

groups were given a game to play for 30 minutes. The experimental groups were given a short 

tutorial video on how to use the EQH App and were given as long as they needed to complete the 

virtual tour (M = 37.05 minutes, Median = 37.72 minutes, minimum = 10.9 minutes, maximum = 

55.53 minutes). Finally, learners in both conditions were given the post-interaction 

questionnaires before they were debriefed and dismissed. 

Data Analyses 
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 Data cleaning and organizing. I used three forms of data in my analyses: 1) screen 

capture videos featuring learners’ gaze; 2) FaceReader log files with facial expressions and 

timestamps; and 3) proportional learning gain scores. 

 Gaze Tracking Screen Capture Video. The screen capture videos showed where the 

learner was looking at a certain time but did not necessarily clearly show whether or not the gaze 

was within the AoIs. To be specific, the EyeLink gaze screen capture video shows a blue dot, 

indicating where the learner's gaze is on the screen. However, while it is easy to roughly identify 

where the AoI is on the screen (i.e., someone might say “the blue dot seems close enough to that 

word, so that should count as the gaze being in the AoI”), it is difficult to be consistent frame by 

frame. To address this problem, I came up with a systematic way of deciding whether or not a 

learner was looking at an AoI. First, I defined “gaze duration” as when the blue dot (indicating 

the gaze) appeared and continued to show up at least once every one whole second. In other 

words, if a gaze appeared at 00:00:01.5 (hh:mm:ss.0) and disappeared at 00:00:01.8, but 

appeared again before a whole 1-second elapsed (from 00:00:01.8, which would be 00:00:02.8), 

the gaze instance would be considered to be still active. If the gaze disappeared at 00:00:01.8, 

and appeared again after a whole second had passed (e.g., 00:00:03.8), then the time between 

00:00:01.5 and 00:00:01.8 would be considered as one gaze instance, while the timestamp 

00:00:03.8 would be a starting point for another gaze instance. 

 The minimum length between gaze instances was chosen to be one whole second due to 

the limitation of methodology, specifically regarding the alignment of the gaze data with the 

facial expression data. If I were solely interested in finding out when a facial expression 

occurred, I could simply consult the log files FaceReader outputs. However, to figure out when a 

facial expression occurred in relation to gaze behavior, I needed to do the following: 1) consult 
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the screen capture video, and figure out when a specific gaze instance occurs—I should have a 

timestamp for when a gaze instance begins, and another timestamp for when a gaze instance 

ends. 2) For each of the timestamps, the screen capture video is able to tell me the current time 

(the time of day, not the time elapsed in the video) by looking at Windows 7’s system clock on 

the bottom right corner—I can now convert the timestamps into what the time of day was (i.e., 

instead of saying a gaze instance began at 0:03:01 of the screen capture video, I can now say it 

begins at 1:40:04 PM). 3) From the new time stamps obtained, I can now figure out when a facial 

expression occurred inside the webcam video (1:40:04PM to 0:02:57 of webcam video), as the 

webcam video will also show the system time at every frame. 4) From here, I can figure out 

exactly when the facial expression occurred within the video in relation to gaze behavior by 

consulting the FaceReader state log file. 

 The limitation primarily comes from step 2 from the process described above; the 

Windows 7 system clock by default only shows hours and minutes, and with additional tweaks I 

was able to make it show seconds, but not milliseconds. Because the smallest unit of time I can 

refer to are seconds, this poses a limitation regarding how granular I could get when dealing with 

videos. The gaze instances have to be minimally one whole second apart to ensure that the video 

playback can differentiate each gaze instance by at least one second. In other words, if the 

threshold for distinguishing the gaze instances was less than one second, there is potential for the 

webcam video to unintentionally combine two or more multiple gaze instances into one. 

 The second part of coming up with a systematic way to determine AoI gazes was to add a 

grid to the gaze capture videos. Figure 4 shows a screenshot illustrating how adding grids to the 

gaze screen capture video helps with objectivity towards determining AoI gaze. The grid had 27 

row cells and 45 column cells. The AoI was predetermined by a red box – this was shown to 
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coders with a screenshot. Figure 5 is one example of this. The coder would refer to the AoI 

screen capture, then look at the current frame that showed the learner’s gaze. If the gaze was 

within the grid that covered the AoI box, it was considered to be inside the AoI. There are two 

critical details to this process: First, due to the inaccuracies of eye-tracking caused by 

uncontrollable variables (e.g., shifts of learners’ posture, learners wearing mascara and glasses, 

etc.) the coders were instructed to count the gaze as an AoI gaze even if the blue dot was one cell 

off from the AoI box (including one cell off diagonally). Second, if even a single pixel of the 

blue dot was inside the AoI box or one cell away from the AoI box, the gaze was considered to 

be an AoI gaze. This rule is helpful in making sure the verifying AoI gaze is simple and 

consistent. Otherwise, the coders would have had to determine exactly how much of the blue dot 

had to be inside the AoI to count as a gaze, which would have likely led to disagreements or 

inconsistent coding. 
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Figure 4. Screenshot that tells the coders where the AoI is. By referring to this screenshot and 

the gaze capture video with the added grids, it is possible to determine systematically whether or 

not the blue dot is inside the AoI. 
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Figure 5. Screenshot of the EyeLink gaze screen capture video with grids added on. The added 

grid can help determine whether the gaze (blue dot) is inside the AoI or not. 

 

 The gaze instance was recorded by going through the screen capture video frame by 

frame. Most of the videos were 15 frames/second, while a few had 9 frames/second. In rare 

instances, the video had some other framerate, but were adjusted to have 9 or 15 frames/second 

as long as the original frames/second was higher than 9 or 15, respectively. Viewing the videos 

frame by frame was important to make sure each gaze instance was recorded properly. Four 

research assistants were trained in this task, and they coded each learners’ videos under my direct 
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supervision. The assistants first recorded each gaze instance from the screen capture videos. 

Then, they identified what timestamp had to be identified from the FaceReader log. Finally, they 

recorded the start and end of a gaze duration on a spreadsheet. 

 By consulting the spreadsheet containing all the instances of gaze during the learning 

session, it was possible to detect when and for how long learners were paying attention to 

materials relevant to the knowledge check questionnaires. It should be noted that, due to the 

counter-balancing, not all learners viewed the same exact questions. That is, one group of 

learners would have viewed one set of questions (questions #1 to #14), and the other group 

would have viewed the remaining set (questions #15 to #28). Not all of the questions were 

analyzed, but instead the 10 questions with the worst correct-answer rates from the learners were 

chosen. For example, the question “In its early years, what was the main purpose of the first 

Pride parades?”, had the lowest correct-answer rate from the leaners, with only 34% of the 

learners answering the question correctly. Further questions were dropped if the questions 

contained more than one possible AoI that could have led to the learner answering the question 

correctly. For example, questions that had the answer choice “D) all of the above” implies that 

the learner could solve the question without investing eye-gaze towards reading material related 

to answer choices A) to C). Instead, it is reasonable to imagine that the learner could deduce the 

answer if they had eye gaze towards reading content related to just two of those choices. Due to 

the complications this brought, one group of learners (n = 8) had eight questions analyzed as 

opposed to ten. 

 FaceReader log files. After identifying each instance of gaze towards the AoI, it was 

possible to align that information with the FaceReader state log file to identify whether or not an 

emotion was expressed while learners read critical parts of the app that had answers to the 



ATTENTION, EMOTION, AND LEARNING      36 

knowledge test questionnaire. I was able to create a spreadsheet that showed the durations of 

each emotion the learners expressed, and the dominant emotion that each learner expressed. The 

emotion “surprised” was dropped from analyses due to the vast majority of cases where 

FaceReader reported “surprised” occurring when a learner was yawning, or immediately after 

yawning. Further, “neutral” was not included in the analyses as the focus of this analyses was on 

the impact of emotions. Neutral facial expressions often vastly dominated recordings of the 

learning session (Harley et al., 2015).  

 In summary, by coding and organizing the raw data I had, I was able to create a 

spreadsheet that had each learner’s data regarding: a) duration of learning; b) duration of total 

gaze durations towards AoIs; c) duration of each emotion expressed; d) duration of each emotion 

expressed while gazing at the AoIs; e) dominant emotions expressed during the learning session; 

f) dominant emotions expressed while gazing at AoIs; and g) proportional learning gains. The 

spreadsheet further contained demographic data. This data was used to conduct two phases of 

analyses: it was first used to investigate the frequency, duration and types of emotions during just 

the AoI gazes; it was then used to investigate the frequency, duration and types of emotions 

during the entire learning session. The second phase employed one-way ANOVA, Kruskal-

Wallis H test, and the Mann-Whitney U test to investigate whether learners’ dominant emotion 

profiles had an effect on learners’ knowledge outcomes. 

 Chosen statistical tests. Statistical tests were chosen and the assumptions required for 

the tests were examined, as described below. 

Dominant emotion profiles and learning outcomes. A one-way ANOVA was chosen to 

investigate whether there were group differences in proportional learning gains when learners 

were grouped by their dominant discrete emotions. The assumptions for a one-way ANOVA 



ATTENTION, EMOTION, AND LEARNING      37 

were first checked. There were no outliers in the data, as assessed by inspection of boxplots. 

Normalized learning gain score was normally distributed for anger, happy, and sad groups, as 

assessed by Shapiro-Wilk’s test (p > .05). However, the scared group did not have a normal 

distribution (p = .035). While ANOVA tends to be robust towards marginal violation of the 

normality assumptions, Hae-Young (2013) reports that a Z skewness and Z kurtosis score 

between -1.96 and 1.96 provides enough confidence for such a test when dealing with small (less 

than 50) samples. Z skewness and kurtosis are calculated by dividing the original 

skewness/kurtosis by the standard error skewness/kurtosis respectively. However, despite the re-

calculations, the Z kurtosis for the “scared” group (-2.282) was still not adequate for a one-way 

ANOVA. The Z skewness score was -0.004. Hence, a non-parametric alternative to one-way 

ANOVA, the Kruskal-Wallis H test was conducted. The Kruskal-Wallis H-test is a non-

parametric counterpart of a one-way ANOVA and is appropriate to use when dealing with data 

with an asymmetric distribution (as is the case with this study; Chan & Walmsley, 1997; Hecke, 

2012). Specifically, it does not require the assumption of normal distribution in the examined 

population (hence the sample) by using rankings. 

Difference in learning gains depending on the dominant emotion categories. Discrete 

emotions (e.g., anger) can be categorized into a valence-activation category (e.g., negative-

activating). By doing so, three categories can emerge from the data: Negative-activating (i.e., 

anger, scared); negative-deactivating (i.e., sad); and positive-activating (i.e., happy). A one-way 

ANOVA was chosen again to investigate whether there were differences in proportional learning 

gains when learners were grouped by their dominant emotions’ valence-activation category. The 

assumptions for a one-way ANOVA were first checked. There were no outliers in the data, as 

assessed by inspection of boxplots. The normalized learning gain score was normally distributed 
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for negative-deactivating and positive-activating groups, as assessed by Shapiro-Wilk’s test (p > 

.05). However, the negative-activating group did not have a normal distribution (p = .019), and 

thus Kruskal-Wallis H test was chosen again. In addition to the H test, a one-way ANOVA was 

still run; the negative-activating group’s Z skewness (-1.507) and Z kurtosis (-0.155) indicated 

an acceptable level of deviation from the normal distribution. 

Results 

 This section presents the results to answer the proposed research questions. Analysis 1 

focused on data related to AoIs, while Analysis 2 focused on data related to the entire learning 

session with the EQH App. It should be noted that I defined dominant emotion as the emotion 

that was expressed the most in terms of duration. That is, if a learner expressed sadness for 2 

seconds, happy for 5 seconds, and anger for 8 seconds, the dominant emotion for the learner 

would be anger. The smallest difference between a dominant and non-dominant emotion 

observed was from PN10’s 3.5 total seconds (0.14% duration of the entire session) of happiness 

and 1.6 total seconds (0.06% duration of the entire session) of sadness, with a difference of 1.9 

seconds. 

Analysis 1 

 Frequency, duration, and types of emotions during AoI gazes.  Learners’ overall gaze 

duration towards AoIs ranged from 51.5 seconds to 485 seconds (M = 207 seconds, SD = 92.5). 

During all of those AoI gaze durations, learners’ facial expression (emotion) duration ranged 

from 0 to 28.9 seconds (M = 2.83 seconds, SD = 6.75). In other words, learners showed facial 

expressions for 0% to 15.7% of the time when gazing at the AoIs (M = 1.49%, SD = 3.70). As 

noted by the mean values, the average learner showed little to no emotions when gazing at the 

AoIs. In fact, when counting the frequencies of the dominant emotions, 65% (13) of the learners 
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had not expressed any emotions at all during their AoI gazes, and hence had no dominant 

emotion. Anger, scared and sad were each dominant emotions for 10% (2) of the learners 

respectively, with happy being the dominant emotion for 5% (1) of the learners. When counting 

all instances of when emotion was expressed (not just the dominant emotions), there was also an 

instance of contempt that was detected by one learner, expressed for approximately 1.4 seconds. 

Overall, little emotion was detected during the AoI gazes. 

Analysis 2 

 Frequency, duration and types of emotions during the learning session. Learners’ 

learning session durations ranged from 1,069 seconds to 3,332 seconds (M = 2,198 seconds, SD 

= 609). During those learning sessions, learners’ total duration of expressing emotions ranged 

from 0 seconds to 155 seconds (M = 25.6 seconds, SD = 42.1). In other words, learners showed 

facial expressions for 0% to 11.1% of the time during gazing at the AoI (M = 1.35%, SD = 2.58). 

Similar to the first analysis, little emotion was detected during the learning session. However, in 

terms of the absolute frequency of emotions, more emotions were detected in the second analysis 

as expressions outside of the AoI gaze duration were also captured. While only 35% (7) of the 

learners had expressed any emotions during the AoI gazes in the first analysis, the second 

analysis showed that 90% (18) of the learners expressed emotions during the learning session. In 

terms of the dominant discrete emotions, anger accounted for 20% (4) of the learners, happy 

accounted for 15% (3) of the learners, sad accounted for 35% (7) of the learners, and scared 

accounted for 20% (4) of the learners. When these emotions are categorized accordingly to their 

valence and activation, 40% (8) of the learners had negative-activating dominant emotions (i.e., 

anger, scared), while 35% (7) of the learners had negative deactivating emotion (i.e., sad). 
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Finally, 15% (3) of the learners had dominant positive-activating emotion (i.e., happy). A 

summary of analysis 1 and 2 can be found in Table 1. 

 

Table 1 

Frequency of Dominant Emotion Profiles of Learners 

Discrete Emotions / Valence-

Activation Categories 

Number of Learners: During 

AoI Gazes (% of total N) 

Number of Learners: During 

Entire Session (% of total N) 

Anger 2 (10%) 4 (20%) 

Happy 1 (5%) 3 (15%) 

Sad 2 (10%) 7 (35%) 

Scared 2 (10%) 4 (20%) 

Total Non-Neutral Emotions 7 (35%) 18 (90%) 

Negative-Activating 4 (20%) 8 (40%) 

Negative-Deactivating 2 (10%) 7 (35%) 

Positive-Activating 1 (5%) 3 (15%) 

Total Non-Neutral Category 7 (35%) 18 (90%) 

 

 Proportional learning gain scores and emotions. 

Differences in learning gains depending on the dominant discrete emotions. I 

investigated whether or not there were statistically significant differences in learning gains 

depending on the expressed dominant emotions. Figure 6 shows a histogram of normalized 

learning gains, split by the dominant emotions expressed. 
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Figure 6. Histogram of normalized learning gains split by the dominant emotions expressed 

during the learning session. 

 

The Kruskal-Wallis H test was conducted to determine if there were statistically 

significant differences between the “anger” (n = 4), “happy” (n = 3), “sad” (n = 7), and “scared” 

(n = 4) groups. The test did not allow inferences about differences in medians between the 

groups, due to the unsimilar shapes of the four groups’ distributions (inspected by boxplot 

displayed in Appendix B). Rather, the test allowed inferences about differences in distributions, 

lower/higher scores and/or mean ranks. The distributions of normalized learning gain scores 

were statistically different between groups, χ2(3) = 8.33, p = .04. Pairwise comparisons were 

performed using Dunn’s (1964) procedure with a Bonferroni correction for multiple 

comparisons. Statistical significance was accepted at the p < .0083 level for the post hoc 

analysis, and it revealed statistically significant differences in normalized learning scores 

between the sad group (mean rank = 6.43) and anger group (mean rank = 15.75, p = .029 
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[adjusted significance; see Table 3]). Table 2, 3 and figure 7 contains summarized results of the 

test. 

 

Table 2 

Summary of Kruskal-Wallis H Test for Proportional Learning Gains Split by Emotions 

Discrete Emotions Median Proportional Learning Gains 

(%) 

N Mean Rank 

Anger 89.445 4 15.75 

Happy 83.330 3 10.17 

Sad 50.000 7 6.43 

Scared 63.885 4 8.12 

Total 81.665 18  

 

 

Figure 7. Graph of the pairwise comparisons. The yellow line indicates a significant difference 

while the black line shows non-significant differences. 

 

Table 3 

Scared
8.12

Happy
10.17

Anger
15.75

Sad
6.43
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Summary of Pairwise Comparisons of the Emotion Groups 

Sample Pairs Test Statistics Std. Error Std. Test Statistic Sig. Adj. 

Sig. 

Sad-Scared -1.696 3.303 -.514 .607 1.000 

Sad-Happy 3.738 3.636 1.028 .304 1.000 

Sad-Anger 9.321 3.303 2.822 .005 .029 

Scared-Happy 2.042 4.024 .507 .612 1.000 

Scared-Anger 7.625 3.726 2.046 .041 .244 

Happy-Anger 5.583 4.024 1.387 .165 .992 

 

Difference in learning gains depending on the dominant emotion categories. I further 

investigated whether or not there were statistically significant differences in learning gains 

depending on the valence-activation category of expressed dominant emotions. Figure 8 shows a 

histogram of normalized learning gains, split by the dominant emotion categories. 
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Figure 8. Histogram of normalized learning gains, split by the valence-arousal category of 

dominant emotions expressed during the learning session. 

 

The Kruskal-Wallis H test was run to test for statistically significant differences in 

proportional learning gain scores between the “negative-activating” (n = 8), “negative-

deactivating” (n = 7), and “positive-activating” (n = 3) groups. The test did not allow inferences 

about differences in medians between the groups, due to the unsimilar shapes of the three 

groups’ distributions (refer to boxplot from Appendix C). Rather, the test allowed inferences 

about differences in distributions, lower/higher scores and/or mean ranks. However, the 

distributions of normalized learning gain scores were not statistically different between groups, 

χ2(2) = 4.138, p = .126. 

Difference between negative-activating and negative-deactivating groups. The positive-

activating group (i.e., learners with happy as their dominant emotion) had a very low sample 

size. Further analyses were therefore done to compare the normalized learning gain scores of just 

the negative-activating and negative-deactivating groups. A Mann-Whitney U test was run, as 

the negative activating-activating group’s proportional learning gain score did not have a normal 

distribution as assessed by Shapiro-Wilk’s test (p = 0.019). The median proportional learning 

gain score was not statistically significantly different between the two categories of negative 

emotions, U = 11.500, z = -1.934, p = .053.  

Discussion 

 This thesis set out to examine what types of emotions were generated while learners 

engaged in learning queer history through a multimedia app, and whether learners’ dominant 

emotions had a relationship with learning outcomes. The research questions were: RQ1a) How 
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often did learners express an emotion while they read content directly related to the answers on 

the knowledge check questionnaire? b) What kinds of emotions did learners express when 

categorized by (i) discrete emotions and (ii) valence-activation dimensions? RQ2 Were there 

statistically significant group differences in proportional learning gains when learners were 

grouped by their dominant emotion (e.g., anger vs. happiness)?  Further, these research questions 

were repeated for the entire learning sessions. I aimed to answer these questions by employing 

measurements backed by appropriate theoretical frameworks: eye-tracking to measure attention, 

automatic facial expression analysis to measure emotions, and a set of pre- and post-test 

questionnaire to measure proportional learning gains. The following sections will examine each 

of these research questions and discuss the results obtained in relation to the theories I have 

covered. I will then discuss the limitations of the current study. Finally, I will note the 

contributions this study makes and potential future directions to extends this program of 

research. 

 Research Question 1a: Analyses 1 and 2 

 My hypothesis that learners would have neutral expressions most of the time during 

learning was supported by the results. The lack of emotional facial expressions was especially 

the case with learners’ frequencies of emotions during AoI gazes, where the majority of learners 

did not have a dominant emotion profile. Findings show that learners expressed emotions for 

roughly 1.5% of the time when reading important text content (AoIs) from the EQH App. 

Overall, the finding that neutral expressions were the most common while learning aligns with 

previous studies (Harley et al., 2015; Jarrell et al., 2016). 

While little emotion was detected during AoIs, the vast majority of learners could be 

classified as having a dominant emotional profile over the course of the entire learning session.  
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This suggests that more emotionally-salient moments tended to be experienced outside of 

reading sentences directly related to the answers of the knowledge test. Overall, these descriptive 

findings reveal that the experience of learning queer history with the EQH App may have 

facilitated generally low-intensity emotions that did not necessarily lead to behavioral 

manifestations of emotion (i.e., through facial expressions). Indeed, while other studies have 

included manipulations to ensure specific emotions are elicited from learners, the AoIs in this 

study were not chosen to elicit a specific response from the learners, but instead to associate 

emotions with learning. That said, efforts were made to make the app emotionally engaging by, 

for example, providing rich historical contextualization from communication of a social frame of 

reference (Harley, Liu, et al., in press; van Drie & van Boxtel, 2008). Hence, while the contents 

within the AoIs did not necessarily trigger emotional responses, the overall content and the 

learning experience of EQH App fostered emotions from most learners over the course of their 

interaction with the app. 

Theories and research can further explain the lack of emotions expressed in this study, or 

what would have perhaps led to more expressions. Previous work on the EQH App (Harley, Liu, 

et al., in press) revealed a high score of usability for the app — indicating that the learners had 

very little difficulty using it (e.g., ease of understanding of how to use the digital map, easily 

knowing what button clicks will lead to what). The CVT would posit that having little control 

over learning due to poor usability would have led to more frequent expression of emotions, 

most likely frustration or anger. The CVT would also posit that if the course credit awarded to 

study participations depended on the post-test score, learners may also have been more likely to 

express emotions on account of potentially different appraisals of task value.  
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Different types of achievement emotions may further explain my results. Pekrun and 

Stephens (2012) explained that achievement emotions include many different types of emotions, 

such as epistemic and social emotions. Research has explored such emotions including Muis and 

colleagues (2015) who looked at how potentially controversial information regarding climate 

change may impact learners’ epistemic emotions. The EQH App presents LBGTQ+ related 

topics which may also be a sensitive or controversial topic to some. However, the multimedia 

app did not seem to elicit a great amount of behavioral expressions of emotions from participants 

— perhaps indicating that few learners found the topics controversial, or that the EQH App 

presented the material in a way that was not too provoking. The latter was an explicit design 

objective in the creation of the app. Further, Pekrun and Stephens’ (2012) explanation of social 

emotions tending to be elicited in social situations may also contribute to explaining why 

learners had mostly neutral expressions: they were in an isolated environment with no social 

cues, and hence had no need to express emotions to other learners or instructors. 

Lastly, it should be noted that unlike other studies that have utilized self-report measures, 

this study relied on measuring facial expressions to infer emotions. Automatic facial expression 

analysis programs, while having the advantage of being able to measure emotions in real-time, 

are less likely to capture subtle emotions compared to self-reports. This also implies that using 

repeated, concurrent self-report measures over the course of learners’ session (Harley et al., 

2015) with the EQH App may have revealed more emotions, as a previous study (Harley et al., in 

press) and preliminary analyses of retrospective self-report data from the current study (Harley, 

Ahn, & Liu, under review) suggests may exist. 

Research Question 1b: Analyses 1 and 2 
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 My hypothesis that learners would express more discrete emotions of happiness 

(positive-activating) than other emotions such as sadness (negative-deactivating) or anger 

(negative-activating) was not supported. Previous findings with the EQH App (Harley, Liu., in 

press; Harley, Poitras, et al., 2016), and similar apps for learning history in a Canadian city 

(Harley, Lajoie, et al., in press) have reported that learners were generally happy and enjoyed 

their learning experience with the apps. My results, however, show that based on the emotions 

observed over the course of the entire learning session, a sad dominant emotion profile was the 

most common (35%). When looking at valence-activation groups, leaners with negative-

activating emotions (i.e., anger and scared) accounted for 40% of the learners. Positive emotions 

only accounted for 15% of the learners. It should be noted, however, that the incidence of 

emotions from facial expressions that informed dominant emotional profiles was low. 

I believe that the negative emotions observed are due to the nature of the historical content the 

app provided, and learners empathy and emotional capacity to appreciate the historical contexts. 

The narrative formed through news clips, interviews and pictures may have elicited anger in the 

learner as some form of outrage toward the mistreatment of queer people. Learners may have 

further expressed anxiety (scared) and sadness as they observed and imagined the violation of 

human rights queer people experienced; the perspective taking of the challenges the queer 

community faced and continue to face to this day may have been more emotionally impactful 

than the enjoyment of learning experienced in other studies. In sum, the participants may have 

felt such emotions on account of being emotionally invested and engaged with the content. If 

they did not care for social justice in their city, the progression of societal values in Canada, or 

learning with the EQH App, they may not have felt emotions such as anger. High appraisals of 
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task value in a previous study and the current one with the EQH App support this interpretation 

(Harley, Liu, et al., in press; Harley et al., under review).  

Research Question 2: Analyses 1 and 2 

My hypothesis that learning performance would differ based on dominant emotion 

profiles was only partially supported. There were no statistically significant differences observed 

between learners with different dominant emotions, except for learners who expressed anger and 

sadness: learners with an angry dominant emotion profile had higher proportional learning gains 

compared to those with a sad dominant emotion profile. Further, when the learning gains were 

split by dominant emotion valence-activation categories, no statistically significant differences 

between the groups were found. When comparing just the negative-activating (i.e., anger, scared) 

and negative-deactivating (i.e., sad) groups, the result approached significance (p = .05), and had 

a large effect size (ηp
2 = .26). Key points from these findings are that not all negative emotions 

have the same association with learning; anger and sadness both have negative valences but led 

to opposite results. Relatedly, even emotions in the same valence-activation category (anger and 

scared) may differ in their association with learning: scared (anxiety) seemed to be more related 

with lower learning performance, while anger seemed to be more related to higher learning 

performance. 

 The CVT literature (Pekrun 2014), along with Loderer and colleagues’ meta-analyses (in 

press) has shown that emotions such as anger have, on average, led to worse academic 

performance. My results contradicted this finding: participants who expressed anger as their 

dominant emotion statistically outperformed those who expressed sad and also outperformed 

participants with anxious and happy dominant emotions based on descriptive statistics). As 

explained previously, the nature of the content may have elicited anger from certain participants, 
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due to the immersive nature of the EQH app leading to emotional investment. This emotional 

engagement may have led to cognitive resources being devoted to processing information about 

the events and locations featured in the app. The CVT does account for relatively less common 

scenarios such as this and provides some support for my interpretation by stating that emotions 

such as anger can be beneficial to learning, provided that this emotion is resolved, and promotes 

engagement. I believe that the EQH App’s illustration of how the queer community held its 

ground and greatly improved social justice in Edmonton may have appeased learners’ anger and 

fostered cognitive processes instead of supporting task irrelevant thinking, which anger tends to. 

 In the same line of thinking, while sharing the same valence with anger, sadness may 

have lacked the intensity that led to motivational engagement. Participants with negative-

deactivating emotions may have been immersed but thought that social justice was not achieved 

in the end (lack of appeasement) and may ultimately have lacked the motivation to learn as much 

as participants who felt anger. Learners with positive-activation emotions (happy) showed high 

learning performance, as expected by CVT. 

 The emotion “scared” (anxiety) is also negative and activating, and hence should have 

aided learning just like anger did, based on my arguments, so far. Pekrun (2014) specifically 

addresses the potential for this finding, as he stated another dimension may be present to 

distinguish the two emotions and their functions. Specifically, anger is said to be approach-

related, while anxiety is related to avoidance (Carver & Harmon-Jones, 2009). Anger is an 

emotion associated with one exerting themselves towards a situation. If a progress towards a goal 

is violated by something or someone, anger may be elicited and fuel motivation to directly 

intervene. Anxiety, however, is different in that it is an emotion that would promote avoidance 

away from a situation instead. A person who is angry about mistreatment would want to fight it; 
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a person anxious and scared towards mistreatment would want to flee from it. This difference 

may lead to the observed difference of the roles these two emotions played in learning. Learners 

who were angry may be more motivated to find out more and learn about the mistreatments and 

how the events in the EQH App unfolded. Learners who were anxious may be more motivated to 

skim and not overly invest themselves in finding out what happened exactly. 

Limitations 

No measurement is perfect, and the imperfect nature of the sophisticated tools I utilized 

in this study bring several limitations that should be acknowledged. This section also explains 

other limitations that are unrelated to the characteristics of the instruments that I used. 

Eye-tracking. An eye-tracker was used to identify moments of relevance for further 

analyses with facial expression recognition software, while relying on the eye-mind hypothesis 

(Just & Carpenter, 1980). There are two limitations to this approach: first, the use of the eye-

tracker itself is subject to error and noise. For example, the EyeLink 1000 came with the desktop 

mount (as opposed to other types of mounts that are compatible), which the manual states the 

optimal camera-eye distance is fixed at about 38cm. Due to this, the ideal eye-tracking scenario 

would be the participant placing their face in a plastic mount that would keep the distance and 

overall posture that is ideal for an eye-tracking session. This was not possible due to the 

equipment being uncomfortable to use for anything more than a short session (about 15 minutes). 

That is, participants’ posture (despite reminders every now and then to sit up straight) shifted 

considerably during the experiment in some cases, introducing inaccuracies in the eye-gaze data 

that were captured. For example, the blue dot indicating gaze may have had less gaps between 

video frames if the data was closer to perfect.  
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Another example of noise in EyeLink data has to do with participants wearing glasses 

and makeup. Glasses can negatively impact the accuracy of eye-tracking, while makeup, 

especially mascara, has tended to make tracking much more difficult, even after successful 

calibration. Calibration and validation are still possible, but while a participant without glasses 

and makeup can afford to move around a little bit more, I found that the eye-tracker was 

especially unforgiving towards suboptimal eye-to-camera distance and angles when dealing with 

participants with glasses and eye makeup.  

The second limitation to using eye-trackers was the limitations of the eye-mind 

hypothesis. For example, Anderson, Bothell, and Douglass (2004) reported evidence that gaze 

behavior did not reliably indicate retrieval processes, while Fox, Merwin, Marsh, McConkie and 

Kramer (1996) reported that pilot trainees in flight simulations suffered performance more when 

the peripheral vision was compromised as opposed to the actual focused gaze. While these 

studies do not invalidate the way I applied the eye-mind hypothesis, it does raise the question of 

whether gaze toward a learning material guarantees cognitive processes. Most who have 

experience in teaching students will likely agree that gaze alone is insufficient to guarantee 

learning-related cognitive processes; an observation that highlights the limitations of eye-

tracking in this and other studies. 

Facial expression recognition. Facial expression software was used to infer the 

participants’ emotions. The expressions were captured through a webcam, and the interpretation 

of what facial expression meant in terms of emotions was done through FaceReader 7—a 

software that employs an artificial neural network to categorize facial expressions into emotions. 

FaceReader 7 was more tolerant towards participants’ posture when analyzing the videos of their 

faces compared the EyeLink 1000. The main limitation regarding FaceReader 7 lies in the 
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limitations of the theory of basic emotion (Ekman, 1992) used to classify emotions. Barrett 

(2017) explained that research on basic emotions used trained actors to demonstrate what the six 

prototypical facial expressions should look like based on Darwin’s work. In other words, the six 

facial expressions that represent basic emotions were not created from real-world observation. 

This limitation is handed down to measuring emotions in this study as FaceReader’s 

artificial neural network is based on human coding of facial expressions. That is, the neural 

network attempts to perform as well as what the theory and methodology allows—if basic 

emotion theory designates a certain set of AU activations to be regarded as “happy”, FaceReader 

can only work within that constraint and will not consider any other sets of AU activity to mean 

happy, or will always interpret that set of AU activation to be happy regardless of how the 

participant is actually feeling. In other words, FaceReader recognizing a facial expression to be 

categorized as happy, does not guarantee that person was indeed feeling happiness. For example, 

a person may smile which may indicate happiness when the person really feels anxious. Another 

good example of this limitation can be seen in this study where the vast majority of facial 

expressions labeled as “surprised” were in fact participants yawning. FaceReader’s neural 

network identified a set of AU activation that matched what the basic theory of emotion would 

consider to be “surprised”. In reality, the actual emotion was probably something far from 

surprise (e.g., bored) as the AU activity was from a yawn, as opposed to a genuine surprised 

expression. 

Knowledge test questionnaires. The knowledge test questionnaires could be improved 

for future studies. Specifically, the list of questions used for the knowledge pre and post-tests 

contained six questions that had the answer choice of “All of the above” as the last choice; the 

correct answer for all of these six questions were “D) All of the above”. Question design such as 
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this may have led participants to guess quite well what the correct answers were. This may even 

explain the relatively high average pre-test scores (55%) of participants, with 37% (21) of them 

scoring higher than 60% on the pre-test. Further, the “all of the above” questions posed a 

significant challenge for defining AoIs. This is because solving these types of questions can be 

possible by reading multiple sections of the app and is even possible when not having read large 

chunks of the text. This is the opposite of many other questions in the questionnaire, where 

defining AoIs was relatively simple as they would belong to a specific section of a paragraph. 

 Other limitations. The generalizability of this study is limited by the size and nature of 

the sample. My descriptive and inferential analyses examined a subsample of a study with a 

small-to-medium sample size. Moreover, inferential analyses were conducted on even smaller 

samples based on FaceReader’s classification of participants’ emotions and my approach to 

creating and analyzing dominant emotions as a multi-level independent variable. Inferential 

analyses and associated results should therefore be treated as preliminary and exploratory in 

nature.  

 It should also be noted that the small sample used in this thesis came from a non-random 

down-sampling procedure which is a limitation. Down-sampling was performed because of the 

labor-intensive nature of the AoI coding and an objective to examine differences in the emotions 

learners with high versus low proportional learning gains expressed. This line of analyses was 

abandoned, however, due to the low incidence of emotions overall, particularly for AoI gazes. 

Therefore, I merged the two groups of learners for the present analyses. Adding additional 

participants from the larger study, as described in the future directions, will help address these 

shortcomings. 
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 This study has further limitations regarding ecological validity and external 

generalizability due to the samples and the laboratory-based learning scenario. The sample 

consisted of pre-service teachers who were taking a second-year university course. The primary 

motivation for participating in the study was likely for course credit. These characteristics call 

for consideration when considering the transferability of the findings to a different population of 

students or non-university population as well as to a differently incentivized or a non-

incentivized sample. Even within the university population, the relatively short, non-social, low-

stake nature of this multimedia learning task may make it so that the results differ in other 

learning scenarios.  

 Another limitation is the lack of incorporating more than one data channel for examining 

emotions. Specifically, measuring achievement emotions and emotions directed toward different 

object foci can further illuminate results. Instruments such as self-reports and interviews may be 

one way of obtaining such data (Harley, Liu, et al., in press).  

Contributions and Future Directions 

 This study highlighted the incidence of emotions expressed from facial behaviors and the 

association of such emotions with learning about queer history through a multimedia mobile app. 

There is value in examining an app that provides queer history learning opportunities, as there is 

a lack of attention toward this subject domain. For example, Alemdag and Cagiltay (2018) in 

their review of eye-tracking studies in multimedia learning research, reported that out of 58 

studies, there were 46 studies related to hard-sciences (e.g., physics) or mathematics (e.g., 

geometry). There was only one study on history, which examined African history. Meanwhile, 

Queer history topics remain scarce in Canada, despite problems related to homophobia and 

transphobia persisting (StatsCanada, 2019). Queer history education can contribute to preventing 
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homophobia and transphobia by introducing perspective taking necessary to dispel ignorance 

(Harley, Liu, et al., 2019). Research and learning materials related to queer history education is 

precious but scarce, and this study adds to that pool of resources. 

 Second, preliminary findings from this study suggest that typically undesirable emotions 

should not be blindly dismissed from instructional design, but rather more closely examined. 

Subject domains and varying learning scenarios can have different relationships with emotions. 

The CVT offers helpful guidelines for predicting achievement-related outcomes, but insufficient 

detail to account for all learning scenarios. This study has provided preliminary evidence that 

perhaps negative-activating emotions such as anger can be beneficial for learning, provided that 

it promotes motivation and is appeased during the learning process. Feeling anger from historical 

events may be an indicator for emotional engagement, successful perspective taking, and a deep 

sense of immersion toward the learning experience—something that may apply very differently 

in a subject domain such as mathematics. 

 Immediate future directions inspired by the limitation section include examining 

additional participants from the larger study to increase the sample size, eliminate potential 

influences from the non-random down-sampling, enhance generalizability, and potentially 

identify stronger and additional statistical relationships. Incorporating other data channels such 

as self-report measures represents another direction. Adding AoIs that contain elements designed 

to elicit strong emotional responses such as anger would extend this line of research as well by 

helping me further evaluate the explanations I advanced regarding the potential role of anger in 

social justice history education 

 Finally, another prominent future direction is the investigation of emotion regulation. 

Harley and colleague’s (2019) Integrated Model of Emotion Regulation in Achievement 
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Situations (ERAS) incorporated and extended Gross’ (2015) process model of emotion 

regulation and Pekrun’s (2006) CVT. By doing so, it can not only help explain why learning-

related emotions may have been expressed, but also how these expressions were impacted by 

various regulatory processes. In other words, while emotions may be elicited, how much, and in 

what form they are expressed depends on emotion regulation processes. Exploring how learners 

employ different emotion regulation strategies (if they do at all) may help draw a clearer picture 

of what occurs in a learning scenario with the EQH App and similar apps. In other words, are 

university education students good at emotion regulation and hence show little emotion that is 

undesirable in learning from facial expressions? Do these students get better at emotion 

regulation as they go through their university career? At what point do these emotion regulation 

processes fail? If they had to study a subject matter they are disinterested in for a whole school 

year? If they were overwhelmed with other academic tasks, how would things change? 

Conclusion 

 In this thesis, I investigated emotions expressed by learners using automatic facial 

recognition software from recordings of learners’ sessions with a multimedia mobile queer 

history app. I also examined whether different dominant emotional profiles were associated with 

different learning outcomes. Preliminary results from this thesis indicated that learners tended to 

show little emotion, facially. An investigation of dominant emotion profiles revealed that 

learners expressed more negative-activating emotions (anger, anxiety), and negative-deactivating 

emotions (sadness) than positive-activating emotions (happiness). Learners whom expressed 

anger as their dominant emotion, had the highest learning performance; one that was statistically 

significantly different from learners with a sad dominant emotion profile. Findings also indicated 

that negative-activating emotions may impact performance differently based on the specific 
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dominant emotion expressed: Learners who dominantly expressed anger had statistically 

significantly higher proportional learning gains than those who dominantly expressed anxiety. 

Preliminary findings also suggested that traditionally undesirable emotions in learning, such as 

anger, may aid learning, under the condition that these emotions are appeased and promote 

engagement towards learning. The study highlights the importance of investigating under-

evaluated subject domains such as queer history and exploring whether anger may indicate 

higher levels of cognitive engagement and emotional investment in the learning activity, 

resulting in higher learning gains. 
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Appendices 

Appendix A 

Consent Form Used for the Study. 

 

.  
Jason M. Harley, Ph. D. 

Assistant Professor, Department of Educational Psychology 

5-139 Education North 

University of Alberta 

Edmonton, AB T6G 2G5 

Tel: (780) 492–9170 E-mail: jharley1@ualberta.ca 

 

 

 

 

 

 

 

 

 

 

 

 

Fostering Historical Reasoning, Hope, Empathy, Emotional Engagement and Queer History 
Awareness with a Mobile App 

 
Attention:  ____________________________________________________________ 

[Research Participant’s Name] 

 
 

You are invited to participate in this study for which support has been obtained through a Social 

Sciences & Humanities Research Council of Canada Insight Development Grant. The objective 

of this research is to evaluate a new app that was developed in the first phase of this research 

grant. Participants in this study are assigned to one of two conditions which determines whether 

you will interact with the Edmonton Queer History App during your time in the lab or whether 

information about how to download and use it for free, at your convenience, will be shared with 

you before you leave the lab. Participants who do not interact with the app during the lab-based 

session will play a game, instead. 

    

The Edmonton Queer History App is designed to teach LGBTQ+ and non-LGBTQ+ users about 

locations in the city of Edmonton that represent important historical locations for queer history, 

including the development of LGBTQ+ rights and freedoms. Our evaluation of the app includes 

collecting data related to your knowledge of queer history, your emotional engagement with the 

app, and empathy toward LGBTQ+ individuals.  

 

Your participation involves either the use of the EQH app on a desktop computer in order to 

learn about Queer history locations in Edmonton or playing a game. We will gather information 

pertaining to what you know, and are thinking and feeling through the use of surveys 

administered before and after the session. You will interact with the experimenter who will help 

you to navigate the app/game and answer procedural questions. These interactions will be 

recorded. Specifically, we will capture how you interact with the app/game by using screen-

recording software to record your interactions with the app/game. We will also use a video 

camera to record a video of your face to analyse your facial expressions to better understand your 

emotional responses to the app/game. An electrodermal activation device (bracelet) will be used 

measure your emotional arousal. An eyetracker will be used to capture your gaze behavior. After 

you have completed the study you will have a more complete explanation of the methods and 

purpose during the debriefing session. 

 

Information (i.e., data) gathered from this study will be used to help validate and revise, if 

necessary, the app. It is anticipated that your participation in this study will take up to two hours. 
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.  
Jason M. Harley, Ph. D. 

Assistant Professor, Department of Educational Psychology 

5-139 Education North 

University of Alberta 

Edmonton, AB T6G 2G5 

Tel: (780) 492–9170 E-mail: jharley1@ualberta.ca 

 

 

 

 

 

 

 

 

 

 

 

 

As a research study participating in the Department of Educational Psychology’s Participant 

Subject Pool, you will be compensated for your participation in this two-hour research study 

with 5% course credit toward the final grade of the associated course.  

 

You are invited to sign this consent letter in the space provided below once you read the 

following guidelines for participation: 
 

• As a research participant, you are asked to provide signed informed consent in order to 

take part in this research. 

• You have the right to refrain from answering any particular questions that make you 

uncomfortable. 

• Your participation in this study is voluntary. You will have the right to opt out of the 
research at any time without penalty, and data can be withdrawn from the study upon your 

request at any time during your participation in the study and/or up to one week following 

your participation in the study. 

• Processes to provide accuracy of data, security, confidentiality, and anonymity are 

implemented in the design of the study. Security and confidentiality measures will be 
implemented, including the back up of data, secure storage of tapes, and a plan for 

deleting electronic and taped data.  

• Only Dr. Harley as the principal investigator (University of Alberta) and his collaborators, 

Dr. Andre Grace (University of Alberta), Dr. Kyle Mathewson (University of Alberta), 
Dr. Susanne Lajoie (McGill University), Dr. François Bouchet (Sorbonne Université, 

Laboratoire d'Informatique de Paris 6) and Dr. Eric Poitras (University of Utah), and their 

postdoctoral fellows, research assistants, and transcribers, all of whom are required to sign 
confidentiality agreements, will have access to data and information.  

• You agree that my team and I can use information in secondary writing beyond the 

research report, which includes such writing as conference papers, book chapters, or 

journal articles. The same ethical considerations and safeguards will apply to secondary 

uses of data. 

• Upon your request, you will be provided with a copy of the research report culminating 
from this study. 

• We may use the data we get from this study in future research, but if we do this it will 

have to be approved by a Research Ethics Board. 

 

If you have questions, please email Dr. Yang Liu at chitealab@ualberta.ca (supervised by Dr. 

Jason M. Harley). 
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.  
Jason M. Harley, Ph. D. 

Assistant Professor, Department of Educational Psychology 

5-139 Education North 

University of Alberta 

Edmonton, AB T6G 2G5 

Tel: (780) 492–9170 E-mail: jharley1@ualberta.ca 

 

 

 

 

 

 

 

 

 

 

 

 

The plan for this study has been reviewed for its adherence to ethical guidelines and approved by 

Research Ethics Board 1 at the University of Alberta (Pro00084257). For questions regarding 

participant rights and ethical conduct of research, contact the Research Ethics Office at (780) 

492-2615. 

 

I have read this form and the research study has been explained to me. I have been given the 

opportunity to ask questions and my questions have been answered.  If I have additional 

questions, I have been told whom to contact. I agree to participate in the research study described 

above and I will receive a copy of this consent form after I sign it. I provide my own independent 

consent to participate in this research: 

 

Participant’s Name (Print):___________________________________     

Date:                                   ___________________________________    

 

Signature:                           ___________________________________ 

 

Additional (optional) consent. Please read the agreements below and circle “Yes” or “No” to 

indicate acceptance or not, to each of these items: 

 
Yes/No I consent to have my audio-records that will be gathered during this study used (e.g., played) 

during dissemination of the results of this study at conferences and other venues (e.g., 

educational and training sessions) 

Yes/No I consent to have my video-records (face video and screen recording) that will be gathered 
during this study used (e.g., played or shown) during dissemination of the results of this 

study at conferences & other venues (e.g., academic journals, educational & training 

sessions) 
Yes/No I consent to have my electrodermal activation-records of my emotional arousal that will be 

gathered during this study used (e.g., played or shown) during dissemination of the results of 

this study at conferences & other venues (academic journals, educational & training sessions) 

Yes/No I consent to have my eye-tracking records (gaze behavior) that will be gathered during this 
study used (e.g., played or shown) during dissemination of the results of this study at 

conferences and other venues (academic journals, educational and training sessions) 

 
Participant’s Name (Print): 

 

Date:                                       
 

Signature:                            

Researcher’s Name (Print):  

    

Date:                                       
 

Signature:                            
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Appendix B 

Boxplot of normalized learning gains, split by the dominant emotions expressed during the 

learning session. 
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Appendix C 

Histogram of normalized learning gains, split by the valence-arousal category of dominant 

emotions expressed during the learning session. 

 


