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ABSTRACT

In-vivo magnetic resonance spectroscopy (MRS) enables the non-invasive 

extraction of biochemical information from human brain. Although MRS of the proton is 

the choice of nucleus to mitigate the inherent problems of low NMR sensitivity and low 

brain metabolite concentration, the proton resonances from many cerebral metabolites 

present as overlapping multiplets. The overlapping multiplets are due first to the limited 

range of proton chemical shifts at the field strengths available with whole body magnets, 

and second to the scalar-coupling interaction between the proton spins in individual 

metabolite molecules. The NMR pulse sequences used for biochemical analysis therefore 

need optimization to ensure that the target metabolite signals are maximally separated 

from a very cluttered background. The purpose of this Ph. D. research program was to 

explore and develop such optimization procedures for the brain metabolite, myo-inositol.

Myo-inositol, like other key brain metabolites such as glutamate, the aspartate 

group of N-acetylaspartate, taurine and glucose, contains strongly-coupled proton spins. 

Due to their complicated evolution in response to NMR pulse sequences, strongly- 

coupled spin dynamics are in general intractable using manual product-operator analysis. 

The optimization procedures mentioned above were therefore tackled by numerical 

methods. The actual pulse sequence designs that are specific to the strongly-coupled spin 

system of myo-inositol, together with the spin systems of its background contaminants, 

were then extracted from the numerical analysis.
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The efficacy of the two most popular single voxel pulse sequences in 'H-MRS, 

namely, PRESS and STEAM, was addressed first for the quantification of myo-Inositol 

in-vivo. For greater myo-inositol isolation from its background, the performance of a 

generic multiple quantum filter (MQF) was explored. To enhance the discrimination of 

myo-inositol by suppressing even weakly-coupled spin metabolites, a novel spectral 

editing technique was developed that enhanced both the signal yield and the 

discrimination of the sequence. Finally, the role of the r.f. phase of the MQ-generating 

pulse was explored as a potential method of metabolite discrimination. It was found that 

this variable was able to resolve one of the most challenging problems in 1 H-MRS, 

namely, the separation of glutamate from glutamine, far better than any technique 

proposed heretofore.
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The Lord is my shepherd,
I  shall not be in want.

He makes me lie down in green pastures, 
he leads me beside quiet waters, 

he restores my soul.
He guides me in paths o f righteousness 

fo r  his name’s sake.
Even though I  walk through the valley 

o f the shadow o f death,
I  will fear no evil, 

fo r you are with me;
Your rod and your staff, 

they comfort me.

You prepare a table before me 
in the presence o f my enemies.
You anoint my head with oil; 

my cup overflows.
Surely goodness and love will follow me 

all the days o f my life, 
and I  will dwell in the house o f the Lord 

forever.

- Psalm 23 -
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To Jesus, my Lord
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1

CHAPTER 1

Introduction

1.1 Introduction to the Thesis

Unlike clinical magnetic resonance imaging (MRI) techniques in which the signal 

contrast (image) comes solely from the water molecule, magnetic resonance spectroscopy 

(MRS) allows us to extract biochemical information from the metabolites of living organs 

non-invasively. Among the various nuclei species measurable using MRS, *H has been a 

nucleus of choice because it has the highest sensitivity. As a result, proton magnetic 

resonance spectroscopy (’H-MRS) promises to play an important role in diagnosing and 

monitoring various diseases and disorders by means of the quantification of cerebral 

metabolites (1-10). However, the non-invasive quantification of brain metabolites using 

MRS is not an easy task, and as such, a great deal of effort has had to be made to tackle 

the inherent problems of the NMR technique for clinical applications (11-14). First of 

all, NMR experiments in general suffer from low sensitivity and this is exacerbated by 

the low concentration of brain metabolites. Moreover, the proton resonances from the 

many metabolites present in brain overlap each other at clinically practical field strengths 

due to the limited range of proton chemical shifts, i.e. the primary NMR mechanism that 

determines spectral resolution. The overlapping nature of the proton spectrum is made 

much worse because the protons within a metabolite molecule can also interact with each 

other through the scalar coupling (or J-coupling) interaction. This interaction causes 

individual molecular groups in a metabolite to exhibit not a single resonance (like 

uncoupled water protons), but a multiplet whose spread can easily exceed the separation 

between multiplets from different molecular groups or even different metabolites at 

clinically available field strengths. The problems, therefore, boil down to extracting a 

host of small signals out of the background noise and then isolating individual signals
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2

from a very contaminated background. This process may be referred to as sequence 

optimization.

The so-called product operator formalism which permits a calculation of the 

evolution of the spin dynamics (Section 1.6.2.3) has been widely used for the purpose of 

sequence optimization (15-28). However, as it requires manual calculations, the 

application of the product operator formalism is limited to simple spin systems (15-17). 

As an alternative to the manual method, numerical methods prove to be a very powerful 

enhancement for sequence optimization, in which one solves the equation of motion of 

the density matrix (section 1.6.2.1) by using a computer instead of manual analysis. The 

evolution of very complicated spin systems can then be calculated in response to NMR 

pulse sequences (29-31).

Among the numerous metabolites in human brain, this thesis is mainly focused on 

the detection and quantification of myo-inositol (ml) by using various pulse sequences. 

The cerebral level of ml, which is one of the key brain metabolites, is know to be 

associated with various diseases and disorders such as Alzheimer’s Disease, hepatic 

encephalopathy, diabetes mellitus, depression, and bipolar disorder (32-44). Therefore, 

the non-invasive quantification of ml using MRS may allow us not only to clarify the 

pathogenesis of such diseases and disorders, but it may also allow us to diagnose and 

manage patients. Since ml has a strongly-coupled system of six spins, their evolution in 

response to NMR pulse sequences is very complicated. Therefore, the optimization 

procedures are tackled by numerical methods.

Before considering the practical applications of various NMR techniques for the 

detection of ml in vivo are discussed, basic NMR theories will be reviewed first in 

Chapter 1 followed by a discussion on the clinical importance of the metabolite in 

Chapter 2 in the psychiatric and neurological domain.
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1.2 Nuclear Spin and Magnetic Moment

The MRS technique takes advantage of the discrete nature of the stationary 

Zeeman energy states of nuclei, which originate from their intrinsic angular momentum, 

namely, spin angular momentum, S %, or simply spin. Among the isotopes in nature, the 

nucleus of hydrogen (proton) will be of interest throughout the thesis, for which the spin 

quantum number, s, is 1/2. Spin angular momentum, S /i, is always accompanied by a 

magnetic moment p. and their relationship may be expressed as

p = y/iS (1-la)

or

pz = y/iSz (1-lb)

where h is the Planck constant divided by 2% and y, the gyromagnetic ratio, is nuclear- 

specific constant (26.75 x 107 rad T 'V  for a proton).

The Stem-Gerlach experiment (45) was the first to prove that a particle possesses 

spin. According to classical mechanics, force is given by

F = - VO (1-2)

where O is a potential energy. Since a potential energy arising from the effect of 

magnetic field can be written as

® = E = -  p • B (1-3)

where ‘-’ is dot or scalar product between two vectors, the force exerted on a particle with 

magnetic moment by magnetic field Bz can be expressed as

F ~ pzVBz. (1-4)
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From Eq. (1-4), it is clear that if a beam of spin-1/2 silver atoms passes through an 

inhomogeneous magnetic field, the resulting projection is to be split into two parts 

according to the two possible values of pz of + 1/2.

1.3 Basic Concept on Resonance Phenomena

In terms of a classical vector model (46-48), each magnetic moment of the 

ensemble of protons in a sample is in general randomly oriented relative to its neighbors 

due to thermal motion. Therefore the net magnetic moment in a unit volume or net 

magnetization (M0), which is an actual quantity measured in NMR spectroscopy, is 

negligible over the sample until that sample is placed in a static magnetic field B0. The 

static magnetic field then polarizes the proton magnetic moments so that they are oriented 

either parallel or anti-parallel to the field as illustrated in Fig. 1-1. The reason for the 

population difference illustrated in the figure will be explained in section 1.4. As a result 

of the polarization of the system by B0, a net magnetization M0 is created and the 

difference in energy between the two distinct states may be calculated from Eqs. (1-1) 

and (1-3) as

Figure 1-1 The polarization of a system of nuclei of spin-1/2 by a static magnetic field 
B0. The static magnetic field B0 redistributes the randomly directed dipole moment 
vectors in the sample into parallel or anti-parallel to the direction of B0 with the former 
slightly more probable than the latter. As a result, a net magnetization is created.

AE =  y h B 0 . (1-5)

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



5

At the same time, each dipole moment in the polarized sample can be represented by a 

vector precessing about B0 with an angular frequency of co0, which is known as the 

Larmor frequency.

In NMR the magnetization vector M0 can be manipulated by supplying additional 

energy to the sample in the form of a rotating radio-frequency (r.f.) field, Bi, which is 

applied orthogonal to B0. From a quantum mechanical point of view, the manipulation of 

M0 corresponds to perturbing a system so that the system undergoes an energy transition. 

Denoting the energy supplied by an r.f. pulse to the system as

E = hv = h to, (1-6)

then, according to Eq. (1-5), the perturbation of the system by the r.f. pulse is achieved 

most efficiently when

co = co0 = yB0. (1-7)

In this context, co0 is also referred to as the resonance frequency. According to Eq. (1-7), 

the resonance frequency is proportional to the magnitude of B0, |B0|, and it is ~ 128 MHz 

for a proton at 3 Tesla (T).

The simplified version of the interaction of spins with B0 and Bi fields discussed 

here will be treated again in section 1.6.2.3 with a formal quantum mechanical theory.

1.4 Preparation of Z-magnetization

As is outlined in the previous section, the first step to extract information from a 

sample in any NMR experiment is to create magnetization at thermal equilibrium or z- 

magnetization with a conventional direction of B0 oriented along the z-axis of a 

laboratory reference frame. An NMR sample is in general composed of a number of

nuclei and therefore it should be dealt with as an ensemble of nuclear spins. As discussed
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above, for protons, each system in the sample has two stationary energy states, T and 4, 

in a static B0 field, the energy of each of which is given as Ey = -  y h B J l  (lower) and E | 

= + y h B0/2 (higher), respectively. It can be found in many statistical physics text books 

(49-51) that the ensemble of a system at thermal equilibrium has a distribution of 

populations, governed by the Boltzmann distribution law. Denoting Pf and P | as 

probability of finding a spin in the state T and -I, respectively, it states that

exp(-cE’T)
P t = ^  (1-8)

^ e x p ( -c ^ )
k =1

where c = l/kBT, kB = Boltzmann constant, T = temperature in Kelvin, and n = the 

number of energy levels, which is 2 in this case. Therefore the net magnetization M0 can 

be represented as

M0 = Np( Pt - P y )  (1-9)

where N is the number of spins in the sample and p is the magnitude of the dipole

moment vector. If the exponentials in Eq. (1-8) are expanded and only the first order

terms are kept, then Eq. (1-9) is reduced into (52)

M0 = Ny2h 2B0/ 4kBT (1-10)

Eq. (1-10) offers us important information on practical NMR experiments. First, M0 is 

proportional to the strength of the external static magnetic field. Stronger magnetic fields 

therefore improve signal to noise ratio (S/N) of spectra (11-13, 52, 53). Secondly, M0 is 

also dependent on the sample temperature. This point may be important in solid NMR 

experiments, but not of interest in vivo, for which case T ~ 311 K. Due to the low 

population or probability difference, Pf - Py, which is ~ 10'4 for protons even at as strong 

a field as 11.75 T (53), the attainable M0 is very small. Nevertheless, the small amount
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of initial z-magnetization to be manipulated later by one or more transverse rotating 

magnetic fields, still provides a measurable signal.

1.5 Radio-Frequency Pulse

As recently described in section 1.3, the net magnetization vector M0 in a static B0 

field can be manipulated by the irradiation of a Bi r.f. pulse. It was shown in Eq. (1-6) 

that the energy provided by an r.f. pulse is dependent on the oscillation frequency, co, of 

the pulse. The oscillation of an r.f. pulse is best described by a linearly polarized 

magnetic field vector whose oscillation is most commonly assumed to be along the x-axis 

of the laboratory frame. This oscillating r.f. pulse can equivalently be described as two 

circularly polarized magnetic field vectors rotating at the same frequency but in opposite 

directions (54, 55). Among those two rotating vectors, however, the only component 

which interacts with spins is the one that is rotating in the same direction as the spin 

precession. Denoting the amplitude of the r.f pulse as |B] |, that rotating r.f. component 

can be written as (31, 47, 56)

Bi = |Bi|{cos(cot)x -sin(cot)y} (1-11)

where x and is y  are unit vectors along the x- and y-axis.

For simplicity, a rotating reference frame is introduced in NMR. The rotation 

frequency of the reference frame is commonly set to the r.f. frequency, co (or carrier 

frequency). Therefore in the rotating frame a magnetization vector rotating at a 

frequency of co0 will remain static if the r.f. pulse was applied to the sample on 

resonance. By incorporating the rotating reference frame, complicated evolutions of 

nuclei spin systems resulting from various interactions (spin-spin or spin-magnetic field 

interactions), which will be discussed in the following sections, can be described in a 

much simpler way.
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A quantum mechanical approach for the description of the interaction of spins 

with B0 and Bj field in the rotating frame will be given in section 1.6.2.3.

1.6 NMR Physics

There exist two methods in describing NMR phenomena. One is a classical 

approach in terms of the Bloch equations (Appendix 1), in which the magnetization 

vector is represented in the Cartesian coordinate system (46-48). The other is a quantum 

mechanical approach. The latter can further be divided into the so-called density matrix 

(or operator) formalism (section 1.6.3.1) and the product operator formalism (section 

1.6.3.3.2). The classical approach provides a simple way of visualizing the temporal 

change of a magnetization vector from uncoupled spins in the course of its evolution in 

response to NMR pulse sequences. For instance, a 90° r.f. pulse, which rotates the 

magnetization vector by 90° around the direction of the pulse irradiation can easily be 

described in the classical vector model. In fact, the Bloch equations alone are sufficient to 

describe the evolution of the magnetization vector in MRI, which is the sum of the dipole 

magnetic moments of protons in water molecules with no interaction between the 

protons. However, when an intra-molecular spin-spin interaction is involved, such as the 

indirect scalar-coupling (section 1.7.2), which is the more common case for most of spin 

systems of key brain metabolites, the classical vector model falls short of describing 

various NMR phenomena such as the creation and the evolution of anti-phase coherences 

and multiple quantum coherence (section 1.6.3.3.2). Therefore, for more a general 

treatment of spin systems in in-vivo MRS, the quantum mechanical approach will be used 

throughout this thesis.

In the following section the basic quantum mechanics for the description of NMR 

experiments will be discussed. A brief discussion on the Bloch equation is given in 

Appendix 1.
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1.6.1 Fundamental Principles in Quantum Mechanics

Quantum mechanics can be described equivalently with either matrices as was 

introduced by Heisenberg or with the Schrodinger equations, or with Dirac’s vector 

(braket) method (47, 57-61). In this thesis, Dirac’s method will be adopted for its brevity 

in notations.

1.6.1.1 Basic Postulates in Quantum Mechanics

Four fundamental postulates are described below, which are essential for 

understanding NMR physics (47, 52, 61).

Postulate 1 In Dirac’s vector method, the state o f a physical system, which can be 

composed only o f a single spin or o f more spins, is described by a ‘state vector’. The 

state vector can be expressed as a matrix that is formed by basis vectors in the state space. 

That is to say, in ^-dimensional space, a state vector or more commonly a ‘ket’ vector 

|V> is represented by a column matrix with n components in matrix representation, and 

the complex conjugate of the transposed ket vector is called a ‘bra’ vector and denoted as 

<V| which is a row vector with n components.

Postulate 2 The time variation o f a state, which is determined by the Schrodinger

equation and the state vector, |T/(t)>, satisfies

ih— \'P(t )>=H(t) \x¥( t )>  (l-12a)
dt

where H  is the Hamiltonian of the system. For a time-independent Hamiltonian, the state 

vector at time t, |vF(t)>, can be derived from the initial state vector, |T'(0)>, in such a way 

that

|*F(t)> = exp(- i Ht /h)  !¥(())>. (l-12b)
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Postulate 3 The values obtained by a measurement o f a physical quantity A take on

only the eigenvalues o f the related operator A, such as aj, a2, ........•, and the

corresponding eigenvectors, \a{>, \a2 >, ........ are the states in the vector space.

Therefore, the state vector |vF(t)> can be expressed as a linear combination o f the 

eigenvectors with weighting factors Ci’s. That is,

where c; is a complex number. Those eigenvectors satisfy the so-called orthogonality 

condition, which can be stated as

Postulate 4 The probability o f obtaining a,- by measuring a physical quantity A from a

system in a state \ P(t)> is

1.6.1.2 Expectation Value

From the last two postulates it can be shown that when repeated measurements of 

a physical quantity A are made, the average value or the expectation value of the operator 

A is,

|'F (t) > = £ c i|a i> (l-13a)

and

Ci = <ai|vF(t)> (l-13b)

(1-14)

2 <at\ W(t)> | 2 (1-15)
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< A >= Xai|<ai|vF>f

= < ¥ |  A ^ ( |a , - x a ; | ) |vF >
i

— < ¥  | A | T  > (1-16)

where the so-called completeness theorem (56-60) was used in the last step. That is,

a; >< a / 1 = 1 (1-17)
i

where 1 is a unit vector. Eq. (1-16) states that one does not need to know the eigenvectors 

of A in order to obtain the expectation value of A.

1.6.1.3. Matrix Representation of Operators

An operator can be expressed as a matrix, and the form of the matrix depends 

upon the basis set. That is, using Eq. (1-17), an operator A can be written as

A =  Z Z l a "> < a "l A | a ' > < a ' |  (1-18)
a' a"

where < a"\ A | a'> is the a"th-row and a'th-column element of the matrix A.

As an example, for a basis set given by [ j , mj> and < j , mj | where j and j are the

angular momentum quantum numbers taking values j = 0, 1/2, 1, and mj and m, are

corresponding magnetic quantum numbers taking values -  j ~ j, an angular momentum 

operator J can be written as (45),
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That is, the matrix component of J  has a nonzero value only when j = j . 

1.6.2. Spin

1.6.2.1. Matrix Representation of Spin

For the matrix representation of a spin operator, a common choice of the basis set 

is |s,ms> where s is the spin angular momentum quantum number and ms is corresponding 

magnetic quantum number. Since ms can take values from - s to s, for a proton (s = 1/2), 

the basis set consists of |l/2, l/2> and |l/2, -l/2>. Using eigenvalue equation (45) in (1- 

20), that is

then,

Sz| s, ms> = ms ti | s, ms>

fi/2 0 " 
. 0 - f i l l ,

(1-20)

(1-2 la)

The other components Sx and Sy can also be found, which are given as (45),

'  0 f i l l ' '  0 - m i l '
Sx =

J i l l  0 ,
, Sy =

j n i  i
( l-21b)
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Eq. (1-2la) and (1-2lb) are sometimes expressed in terms of the so-called Pauli matrices, 

CTj (i = x, y, or z), as

Sx = (hi  2 )ax, Sy = ( h / 2 )ay, Sz = ( h / 2 )az

where

'0  f " 1  0 N
5 <7v , a n d  ctz =

v l  0 .
" y

J

Io

( l-22a)

(l-22b)

1.6.2.2. Eigenvalues and Eigenvectors of Spin Operator

In Appendix 2, it is shown that the eigenvalues of the spin operator S are ± t i l2,  

regardless of the direction along which the components of S is measured. It was also 

shown in that appendix that using eigenbasis of Iz the eigenvectors of Sz, | T > and | X >, 

can be written in terms of column matrices as discussed in Postulate 1. That is,

t >  =
' 1' x > = 'o '

vly
(1-23)

Therefore, from Postulate 3 and Postulate 4, an arbitrary state vector, v, of a proton can 

be described as

/ i  \
v = a + b

'0 \  ( a^

V 'V v v
(1-24)

and |a|2 and |b|2 represents the probability of the proton being in the state of spin up and 

spin down, respectively. Thus, the expectation value of Sz in the v state is given by Eq. 

(1-16) as

<SZ> = (a b )
til 2 0

0 - H I  2

' ' a '

v vby
( h i 2 )(|a|2 - |bj2). (1-25)
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From Eqs. (1-21) through (1-22), it is clear that, in this eigenbasis of Sz,

Sx | T > = h!2  |^ > ,

Sy | T > = f/z/2 | 4 > ,

Sz I T > = h/2\  t > .  (1-26)

1.6.2.3 Interaction of a Spin in External Magnetic Fields

1.6.2.3.1 Interaction of a Spin with a Bo Field

Based on Eqs. (1-1) and (1-3) the Hamiltonian for a spin S in a static external B0 

(B0 z ) field is defined as

H = - \ x  B

= - y h B 0Sz, (1-27)

which is time-independent. Therefore, from Eq. (1-12b)

|vF(t)> = exp(- i Ht /h )  |VP(0)>

= exp(/co0tSz) !¥(())> (1-28)

where co0 = yB0. Using Eq. (A3-lb), Eq. (1-28) can be written as

|vF(t)> = {l-cos(co0t 12) + zCTz-sin(®ot /2)}|VF(0)>

exp(zA)0t/2) 0
0 exp(-/<uot/2)

moy>. (1-29)

Assuming that the spin was in the eigenstate of Sx, i.e., S being aligned along the x-axis 

at t = 0, then from Eq. (A2-5b)
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|¥(0)> = (1 /V 2)
1 1

(1-30)

and therefore,

(1-31)

Using Eq. (1-31), the expectation values of Sx, Sy and Sz are evaluated to be

<SX>= ( h /2)-cos(co0t), <Sy>= ( h /2)-sin(co0t), <SZ>= 0. (1-32)

These solutions indicate that the spin placed along the x-axis in a static B0 field at t = 0, 

continuously rotates on the xy-plane at a frequency of co0-

1.6.2.3.2 Interaction of a Spin with Both Bn and Bi Fields

As was briefly discussed in sections 1.3 and 1.5, to manipulate spins NMR 

utilizes r.f. pulses (Bi), which are applied to a sample orthogonal to B0. During the 

irradiation of Bi, the Hamiltonian for a spin placed in a static B0 field takes the form of, 

using Eq. (1-11),

removed by introducing a rotating frame.

Defining a wave function of the system in the rotating frame, ^ ( t ) ^ 01, as

H = - y h  [B0SZ + Bi{cos(cot)-Sx - sin(cot)-Sy}]. (1-33)

The time-dependence of the Hamiltonian resulting from the circularly polarized Bican be

^ ( t ) ^ 01 = exp(- irotSz)|vF(t)> (l-34a)

or

|vE(t)> = exp(z'cotSz)|vF(t)>rot, (l-34b)
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the time-dependent Schrodinger equation (Eq. (l-12a)) in the rotating frame may be 

derived in such a way that

= - h 0)Sz-exp(icDtSz)|f'(t)>rot + exp(/©tSz)-ih—  |vE(t)>rot (l-35a)
d t d t

and

H  |^(t)> = - yh [B0SZ + Bi {cos(cot)-Sx - sin(©t)-Sy}]-exp(i©tSz)|'F(t)>rot (l-35b).

Combining Eqs. (l-35a) and (l-35b) together, and rearranging terms,

dt

= h (co - yB0)Sz|vF(t)>rot - y/t Bpcxp(- i©tSz){cos(©t)Sx - sin(©t)Sy}exp(i©tS2)|vE(t)>rot 

= {/i (© - yB0)Sz - yh  B1Sx}|vP(t)>rot (1-36)

where Eqs. (A3-2a) and (A3-2b) were used in the last step. Eq. (1-36) contains important 

information. First, the Hamiltonian in the laboratory frame of reference (Eq. (1-33)) 

transforms in the rotating frame into

fT* = - yh {(B0 - ©/y)Sz + BjS.}, (1-37)

which is time-independent. Compared to Eq. (1-27), Eq. (1-37) indicates that when Bi is 

present the spin precesses around an effective magnetic field, Beff, instead of around B0, 

which is defined as

Beff = {(B0 - ®/y)zrot + B! x rot}. (1-38)

where x rot and z rot are unit vectors in the rotating frame. Second, when the frequency of 

the r.f. pulse, ©, is set to yB0, i.e., when the r.f. pulse is applied on resonance, the rotation 

of the spin takes place around x-axis of the rotating frame only. On resonance, therefore, 

tipping the spin on the transverse plane is achieved most efficiently.
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The rotation angle or the flip angle of spins by an r.f. pulse irradiated for a time 

interval At is defined as

Bfiip = coiAt = yB]At. (1-39)

1.6.3 Description of the Evolution of Spin Systems in NMR Experiments

The description of the evolution of a spin system in terms of classical physics 

(Bloch equations, for instance) reveals its limitation when one deals with spins that are 

interacting with each other (or simply, coupled spins). The result of this kind of 

interaction is to give rise to physical quantities such as anti-phase coherences and 

multiple quantum coherences (section 1.6.3.3.2), which cannot be expressed 

meaningfully in terms of vectors in the Cartesian coordinates. Therefore, a quantum 

mechanical approach is necessary for the description of the spin-spin interactions in 

NMR. However, a direct approach to measure a physical quantity from a sample based on 

Eqs. (1-12), (1-13) and (1-16) requires detailed information on the individual spin 

systems in any ensemble of interest. However, in the following sections, we shall find 

that the density matrix approach offers a powerful way of extracting necessary 

information from the ensemble of the systems without knowing the details about the 

individual systems.

1.6.3.1 Density Matrix

Using Eqs. (1-13) through (1-17), the expectation value of an operator A can be 

written as

< A > = <VE|A|VE>

= (Xc* < a  |) A^Cj | aj >
i j

= XX<ai |  A | a j > c jci* (1-40)
« j
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where ‘ * ’ denotes the complex conjugate. Note that <aj|A|aj> is a matrix element of the 

operator or matrix A, which can be expressed as Ay. CjCj* can also be regarded as a 

component of a matrix and the matrix consisting of these elements is called a density 

matrix (47, 52, 61). Therefore, denoting the density matrix as p,

P ij =  C i c f

= <a,|vF>(<aJ|vF>)*

= <ai|vF><vF|aj>, (1-41)

and Eq. (1-40) reduces to

< A >  = E E (A )ijpji
i j

= Tr(Ap) (1-42)

where ‘Tr’ stands for a trace of a matrix, i.e., the sum of diagonal elements of a matrix. 

Eq. (1-42) states that the expectation value of an operator can be obtained by simply 

taking a trace of the product of a density matrix and a matrix representation of the 

operator in concern. Also, from Eq. (1-41), the density operator is defined as

p = |VF><VF|. (1-43)

Note that Eq. (1-41) is applicable only for a single spin or for an ensemble of systems in a 

pure state (a state of an ensemble, in which all spin systems are in the same state). For the 

description of many spins in the sample or for an ensemble of systems in a mixed state (a 

state of an ensemble, in which each spin system is in a different state), the density matrix 

is defined as an average over the ensemble of the systems. Then, Eq. (1-41) is rewritten 

as

Pij = c icj‘ - (1-44)

Therefore, a density operator or matrix is a mathematical tool for the description of a 

state function of the entire ensemble without detailed information about individual spin 

systems (61).
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As an example, for the description of a two-spin system, there exist a total of four 

possible energy eigenstates. Denoting these basis vectors as |TT>, |T4>, |>HV> and |44>, 

the general form of a state vector may be written, according to Eq. (l-13a), as

|lP> = Ci | f t  > + C2|T'i' > + C3|4T > + C4|'l'4' > (1-45)

and, from Eqs. (1-41), (1-43) and (1-44), the density matrix for the two-spin system can 

be found as

-> V <- V I 0 t > >

< t t l r  *c xcx c xc 2* c xc3* c xc 4

P =  |v p > < v p | =  <  t i | c2cx
*

c 2c 2 c2c3 c 2c 4

<
-

-»V
c3cx C3 C2 C3C3 c3c 4*

<  n U | ^~C4C\ C4 C2 ’ C4 C3 C4c 4 J

From Eq. (1-15), it is obvious that the diagonal elements of the density matrix in Eq. (1- 

46) represent the ensemble average of the probabilities of the systems being in each of 

their eigenstates. On the other hand, the off-diagonal elements have information on the 

relationship between states (involved in each matrix element) over the ensemble of the 

systems.

1.6.3.2 Quantum Coherences

Since the cfs in Eqs. (1-44) and (1-46) are complex numbers, each of them can be 

written as a product of a real number (magnitude of a complex number) and a phase 

factor, i.e., Cj(real) x [phase factor]. Then, Eq. (1-44) can be rewritten as

p.. = C.C.* = ci(real)cj(real) [cos(0i - 0 , )  + /sin(0i -0 .) ]  (1-47)
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where Cj(reai) is real number and fa is a phase factor of a complex number. Note that from 

Eqs. (1-15) and (1-47) the complex coefficients c’s contain both probability and phase 

information of a state of a system. According to Eq. (1-47), the diagonal elements (i = j) 

of a density matrix are not dependent on the relative phase between eigenstates. On the 

other hand, in order to enable the phase-dependent off-diagonal elements to have non

zero values, there must exist a phase coherence between the correlated states over the 

ensemble of the systems. In other words, those eigenstates must be coherently 

superposed (61) to take effect. This correlation between quantum states over the 

ensemble of the system is called quantum coherence. To create such coherence over an 

ensemble of systems, an external perturbation is required, which is capable of bringing 

about the phase relationship. This can be achieved by applying an r.f. pulse in NMR 

experiments (31, 47, 61).

Eq. (1-46) also indicates that there exist various levels or orders o f coherences. 

For instance, c,c2* connects two states, |TT > and |t4  >, whose energy (or total quantum 

number) differ by one quantum that is associated with a transition of one spin from ‘up’ 

to ‘down’ state or vice versa. Therefore in this case, the level of coherence between these 

two states is defined as one, and corresponding coherence is referred to as a single 

quantum coherence (SQC). In the same sense, the coherence between |TT > and |44’ >, 

and between |t ^  > and i t  > is termed as a double quantum coherence (DQC) and zero 

quantum coherence (ZQC), respectively, and those coherences whose level of coherences 

are other than one are collectively referred to as multiple quantum coherence (MQC) (28, 

47, 61). For an ensemble of N-spin systems, the maximum level of coherence possible is 

N.

Note that MQCs can be detected only indirectly by using the so-called multiple 

quantum filter (MQF) (18, 19, 25-27, 29, 62-72), which is one of the most effective 

techniques for suppressing unwanted signals from spectra. The practical applications of 

this sophisticated method are discussed in detail in chapters 4 through chapter 6.
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1.6.3.3 Calculation of the Evolution of a Spin System

In the previous section, it was emphasized that the density matrix formalism

allows one to describe the state of the entire ensemble without detailed information about

individual spin systems, and subsequently to calculate the expectation value of a physical 

quantity by using Eq. (1-42). Therefore, to estimate the value of a physical quantity that 

varies in time as the ensemble of the spin systems evolves in time over an NMR pulse 

sequence, one needs to follow the evolution of density matrix.

The evolution of a spin system in NMR experiments is described in terms of the 

density operator by ‘Liouville-von Neumann equation’ (61) (Eq. (1-48))

p(t) = -/[H(t),p(t)] (1-48)

where p(t) denotes the time derivative of p(t) and H(t) is a Hamiltonian of the system, 

and the braket, [ ], is the commutation operator. The derivation of Eq. (1-48) is given in 

Appendix 4. For a time-independent Hamiltonian, Eq. (1-48) has a general solution (45, 

47, 52, 61) of

p(t) = U(t)p(0)U' (l-49a)

and

U = exp(-/Ht/ h ). (l-49b)

Here the matrix U is a unitary matrix, which satisfies Ut = (U*)T = U 1 and UU1" = UU'1 

=  1 ( “  *  ”  : complex conjugate; “ T ” : transpose of a matrix, which is equivalent to 

switching rows with columns in the matrix; 1: a unit matrix). Eq. (l-49a) states that the 

density operator at time t can be calculated from the density operator of initial state at t = 

0, if one knows the Hamiltonian under which the system evolved during t. Therefore, the 

calculation of the evolution of a spin system in response to NMR pulse sequence reduces 

to evaluating Eq. (l-49a).
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Eq. (l-49a) can be evaluated in terms of either matrices or operators. In the matrix 

formalism, all the terms in the equation must be defined explicitly in terms of a matrix. 

The calculation of the evolution of a spin system in the matrix formalism by using a 

computer, namely, numerical methods, offers a powerful means of optimizing NMR 

pulse sequences. In the operator formalism, first, homogeneous second-order differential 

equations need to be solved to obtain a cohort of evolution or transformation equations 

for individual product operators, and thereafter the evolution of a spin system is evaluated 

(see Appendices 4 and 5).

Despite its limited application due mainly to the amount of manual calculations it 

requires, the product operator formalism is still useful in that it describes in a very 

intuitive way the evolution of spin systems under different kinds of Hamiltonians 

encountered in practical in-vivo NMR experiments. Therefore, in the following sections, 

the fundamental concepts in understanding 'H-MRS will be introduced in terms of the 

product operator formalism, following an outline of the numerical methodology. The 

practical applications of numerical methods are given in Chapter 3 through Chapter 6 for 

the detection of ml in vivo. A detailed discussion on the numerical methodology can be 

found elsewhere (29, 31, 73, 74).

1.6.3.3.1 Outline of Numerical Methods

In numerical methodology, one solves the equation of motion of a density matrix, 

and the result is expressed in general in a two-dimensional parameter space representing 

an NMR pulse sequence, e.g., {TE, TM} for the STEAM sequence (chapters 3 and 4). 

To evaluate the unitary transformation in Eq.(l-49a) in this density matrix formalism, 

U(t) needs to be expressed in a matrix form, and this is possible if the Hamiltonian in the 

exponential function is a diagonal matrix.

An arbitrary, n x n Hamiltonian matrix, H, can be diagonalized by a unitary 

transformation using a unitary matrix, V, which can be formed from the eigenvectors, V), 

V2, ... Vn, of H. That is,
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V = (V1,V 2, - V n ) .  (1-50)

Using the property of a unitary matrix of VV'1 = 1, Eq.(l-49a) can be rewritten as

p(t) = V 'V  exp(-z'Ht//z) V ' V  p(0) V ’V  exp(zHt//z) V 'V

= V^expC-z'Hdiagt/ h )V p(0) V AQxp(iRdiagt/h )V  (1-51)

where Hdiag = VHV'1 is a diagonalized Hamiltonian matrix whose eigenvalues are X\, X,2,

Once an arbitrary Hamiltonian, H, is diagonalized, then, exp(/Hdias,t/ h ) can be 

written in a matrix form as

exp(zHdiagt/ h )

cxp(iA\t / K)

0 e x p ( i A n t / h )

(1-52)

Now that the exponential operator becomes a diagonal matrix whose diagonal elements 

are scalar exponentials, Eq. (l-49a) can be evaluated.

According to Eq. (1-11), when the Bi field is on, the system Hamiltonian becomes 

time-dependent. However, by transforming it into the rotating reference frame, which 

rotates at a carrier frequency as discussed in section 1.6.2.3.2, the total Hamiltonian of 

the system becomes time-independent (45, 47, 52, 58), and Eq. (l-49a) retains its 

validity. As well, the actual r.f. pulses used for in-vivo MRS are shaped, soft pulses in 

general, and therefore, their modulation introduces a time-dependence into the total 

Hamiltonian. However, by decomposing them into infmitesimally narrow time- 

independent segments, the evaluation of Eq.(l-49a) reduces into successive evaluation of 

the equations.
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1.6.3.3.2 Product Operator Formalism

Based on section 1.6.3.1, the density matrix for a proton can be formed as a 2 x 2 

matrix from the two bras, < t  | and < X |, and two kets, | t  > and | i  >. Equivalently, a 

density operator for a proton can be expanded in terms of operators in the Cartesian basis 

(31,45,47, 56, 61). That it,

p = ail + a2lx + a3ly + a4lz (1-53)

where the coefficients a’s are the expectation values of corresponding basis operators and 

1 is a unity operator.

In general, for a system with N-spins, the corresponding density operator can be 

expanded in a total of 4N basis operators and these basis operators are defined by the 

products of the Cartesian spin operators of each spin (28). For instance, for a system with 

spin I and spin S, the product of {1, Ix, Iy, Iz} and {1, Sx, Sy, Sz} forms the basis operator 

set as below

P — P (1, Iz, Sz, IZSZ, Ix, Iy, Sx, Sy, IXSZ, IySz, Sxlz, Sylz, IXSX, IXSy, IySx, lySy). (1"54)

Note that, as will be discussed in the following section, those operators with more than 

two terms can only exist if there is an interaction between the spin I and the spin S. Based 

on the level of coherence for each operator, the terms such as IX and Iy are called the ‘in- 

phase SQCs of spin I’, and Sx and Sy the ‘in-phase SQCs of spin S’. Those operators such 

as IXSZ and IySx are referred to as ‘single quantum anti-phase coherence (SQ-APC) of spin 

I’, although they are sometimes dubbed somewhat differently in literature and text books. 

Here “in-phase” and “anti-phase” terms refers to the relative phase relationship between

different energy states. For instance, from Eqs. (1-44) through (1-46), c,c3* represents a

coherence between |TT> and |iT> states, and c2c4* between \t-l> and |^4>, both of 

which involve the transition of the first spin. In an “in-phase” mode, the two correlations
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between |TT > and | -iT >, and between |T>1 > and |4'4' > are superposed in-phase. On the 

other hand, in an “anti-phase” mode, the superposition of the two correlations takes place 

with 180° out of phase. In a vector model, the in-phase and the anti-phase coherences are 

described by two parallel and anti-parallel vectors, respectively. However, it will be 

found later that the behavior of anti-phase coherence cannot be properly represented in 

the vector model in most NMR experiments.

The meaning of the operators, IXSX, IxSy, IySx and IySy, in Eq. (1-54) becomes 

clearer if they are written in terms of raising and lowering operators (57-60), which are 

defined as

I + = I X±/Iy (l-55a)

hence

Ix = l/2( I+ + I. ), Iy = (l/2z)( 1+ - 1- )• (l-55b)

From Eq. (1-26), it also follows that

I+ | t >  = (Ix + /Iy) | t >

= Ix I t  > + ily | t  >

= (1/2) 11 > + /(i/2) 11 >

= 0. (l-55c)

Similarly,

i+ 14, > = 11 >,

L 11 > = 11 >,

L | 4- > = 0. (l-55d)

Using Eq. (l-55b), for instance, IXSX is expressed as (1/4)(I+S+ + I+S. + I.S+ + I.S.). Upon

using the same basis set for a system with spin I and spin S as in Eq. (1-45), the term,

I+S+, returns non-zero values only when it operates on (44 > giving in |TT >, and I+S+ 

returning |44 > from | t t  >. Since I+S+ and LS. connect two eigenstates that differ in total
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quantum number by two-quanta, they are classified as DQCs. Likewise, I+S. and I.S+, 

which connect two eigenstates that involve a simultaneous transition of two spins like

I+S+ and LS. but do not differ in total quantum number, are described as ZQCs.

The advantage of using the raising and lowering operator basis is that the index of 

each component directly represents the level of coherence. Another choice as a basis set 

in the product operator analysis is the spherical basis set (75), which is defined in terms 

of the Cartesian basis as

/ + = -(Ix + iIy)/V 2 ,

1 = (Ix +iIy)/V 2,

I 0 = Iz- (1-56)

In the following section, various interactions of spins with their environment 

(external magnetic field or other spins) are discussed, which cause them to evolve in 

response to NMR pulse sequences.

1.7 Nuclear Spin Interaction in *H-MRS

The interactions of spins with their environment in in-vivo 'H-MRS may be

divided into two categories defined in terms of the origin of the magnetic field (external 

and local) to which the spin systems of interest is exposed. In addition to the two 

external magnetic fields, B0 and Bj, the so-called B0 gradient pulse is also applied to a 

sample externally in in-vivo NMR for various purposes (section 1.7.5). Among the 

various types of interactions of spins with those external magnetic fields, the so-called 

chemical-shift effect, which results from the interaction between nuclear spins and B0, is 

introduced first in the next section.

In addition to these external magnetic fields, a local magnetic field is produced at 

the site of nuclear spins of interest by either a direct (the dipole-dipole coupling (section 

1.7.3)) or an indirect (the scalar- (J-) coupling (section 1.7.2)) interaction between spins.
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Of these two kinds of spin-spin interactions, the latter together with the chemical-shift 

effect constitute the major determinants of spin evolution in in-vivo 'H-MRS. The role of 

the dipole-dipole coupling interaction in in-vivo NMR is to give rise to an irreversible 

signal loss, namely, relaxation, which will briefly be discussed in the following section as 

well.

1.7.1 Chemical Shift

The magnetic field strength, B0, experienced for different nuclei within a 

molecule may differ, depending on the chemical environment of each nucleus resulting 

from the electronic bonding orbitals. Consequently, the resonance frequency of a 

particular nucleus is influenced by its chemical environment, and the magnitude of this 

influence is known as the ‘chemical shift’. That is, chemical-shift is a difference in 

resonance frequency of protons in a molecule due to their different chemical 

environment.

A modified local magnetic field, of which the magnitude is proportional to that of 

the external B0, can be expressed as (52, 53, 76)

B .ocal = B 0( l - o )  (1-57)

where cr is called the shielding or screening constant, and is of the order of 10"6. For the 

comparability of the spectra obtained with spectrometers of different B0 values, one 

defines the field-independent chemical shift of a spin I, §i, as (52, 53, 76),

Si — 10 '(C0i - (^reference)/^reference (1-58)

where coi and G)reference is the Larmor frequency of the spin I and a reference material, 

respectively, and 5i is expressed in ppm (parts per million). As for the reference material, 

tetramethylsilane (TMS, Si(CH3)4) is commonly used for ‘H-MRS (53, 76).
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The shielding constant, ct, may further be decomposed as (53, 76)

(T — CTdia "h (Jpara ( 1 ~ ^ 9 )

The first term (adia) takes account of the diamagnetic effect, which comes from the 

precession of the electronic clouds around B0. According to Lenz’s law (77), the 

electronic clouds subjected to an external B0 induce a secondary magnetic field, the 

direction of which is opposite to that of B„, thereby reducing the strength of the local 

field at a nucleus. This diamagnetic effect can be brought about in a single hydrogen 

atom. On the other hand, when the entire molecule is dealt with, it is also possible that 

other nuclei perturb the electron distribution of a nucleus, leading to a reduction in the 

diamagnetic effect or equivalently to the production of additional magnetic field in the 

same direction as B0, which can be termed as a paramagnetic effect (apara term in Eq. (1- 

59)).

Taking account of the chemical shift, the Zeeman Hamiltonian for a spin I in the 

rotating frame, Hzeeman/ ot, can be written as

Hzeeman/ ot= /m ,rotIz (1-60)

where a>irot is the Larmor frequency of the spin I measured with respect to the rotating 

frame frequency of co, i.e., coirot = coj - co. In practical in-vivo 'H-MRS experiments, the 

frequency of the rotating frame is tuned to that of water resonance in general, in which 

case the range of chemical shifts of brain metabolites falls within ~ 600 Hz (~ 4.7 ppm) at 

3.0 T.

Those terms defined in this section with regard to chemical-shift may be 

summarized by relating them to one another (for spin A and spin B) as cda™1 - coerot = coA 

- ©b = - 0)o(cta " ° B) = ®°(5a - 5B)T0'6.
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From here on we shall assume that we are in a rotating frame o f reference (with 

the rotating frame frequency o f co), unless otherwise specified, and therefore the ‘rot ’ 

superscript will be suppressed.

1.7.2 Scalar Coupling (J-coupling)

1.7.2.1 Definition

In usual NMR spectra, besides the change in the resonance frequency resulting 

from the chemical-shift effect a fine structure or multiplicity is observed. This suggests 

the existence of an additional magnetic interaction. Such an interaction cannot be 

attributed to the direct interaction between magnetic moments through the space (dipole- 

dipole interaction), because that is known to average to zero in liquids due to the rapid 

rotation of molecules in the sample (section 1.7.2.2). The additional interaction stems 

from the so-called hyperfine contact interaction between a nucleus and an s-electron (48), 

which in compliance with Pauli’s exclusion principle affects the direction of polarization 

of the other s-electron in the covalent bond between two nuclei, thereby influencing the 

local magnetic field of the other nucleus. As a consequence, the two nuclei become 

coupled to each other and that coupling phenomenon is referred to as scalar-coupling or 

J-coupling. Since the mechanism requires a perturbation of the electron wave function at 

the location of the nucleus, only s-electrons can be involved in this interaction, because 

only s-electrons have a finite probability of existing at the nuclear site. As well, since the 

probability distribution of the s-electron is spherically symmetric, the J-interaction is 

independent of the direction of external magnetic field. The magnitude of the interaction, 

termed as J- (or coupling-) constant, for proton-proton coupling is less than ~ 20 Hz for 

the spin systems of brain metabolites and is independent of the spectrometer operating 

frequency.

For a system of two coupled spins, I and S, the J-coupling Hamiltonian, Hj, can 

be expressed as

H j = 27tJ h TS = 27tJh {IzSz + IxSx + IySy}. (1-61)
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1.7.2.2 Degree of Scalar-Coupling Interaction

Based on the scalar-coupling interaction, spin systems can be divided into two 

categories, namely uncoupled and coupled. Coupled spins can further be classified into 

weakly-coupled or strongly-coupled ones, depending on the degree of coupling, which is 

measured by the ratio of the coupling-constant to the chemical shift difference between 

the two coupled spins (J/A8) both in Hz (for J/A8 «  1, weak coupling, otherwise strong 

coupling).

If Hzeeman »  Hj, the H j term can be treated as a perturbation with respect to 

Hzeema„. In the perturbation theory in quantum mechanics (45), the additional energy 

arising from J-interaction can be written to the second order approximation as

_  _ if if i i x—' ak I H j  I ak1 >1
E = Ei + E 2 = < ak | H j I ak > + V   -----   (1-62)

M  Ek - E k,

where a^s are eigenbases and Ek ’s are corresponding energy eigenvalues of Hzeeman- 

From Eqs. (1-26), (l-55c) and (l-55d), it follows that among the three terms, IZSZ, IXSX 

and IySy, in H j in Eq. (1-61), only IZSZ returns non-zero values from the first term in Eq. 

(1-62), and only IXSX and IySy will contribute to the net E through the operation of the 

second term in the equation. Furthermore, the numerator of the second term is 

proportional to coupling-constant, J, whereas the denominator is proportional to the 

frequency difference from Eq. (1-7) or equivalently to the chemical-shift difference, A5. 

Therefore, when A8 »  J or J/A8 «  1, the second term in Eq. (1-62) can be neglected 

and the J-coupling Hamiltonian can be expressed to the first approximation or to the 

weak-coupling approximation as

H / eak = 2nJhlzSz. (1-63)

The consequence of the scalar-coupling interaction is to split a single resonance 

peak into multiplet(s). As an example, illustrated in Fig. 1-2 is the calculated spectrum of
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a weakly-coupled two-spin system denoted as AX. It consists of two doublets, each of 

which is centered at the resonance frequency of spin A and spin X, respectively. The 

splitting of each doublet is equal to the coupling-constant, JAX. In general, for weakly- 

coupled spin systems, the number of peaks in a multiplet is equal to n +1 where n is the 

number of neighboring interacting protons. For instance, consider a weakly-coupled AX3 

spin system, for which the chemical-shift of the three X spins are identical and the 

coupling-constant between the three X-spins and the A-spin are all the same (in which 

case, the three X spins are referred to as magnetically-equivalent (78)). Due to the J- 

coupling interaction, the spin A is observed as four resonance peaks (3+1) or a quartet, 

while the spin X as a doublet (7+1).
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•ejô  300
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10 Hz10 Hz
_ 200 
I
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20 Hz 20 Hz 
n  n
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chemical shift (ppm) chemical shift (ppm)

Figure 1-2 The typical proton NMR spectra of a weakly-coupled AX spin system and 
a strongly-coupled AB spin system at 3.0 T obtained by computer simulation. For the 
AX spin system, the chemical-shift of the A spin and the X spin is 4.0 and 1.0 ppm, 
respectively, and the coupling-constant, JAx, was assumed to be 10 Hz (J/A8 ~ 0.03). For 
the AB spin system, the chemical-shift of A and B spins was assumed to be 2.65 ppm 
and 2.35 ppm, respectively, with JAB of 20 Hz (J/A8 ~ 0.5). The peak-to-peak separation 
in each multiplet corresponds to the coupling constant, J.

In Fig. 1-2, the two peaks in each of the two multiplets of an AB spin system are 

no longer symmetric unlike with an AX spin system. In general, the structure of the 

spectra of more complicated strongly-coupled spin systems may include more lines or 

increased multiplicity and consequently tends to be unpredictable (52, 53, 76).
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1.7.3 Dipole-Dipole Coupling

Another source of variation in the local magnetic field at the sites of nuclei can 

result from the ‘dipole-dipole coupling’ or (to distinguish it from the electron cloud- 

mediated indirect-coupling) ‘direct-coupling’ through the space between nuclei. Due to 

fast molecular motions in a liquid sample, however, the dipole-dipole interaction is 

averaged to zero and in general its effect is manifested in a weak form in in-vivo NMR 

spectra as signal loss or ‘relaxation’, although some exceptions have recently been 

reported (31, 79-83).

A detailed discussion on the dipole-dipole interaction can be found in typical 

NMR text books (47, 48, 52, 61).

1.7.4 Relaxation

We have seen in the previous sections that it is transverse magnetization or SQC 

that actually gives rise to the NMR signal, and that the transverse magnetization is 

brought about by supplying energy to the sample in the form of a Bi field. The energy 

thus provided is not permanently possessed by the spins in the sample. Instead, it is 

dissipated slowly into the environment of the local spins. This mechanism is called the 

‘relaxation’, and the related time constant is termed as ‘relaxation time’ (46, 47, 52, 53, 

76). Although the relaxation phenomenon is an essential element for delivering contrast 

in MRI, it is primary source of signal loss in MRS.

Both longitudinal (Mz) and transverse magnetization (Mxy) undergo the relaxation 

process which can be approximated as a first order rate process, thereby giving rise to an 

exponential recovery of Mz to its thermal equilibrium state where Mz = M0, and an 

exponential decay of Mxy to its thermal equilibrium state of zero. As a result, two time 

constants are introduced in this approximation, namely T] and T2, the former termed as 

the longitudinal relaxation time which Mz takes to recover back into ~ 63 % of its original

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



33

value of Mq, while the latter dubbed as the transverse relaxation time, the time when Mxy 

diminishes down to ~ 37 % of its maximum value.

Ti relaxation is mainly attributed to the energy dissipation from the excited nuclei 

into the surrounding lattice, for instance, the nearby molecules. For this reason, T i 

relaxation is also referred to as ‘spin-lattice relaxation’.

In the vector model, the observation of the net transverse magnetization requires 

phase coherence among the individual magnetic dipole moment vectors precessing at the 

resonance frequency in the sample. The phase coherence, which can be brought about by 

a 90° r.f. pulse is gradually lost due mainly to interactions among the excited protons in 

the sample. In this context, the transverse relaxation is also termed as ‘spin-spin 

relaxation’.

An inhomogeneous local magnetic field over the sample resulting from the 

imperfection of the magnet and the magnetic susceptibility effect also induces transverse 

relaxation (46, 47, 52, 53, 76). However, the transverse relaxation of this kind is 

distinguished from that arising from the spin-spin interaction in that the former takes 

place time-independent (neglecting diffusion effect) and the resultant loss of phase 

coherence among the spins in the sample can be retrieved by applying a 180° pulse. This 

refocusing of the dephased spins in the sample, namely, the spin-echo (section 1.11.1), 

however, cannot recover the decay of the transverse magnetization induced by the time- 

dependent spin-spin interactions.

1.7.5 Gradient Pulses

In in-vivo MRS, spatial localization is achieved by incorporating ‘gradient pulses’ 

(84, 85) in conjunction with bandwidth limited r.f. pulses. A gradient pulse spatially 

encodes the spins in the sample by making the local magnetic field vary in a controlled 

manner over the sample, and the simultaneous irradiation of a band-limited r.f. pulse 

selectively excites a ‘slice’ in the sample (section 1.8). In addition to these ‘slice-
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selective’ gradients, gradient pulses are also utilized to destroy unwanted transverse 

magnetization, in which case they are termed as ‘spoiler’ or ‘crusher’ gradients (sections

1.11.3 and 1.11.4). Another important application of gradient pulses in in-vivo MRS is 

as a ‘filtering’ gradient to filter out a specific order of coherence in MQF sequences 

(section 1.11.4).

The local magnetic field strength during the application of a gradient pulse can be 

expressed as

where r  is a displacement vector measured from the isocenter of the magnet where the 

static field B0 exists, and G is a gradient vector that can be written as |G| z ( z : unit vector 

along the z-direction in the Cartesian coordinate system; |G|: the magnitude of the 

gradient vector), i.e., the direction of the gradient field is always parallel to the B„. From 

Eq. (1-64), the net Larmor precession frequency co in the presence of the gradient pulse 

can also be written as

where cog (= - yG-r) is an additional angular frequency resulting from the gradient field. 

Therefore, in the rotating frame, the phase angle accumulated on spins by the application 

of the gradient pulse for a time t is given by

B(r) = B0 + G r (1-64)

CO =  C0o +  COG

= - y(B0 + G r) (1-65)

0g = ©G-t = - yG-rt ( l-66a)

or

(l-66b)
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In the practical implementation of a gradient pulse into NMR pulse sequences, a finite 

ramp time is required before the gradient attains its maximum amplitude, due to limited 

performance of the hardware. In this context, Eq. (l-66b) more precisely defines the 

amount of phase accumulation during a gradient pulse than Eq. (l-66a), which assumes 

an ideal, rectangular gradient pulse.

From Eq. (1-65), the gradient Hamiltonian, H G, can be written in the rotating 

frame as

H g = hd)Glz = -yhG-r l z. (1-67)

1.8 Spatial Localization

In in-vivo MRS, a shaped, band-limited r.f pulse (or soft r.f. pulse) is used 

predominantly rather than a rectangular (hard) pulse for selective excitation of a volume 

of interest (VOI) in the sample (slice selection). It is also used to selectively excite 

particular resonance lines in a frequency domain (frequency-selectivity).

A soft r.f. pulse can be characterized by the length and the shape of the pulse 

modulation envelope. In particular, the shape of the pulse envelope determines the spatial 

distribution of the excitation envelope. As illustrated in Fig. 1-3, the gradient causes the 

local magnetic field to vary linearly in space. Consequently the local resonance 

frequency in the sample has a corresponding variation.

The irradiation of a shaped r.f pulse with a limited bandwidth, Aco, enables a 

selective excitation of the sample to take place. Due to the change in local resonance 

frequency, however, the net location of the transverse components of the dipole vectors 

immediately after the selective excitation are distributed on the transverse plane in the 

rotating frame. To refocus these dephased components to recover maximal transverse 

magnetization, another gradient pulse referred to as a refocusing lobe is required, the 

polarity of which is opposite to the preceding slice-selection gradient.

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



36

Ar
shaped r.f pulse 

(sine 90x° )

time
refocusing lobe

>- time
slice-selection 

gradient

linear
gradientsample

Aco ► r

.  A< * ±

Figure 1-3 A practical example of slice selection by a shaped 90x° r.f pulse and a slice- 
selection gradient. The slice-selection gradient encodes local magnetic field resulting in 
a distribution of linearly varying resonance frequency in one dimension. By applying an 
r.f pulse with a limited bandwidth of A to concurrently with the gradient, selective spatial 
excitation (Ar) is achieved. A refocusing lobe refocuses dipole vectors (A and C) that 
have been dephased just after the selective excitation.

1.9 Evolution of Spin Systems and Sequence Optimization

In general the spin system of each key brain metabolite has its own characteristic 

chemical-shift and J-constant values, giving rise to different evolutionary pathways and 

subsequently different spin responses to a particular NMR pulse sequence. Nonetheless, 

due to the lack of uniqueness in spectral characteristics of a variety of spin systems found 

in vivo, and to the multiplicity of resonances arising from J-coupling interaction, one 

needs to maximize a target signal(s) and to minimize its contamination from background 

unwanted signals. This procedure, which is essential for identifying and ultimately 

quantifying a targeted metabolite using MRS technique is called sequence optimization.
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To achieve this goal, the evolution of a density operator in response to an NMR 

pulse sequence must be evaluated for each spin system, and, as discussed in section

1.6.3.3, this can be done by solving Eq. (l-49a), provided that the total Hamiltonian of 

the spin system is known.

1.9.1 Evolution of Weaklv-counled Spin Systems

For a weakly-coupled two-spin system with spin I and spin S, the total 

Hamiltonian, Htotal, in the rotating frame can be written as

Htota, = H rf + H G + HZeeman + H / eak

= - y h Bi (Ix + Sx) - y h G-r(Iz + Sz) + h (coi Iz + cos Sz) + 27tJ h IZSZ (1-68)

where the irradiation of the r.f. pulse was assumed to be polarized along the + x-axis of 

the rotating frame.

Using Eq. (l-49a), it is possible to calculate the evolution of the density operator 

under each of the Hamiltonians in Eq. (1-68) in terms of product operators. The 

derivation of the evolution equations from Eq. (l-49a) reduces to solving a cohort of 

homogeneous second order differential equations. As an example, the derivation of the 

evolution (or transformation) equations under the gradient Hamiltonian, H G is given in 

Appendix 5.

Note that each Hamiltonian in Eq. (1-68) is nothing but energy expressed 

quantum mechanically in terms of an operator. Since E = hu>, each Hamiltonian 

component in Eq. (1-68) can be viewed as fi co-operator. Therefore in this context, a 

generalized angular frequency, co, can be defined for Hrf,  H G, H Zeeman and H / eak as 

- yBj, - yG-r, coi (or cos), and 2nJ, respectively. Since rotation angle = angular frequency 

x time, a generalized rotation angle, d, can also be defined as co x t (t: time during which 

a Hamiltonian applies to the system). Therefore, using in Eq. (1-69) below a notation for

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



3 8

the description of the evolution of a density operator under the action of each 

Hamiltonian

p(0) ff-operator > p(t)_ (,.69)

the evolution equation for Iy under the r.f. Hamiltonian is derived as

Iy  ^  > Iycos(- yBjt) + Izsin(- yBit) (l-70a)

and under the chemical-shift Hamiltonian,

Iy — 0011 'k -■> Iycos(ooit) -  Ixsin(coit), (l-70b)

and finally under the scalar-coupling Hamiltonian,

Iy — I\zh i ^ iyC0S(7xJt) _ 2IlxI2zsin(7iJt). (l-70c)

In particular, during a period without an r.f and a gradient pulse, namely, a free 

evolution period, H totai in Eq. (1-68) simplifies to H totai = Hzeeman + Hj, and Eq. (l-49a) 

takes the form of

p(t) = exp(-iHtotait/h )p(0)exp(iHtotait/h )

= exp {-KHzeeman + H / eak)t/k  } P(0)eXP {i{Hzeeman + H f* * ) V H }. (1-71)

Since \Hzeeman,Hjweak] = 0, Eq. (1-58) can be rewritten as 

P ( t )  =

exp{-i(Hzeema*)t/h }GXV{-i{HjWeak)H fl } P(Q)eXp {l(HjWeak)\/tl }exp{i(Hzeeman)t/h}.(\-72)
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Eq. (1-72) contains a significant point, namely, that for a weakly-coupled spin system, for 

which the J-coupling Hamiltonian and the Zeeman Hamiltonian commute, one can 

evaluate the evolution of the spin system during a free evolution period interaction by 

interaction. Since the gradient Hamiltonian also commutes with both the Zeeman and the 

J-coupling Hamiltonians in Eq. (1-68), the interaction-by-interaction evaluation of the 

evolution of a density operator still holds for the gradient Hamiltonian. The r.f pulse 

Hamiltonian on the other hand does not commute with any of the other Hamiltonians in 

Eq. (1-68). However, in typical NMR experiments the duration of r.f. pulses is much 

shorter than a free evolution period or an inter-pulse period. For this reason any intra

pulse evolution of spin systems is neglected in the product operator calculation approach 

and, in fact, this is one of the shortcomings of the method.

A set of transformation equations under each of the Hamiltonians is given in 

Appendix 6a for a weakly-coupled two-spin system.

1.9.2 Evolution of Strongly-coupled Spin Systems

For strongly-coupled spin systems, the full scalar-coupling Hamiltonian in Eq. 

(1-61) needs to be incorporated in evaluating Eq. (l-49a) instead of Eq. (1-63). In this 

case, since H Zeeman and H j  no longer commute, the reduction of Eq.(l-71) into (1-72) is 

not possible. Nonetheless, the total Hamiltonian that applies during any free evolution 

period can be rearranged into two groups that do commute with each other, and 

consequently some simplification of the calculation of the density operator can be 

exploited (86). That is, for a strongly-coupled AB spin system, the Hamiltonian in the 

absence of both r.f. and gradient pulses can be written as

H =  {H weak} +{Hstrong}

=  { h - tu -(A z + Bz) + 2 7 iJ a b ^ (A zB z)}  + {/z-5co-(Az- Bz) + 27tJAb^(A xBx + AyBy)} (1-73)

where m  = (coA + g >b )/2 and 5co = (coA - g > b ) /2 ,  and coA and cob is the Larmor frequency of 

spin A and spin B, respectively, measured with respect to the rotating frame frequency of
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co. Note that H weak is similar but not identical to Hjweak defined in section 1.9.1. Since 

[Hweaki =  o ,  the density operator at time t can be obtained by evaluating separately

the evolution of the spin system under j j^ eak and Hstrong. in Appendix 6b the evolution 

equations for an AB spin system are summarized in terms of the Cartesian basis 

operators. These equations are used extensively in Chapter 6.

In this way, the evolution of spin systems in response to NMR pulse sequences 

can be calculated using the product operator formalism. However, since it requires 

manual calculations, its application is limited to strongly-coupled spin systems with 

restricted number of spins in the system. Moreover, in the product operator analysis, 

shaped r.f. pulses are approximated as a rectangular hard pulse whereby any intra-pulse 

evolution of a spin system is neglected. This hard-pulse approximation used in the 

product operator analysis can lead to a significant error, which becomes even worse when 

the soft r.f. pulse is slice-selective. This exacerbation of mismatch between the calculated 

and the experimental response of a spin system to pulse sequences in in-vivo MRS is 

ascribed mainly to the so-called “voxel displacement effect” (87, 88), which is much 

more significant for weakly-coupled spin systems due to the larger chemical-shift 

dispersion between the coupled spins. The analytical consideration of this effect is given 

in section 1.11.1.

1.10 Practical Example of the Evaluation of Spin Evolution in a Spin-echo Sequence

In this section, an actual calculation of spin evolution is given for an uncoupled 

IS, a weakly-coupled AX and a strongly-coupled AB spin systems in response to a spin- 

echo sequence.

1.10.1 Spin-echo Sequence (General)

A hard pulse spin-echo sequence is illustrated in Fig. 1-4. The first 90° r.f. pulse 

excites a spin system in the thermal equilibrium state to create a net transverse
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magnetization or in-phase SQCs. In the rotating frame an uncoupled-spin system will 

evolve under the chemical-shift Hamiltonian during the inter-pulse delays, TE/2.

90v°

I
180v°

I
t=  0

TE/2 TE/2

|0  + (TE/2) ‘ j (TE/2)+ TE'

Figure 1-4 A spin-echo pulse sequence. It consists of one 90° and one 180° r.f. 
pulses. The first and the second inter-pulse delays together are called an echo time.

For a coupled-spin system the evolution will take place under the J-coupling Hamiltonian 

as well. The chemical-shift evolution is refocused by the 180° r.f. pulse for uncoupled 

and weakly-coupled spin systems but not for a strongly-coupled ones. After these 

evolutions, the in-phase SQCs are detected during the acquisition period as a final signal 

output.

1.10.2 Evolution of an Uncoupled Spin System in Response to the Spin-echo Sequence

In the rotating frame, just before the first 90° pulse, the density operator of the 

system is described as

p ( 0 > I z + Sz. (1-74)

Just after the excitation by the 90° pulse, the density operator upon the right-hand side

rotation takes the form of

P(0 +) = - (Iy + Sy), (1-75)
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which contains the in-phase SQCs of spin I and spin S. Since no coupling exists between 

the two spins, the spin system evolves independently under the chemical-shift 

Hamiltonian alone, during two inter-pulse delays. The evolution of spin S is symmetric 

with that of spin I for this uncoupled IS spin system. Therefore, only the evolution of spin 

I will be considered henceforth. Just before the 180° pulse, the density operator has 

become

p(TE/2 ')i = - Iy cos(ooi-TE/2) + Ix sin(©i-TE/2) (1-76)

where coi is the relative Larmor frequency of the spin I, which is calculated with respect 

to the operating frequency of the magnet system. Since the 180° pulse is irradiated along 

the y-axis, that is, the phase of the pulse is set to y, it has no effect on the Iy term and 

simply changes the sign of the Ix term in Eq. (1-76). Thus after the 180° pulse the density 

operator for spin I merely reduces into

p(TE/2 +)i = - Iy cos(cor TE/2) - Ix sin(corTE/2). (1-77)

After the second TE/2 period the density operator evolves into

p(TE')i = - {Iy cos(coi-TE) - Ixsin(coi TE)}cos(coi-TE)

- {Ix cos(coi-TE) + Iysin(coi-TE)}sin((Oi-TE)

= -Iy. (1-78)

According to Eq. (1-78), the coherence of the uncoupled spin I at the onset of acquisition 

takes the same form that it had just after the 90° excitation pulse in Eq. (1-75), and this 

recovery of the spin I (as well as spin S) takes place independently of both the sequence 

timing (TE) and coi, i.e., the spin I is refocused. From an analytical point of view, this is 

because the chemical-shift evolution of spin I during the first and the second TE/2 were 

cancelled out by the 180° refocusing pulse. This mechanism that refocuses chemical-shift 

evolution of a spin system by 180° r.f. pulse encapsulated with a pair of symmetric free 

evolution period, is referred to as the spin-echo and the total timings of the evolution
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periods is dubbed as the echo time (TE). The spin-echo resulting from 180° pulse greatly 

simplifies the analysis of spin evolution in response to NMR pulse sequences.

In Fig. 1-5, the spin-echo mechanism is illustrated in the vector model, which is 

sufficient for the description of the evolution of uncoupled spin systems.

t = 0 t = TE/2 ’ t = TE/2 t = TE'

y ® o
Figure 1-5 A vectorial description of the evolution of an uncoupled spin in the 
rotating frame in a spin-echo experiment. In the initial thermal equilibrium state, no net 
transverse magnetization exists due to the arbitrarily-phased transverse components of 
dipole moment vectors in the sample. A 90° pulse renders the transverse components of 
the dipole moment vectors possess coherent phases, thereby giving rise to a net 
transverse magnetization. During the first TE/2 period the transverse magnetization 
evolves under the chemical-shift effect, which is a rotation about z-axis. This rotation is 
reversed in direction by the 180° pulse and subsequently refocused just before the onset 
of acquisition. A right-hand side rotation was assumed.

1.10.3 Evolution of a Weakly-Coupled Spin System in Response to the Spin-echo 

Sequence

The refocusing of the chemical-shift evolution by a 180° r.f. pulse also holds for 

weakly-coupled spin systems. Therefore the chemical-shift effect will be neglected in the 

following analysis for the evolution of a weakly-coupled AX spin system in response to 

the spin-echo sequence.

Just before the 180° refocusing pulse, using Eq. (A6a-3) in Appendix 6a, the 

density operator for spin A of a weakly-coupled AX spin system becomes
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p(TE/2 ')a  = - Ay cos(7iJAx 'T E /2 )  + 2AxXz sin(7tJAx-TE/2) (1-79)

where JAx is the scalar-coupling constant between spin A and spin X.

After a 180y° pulse that has no net effect on the coherence terms in Eq. (1-79) (see 

Eq. (A6a-1) in Appendix 6a), the spin system continues to evolve and at the onset of 

acquisition the density operator takes the form of

P(TE')a = - AyCos(7TJAx-TE) + 2AxXz sin(7rJAx-TE). (1-80)

Upon symmetric consideration, the density operator for spin X at time t = TE ' can also be 

written as

p(TE ")x = - Xy cos(7tJAx-TE) + 2XxAz sin(7iJAx-TE). (1-81)

Note that Eqs. (1-80) and (1-81) contain not only in-phase SQCs but also anti-phase 

SQCs terms, which are created from coupled spins only as a result of scalar-coupling 

interaction. According to Eqs. (1-80) and (1-81), the amount of in-phase SQC or APC at 

the end of the spin-echo period can be controlled by adjusting TE. For instance, a choice 

of TE set to 1/Jax maximizes the amount of Ay, while the choice of TE of 1/2J maximizes 

that of 2AxXz. This temporal weighting of either of the two types of coherence by 

optimizing TE becomes of special importance in the design of an MQF (section 1.11.4), 

in which the amount of APC is proportional to the signal yield of the sequence.

In NMR experiments, a complex signal is acquired using a quadrature detection. 

Assuming the real part of the complex signal is collected along the y-axis of the rotating 

frame, then, in product operator analysis taken in the Cartesian operator basis, the actual 

signal acquired during the detection period is proportional to the sum of the coefficients 

of SQCs with y-phase such as Iy, which is equivalent to taking the real part of the sum of 

the coefficients of /_ in the spherical operator basis (89) defined in Eq. (1.43). Therefore, 

the signal from spin A, S(t)A , after the spin-echo period is proportional to
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S(t)A ~ cos(7tJAX-TE). (1-82)

A pseudovectorial description of the evolution of a weakly-coupled AX spin 

system is illustrated in Fig. 1-6.

t = 0+ t = TE/2 t = TE'

y

TE = 1/Jax

TE = 1/2JAx

Figure 1-6 A vectorial description of the scalar-coupling evolution of a weakly- 
coupled spin system in the rotating frame during TE. To illustrate the creation of APC, 
two vectors are used, which are coupled to each other. Immediately after the 90° pulse, 
each vector starts rotating in opposite direction on the xy-plane of the rotating frame. 
Depending on the choice of TE, the coupled two vectors can form either in-phase or 
anti-phase just before the onset of acquisition. No chemical-shift effect was considered 
as it is refocused by the 180° pulse. A right-hand side rotation was assumed.

1.10.4 Evolution of a Strongly-Coupled Spin System in Response to the Spin-echo 

Sequence

As discussed in section 1.9.2, due to the additional terms in the strong-coupling 

Hamiltonian, one can no longer evaluate the evolution of the strongly-coupled spin 

systems under the Zeeman Hamiltonian and the scalar-coupling Hamiltonian, separately. 

As described in section 1.9.2 and Appendix 6b, however, the calculation can be 

simplified by separating the total Hamiltonian in the absence of an r.f. pulse and a 

gradient pulse into H weak and H strong, each of which contains both chemical-shift and 

scalar-coupling interaction terms.
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Assuming for brevity of analysis that only Ay exists just after the first 90° pulse, 

then after the spin-echo period the density operator for a strongly-coupled AB spin 

system is calculated, using the evolution equations in Appendix 6b, to be

p(TE -)a = Ay • {-cos(tlJ-TE)cos2(A-TE/2)

- [(§«/A)2-(7tJ/A)2]cos(7iJ-TE)sin2(A-TE/2)}

+ 2AXBZ •{sin(7tJ-TE)cos2(A-TEi/2)

+ [(8co/A)2-(7iJ/A)2]sin(7iJ-TE)sin2(A-TE/2)}

+ Bx -{-2(5co/A)(7rJ/A)sin(7iJ-TE)sin2(A-TE/2)}

+ By •{-(7rJ/A)sin(7iJ-TE)sin(A-TE)}

+ 2BXAZ •{-(7tJ/A)cos(7tJ-TE)sin(A-TE)}

+ 2ByAz • {2(8co/A)(7rJ/A)cos(7rJ-TE)sin2(A-TE/2)} (1-83)

where A = [(5co)2 + (ttJ)2]172 and 8co = (g > a  - c o b ) / 2 .

In weak-coupling approximation (So »  nJ, A ~ 8co, Sro/A ~ 1, and 71J/A ~ 0), Eq. 

(1-83) reduces to,

p(TE ')AWeak ~ Ay • {-cos(tiJ-TE)}+ 2AxBz • {sin(TiJ-TE)}, (1-84)

which is equal to Eq. (1-80). Therefore, the evolution of a weakly-coupled AX spin 

system during a spin-echo period can be regarded as a special case of that of a strongly- 

coupled AB spin system.

The density operator for spin B, p(TE ~)B, can also be obtained from Eq. (1-83) by 

symmetric consideration, in which a sign change is required for the terms with 8co, as was 

shown in Appendix 6b. Note that in Eq. (1-83), SQCs of spin B are also created during 

the spin-echo period, despite the initial state at t = 0+ consisting exclusively of spin A. 

This transfer of transverse magnetization between different spin species, e.g., from Ay to 

By in this example, is referred to as the coherence transfer. Although different
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definitions are found elsewhere (52, 78), the term ‘coherence transfer’ found in the thesis 

will be used in this sense.

Among those four SQCs of spin B in Eq. (1-83), which are created from initial 

Ay during TE, terms such as Bx and ByAz are produced solely from strongly-coupled spin 

systems, whereas By and BXAZ are ordinary coherence terms that are common for all 

coupled spin systems. This becomes clear if Eq. (1-83) is compared with Eqs. (1-80) and 

(1-82). The significance of these specifically strong-coupling terms, which was 

originally pointed out by Trabesinger et al (90), will be discussed extensively in 

Chapters 5 and 6. Figure 1-7 summarizes the origin of these two distinct groups of SQCs 

created from an AB spin system after a spin-echo.

Spin-echo
A y

Weak 

Ay, 2AXB;

Spin-echo Ay, AXB:
By

Weak 

By, 2BXA;

Figure 1-7 The coherence pathways for a strongly-coupled AB spin system in a spin- 
echo experiment. Unlike a weakly-coupled spin system, additional terms (bold-italic) 
are created through coherence transfer that is facilitated by the strong-coupling 
Hamiltonian. As a result, there exist strong-coupling specific SQCs at the end of the 
spin-echo period such as Ax and AyBz, which are distinguished from Ay and AXBZ terms.
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In Eq. (1-83), the density operator for the spin A of the strongly-coupled AB 

system is still a function of ©a and ©b even after the spin-echo period. This is because 

the chemical-shift effect was not fully refocused, in contrast to the uncoupled and 

weakly-coupled spin systems. For this reason, together with the creation of the strong- 

coupling specific coherence terms through coherence transfer, the vectorial description of 

the evolution of a AB spin system during the spin-echo period is not straightforward.

1.11 Pulse sequences in In-vivo 'H-MRS

In practical human studies, any NMR pulse sequence requires at least three soft 

r.f. pulses in conjunction with gradient pulses to define a VOI or a single voxel. PRESS 

(Point-REsolved SpectroScopy) (91, 92) and STEAM (STimulated Echo Acquisiton 

Mode) (93, 94) are the two most popular single voxel localization pulse sequences in in- 

vivo 1 H-MRS. The superiority of one over the other relies on the spin systems of a 

target metabolite to be observed. For instance, for the quantification of metabolites with 

uncoupled spin system(s), PRESS sequence with long sequence timings is a better choice 

for higher signal yield of the sequence, by a factor of 2 in principle, relative to STEAM. 

The use of long sequence timings facilitates the suppression of unwanted signals, in 

particular, from broad macromolecule resonances. For metabolites with coupled spin 

system(s), however, due mainly to the voxel-shift effect (87, 88), the status of PRESS 

needs to be reconsidered. The voxel-shift effect, which is introduced during slice- 

selection by the combined use of an r.f. and a gradient pulse, plays a significant role in 

quantitative analysis of metabolites with coupled spins. In the following section, 

therefore, a discussion on this issue is given prior to proceeding to the practical pulse 

sequences for human studies such as PRESS, STEAM and MQF.

1.11.1 Voxel-Selection Phenomena

Due to the chemical-shift effect and the limited bandwidth of soft r.f pulses, the 

actual spatial slices selected for the different spin species by each combination of r.f. 

pulse and gradient pulse are shifted relative to each other in space. This phenomenon,

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



4 9

which is manifested as the accumulated shifts of slices in three orthogonal dimensions, is 

called the voxel-shift (or -displacement) effect. It is illustrated in Fig. 1-8, and for 

uncoupled spins results in different spectral lines originating from different (but usually 

overlapping) locations in space.

1 ppm (spin X) 
3 ppm (spin A)

voxel \ 
-shift

slice of spin A (TE)

Figure 1-8 The voxel-selection phenomenon. Due to the chemical-shift the actual 
slices selected by the combination of an r.f pulse (bandwidth Aco) and a gradient pulse 
are defined differently for different spin species in a molecule. As a result, the actual r.f 
pulse experienced by the spin A and the spin X in three regions, ai, a2 and a3 is different 
from one another. Also illustrated in the right panel is a loss of signal of spin A in the 
spin-echo experiment resulting from the voxel-shift effect at 3.0 T. The amount of 
signal loss is dependent not only on the ratio of wi, W2 and W3, which are weighting 
factors proportional to the area and the spin density of each region, but on TE (or scalar- 
coupling constant, Ja x ) as well. The relative Larmor frequency of the A spin, cl>a , and 
Ja x  was assumed to be 76671 rad/sec (at 3.0 T) and 5 H z , respectively. No field 
inhomogeneity effect was assumed.

The amount of voxel-shift, Ar, can be written as (87)

Ar = rvoxei x (A5/Aco) = A5/yG (1-85)
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where rVOXei is a voxel dimension, A8 is a chemical-shift difference between two coupled 

spins measured in Hz with respect to the carrier frequency, BW is a bandwidth of an r.f 

pulse in Hz, and G is a gradient strength. Hence, the amount of voxel displacement is 

more significant for coupled spins that have a large chemical-shift difference and 

therefore tend to be weakly-coupled. It is mitigated by a wider bandwidth of the r.f. 

pulse or a stronger gradient strength.

For coupled spins, the consequence of shifted voxels becomes more complicated. 

Consider the response of a weakly-coupled AX spin system to a spin-echo sequence 

similar to that shown in Fig. 1-4, but equipped with soft r.f pulses. As described in Fig. 

1-8, only in region a\ do both spin A (3 ppm) and spin X (1 ppm) of the same coupled 

pair experience the band-limited 180y° refocusing pulse. Just after the spin-echo period, 

the density operator for spin A in region ai, p(TE ')Aal, takes the same form as in Eq. (1- 

80). In contrast, only spin A will experience the 180y° refocusing pulse in region a2, and 

only spin X in region a3. That is to say, the 180° r.f. pulse works as a frequency-selective 

pulse due to the voxel-shift effect. Neglecting field inhomogeneity effect, the density 

operator for spin A in each region can be shown to become,

p(TE")Aal = - Ay cos( ttJa x 'T E ) + 2AxXz sin(7iJAx'TE) (region ai)

p(TE V 2 = - Ay (region a2) (1-86)

p(TE ')Aa3 =  - A y cos(coa -TE) (region a3)

where coA is the relative Larmor frequency of the spin A. The coA-dependence of

p(TE ')Aa3 results from the fact that the spin A in region a3 did not experience the 180y°

refocusing pulse and therefore the chemical-shift evolution of that spin was not refocused 

in that region. Since the final output is the sum of signal from all three regions, the signal 

for A spin, after the spin-echo period becomes

S(TE)a ~ cos(tiJa x -T E )  (w ith o u t  v o x e l - s h if t  e f f e c t )

S(TE)a ~ w i-c o s (7 iJ a x -T E ) +  W2 +  W3 -co s(© a -T E ) (w ith  v o x e l - s h if t  e f f e c t )  (1-87)

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



51

where wi, w2 and W3 are weighting factors that are proportional to the area and the spin 

density in each region. Eq. (1-87) demonstrates that for coupled spins the severity of the 

voxel-shift effect is also dependent on the sequence timing (TE in this example) or 

equivalently on the scalar-coupling constant, Ja x - The change in signal intensity of spin 

A at two different ratios of wi : w2 : w2 (8:1:1 and 3:1:1) is illustrated in the right panel of 

Fig. 1-8 where the high-frequency oscillations of the signal intensity of the spin A results 

from the chemical-shift evolution of that spin in region â .

In conclusion, the desired signal from a coupled spin system comes only from that 

region in the sample in which the three slices defined by three spatial localization r.f 

pulses overlap. For this reason, the acquired signal (lineshape and peak amplitude) of 

more complicated spin systems can be significantly different from what can be derived 

using product operator analysis in which all soft pulses are approximated as rectangular 

hard pulses.

1.11.2 PRESS Sequence

A generic PRESS sequence is shown in Fig. 1-9. The VOI is defined by three 

slice-selection gradients in each of the x, y and z directions in conjunction with three soft 

r.f. pulses. The first 90° pulse creates SQCs, which evolve during the first and the second 

echo time (TEi and TE2, respectively) under the chemical-shift and scalar-coupling 

Hamiltonians. The two 180° pulses refocus the chemical-shift evolution of uncoupled 

and weakly-coupled spin systems during TEi and TE2 period. Therefore, a PRESS 

sequence is a double spin-echo sequence. These spin-echoes also refocus time- 

independent dephasing of the transverse magnetization arising from field 

inhomogeneities. The spoiler gradient pairs that encapsulate each 180° pulse, dephase 

“or spoil” coherences that do not experience the intended flip angle of 180°, in principle. 

To minimize the voxel-selection phenomenon, the bandwidth of the two 180° pulses and 

the slice-selection gradients in the sequence need to be efficiently designed (see Eq. (1- 

85)).
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180.180.

RF

G7 J I I I

Gx I I

G.y J  I

Legend

0  : Refocusing Gradient, I : Spoiler Gradient, MH1 : Slice-Selection Gradient

Figure 1-9 A PRESS localization pulse sequence. It consists of one 90° pulse and 
two 180° refocusing pulses, all of which are spatially selective. The dotted gradient 
refocuses the dephased transverse magnetization, which results from the first slice 
selective excitation. The dark-shaded gradients spoil any coherences, which are not 
refocused by the 180° pulses. The light-shaded gradients spatially encode the sample to 
define VOI in conjunction with r.f. pulses.

In PRESS experiments, the response of metabolites depends mainly on the choice 

of TEi and TE2 due to the J-evolution of spin systems, and the coherences that contribute 

to the final signal acquired during a detection period remain as SQCs throughout the 

sequence.

1.11.3 STEAM Sequence

Fig. 1-10 illustrates the STEAM sequence. The sequence is composed of three 

90° pulses, which define a voxel in conjunction with the slice-selection gradients. In 

general, the bandwidth of a soft 90° r.f. pulse can be designed wider than that of a soft
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180° pulse (or equivalently, with a shorter pulse duration). Therefore, STEAM is much 

less vulnerable to the voxel-selection phenomenon than PRESS.

RF

TE/2TE/2 TM

Gz

JSL

J2_

Legend

0 :  Refocusing Gradient, ■
w\

: Spoiler Gradient,

I. 1 : Slice-Selection Gradient, Filter Gradient

Figure 1-10 A STEAM localization sequence. A total of three slice selective 90° 
pulses is implemented with coherent r.f phases. In addition to the three kinds of 
gradients found in a PRESS sequence, filter gradients are also used to ensure that the 
signal acquired originate from the SQCs during the first TE/2 period. The spoiler 
gradient during TM period dephases all gradient-sensitive coherences.

The second 90° pulse converts in-phase SQCs and APCs created during the first 

TE/2 into longitudinal magnetization and MQCs. During TM, the spoiler gradient 

completely dephases all the gradient-sensitive coherence terms, thereby leaving only 

longitudinal magnetization and ZQCs, both of which have the order of coherence of zero 

and are therefore gradient-insensitive (See Appendix 5). The final 90° pulse converts 

longitudinal magnetization and ZQCs back into SQCs. These SQCs continue to evolve
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during the second TE/2 period and are finally detected as signal during acquisition 

period.

For STEAM, the refocusing of spins takes place at the end of the sequence by the 

last two 90° pulses and this spin echo is called a stimulated-echo in distinction from the 

spin-echo achieved by a single 180° pulse in PRESS. In principle, a stimulated-echo has 

only 50 % efficiency with respect to a spin-echo due to the fact that only half the 

coherences present at the end of the first TE/2 period are converted into gradient- 

insensitive terms by the second 90° pulse and the other half are to be completely 

dephased by the spoiler gradient during TM (93, 94).

In contrast to PRESS, the coherences detected during the acquisition period have 

undergone changes in coherence order during a STEAM sequence. The detailed 

discussion on the generation, the evolution and the indirect detection of longitudinal 

magnetization and ZQCs is given in the following section 1.11.4 together with selective 

filtering of specific coherences by filter gradients.

1.11.4 MOF

A generic MQF sequence is shown in Fig. 1-11. The VOI is defined by the first 

90° pulse and the two 180° pulses as in PRESS. The second 90° pulse generates MQCs 

and longitudinal magnetization from the pool of APCs and in-phase SQCs, respectively. 

A short rectangular pulse is usually used for this purpose to minimize the intra-pulse 

evolution of coherences. The first filter gradient following the second 90° pulse encodes 

MQCs according to their levels o f coherences (Appendix 5). Therefore, for the gradient- 

insensitive terms such as longitudinal magnetization and ZQCs, the filter gradient is not 

significant. The third 90° pulse reverses those MQCs back into APCs, which will evolve 

into in-phase SQCs during TE2 period under the J-coupling Hamiltonian. A frequency- 

selective soft pulse is used in general for the third 90° pulse in order to achieve selective 

excitation in the frequency domain for maximal performance of the sequence (Chapter 4).
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TE, TM TE2

Gi

Legend

E3 : Refocusing Gradient, 

r I : Slice-Selection Gradient,

I : Spoiler Gradient, 

: Filter Gradient

Figure 1-11 A generic MQF sequence. The filtering of specific coherences is 
achieved by the second and the third 90° pulse in conjunction with a pair of filter 
gradients. The area of the second filter gradient is adjusted with respect to the first one, 
according to the level of coherence to be filtered out. The second 90° rectangular hard 
pulse generates MQCs. The third 90° pulse is frequency-selective in general and 
converts MQCs back into APCs.

The relative areas of the two filter gradients is adjusted according to the level of 

coherence to be allowed through the filter. In contrast ZQF does not require the second 

filter gradient for coherence rephrasing, because it is not encoded by the first filter 

gradient during TM period.

The spin systems evolutionary response to a MQF is far more complicated than 

their response to PRESS or STEAM. Therefore, to understand the basic concepts of the 

sequence a detailed discussion is given in the following section with a weakly-coupled
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AX spin system. The difference between weakly- and strongly-coupled spin systems in 

the design of MQF is also discussed briefly at the end of the section.

1.11.4.1 Evolution of an AX spin system in MQF

1.11.4.1.1 Preparation Period and Generation of MQCs

Retaining only SQCs of spin A, the density operator immediately after the second 

90° pulse takes the form of (see Eq. (1-80))

p(TE+)A = - A zcos(7tJAx-TEi) - 2AxXysin(7iJAx-TEi)

=  - A zcos(tiJax-TE1) - (1/2/) {(A+X+ - A.X.) - (A+X. - A.X+)}sin(7iJAx-TE1)

(1-88)

where the raising and lowering operators were used as defined in Eqs. (l-55a) and (1- 

55b). As was discussed in section (1.6.3.2), (A+X+ - A.X.) in Eq. (1-88) are DQCs with 

the level of coherence of two, and (A+X. - A.X+) are ZQCs with the level of coherence of 

zero. That is, MQCs are created from APCs that were present just before the application 

of the MQC-generating hard 90° pulse. For more complicated spin systems with more 

than three coupled spins involved, higher orders of coherences can also be generated at 

this stage such as a triple quantum coherence. Since MQC are created exclusively from 

APC, which is a unique state of coupled spins, MQF can in general effectively suppress 

signal from uncoupled spins except for ZQF (section 1.11.4.1.3).

From Eq. (1-80) it is clear that, for this simple AX spin system, adjusting TEi 

equal to 1/2J maximizes the amount of APCs leading to maximum generation of MQCs. 

For this reason, TEi needs to be optimized in the design of MQF. For more complicated 

spin systems, however, in which the target signal originates from various APC terms (or 

various coherence pathways) thereby involving multiple J values from different coupled 

pairs in the spin system, the optimization of TEi is not straightforward and an optimal 

TEi for maximum signal yield can significantly deviate from 1/2J (section 1.11.4.2).
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As well, since longitudinal magnetization terms also contribute to the final signal in ZQF 

(section 1.11.4.1.3) in addition to ZQCs, maximizing APCs during TEi does not 

necessarily maximize the final filter yield in ZQF experiments.

The coherence terms in Eq. (1-88) can be rearranged according to their order of 

coherence as

p(TE V QC = - (1/20 {(A+X+ - A.X.)}sin(7tJax-TEj) (l-89a)

and

p(TE+)AZQC = - A zcos(tiJa x -T E 1) + (1/20 {(A+X. - A_X+)}sin(7iJAX-TEi) (l-89b)

where the longitudinal magnetization was also included in the density operator for ZQC, 

and the reason will be clear in the following sections.

1.11.4.1.2 Evolution of MQCs During TM and the Role of the First Filter Gradient

As in Appendix 6a, AxXy in Eq. (1-88) and other MQC terms such as AXXX;, AyXx 

and AyXy are invariant under the weak-coupling Hamiltonian. However, they do evolve 

under the zeeman Hamiltonian. For instance, using the transformation equations in 

Appendix 6a, the DQC term (1/20(A+X+ - A.X.) (= AxXy + AyXx) in Eq. (1-88) 

transforms, after successive operations of the Zeeman Hamiltonian of spin A and spin X, 

into

(l/2i')(A+X+ - A-X.) m t ' Az >

m t ' Xz > (l/2/){(A+X+ - A.X.)cos{(coa + cox)TM}

- (1/2)(A+X+ + A.X.)sin{(coA + © x)T M }, (l-90a)

or equivalently,

A xX y + A yX x -> (A xX y + A yX x)cos{(coA +  cox)T M } - (A xX x - A yX y)sin{(ct)A +  © x)T M }.

(l-90b)
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Eq. (1-90) shows that the DQC, AxXy + AyXx, oscillate during TM between two DQC 

states, AxXy + AyXx and AxXx - AyXy, under the action of the Zeeman Hamiltonian, and 

the oscillation frequency is equal to the sum of the chemical-shifts of the two coupled 

spins in Hz. The first term in Eq. (1-90), which involves / when expressed in terms of 

raising and lowering operators, is dubbed as an imaginary DQC term, while the second 

term as a real DQC term. As will be discussed in section 1.11.4.1.3, it is these 

oscillations of DQCs that necessitate the optimization of TM.

Similar to DQCs, ZQCs also oscillate between the real (AxXx + AyXy) and 

imaginary (AxXy - AyXx) state under the Zeeman Hamiltonian, but the oscillation 

frequency is equal to the difference in chemical-shift of the two coupled spins, i.e., (fflA - 

cox). Since such evolution of ZQCs takes place during TM of STEAM in the same mode, 

the adjustment of the sequence timing should be included in the optimization procedure 

of the sequence as well.

As shown in Appendix 5, gradient pulses dephase coherence according to order of 

coherence. Since ZQCs and longitudinal magnetization are gradient-insensitive, they are 

not dephased or encoded by the first gradient pulse. However, those DQCs in Eq. (1-89) 

will evolve under the gradient Hamiltonian. For example, the evolution of A+X+ in Eq. 

(1-89) by the first filter gradient can be written as

p O c x - A z  p O a x - X zA+X+ --------------- > —----------- > A+X+ exp(- z-2-0Gi)

= (AxXx + /AxXy + /AyXx - AyXy)exp(- /-2-0gi) (l-91a)

and similarly,

.  p d c x - A z  p G o X ' X z  .  v  / - a a  \A.X. —  > —----------- » A.X. exp(/-2-0Oi)

= (AxXx - /AxXy - /AyXx - A yX y)exp(/-2-0G i) (l-91b)

where p is the order of coherence and 0gi was defined in Eq. (1-66).
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1.11.4.1.3 Evolution of MQCs into APCs and the Role of the Second Filter Gradient

The third 90° pulse converts MQCs into APCs, which will continuously evolve 

during TE2 into observable in-phase SQCs. For ZQF, it will convert longitudinal 

magnetization directly into in-phase SQC.

Note that among the resultant four terms in Eqs. (l-91a) and (l-91b) only the 

second and the third terms are converted by the third 90x° into APCs. That is,

iAxXy exp(- z-2-9gi) /AxXz exp(- /-2-0gi) (l-92a)

and

/AyXx exp(- /-2-0gi) /AzXx exp(- /'2-0gi). (l-92b)

The first terms in Eq. (1-91) is invariant by the third 90x°, thereby remaining as a non

observable MQC. The fourth term is transformed by that pulse into a product of two 

longitudinal magnetization terms, AZXZ, which is referred to as a “longitudinal-scalar- 

order”, and is also non-observable.

Therefore, neglecting the evolution of MQCs under the chemical-shift 

Hamiltonian during TM and retaining only SQC of spin A, the reduced density operator 

for DQC in Eq. (l-89a) transforms just after the third 90° pulse into

p(TE + TM +)ADQC

~ - (l/2)AxXz{exp(- /-2-0gi) + exp(/-2-0Gi)}sin(7iJAx-TEi)

= - (1/4)(A+XZ + A.Xz){exp(- j-2-0ol) + exp^-eoOJsinfrJAx-TEO. (1-93)

The second gradient, which is located after the second 180° refocusing pulse 

during TE2 period in Fig. 1-11, can be thought of equivalently as placed just after the 

third 90° pulse with a negative polarity. Thus, by the second filter gradient, SQCs in Eq. 

(1-93) reduce into
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p(TE + TM +)aDQC ~

- (l/4)< A+Xz [exp{/(0G2 - 2-0Gi) + exp{>'(0G2 + 2-0Gi)}]

+ A.XZ [exp{- z(0G2 + 2-0Gi) + exp{- /(0G2 - 2-0Gi)}] >sin(7iJAx-TEi). (1-94)

Note that, for 0G2 = 2-0Gi , only one-half of the APCs in Eq. (1-94) will be rephrased, 

while the other half will be further dephased, and for 0G2 = - 20Gi, vice versa. Due to this 

signal loss mechanism DQ-filtering technique suffers from a poor signal yield in general. 

Therefore, for 0G2 = 2-0Gi,

p(TE + TM +)aDQC ~ - (1/4)(A+XZ + A.Xz)sm(7iJAx-TE1)

= - (l/2)AxXz sin(7tJAx-TE0. (1-95)

Again, neglecting the evolution of ZQCs under the chemical-shift Hamiltonian 

during TM, similar calculation can be made for p(TE + TM +)aZQC, and Eq. (l-89b) 

reduces after the second gradient into

p(TE + TM +)aZQC ~ (1/2/) {A+ exp(z'-0G2) - A. exp(- /•0G2)}cos(tiJax-TEi)

- (1/2){A+XZ exp(z-0G2) + A.XZ exp(- /•0G2)}sin(7rJAx-TEi). (1-96)

Since ZQC and longitudinal magnetization were not encoded by the first filter gradient, 

all terms in Eq.(l-96) will be dephased by the second filter gradient. Therefore without 

the second filter gradient, or for 0G2 = 0,

p(TE + TM +)aZQC ~ (l/2z')(A+ - A.)cos(7tJAX-TEi) - (1/2)(A+XZ + A.Xz)sin(7tJAx-TE1)

= Aycos(7tJAx-TEi) - AxXz sin(7iJAx-TEi). (1-97)

Note that as pointed out earlier the SQC, Ay, which was present just before the second 

90° pulse (Eq. 1-80), has passed through the ZQF, although in this case of weakly- 

coupled spin system it can be removed in principle by setting TEi to 1/2J, thereby 

maximizing the amount of APC, (see Eq. (1-97)). However, this is not possible with in
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phase SQCs from uncoupled spins, as they do not evolve and subsequently have no 

coupling to trigonometric functions unlike those in-phase SQCs or APCs from coupled 

spins. Due to this property of a generic ZQF being permeable to longitudinal 

magnetization, DQF has been more popular than ZQF for human studies. However, it 

will be found in chapters 5 and 6 that this drawback in the nature of a generic ZQF can be 

tackled by modifying one of the components of the sequence.

The APC term, AxXz, in Eq. (1-95) and Eq. (1-97) will continue to evolve during 

TE2 into in-phase SQC and will ultimately be detected. Note, however, that the amount 

of that APC term in response to ZQF (Eq. (1-97)) is twice as much as that in response to 

DQF (Eq. (1-95)). This is due to the fact that only one-half of the DQC terms are 

rephrased by the second filter gradient. Note also that those APC terms under 

comparison originate from the one present just before the MQC-generating second 90° 

pulse (Eq. (1-80)), which was then converted into ZQC and DQC at the same proportion 

as clearly illustrated in Eq. (1-88). Therefore in this context a ZQF has signal efficiency 

of 50%, while a DQF only 25%. Nonetheless, due to the flaw of a generic ZQF being 

unable to suppress uncoupled spins, a DQF is more popularly used in in-vivo MRS.

To overcome the intrinsic poor signal yield of MQF, several signal enhancement 

techniques have been reported for simple spin systems (25, 95). For instance, by making 

the third 90° pulse frequency-selective, one can improve the signal yield of either spin A 

or spin B (but not both) of an AX spin system by a factor of 2 (25). However, for more 

complicated spin systems, this technique is not as profitable. As well, when the third 90° 

pulse is frequency-selective, the duration of that pulse becomes no longer negligible, 

during which considerable spin evolution may take place. Therefore, the duration of the 

pulse also needs to be optimized for better performance of the filter (29). Whenever 

gradient pulses are used as a means of filtering DQCs, adjusting the flip angle of the third 

90° pulse may also be helpful for enhancing the signal yield of a DQF (95). For instance, 

depending on the polarity of the second filter gradient with respect to the first encoding 

gradient, the maximum signal occurs at 60° or 120° for an AX spin system.
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1.11.4.2. Difference in Design of MQF for Strongly-Coupled Spin Systems

1.11.4.2.1 Preparation Period and Generation of MQCs

For strongly-coupled spin systems, adjusting TEi to 1/2J for a maximum APC 

generation no longer holds even for a simple AB spin system (96). This is due mainly to 

the fact that the chemical-shift evolution of SQCs of such spin systems during a TEi 

cannot be treated separately from J-evolution. For instance, in Eq. (1-83), the coefficient 

of an APC term, 2AXBZ, of an AB spin system after TEi includes additional terms such as 

co s2(A -TE]/2) and sin2(A-TE/2), in which A  is a function of both chemical-shift and J- 

constant. As such, the chemical-shift evolution of such spin systems is not fully 

refocused after a spin-echo period, and subsequently the optimum TEi for maximum 

APC generation can considerably differ from the conventional 1/2J.

The phase of the second 90° pulse plays an important role in the design of MQF 

for strongly-coupled spin systems (97) due to the additional coherence terms as in Eq. (1- 

83) arising from coherence transfer under the strong-coupling Hamiltonian. A detailed 

discussion on this issue is given in chapters 5 and 6 where it is shown that by adjusting 

the phase of the MQC-generating pulse a generic MQF can be made responsive to 

strongly-coupled spin systems only.

1.11.4.2.2 Evolution of MQCs during TM

A major difference in evolution of coherences during TM between strongly- 

coupled spin systems and weakly-coupled ones is that, for the former, the transfer 

between longitudinal magnetization and ZQC is possible via the strong-coupling 

Hamiltonian, Hstrong (15, 17). Therefore this additional mixing of coherence also needs to 

be considered in the optimization of TM in addition to ZQC’s oscillation between real 

and imaginary state during that period. Unlike the transfer between longitudinal 

magnetization and ZQC, in which the order of coherence is conserved, no such additional 

transfer mechanism takes place for DQCs.
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1.11.4.2.3 Conversion of MQCs into APCs

Due to the active proliferation of coherences of strongly-coupled spin systems 

discussed above, the choice of both TM and the duration of the third 90° pulse becomes 

more influential to the final filter output (lineshape and peak amplitude). As well, for 

strongly-coupled spins, the coherence transfer during TE2 similar to that taking place 

during TEi illustrated in Fig. 1-7 makes it difficult to choose the spectral region to be 

excited by the frequency-selective third 90° pulse for maximum signal yield.

In fact, for the most part, strongly-coupled spin systems do not allow a realistic 

opportunity for selective excitation due to the spectral proximity of their resonance lines.

1.11.5 Two-Dimensional Spectroscopy

Two-dimensional magnetic resonance spectroscopy (2D-MRS) methods (61) have 

been used to identify the J-coupling network of spin systems (peak assignment) and, to a 

lesser extent, to improve spectral resolution (peak separation). The extension of the 

dimension of spectra is achieved by incorporating an additional time variable (typically 

denoted as ti) as a parameter in the sequence design, which is chosen to be independent 

of the other time variable (t2) that runs during the detection period.

The performance of 2D techniques depends on the types of evolution of spin 

systems during the ti period. For instance, the so-called correlation spectroscopy 

(COSY) and J-resolved spectroscopy techniques (61, 98, 99) are commonly used for the 

purpose of peak assignment and peak separation, respectively. Basic pulse sequences for 

these techniques are shown in Fig. 1-12. In 2D experiments signal is acquired during the 

t2 period as in one-dimensional (ID) spectroscopy, but repetitively with different ti 

values. The resulting spectra are expressed on a 2D frequency space {fr, f̂ } via the two- 

dimensional fast Fourier transformation (2D FFT) of the signal, S(U, t2), and the 

resolution of the spectra is determined not only by the number of data points during t2 

period, but also by the number of experiments with different tj values.
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Figure 1-12 Basic two-dimensional pulse sequences. The COSY sequence in (a) 
consists of two 90° r.f. pulses. Signal is acquired during t2 period with ti as a 
parameter. In 2D J-resolved spectroscopy experiments using the pulse sequence shown 
in (b), a double spin-echo period (= total TE = ti) refocuses the chemical-shift evolution 
of spin systems, and as a consequence, the corresponding frequency axis, fi, of a 
resultant spectrum contains J-coupling information only.

In a typical COSY experiment (98) (Fig. 1-12(a)), both the fi- and the f2-axis 

contain information on the chemical-shift and the J-coupling of spin systems. Among the 

peaks observed in a 2D COSY spectrum (diagonal (fi = f2) and off-diagonal peaks), those 

off-diagonal peaks or cross-peaks provide information about correlations (J-coupling) 

between peaks, which is not available in ID spectra, and therefore allow for 

unambiguous assignment of peaks. In a J-resolved spectroscopy experiment, for 

instance, using the pulse sequence (99) shown in Fig. l-12(b), the chemical-shift 

evolution of spin systems is refocused at t = ti (= total TE in this example), and as a 

consequence, the fi-axis of resultant spectra contains J-coupling information only, while 

the f2-axis possesses both J-coupling and chemical-shift information. Therefore, the 

projection of a cross-section at a certain fi value onto the f2-axis yields a decoupled ID 

spectrum (99), and different peak separations are obtained at different fi values. This 

homonuclear decoupling technique, in particular, can be very useful when a target 

spectral region is crowded with background resonances.
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Nevertheless, due to the long acquisition times (resulting from the large number 

of experiments with different ti values) required to obtain reasonable spectral resolution 

along the fi-axis, the application of 2D MRS is in general not feasible in-vivo.
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CHAPTER 2

A/jo-Inositol, Its Chemistry and Relevance to Psychiatry and Neurology;

A Review of NMR Studies

2.1. Introduction

Myo-inositol (ml) is a precursor in the phosphatidylinositol (PI) second messenger 

system (Pl-cycle) and an important osmolyte in brain. A growing body of evidence 

suggests that brain ml may be associated with psychiatric disorders such as bipolar 

disorder and schizophrenia, and to a lesser extent with neurological diseases such as 

Alzheimer's disease and hepatic encephalopathy. The purpose of this review is to 

examine the evidence that alterations in the chemistry, the regulation and the production 

of ml are related to the etiology, or to the treatment of, specific psychiatric disorders and 

neurological diseases. These suggestions come from animal studies (1) as well as human 

volunteer and patient studies.

As well as having a theoretical interest, the advent of magnetic resonance 

spectroscopy (MRS) has also allowed measurement of ml concentrations in vivo. This 

has allowed more detailed examination of many of these hypotheses in patient groups.

In terms of this review, as noted the focus is on studies in psychiatric patients. 

Most work has been done in the area of bipolar disorder. This has followed the 

suggestion by Berridge and his colleagues (2), more than 20 years ago, that the 

mechanism of action of lithium may be related to its effects on inositol monophosphatase 

(IMPase). This led to them proposing the ml hypothesis.
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2.2 Synthesis, Regulation, and Possible Role of ml

In trying to understand why ml could be involved in multiple psychiatric 

conditions, it is important to have some understanding of its metabolism and possible 

roles. Inositol is a carbohydrate that has a ring conformation with 6 carbons (Fig. 2-1), 

and its biologically active stereoisomer is called ml (3, 4). Since it was isolated from 

muscle for the first time, it is also sometimes referred to as muscle sugar (5, 6).

OH

C2,

OH

C6.
OH

OHC3C4

OH

H

Figure 2-1 The molecular structure of myo-Inositol. It has a symmetric ring structure 
with six carbons.

There are three ways cells gain a supply of ml for the synthesis of membrane 

phospholipids and for the maintenance of intracellular free ml, namely, synthesis, 

recycling and uptake by transport. It is synthesized de novo from glucose-6-phosphate 

(G-6-P) into inositol-1-monophosphate (I-l-P) by the action of I-l-P synthase, and 

subsequently into ml by IMPase. In a study on rabbits it was reported that about one 

half of the total unbound inositol in brain was synthesized from glucose and the rest 

transported from blood (7). It was also reported that slices of rat brain, kidney, liver and
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testis were all capable of synthesizing ml (7). The recycling pathway of ml is complex, 

and is commonly named the Pl-cycle because of the inositol lipid involved in that 

pathway. Phosphoinositol is the primary inositol-containing phospholipid present in 

mammalian cells and subcellular membranes (7). The hydrolysis of phosphoinositol also 

occurs in peripheral tissue through the stimulation of receptors by agonist, such as 

smooth muscle, the pancreas, or the salivary glands (2).

Although the relative concentrations of ml in each organ are not fully clear, the 

highest concentrations are found in brain, stomach, kidney, intestine, and liver (5, 7-9). 

In particular, the concentration of free inositol in the mammalian brain, and cerebrospinal 

fluid (CSF) is found to be at a higher concentration than in plasma (7, 9). A major part in 

regulating plasma inositol concentrations in the human body is carried out by the kidney 

(V ).

As for the distribution in brain, ml was initially found only in astrocytes and was 

not observed in the neuronal cells of rat brain measured by proton- (*H-) and carbon- 

(13C-) MRS, thereby suggesting ml is a glial marker (10). In this study, less than 0.5 mM 

was observed in neuronal cells in comparison with ~ 6 mM of total ml in brain. Thus, it 

has been suggested that ml is stored in glial cells before its consumption in the Pl-cycle 

(3). Astrocytes might take the role of regulating extracellular inositol concentrations 

(11). However, in a temporal pole biopsy study (12), no differences in ml concentrations 

were reported between gray and white matter. Cerebral ml level was not found to be 

affected by age or sex in any brain region in a postmortem human brain study (13).

Inositol is actively transported from the blood into organs such as the intestine, 

the kidney, and into nerve tissue, and astrocytes except for in the brain where the transfer 

rate was relatively low due to the presence of the blood-brain barrier (5, 7, 14). On the 

other hand, it is transported non-actively or through carrier-mediated diffusion in the liver 

and in skeletal muscle (14). Since the human brain probably obtains its inositol supply 

mainly from resynthesis through the Pl-cycle and de novo synthesis from G-6-P with the 

ratio of ~ 7:1 (8) or 9:1 (2), it is likely to be very sensitive to any perturbation in the Pi-
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cycle (15). For these reasons it is possible that a large range of psychiatric conditions 

could theoretically involve alterations in ml metabolism.

The function of ml in the body is not fully understood. However, some studies 

support its role as a long-term osmolyte, an osmotically active solute (4), and a volume 

regulator of astrocytes in the brain (3, 4, 10, 14, 16) and the kidney (14). The role of ml 

as an osmolyte in brain glial cells (4) is supported by the observation that intracellular ml 

concentrations are controlled according to plasma osmolality. Regulation of the volume 

of brain cells is brought about by the influx and efflux (rather than de novo synthesis 

(17)) of organic osmolytes such as amino acids as well as ml in response to hyper- or 

hypo-tonic media without affecting cell functioning (14, 16-18). Inorganic osmolytes 

also contribute to this cell homeostasis, most likely for relatively acute volume regulation 

(14, 17). This is important since changes in cell volume and ultimately brain volume can 

result in neurological dysfunction and mortality (14). In the case of hepatic failure, for 

instance, the concentration of glutamine in glial cells becomes high as a process of 

ammonia detoxification. In response to the increased glutamine in glial cells, which may 

result in brain edema (astrocytes are known to be a primary cell type related in brain 

edema (14)), the ml level is decreased, thereby regulating the osmolality of cells (16). It 

is also reported that in peripheral tissues, unlike in the brain where the transport of ml 

across the blood-brain barrier is limited, the plasma level of ml is increased in order to 

protect its depletion in response to lithium treatment, which is known to inhibit ml 

synthesis (2). Moreover, ml is also known to be an important growth factor for human 

cells (4, 7), and it is a nutritional supply for brain cells (19). Nonetheless, probably most 

importantly for its psychiatric relevance, it is a precursor in the intracellular second 

messenger system Pl-cycle (19, 20).

2.3 In-vivo *H-MRS and 31P-MRS in Psychiatric and Neurological Research

Much of our recent understanding of the possible role of ml has been gained by 

using MRS. Both 'H-MRS and 31P-MRS have been used to explore alterations in the Pl- 

cycle in psychiatric patients.
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Among the various nuclei detectable by using MRS, 'H-MRS has been most 

widely used for quantifying key brain metabolites. In a typical 1 H-MRS spectrum of the 

human brain (Fig. 2-2), four singlets are prominent. These arise from the two peaks of 

creatine (Cr) + phosphocreatine (PCr), choline (Cho) and N-acetylaspartate (NAA) + N- 

acetylaspartylglutamate (NAAG).

4.0 3.5 3.0 2.5 2.0 ppm
Figure 2-2 A 'H-MRS spectrum of the human brain at 3.0 T. For data acquisition, 
a stimulated echo sequence was used with the voxel size of 2.5x2.5x2.5 cm3 localized in 
the occipital cortex (1: creatine (methylene) + phosphocreatine, 2: glutamate + 
glutamine, 3: m l + glycine, 4: taurine, 5: total choline compounds, 6: creatine (methyl) + 
phosphocreatine + y-aminobutyric acid, 7: aspartate, 8: N-acetylaspartate, 9: glutamate + 
glutamine + y-aminobutyric acid, 10: N-acetylaspartate + N-acetylaspartylglutamate).
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The resonance from the methyl group of Cr (~ 3.0 ppm) is a common choice as a 

reference peak for metabolite quantification. The signal of ml, which has been the target 

of most interest resides between the two Cr peaks. However, this signal is subject to 

contamination at typical low magnetic field strengths of clinical scanners by resonances 

from background metabolites such as glycine, glutamate, glutamine, taurine and 

macromolecules. Due to low concentration and spectral characteristic very similar to that 

of ml, I-l-P cannot be measured in practice and simply plays as an additional background 

signal of ml in 'H-MRS.

Using 31P-MRS, the phosphomonoester (PME) peak can be measured. This peak 

contains I-l-P, and gives information on the synthesis of membrane phospholipids (21).
T1At a field strength of 3.0 T, there are seven peaks in a human in-vivo P-MRS spectrum 

that are clearly spectrally resolved (fig. 2-3). These include PME, phosphodiester (PDE), 

inorganic phosphate (Pi), Phosphocreatine (PCr), and a-, P-, y- adenosine triphosphate 

(ATP). As was Cr in 'H-NMR spectra, PCr and P-ATP are often chosen as concentration 

references in 31P-NMR spectra. Analyses at high magnetic field strengths have shown 

that the PME peak is contributed mainly by phosphoethanolamine (PE) (most 

prominently), phosphocholine (PC), and sugar phosphates including I-l-P and G-6-P with 

the ratio of PE + PC to sugar phosphates approximately 3 - 8  (22). Since PC and PE are 

precursors of membrane phospholipids (23), the PME region may be used to examine 

membrane phospholipid metabolism. It should be noted that while the PME peak is used 

to estimate change in the concentration of I-l-P, this compound is only a minor 

component of this peak (inositol monophosphates constituting 10 % - 15 % of the total 

PME peak area (24)). Another limitation of existing MRS literature is the use of ratio 

methods to determine metabolite changes. Thus, for example, changes in ml 

concentrations may be inferred from changes in the peak-area ratio of ml and a reference 

molecule, such as NAA. However, it is by no means certain that these reference 

metabolites remain unchanged, and this limitation needs to be recognized (25).
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i_____________________________|_____________________________|_____________________________ |_____________________________

10 0 -10 -20 ppm

Figure 2-3 A 31P-MRS spectrum of the human brain at 3.0 T. For data acquisition, a 
90°-pulse-acquire sequence was used in combination with ID-image selected 
in-vivo spectroscopy (ISIS) for a 20 cm slice selected from temporal lobe 
(1: phosphomonoesters, 2: inorganic phosphate, 3: phosphodiesters, 4: phosphocreatine, 
5: y-ATP, 6: a-ATP, 7: (3-ATP). (Courtesy from Dr. Christopher C. Hanstock)

2.4 Psychiatric Disorders Related to ml

2.4.1 Bipolar Disorder

Bipolar disorder (BPD) is characterized by mood swings between episodes of 

major depression and mania, often separated by periods of normal mood (26). Major 

depression is defined as having at least five symptoms during the same 2-week period,
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with marked change in function. One of the symptoms must be a depressed mood or a 

loss of interest or pleasure. In addition, changes in at least three of the following must be 

present: weight, sleep, activity level, energy, ability to think or concentrate, or suicidal 

ideation (27). It usually accompanies physical symptoms such as backache, headache, 

fatigue, loss of appetite, or insomnia (26). Mania is defined as a distinct period of 

abnormally elevated, expansive, or irritable mood lasting at least 1 week, with symptoms 

such as grandiosity, decreased need for sleep, racing thoughts, or excessive involvement 

in activities that have a high potential for painful consequences (27). BPD can be 

classified into two subtypes, Bipolar type I and Bipolar type II. Patients with bipolar type 

I have both major depression and mania. Those with bipolar type II have major 

depression and hypomania (mood elevations with less severity in impairing the 

individual’s functioning) (27). BPD is distinguished from unipolar disorder in which the 

patients suffer from major depression only. At least about 1 % of general population is 

affected by the BPD type I. BPD type II may be more prevalent (~ 4 % of population) 

(26, 27).

Significant effort has been made to elucidate the pathophysiology of such a mood 

disorder with brain imaging, autopsies, and the action of a variety of mood stabilizers and 

antidepressants. However, the fundamental cause of BPD still remains unclear (20, 28- 

30). Some abnormality in brain structure may be associated with BPD, such as atrophy 

in the frontal cortex and the hippocampus, and enlargement of the amygdala (28). 

Ventricular enlargement may also be related to BPD (31). A relatively small size of the 

hippocampus/amygdala complex and the cerebellum could also be implicated in that 

disorder (31). These findings are non-specific, however. It has also been reported that 

both neuronal and glial cell abnormalities were found in the frontal lobes of patients with 

BPD (32). It is also believed that BPD is associated with family history or heredity. 

Roughly one-half of the patients with BPD have relatives with similar mood swings (28).

Although its mechanism of action is yet to be clarified, lithium has been a major 

treatment for BPD (30).
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2.4.1.1 Pl-cycle and ml Depletion Hypothesis

In the Pl-cycle (Fig. 2-4), receptor binding by agonists stimulates hydrolysis of 

phosphatidylinositol 4,5-bisphosphate (PIP2), into the second messengers diacylglycerol 

(DAG) and inositol 1,4,5-trisphosphate (IP3), which in turn initiate separate cascades of 

cellular events.

agonist

Cell Membrane
receptor

PLC
PIP PIP

PKC

lithium
DAG ER

CMP-PA PA
IPPase

IMPase I-3-P «

lithium GlcG-6-P «
d e  n o v o

Figure 2-4 The phosphatidylinositol (PI) signal transduction pathway. (PIP: 
phosphatidylinositol 4-phosphate, PIP2: phosphatidylinositol 4,5-biphosphate, G: G- 
protein, PLC: phospholipase C, PKC: protein kinase C, DAG: diacylglycerol, PA: 
phosphotidate acid, CMP-PA: cytidine monophosphate-phosphatidate acid, Glc: 
glucose, G-6-P : glucose 6-phosphate, ER : endoplasmic reticulum, IP3 : I-l,4,5-P3, 
IMPase : inositol monophosphatase, IPPase : inositol polyphosphate 1-phosphatase).

The most widely accepted hypotheses for lithium’s mechanism of action in BPD is the 

inositol depletion hypothesis involving the Pl-cycle (2, 19). This hypothesis is based on 

findings that lithium inhibits IMPase, and thus inhibits the recycling of inositol
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monophosphates to ml in the PI second messenger system (33, 34). The availability of 

ml is consequently decreased, which results in a decrease in its incorporation into 

membrane phospholipids such as PIP2.

The peculiarity of the action of lithium lies in the uncompetitive nature of its 

inhibition of IMPase and inositol polyphosphatase (2, 19, 20). That is to say, the 

inhibitory action of lithium on the Pl-cycle is more pronounced in the system when it is 

over-activated. In such a system, the presence of lithium will ultimately induce depletion 

of the Pl-cycle components in membranes, leading to decreased receptor sensitivity in 

that system, which may be another expression of the therapeutic efficacy of the lithium 

(2).

The inositol-depletion hypothesis further assumes that brain cells have limited 

access to plasma inositol, and as a result, the brain inositol supply mainly relies on the 

recycling from inositol lipid turnover as well as de novo synthesis from G-6-P. On the 

other hand, although the hydrolysis of ml occurs in various receptors in peripheral tissues 

as well, they are protected from the inhibitory action of lithium by the ml supply from 

plasma (2). For instance, the effect of lithium is much greater in the brain than in the 

kidney, despite the fact that the lithium level in the kidney is approximately 3 times 

higher than that in the brain (8). For these reasons, it is suggested that altered Pl-cycle 

function can have far reaching implications for cell activity. This would then underlie the 

clinical efficacy of lithium.

Certain testable predictions emerge from the hypothesis. It would be predicted 

that the inhibition of IMPase and inositol polyphosphatase by lithium may lower not only 

ml but also inositol triphosphate (IP3) concentrations, and elevate I-l-P concentrations. 

Despite much research into this hypothesis (19, 20, 29, 30, 35-38), it remains unproven. 

Additionally, although lithium does alter the Pl-cycle, it is still uncertain if these effects 

on ml concentrations are related to its therapeutic efficacy (29, 30). The purpose of this 

review is to examine these points using current evidence, particularly recent MRS 

studies. The possible wider relationships between ml and BPD are also to be examined.
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2.4.1.2 Review on Inositol in BPD

2.4.1.2.1 Possible Etiological Role of ml

In addition to the possible effects of lithium on ml concentrations, there exist 

several reports on changes in concentrations of ml in unmedicated (lithium-free) BPD 

patients. This suggests that ml changes may be involved in the etiology of BPD. In a 

postmortem brain study, Shimon et al (13) reported significantly reduced ml 

concentrations in the frontal cortex of unmedicated bipolar patients in comparison to 

normal subjects. However, no significant differences were found in the occipital region. 

In another study, low inositol levels were found in CSF from both unipolar and bipolar 

patients (39). On the other hand, no difference in ml/Cr ratios were found in the frontal 

lobe of drug-free, unipolar or bipolar patients in the depressive phase (3) compared to 

controls measured by 'H-MRS. Interestingly, using 'H-MRS, Davanzo and his 

colleagues found a higher ml/Cr ratio in the anterior cingulate cortex of children with 

BPD during the manic phase, compared to normal controls (40).

Using 31P-MRS, a significantly lower PME value was found in the frontal lobe 

(41) and temporal lobe (42) of unmedicated, euthymic bipolar patients in comparison 

with normal subjects. In contrast, however, no difference in PME level was found (43) in 

31P-MRS spectra taken from the frontal cortex of drug-free patients with BPD in the 

euthymic state compared with the control group, although the size of the patient group 

was relatively small in this study (n = 7).

It should be noted that not all of the brains of the patients were completely 

lithium-free in Shimon et al’s study (13) and that metabolite concentration in CSF may be 

significantly different from that in brain tissue (44). Nonetheless, these findings raise the 

intriguing possibility that abnormal phospholipid metabolism or membrane abnormalities 

in the frontal and temporal lobe could be involved in the pathophysiology and/or etiology 

of BPD (41).
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2.4.1.2.2 Testing the ml-depletion Hypothesis

2.4.1.2.2.1 Animal NMR Studies

The PME peak was observed to be elevated in vivo both in cat (43) and rat brains 

(46, 47) following both chronic and acute lithium injection. Subsequently it was shown 

that the increased PME was from an increase in I-l-P concentration. In these studies the 

lithium-induced reduction in ml level was observed only in the spectra from brain extract 

using a high field magnet but not in vivo. In a study in which both decreased ml 

concentrations and increased I-l-P concentrations were found after chronic lithium 

injection (25), the use of a high field magnet (11.5 T) allowed for the observation of ml 

peaks without contamination from that of glycine. This is important since glycine has 

also been reported to be affected by lithium (48), and there is a spectral overlap between 

ml and I-l-P at lower field strengths. However, no effect of lithium on glycine level was 

found in this study.

2.4.1.2.2.2 Human NMR Studies

Most of the key recent research examining this hypothesis has involved in-vivo 

MRS. A reduced ml/Cr ratio was observed in the anterior cingulate cortices of children 

with BPD following acute lithium administration (40). In addition, a trend towards a 

higher ml/Cr ratio during the manic phase was found in bipolar patients compared to 

controls in the same study. In a well-conducted study in which absolute concentrations 

were measured, a reduction of ml concentrations was reported by Moore et al (32) in the 

frontal lobe of bipolar patients in the depression phase, but not in the occipital, parietal or 

temporal region, after both acute and chronic lithium administration. In contrast, in a 

smaller study no changes in temporal and parietal ml ratios were seen following chronic 

lithium treatment (49). In two studies in which healthy volunteers were administered 

lithium for 1 week no significant effect of lithium on ml/Cr ratios was observed (24, 44).
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Several studies by the same group utilizing 31P MRS (21, 23, 31, 50-52) suggested 

that euthymic bipolar patients treated with lithium have PME concentrations that are 

either reduced or not significantly different from controls, although it should be noted 

that in some of the studies results are presented for groups of patients where only some of 

them were receiving lithium, and in one study (21) patients had discontinued lithium 

during a wide range of days (from 11 -  365 days) before the 31P-MRS examination. 

Consistent with these findings no difference in PME level was found between controls, 

lithium-treated and valproate-treated bipolar patients in the euthymic phase (53).

In contrast to a lack of findings in euthymic patients, in two studies Kato et al 

reported higher I-l-P in the frontal lobe of bipolar patients in the manic phase with 

chronic lithium treatment, compared to bipolar patients in the euthymic phase and to 

drug-free controls (50, 51). No correlation was found between cerebral lithium 

concentrations and PME levels, thereby suggesting the change in PME levels in bipolar 

patients cannot be ascribed exclusively to the elevation of I-l-P in response to lithium, at 

least, in manic patients. They also reported higher PME/total peak in the frontal lobe of 

bipolar patients in the depressive state than in the euthymic state (23). Since 70 % of the 

bipolar patients in the depression phase were lithium-free in this study, they proposed in 

combination of their former findings (50, 51) that the change in PME value may reflect 

the pathophysiology of BPD but less likely from the effect of lithium.

2.4.2 Schizophrenia

Schizophrenia has a lifetime prevalence estimated to be 1 ~ 1.5 % (27, 54, 55). 

Nevertheless, little is known about the illness, and currently no accurate biological test or 

animal model is available (54, 55). The symptoms seen in schizophrenia patients are 

largely divided into positive symptoms and negative symptoms (27, 54, 55). The positive 

symptoms include psychotic features such as delusions and hallucinations, while the 

negative symptoms refer to a lower level of social functioning (social isolation and loss 

of emotional expression and curiosity) and cognitive impairment (confused thought and 

speech) (27, 54). While BPD is referred to as a disorder of mood, schizophrenia is
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categorized as a disorder of thought (27). When the symptoms include both mood and 

thought symptoms, it is referred to as schizoaffective disorder (27, 54).

Although many studies have shown structural and functional abnormalities in 

various brain regions of schizophrenia patients, particularly in the frontal region, the 

pathophysiological mechanism remains unknown (56-58). Frontal lobe dysfunction 

(hypoffontality and reduced metabolic rate) may be responsible for the deficit in higher 

cognitive functioning such as lack of judgment, creativity and planning (56). 

A breakdown in communication between frontal lobe and other regions of the brain may 

result in failure in the coordination of mental activity leading to poor decision-making, 

erratic behavior, and hallucination (54). This disturbed neuronal circuitry may be caused 

by excitotoxic glutamate (54, 55, 57, 59). Excessive dopamine activities were also found 

in some schizophrenia patients (54, 60).

2.4.2.1 Review on Inositol in Schizophrenia

It has been suggested that anti-psychotic drugs may be clinically effective via a 

dampening action on an overactive Pl-cycle (61), although it remains uncertain if any 

such actions are via effects on second messenger systems (62) or possibly via increased 

Pl-cycle activity (60). Nonetheless, studies to date have not consistently suggested that 

the Pl-cycle is altered in patients with schizophrenia. In platelet studies one group found 

no differences in the accumulation of IP3 in blood platelets between drug-free patients 

and controls (63), while others have reported an increase in IP3 production (64). A 

postmortem study of patients with chronic schizophrenia found a reduction in ml 

concentrations in the frontal and the occipital cortex as well as in the cerebellum, but the 

activity of IMPase did not differ from that of controls (65), while, in another post-mortem 

study, a higher IMPase activity was reported in the CSF taken from schizophrenia 

patients (66).

The effect of oral administration of ml has also been examined in schizophrenia 

patients (1, 66, 67). However, no significant effect was found on the CSF IMPase
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activity in patients with schizophrenia (66). Apomorphine challenge, which may be used 

to induce stereotypy as a model of schizophrenia was not altered either by acute inositol 

administration (1). This lack of effect of increasing ml level by oral administration was 

also reported in a study with chronic schizophrenia patients receiving anti-psychotics 

(67). Thus, taken together these findings do not give consistent support to suggestions of 

altered Pl-cycle in schizophrenia.

MRS studies in schizophrenic patients have not suggested altered Pl-cycle 

activity. Thus, although increased concentrations of ml in parietal matter was reported in 

one study (68), no significant changes in ml concentrations was observed in several brain 

regions of schizophrenic patients in two other studies (57, 69). While the possible effects 

of medication cannot be excluded in these studies, and all patients were receiving anti- 

psychotics, in another study no changes in ml concentrations was observed in the parietal 

cortex in both medicated and drug-free patients (70). In contrast to the 'H-MRS studies, 

a decrease in PME concentrations was reported in the prefrontal cortex of both drug-free 

(56, 62) and chronically medicated patients (71). On the other hand, no changes in PME 

concentrations were observed in the same region of the brains of medicated chronic 

schizophrenia patients (72). Interestingly, an increase in PME concentration was also 

reported in the basal ganglia of medicated patients (73) and in the parietal cortex of both 

drug-receiving and drug-free schizophrenic patients (70). Similar inconsistencies have 

also been reported in PDE concentrations in patient studies. An increase in PDE levels 

was observed in the prefrontal cortex of drug-free and treated patients (56, 62, 74), and in 

the temporal region of medicated patients (73). In contrast, no alteration in the 

concentration of PDE was reported in the parietal cortex of both medicated (70, 71) and 

drug-free schizophrenic patients (70), while a decrease in concentration was also reported 

in the prefrontal region of chronic patients (72). Taken together, therefore, MRS findings 

do not suggest consistent changes in Pl-cycle activity in schizophrenic patients.
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2.5. Conclusion (Psychiatric Disorders)

Taken together, the research to date is consistent with the suggestion that in 

patients with BPD there may be an abnormality in Pl-cycle functioning or activity that 

leads to altered concentrations of ml and PME. This can then be detected in the manic 

and depressed stages, and possibly also at times in the euthymic state. Based upon this, it 

is hypothesized that chronic treatment with lithium will act to normalize these 

abnormalities in Pl-cycle functioning, probably acting via the mechanism of inositol 

depletion. Supporting evidence from animal studies is fairly strong, at least for lithium, 

but there have been some contradictory findings. Human studies have been less clear- 

cut, but overall the evidence is still supportive. Clearly, however, more research needs to 

be done to try and determine if this hypothesis is correct. The other point to note is that 

there are likely multiple factors involved in the pathogenesis and the development of 

BPD, as well as multiple factors explaining why some patients respond clinically to 

lithium while others do not. Therefore, even if future studies continue to be supportive of 

this hypothesis, it is highly unlikely to be the single answer explaining how this disease 

develops and how treatments are clinically effective.

Compared to BPD, not many studies have been reported with regard to the direct 

measurement of ml concentration in schizophrenic patients, and they do not suggest 

consistent alteration in Pl-cycle.

2.6 Neurological Diseases Related to ml

2.6.1 Alzheimer’s Disease

Alzheimer’s disease (AD) is a progressive degenerative disease characterized by 

the impairment of memory (75-77) and progressive loss of cognitive functions 

(deficiency in attention, language, and so on (76, 77)), leading to dementia (78, 79). AD 

afflicts 5-11 % of the population over the age of 65 (77). Despite this relatively high
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prevalence of the disease, no methods for effective prevention and treatment of the 

disease are available to date (78).

Pathological abnormalities in AD brain include synaptic loss, the accumulation of 

neurofibrillary tangles (NFT) and the formation of neuritic plaques that contain the P- 

amyloid peptides (AP). In particular, NFT is known to be associated with cognitive 

dysfunction in AD patients (75) and AP may be neurotoxic leading to the dysfunction and 

death of neurons (77, 79, 80).

The etiology of AD is still unknown. However, there exist mainly three 

hypotheses on the pathogenesis of the disease, namely the genetic hypothesis, the P- 

amyloid hypothesis, and the cholinergic theory, among which the first two are closely 

related. In addition, recent findings suggest possible implication of ml in the 

pathogenesis of AD.

The detailed discussion on those three major hypotheses is beyond the scope of 

this review, and can be found elsewhere (77, 79-88). Therefore, the discussion in the 

following sections is focused on the possible involvement of ml in AD brain.

2.6.1.1 ml-Hypothesis in AD

2.6.1.1.1 Supporting Evidence

Several line of evidence support a role of ml in AD (81). First, an alteration in 

the formation of inositol phospholipids has been reported. For example, a 50 % reduction 

in PIP formation was reported in the cortex of AD brain, thereby suggesting possible 

involvement of the Pl-cycle in the pathogenesis of AD (89). Reduced synthesis of PEP 

may affect the level of PIP2, which is a key substance for the generation of the second 

messengers such as DAG and IP3. A significantly lowered PI concentration was also 

observed in the temporal cortex of AD brain (90). The concentrations of PIP and PIP2 

were also lower (but not statistically significant) in the same study, but the concentration
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of free ml was slightly higher. This implies that the reduced PI is not from a lack of ml. 

Since inositol lipids may play an important role in the initiation and propagation of nerve 

impulses, and ultimately in neuronal and brain functioning (89), these abnormal 

concentrations of inositol lipids might be responsible in part for lesions in AD patients.

Secondly, reduced binding of IP3 was observed in the parietal cortex and the 

hippocampus (91). The binding of this second messenger is believed to take place in 

endoplasmic reticulum (ER) and the plasma membrane, the former being known as a 

storage of intracellular Ca2+ and the latter as activating transmembrane Ca2+ influx (91). 

Therefore, this altered binding of IP3 may give rise to inhibited cellular Ca mobilization 

via dysfunction of the second messenger system. This mechanism may be partially 

responsible for the cognitive dysfunction in AD brain (79, 91).

Thirdly, an increase in cerebral ml concentrations may be the most remarkable 

evidence for the putative involvement of ml in the pathogenesis of AD. The elevation of 

cerebral ml level may affect the PI system, affecting the phosphorylation state of cellular 

protein or alterations in membrane structure (82).

2.6.1.1.2 Metabolic Change in AD Brain Measured by NMR

Reduced NAA and elevated ml concentrations are common spectroscopic 

abnormalities in AD (75, 79, 82, 92-95). The reduced NAA concentrations may be due 

to actual death of neurons in affected brain regions or, at least, the decreased function of 

neurons that are still viable (75, 79, 82, 92). In addition, a higher concentration of PME 

is frequently reported in AD brain measured by 31P-MRS (76). This may be due to the 

abnormal phosphorylation of proteins in AD brain, which may influence the activity of 

the enzyme that converts PME into phospholipids, thereby making neurons weak in 

structure and consequently vulnerable to toxicity and death (79).

Using 'H MRS, higher ml concentrations were reported in the posterior cingulate 

(75), the temporoparietal region (93, 96), the parietal cortex (82), the parietal white
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matter and the occipital gray matter (95) of AD brain. However, no change was observed 

in the frontal region (96) in AD patients.

Discrimination of AD from other diseases as well as from normal brains is an 

important issue (79). Although the specificity and sensitivity are yet to be established, 

the combined observation of NAA and ml using 'H-MRS may be promising as a non- 

invasive diagnostic tool for AD patients (82, 97, 98). A significant correlation was found 

between NAA/ml ratio and mental status as well as the extent of atrophy in AD patients 

(94). For instance, Shonk et al reported that the use of ml/NAA ratio allowed for 

discriminating AD from other dementias with 83 % accuracy (98). In this study both AD 

and other types of dementia showed a reduction in NAA concentrations but the elevated 

ml levels were observed only in AD brains. As well, based on ml/NAA ratio, the 

differentiation of AD from multi-infarct dementia (MID) could readily be made (99) 

where significantly higher ml concentrations were observed in the occipital region of the 

AD patients relative to MID patients.

2.6.1.1.3 Possible Mechanisms Responsible for Elevated ml Level in AD Brain

Although further studies are required to explain the abnormal ml concentrations 

observed in AD brain, possible mechanisms underlying these findings are summarized 

(81) as: 1) ml could be a marker of those substances observed in AD, such as amyloid, 

plaques, and tangles (81, 82, 100, 101); 2) ml could also be a marker of a cell type that 

replaces neurons (gliosis) (81, 101) upon the assumption that ml is a glial marker (3, 10, 

11, 101); 3) Increased ml and decreased PI levels suggest that there may be abnormalities 

in PI cycle in AD brain (89, 101), such as an inhibition of the conversion of ml into PI 

(81, 82, 100) or into IP3 (6, 100); 4) the hyperactive conversion of I-l-P into ml by 

IMPase (81); 5) an increase in ml concentrations in AD brain may also result from 

abnormalities in local cell volume homeostasis (101).
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2.6.2. Hepatic Encephalopathy

Hepatic encephalopathy (HE), also known as portal-systemic encephalopathy 

(102), is a complication of a chronic liver disease that accompanies metabolic disturbance 

in the brain (103, 104). It can cause a variety of neuropsychiatric symptoms such as 

drowsiness, altered sleep pattern, changing mood or behavior, tremor, loss of 

consciousness, seizures and dementia (102-107).

The pathogenesis of HE is not clearly known, but there is a widely accepted role 

of ammonia, which is neurotoxic when present at excessive concentration in the brain 

(102-104). For instance, an excessive amount of ammonia in the brain can cause 

functional alterations of blood-brain barrier permeability (103, 108, 109), and can 

increase synaptic inhibition (107). Using MRS, both reduced ml and elevated Gin 

concentrations are the most common characteristics of HE brain (16, 103-105). Although 

the role of ml and Gin in HE brain is not completely known, it is hypothesized that the 

decrease in cerebral ml concentration is a compensatory response of the brain to the 

increased Gin concentrations in astrocytes, which result from the synthesis of the 

metabolite from Glu and ammonia as a primary ammonia detoxification process in the 

brain(16, 103, 105, 108, 110, 111).

2.6.2.1 Review on Inositol in HE

No direct involvement of ml in the pathogenesis of HE has been established to 

date. However, the detection of ml using 'H-MRS may provide for a means of early 

diagnosis and differentiation of HE from other types of liver diseases. For instance, 

based on ml concentrations measured by ’H-MRS, a precise diagnosis of HE was made 

with the sensitivity of ~ 80 % (104, 112). As well, in other studies, the concentration of 

ml was proposed as a potential marker of chronic HE (108, 113). Elevated Gin (65 %), 

lowered ml (54 %) and total Cho (23 %) concentrations were observed in the parietal 

cortex of HE patients (102). A concomitant reduction in ml and Cho levels, and an 

elevation in both Glu and Gin (collectively referred to as Glx) levels were also reported
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in the occipital lobe (112) as well as in the parietal white matter (WM) and gray matter 

(GM) (110) of HE patients. In one study, reduced Cho level was observed in the parietal 

WM and the occipital GM of the patients with liver disease without HE, but a remarkable 

decrease in ml levels and an increase in Glx levels were observed only in the patients 

with HE (104). The reduced Cho peak in 1 H-MRS may be due to a reduction in 

glycerophosphocholine concentrations, which is also know as an osmolyte in the brain 

(110), in response to the increased Gin. It is difficult to separate Gin from Glu by *H- 

MRS at the field strengths of clinical scanners, and as a result, the findings of decreased 

Gin may be controversial. However, in other studies with human brain extracts analyzed 

by using high resolution MRS (114) and with autopsied brain (115), the increased Glx 

complex was confirmed to be from that of Gin.

2.6.2.2 Possible Consequence of the Lowered ml Level in HE Brain

To date, it is not clear whether the reduced ml concentration takes a significant 

role in the development of the diseases and the neuropsychiatric symptoms in HE. 

However, the resultant down-regulation of ml in HE may influence aspects such as 

membrane phospholipid turnover, cell signaling and release of neurotransmitters (16, 

104, 108).

In addition, ml may be a precursor of glucuronic acid, which is known to be 

involved in the detoxification process in the brain, the liver and the kidney (102, 114). 

Therefore, reduced availability of glucuronate caused by the depletion of ml in chronic 

HE-affected brain may be associated with a variety of symptoms in HE (102, 114). 

Interestingly, it may also be possible that the reduced ml content results from an 

excessive detoxification process rather than from its role as an osmolyte (102, 114).

2.7 Conclusion (Neurological Diseases!

In this review, two neurological diseases were considered in association with the 

concentration of ml in the brain. At present, the observation of elevated ml
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concentrations in AD brain cannot directly be related to the pathology of AD. However, 

together with NAA, the quantification of the metabolite using ’H-MRS may be beneficial 

in the diagnosis of AD as well as in the differentiation of the disease from normal and 

other dementias.

Likewise, no clear evidence has been reported, which supports direct involvement 

of ml in the etiology of HE. Nonetheless, the consequence of the reduced ml 

concentrations in HE should not be neglected because abnormal concentrations of the 

metabolite in the brain are also implicated with some mood disorders. The reduction in 

ml level in HE distinguishes this disorder from other liver diseases or other types of 

encephalopathy. The quantification of ml using 'H-MRS, therefore, appears to hold 

more promise for the diagnosis of HE than for AD. Future studies may clarify the 

implication of the abnormal ml concentrations observed in those diseases.

The in-vivo 'H-MRS data (human brain) of ml measurements reviewed in this 

chapter are summarized in Table 2-1 below.
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Diseases/disorders
reviewed References ml

changes Brain regions Subjects/phase
(medication)

Bipolar
disorder

3 - frontal lobe
BPDP/depressed 

(Li free)
UPDP (Li free)

38 t
anterior 

cingulate cortex

BPDP/manic 
(Li free)

BPDP/manic 
(Li medicated)

30

4, frontal lobe
BPDP/depressed 
(Li medicated)-

occipital lobe
parietal lobe

temporal lobe

47 - temporal region BPDP 
(Li medicated)parietal region

42, 48 - healthy 
(Li medicated)

Schizophrenia

67 t parietal region SPP (•)
56, 68 - SPP (medicated)

69 - parietal cortex SPP (medicated)
SPP (drug free)

Alzheimer’s
disease

74

t

posterior
cingulate

ADP (■)

92, 95 temporoparietal
81 parietal cortex

94 parietal WM
occipital GM

95 - frontal region
97

f98 occipital region

Hepatic
encephalopathy

111

1

occipital lobe

HEP (•)109 parietal WM
parietal GM

103

Table 2-1 The in-vivo 1 H-MRS data (human brain) of ml measurements in bipolar 
disorder, schizophrenia, Alzheimer’s disease and hepatic encephalopathy. (BPDP: 
bipolar disorder patients, SPP: schizophrenia patients, ADP: Alzheimer’s disease 
patients, HEP: hepatic encephalopathy patients, Li: lithium, GM: gray matter, WM: 
white matter).
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CHAPTER 3

The Optimized Detection of Mjo-Inositol In Vivo 

Using PRESS and STEAM Sequences at 3.0 T

3.1 Introduction

Myo-Inositol (ml) is a cerebral metabolite, which is involved in osmoregulation, 

nutrition, and detoxification of brain cells (1). The concentration of ml is known to vary 

with the progression of various diseases and disorders such as Alzheimer’s disease (2-5), 

diabetes mellitus (6), hepatic encephalopathy (7-10), depression (11) and bipolar (manic- 

depressive) disorder (1, 12-15). A precise and non-invasive quantification of the 

metabolite in vivo using magnetic resonance spectroscopy (MRS) will therefore, not only 

help diagnose and monitor patients with such diseases and disorders, but will also 

facilitate the research on the related pathogenesis.

PRESS (Point REsolved SpectroScopy) (16, 17) and STEAM (STimulated Echo 

Acquisition Mode) (18) are the two most commonly used spatial localization methods for 

single voxel 1 H-MRS. Of these methods STEAM has been more popular for ml 

quantification (3, 5-7, 19-22) due both to the attainability of shorter echo times (TEs) and 

its superior water suppression performance. Water suppression is a significant concern 

given the spectral proximity of the water and ml resonances. The typical TEs used in the 

literature are 30 ms at 1.5 T (3, 5-7, 22) and 20 ms at 2.0 T (19-21), all of which fall into 

a shorter TE regime. However, while shorter TEs do tend to increase the yield of ml, 

they can permit severe background contamination of the target spectral region, first, from 

broad macromolecular resonances (22-25) and secondly from neighboring metabolite 

peaks, such as glutamate, glutamine (Glu, Gin, respectively, or Glx jointly), taurine (Tau), 

and glycine (Gly), which are relatively well-defined contaminators compared with 

macromolecules.
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While the overlap of the ml signal with the Gly singlet (26) cannot be avoided 

with conventional unedited pulse sequences such as PRESS and STEAM, the spectral 

clarity of ml can, nevertheless, be greatly improved by establishing optimum longer 

sequence timings that mitigate all background contamination, but at a price of some 

trade-off in signal to noise ratio. Optimization of the timing requires a calculation of the 

evolution of the spin dynamics, not only of ml, but also of all its contaminants. In the 

case of weakly-coupled or even strongly-coupled spin systems with a very restricted 

number of spins, that optimization may be attempted using evolution equations derived 

through product operator analyses (27, 28). However, the complexity of the spin systems 

of ml (a strongly-coupled AM2N2P 6-spin system at 3.0 T (29)) and its Glx contaminants 

makes this analytical approach quite impractical. Instead, by means of numerical 

solutions of the equation of motion of the density matrix (30-32) the prediction of the 

optimum-clarity sequence timings can be made.

Optimizing spectral clarity is not trivial when both the target metabolite and the 

background contaminants arise from coupled spins. Lineshapes as well as intensities can 

change in an irregular fashion with sequence timing, and these changes have different 

timing characteristics for different metabolites. However, what at first sight might seem 

a hopeless complication, does in fact provide an opportunity to suppress the signal of one 

metabolite relative to another, if only we can find the right sequence design. Although 

we do not claim to eliminate the background, this process makes the application of post

processing spectral filtering routines far more robust and much more accurate, than when 

applied to substantially contaminated spectra.

In this report we evaluate optimum-clarity sequence timings for the quantification 

of ml in-vivo, using either PRESS or STEAM at 3.0 T. The optimization criteria are the 

effective suppression of signal from the A multiplets of Glx at ~ 3.8 ppm and from Tau at 

- 3 .4  ppm, together with the retention of signal from ml at -  3.6 ppm. The optimal 

sequence timings should also be long enough to permit the transverse decay of 

macromolecular signal to be largely completed. The optimum-clarity spectra from 

PRESS and STEAM experiments were tested both in phantoms and in vivo at 3.0 T.
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3.2 Methods

3.2.1 Spectral Characterization of ml and Its Neighboring Metabolites

The chemical shifts (8) and scalar-coupling constants (J) of the protons in the ml 

spin system, together with the estimates of the degree of the coupling at 3.0 T, are as 

follows (29): H(l){Mi}, H(3){M2} = 3.54 ppm; H(2){A} = 4.06 ppm; H(4){N,}, 

H(6){N2} = 3.62 ppm; H(5){P} = 3.28 ppm; J(l,2), J(2,3) = 2.7 Hz; J(3,4) = 9.9 Hz; 

J(4,5), J(5,6) -  9.2 Hz; J(l,6) = 9.8 Hz; [J/5]Am ~ 0.04, [J/6]Mn ~ 0.97 and [J/6]NP ~ 0.21, 

where the protons are identified in Fig. 3-1.

OH

H(2) [4.06]

(A)H(6) [3.62]

m OH

OH
H(4) [3.62]

m
H (l) [3.54

( M i ) /

OH

H(3) [3.54]

(M2)
OH

H(5) [3.28]

(P)

Figure 3-1 A diagram illustrating the ml molecule together with schematic of the 
proton numbers, the chemical shift values, 8 ppm, and the coupling configuration, 
including individual interaction strengths, J  Hz.

Due to the symmetry in the molecular structure (33, 34) only four different chemical 

shifts exist and it can therefore be classified as an AM2N2P spin system at 3.0 T. To
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characterize the spectral discrimination problem when quantifying ml at 3.0 T, Fig. 3-2 

illustrates the calculated response to a 90°-pulse-acquire sequence of ml and its 

contaminating background metabolites.

Cr + PCrm l (M2N2)

m l (P)m l (A) m l (M2N2)
peak (3 peak a

Cho
Cr + PCr

l !  peak

3.8 3.6 3.4 3.2
chemical shift (ppm)

4.2 4.0

peak |!

m l (A) m l (P)\
Glu

lau
Gly

Gln\

Lac

2.83.6 3.4 3.2 3.04.2 4.0 3.8
chemical shift (ppm)

Figure 3-2 The calculated response of myo-Inositol and its neighboring metabolites to 
a pulse-acquire experiment at 3.0 T. Due to their negligible concentrations relative to 
ml, alanine, glucose, and syllo-Inositol are not shown. The linewidth in the spectra was 
artificially broadened to ~ 6 Hz to simulate the in-vivo environment. (Cho: choline, Cr + 
PCr: creatine + phosphocreatine, Glu: glutamate, Gin: glutamine, Gly: glycine, Lac: 
lactate, ml: wyo-Inositol, Tau: taurine). A highly resolved (0.1 Hz) myo-Inositol 
spectrum is also shown in the separate panel.

It must be borne in mind, however, and will be demonstrated later, that in response to a 

single voxel localization sequence, the lineshapes of the coupled spin systems can be very 

variable. Under typical experimental conditions at 3.0 T only the a  and (3 peaks in the 

central M2N2 multiplet of ml are usually used for ml quantification in vivo. The spectral 

characteristics of those background metabolites are summarized in Table 3-1 as well as 

that of ml. The weaker ml A multiplet at ~ 4.06 ppm overlaps lactate (~ 4.09 ppm) and 

creatine (~ 3.94 ppm), and is uncomfortably close to the strong water resonance (~ 4.7
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ppm). The ml (P) multiplet (~ 3.28 ppm) overlaps with choline compounds (~ 3.22 ppm) 

and Tau (~ 3.35 ppm). That is not to say that the central M2N2 multiplet of ml is 

uncontaminated. Multiplets of Glx and Tau in addition to the Gly singlet, centered at 

~ 3.76 ppm, ~ 3.35 ppm and at ~ 3.56 ppm, respectively, all contaminate the target ml 

multiplet.

Compound
Name

Spin
Group Chemical Shift (ppm) Scalar Coupling (Hz)

Cho a 3 5a = 3.22 N/A

Cr A2, A3 5A2 = 3.94, 5A3 = 3.02 N/A

Glu AMNPQ

8a = 3.75, 5m = 2.06, 

5n = 2.14, 8p = 2.35, 

8q = 2.37

Jam =  7.33, Jan =  4.65, 

Jmn =  - 14.85, Jmp= 6.43, 

Jnp = 8.47, Jmq = 8.39, 

Jnq = 6.89, Jpq = - 15.89

Gin AMNPQ

8a = 3.76, 8m = 2.13, 

8n = 2.15, 8P = 2.45, 

5q = 2.47

Jam = 6.53, Jan = 5.84, 

Jmn = - 14.45, Jmp= 6.33, 

Jnp =  9.16, Jmq = 9.25, 

Jnq = 6.35, Jpq = - 15.55

Gly a 2 8a —  3.56 N/A

Lac a x 3 8a =  4.09, 8X= 1.31 Jax =  6.93

m l AM2N2P
84 =  4.06, 8m =  3.54, 

8n  =  3.62, 8p = 3.28

Jam  =  2.7, Jmin2  =  9.8, 

Jm2ni =  9.9, Jnp  =  9.2

Tau A2B2 8A =  3.44, 8B =  3.27 Jab = 6.7

Table 3-1 The spectral characteristics of wyo-Inositol and its background
contaminants. Among those background metabolites, Glu, Gin, Gly, and Tau have 
resonances that overlap with the central target multiplet of ml at ~ 3.6 ppm.

Moreover, at shorter echo times a broad macromolecular band distorts the baseline over 

the entire region (23, 25, 35, 48). Although the characteristics (connectivities and J- 

coupling constants) of some of those background macromolecules are known to some
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extent (23, 48), they cannot be precisely modeled. Finally, because of their very small 

spectral contributions, we have chosen to neglect the contamination from alanine (-3 .78  

ppm), glucose (between -  3.2 and -  3.9 ppm) and syllo-Inositol (~ 3.35 ppm).

3.2.2 Pulse Sequences

3.2.2.1 PRESS

A generic PRESS sequence (Fig. 3-3(a)) was used both for calculation and 

experiment, i.e., {90°x -  (TEO/2 -  180°y -  (TEi)/2 -  (TE2)/2 -  180°y -  (TE2)/2 -  

acquisition} (16, 17), where the 90° excitation pulse was a sinc-Gaussian pulse with a 

length of 3.5 ms and a bandwidth of -  3000 Hz, and the 180° refocusing pulses were 

numerically optimized sine pulses (by using the MATPULSE software (37) written in 

MATLAB™) with a length of 5.5 ms and a bandwidth of -  770 Hz. The numerical 

optimization of the r.f. pulses minimized the spatial extent of the tip-angle transition 

region (37). Water suppression was achieved by means of a spectrally selective 

hyperbolic-secant inversion recovery pulse designed to have minimal effects on the A 

multiplet of ml at -  4.06 ppm.

3.2.2.2 STEAM

A generic STEAM sequence (Fig. 3-3(b)) was also used for calculation and 

experiment, i.e., {90°x -  (TE)/2 -  90°x -  (TM) -  90°x -  (TE)/2 -  acquisition} (18), where 

numerically optimized sine pulses with a length of 3.7 ms and a bandwidth -  2000 Hz 

was employed coherently for all three 90° r.f. pulses. Water suppression followed the 

same routine as that exercised for PRESS sequence.

To encourage the suppression of unwanted outer volume signals, the r.f pulses 

were phase-cycled in both PRESS (4-steps) and STEAM (8-steps) sequences as shown in 

Fig. 3-3.
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(a) PRESS
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Figure 3-3 The simplified diagrams of (a) PRESS and (b) STEAM localization pulse 
sequences. For water suppression a hyperbolic-secant 180° pulse and an inversion- 
recovery delay ( T i r )  precede the main sequences. To minimize unwanted signals the r.f. 
pulses were phase-cycled as summarized on the bottom for both sequences.

3.2.3 Sequence Optimization Using Numerical Methods

As described in Reference 30, numerical methods provide an efficient means of 

prospective sequence design. They are especially valuable for sequences that use 

spatially selective pulses and for metabolites that contain large or strongly-coupled spin 

systems that prove intractable with a conventional product operator approach. In 

particular, numerical methods enable the intra-pulse evolution of the spin systems to be
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determined in response to the actual pulse envelopes and magnetic field gradients. 

A convenient way to display the variability of the predicted metabolite responses is a 

contour plot in which the variation of any signal parameter, e.g. the intensity of a targeted 

peak, is represented as a function of key sequence parameters, e.g., two of the sequence 

timings (TEi and TE2 in PRESS or TE and TM in STEAM) (30). When a target peak 

intensity was the variable displayed in a contour plot, the value of that intensity, i.e. yield, 

was normalized to the value corresponding to the yield with no inter-pulse delays. The 

effects of transverse relaxation are not represented in this analysis and they will lead to 

additional modification of signal yield.

To determine the optimum sequence timing for discriminating a target peak from 

its contaminating background, i.e. maximizing the signal to background ratio, S/B, it is 

necessary to evaluate the intensity contour diagrams for all the metabolites contributing 

to the target spectral region. Therefore, the contour plots of the central target multiplet of 

ml centered at ~ 3.6 ppm, the A multiplets of Glx and the A2B2 multiplet of Tau were all 

obtained for both PRESS and STEAM. For the PRESS simulations the {TEi, TE2}-space 

ranges from 0 ms to 200 ms with the step size of 4 ms, and for STEAM the TE values 

range from 0 ms to 200 ms and the TM values range from 0 ms to 100 ms with step sizes 

of 4 ms and 2 ms, respectively. In our preliminary studies, we found that the responses of 

the a  peak and the p peak of ml were significantly different from each other in the short 

TE range of both PRESS and STEAM. To examine that observation further the contour 

plots of the response of the individual peaks of ml to each of the sequences were also 

separately obtained (not shown).

Contamination from macromolecular signal can be dealt with on an ad-hoc basis 

(35) and relaxation losses are assumed to be not too different for the target and all 

contaminating resonances.
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3.2.4 Experimental Methods

A total of six spherical phantoms (~ 6-cm in diameter) were made using distilled 

water. For all phantoms pH was adjusted to 7.1 ± 0.1 using hydrochloride and sodium 

hydroxide. Phantoms #1 through #4 contained ml, Glu, Gin and Tau, individually in 

aqueous solution, each at a concentration of 50 mM. In these phantoms 10 mM of Cr 

was also included as a reference for the behavior of an uncoupled spin system. Phantom 

#5 contained ml (at 50 mM) and Glu, Gin, Tau, Cr at the appropriate concentration to 

produce an aqueous mixture at the relative physiological ratios of normal human brain 

{1 : 1.3 : 0.6 : 0.5 : 1.1} (26, 35, 38). In phantom #6, Gly was added to the same mixture 

as phantom #5, in the relative concentration ratio m l : Gly = 5 : 1 .  All chemicals (purity 

> 98%) were purchased from Sigma Chemical Co. (St. Louis, USA) except for Cr (ICN 

Biomedicals Inc, Aurora, USA).

For the PRESS experiments, a single 2 x 2 x 3  cm3 voxel was employed both for 

phantom and in vivo experiments, using a total of 8 and 128 averages, respectively. For 

the STEAM experiments, the voxel dimensions were 2.5 x 2.5 x 2.5 cm3 and the 

phantom and in vivo averaging was 16 and 256 respectively. For all acquisitions the 

bandwidth was 2.5 kHz with the collection of 2048 data points and the repetition time 

(TR) was 3 s. A linewidth broadening function of ~ 6 Hz was applied to all phantom 

spectra in order to simulate the in-vivo environment. All experiments were carried out at 

3.0 T in an 80-cm bore magnet (Magnex Scientific PLC, Abingdon, UK) using a home- 

built 28-cm diameter quadrature birdcage coil for both transmission and reception, and 

spectrometer control was provided by a SMIS (Surrey Medical Imaging System) console.

3.3 Results

3.3.1 STEAM

A contour plot of the peak amplitude of the combined response of the a  and p 

peaks of ml to the STEAM sequence is shown in Fig. 3-4. Although the initial decay is
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rapid as TE increases to ~ 80 ms, it is not monotonic and increases to about half of the 

maximum signal at ~ 200 ms. In contrast, the variation of the ml signal is not sensitive to 

the choice of TM when TE < 60 ms.

'5E  ' V 5 V

irgrr*

Figure 3-4 The contour 
plots in {TE, TM} space of 
the response of the peak 
height of ml to STEAM. 
All indices were normalized 
to the maximum peak height, 
which occurs at both TE and 
TM equal to zero. 
No relaxation loss was 
assumed in the calculation. A 
step size of 4 ms and 2 ms 
was used for TE and TM, 
respectively.

40 60
TM (ms)

To validate the calculations, the spectral variations along a one-dimensional cut 

through the contour plot of Fig. 3-4 at TM = 70 ms were compared with experimental 

data from phantom #1. The result, shown in Fig. 3-5, demonstrates spectral agreement 

between the calculated and the phantom response at five different TEs. In the phantom 

spectra, Cr was used as a reference.
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t / 2  

® 0.6
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Calculated

3.9 3.6  3.3 3.0 (ppm)

TE (ms) 40 80
Phantom

120 160 200

Figure 3-5 The
calculated and phantom 
response of the target 
multiplet of wyo-Inositol 
to STEAM at five 
different TEs with TM 
fixed at 70 ms. In 
phantom spectra, the two 
creatine singlets are also 
observed. The signal 
intensity was normalized 
to the maximum value, 
which occurs at both TE 
and TM equal to zero. 
All spectra were 
artificially broadened to ~ 
6 Hz. No relaxation loss 
was assumed in the 
calculation.

Similar contour plots, for the background contaminants Tau (Fig. 3-6(a)), Glu 

(Fig. 3-6(b)) and Gin (Fig. 3-6(c)) suggest that an optimum sequence for ml 

quantification using STEAM might be {TE =180 ms, TM = 40 ms}. With this design a 

significant reduction in the Glx (~ 30 %) and Tau (~ 33 %) signals brought them to 20 % 

and 23 % respectively o f the not-so-reduced ml target peak. This sequence timing was 

also favored because it engineers a marked reduction in the background signal from 

macromolecules due to transverse-relaxation. For comparison a short TE/TM STEAM 

design denoted by '* ’ in each contour plot of Figs. 3-6(a) through (c) i.e., {TE = 20 ms, 

TM = 25 ms}, was also tested.
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Figure 3-6 The
contour plots in {TE, 
TM} space of the 
response of the peak 
height of (a) Tau, (b) 
Glu and (c) Gin to 
STEAM. All indices 
were normalized to 
the maximum peak 
height, which occurs 
at both TE and TM 
equal to zero. No 
relaxation loss was 
assumed in the 
calculation. A step size 
of 4 ms and 2 ms was 
used for TE and TM, 
respectively.

40 60
TM (ms)

Experimental (in-vivo and phantom) and calculated spectra arising from each of 

the two sequence designs marked on the contour figures 3-4 and 3-6 (a) through (c) are
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compared in Fig. 3-7. The spectra of Glu, Gin and Tau were scaled according to their 

relative in vivo concentration ratio with respect to that of ml using the amplitude of Cr 

singlet at ~ 3.9 ppm as the calibration standard. In Fig. 3-7(b) acquired with the shorter 

timing design, the relative amplitude of peak a  of ml is observed to be more than twice 

that of the amplitude of peak p. As the sequence timings change, the relative behaviour 

of the a  and p peaks evolves. These two peaks tend to coalesce at the optimized 

sequence timings due to the J-modulation effect and form a single band (peak a+p) with 

the in vivo linewidth shown in Fig. 3-7(i). Clearly then by measuring the 3.6 band peak 

height one is measuring different quantities at different echo times. This makes inter

laboratory comparisons vulnerable to misinterpretation if their timing design is much 

different from each other. At 1.5 T, no publications to our knowledge have reported the 

resolution of the a  and P peaks and hence at that field strength any variation in the 

proportion of the total ml intensity contributing to the band peak at ~ 3.6 ppm, is 

transparent to the researchers.

The background signals from Glu, Gin and Tau are all suppressed more than ml 

by going to the optimized sequence timings. Theoretically the signal yields under the 

optimal conditions (at TE = 180 ms and TM = 40 ms) are ~ 55%, ~ 40%, ~ 45%, ~ 35% 

of their short echo values for ml, Glu, Gin and Tau, respectively. Phantom results are in 

close agreement. Note that the effect of transverse relaxation is not significant in vitro 

due to the relatively long transverse relaxation times of them (apparent T2 estimated to be 

~ 1000 ms).

In-vivo, spectral resolution enhancement provided by the optimized STEAM 

experiment is even more striking due to the elimination of macromolecular resonances by 

transverse relaxation. It should nevertheless be noted, in the calculations and phantom 

verifications the impact of transverse relaxation is either neglected or negligible, 

respectively. Without accurate T2 measurements on all the metabolites the quantitative 

effect of transverse relaxation on our in-vivo spectra is not known.
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Sequence Design {TE = 20 ms, TM = 25 ms} {TE — 180 ms, TM — 40 ms}

Cho

ml(P)
ml(a)

Glx

Tau

3.33.9 3.0
(ppm

m l

Glu (x 1.3;

(d) Cr
Gin (x 0.6;

Tau (x 0.5)

3.9 3.33.6 3.0

Cho Cr

rn

au
Glx

3.3 3.03.9 3.6
(ppm)

3.6 3.03.9 3.3
(ppm) (ppm)

Figure 3-7 The in-vivo and phantom response of wyo-Inositol and its neighboring 
metabolites to STEAM at 3.0 T. The phantom spectra of (b) ml, (c) Glu, (d) Gin and 
(e) Tau as well as (a) their in-vivo spectrum taken at {TE = 20 ms, TM = 25 ms} are 
compared to those ((f) thorugh (j)) acquired by using the suggested optimum sequence 
timings of {TE =180 ms, TM = 40 ms}. The spectra of Glx and Tau were all scaled 
with respect to ml according to their relative concentration ratio in normal human brain. 
The calculated spectra are also shown below phantom spectra as dotted lines. All 
phantom and calculated spectra were artificially broadened to ~ 6 Hz.
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3.3.2 PRESS

Similar contour plots, but in {TEi, TE2} space, of the signal intensity response to 

PRESS of the multiplets of (a) ml, (b) Tau, (c) Glu and (d) Gin are shown in Fig. 3-8.

(a) m l (b) Tau
200 

180 

160 

'a? 140 £
W 1 2 0

H  100 

H
80

60

40

20
5.5

1 y  x
- * ^ 2  ............ ............ j  mj  v 0 ?  .

)

i> .i

^ s I K 2

5.5  20  40  60  80  100 120 140  160 180 200

TE2 (ms)
(c) Glu

M  140

U 100

5.5 20  40  60  80  100  120 140 160 180 200

TE2 (ms)
(d) Gin

200 2005 •0.6 0.50.5
180180

0.51

160160
•0.7

>0.4
.0.5S)A 0.5

w  120
0.50.7

0.6 (*] 100

\0J

0.6
5.5

5.5 205.5 20 I 1 0 0  1 2 0  1

TE2 (ms)
200

TE2 (ms)
Figure 3-8 The contour plots in {TEi, TE2} space of the response of the peak height of 
(a) ml, (b) Tau, (c) Glu and (d) Gin to PRESS. All indices were normalized to the 
maximum peak height, which occurs at both TEs equal to 5.5 ms (the duration of the 
180° pulse). No relaxation loss was assumed in the calculation. A step size of 4 ms was 
used for both TEs.

The reduction in ml intensity is even more rapid for PRESS than was observed by 

increasing the echo time in the STEAM sequence (c.f. Figs. 3-4 and 3-8(a)).
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Again a cut through the ml contour plot of Fig. 3-8(a) at TEi = 30 ms was 

explored to demonstrate agreement between calculation and phantom measurement for 

the strongly-coupled ml AM2N2P spin system, and the results are shown in Fig. 3-9. The 

marked recovery of the -3 .6  ppm band at long echo times is to be noted.

Figure 3-9 The
calculated and phantom 
response of the target 
multiplet of /wyo-Inositol 
in response to PRESS at 
six different TE2's with 
TEi fixed at 30 ms. In 
phantom spectra, the two 
creatine singlets are also 
observed. The signal 
intensity was normalized 
to the maximum value, 
which occurs at both TEi 
and TE2 equal to 5.5 ms. 
All spectra were 
artificially broadened to -  
6 Hz. No relaxation loss 
was assumed in the 
calculation.

To evaluate spectral discrimination, we calculated the response of ml and its 

contaminating background metabolites at three pairs of {TEi, TE2} times, the objective 

being to compare short TEs {TEi = 18 ms, TE2 = 16 ms}, with both desirable {TEi = 36 

ms, TE2 = 160 ms} and undesirable {TEj = 83 ms, TE2 = 76 ms} long TEs. The short 

values of TEi and TE2 were chosen to be typical of in-vivo literature and were 

comparable to those used for the STEAM demonstration. The location in {TEi, TE2} 

space regarded as optimal, gave rise to 45 % reduction of ml, but to a suppression of Glx 

and Tau by only 30 % and 70 % respectively. This is not as promising as the STEAM 

optimum. Nevertheless, the total TE of 196 ms ensures a substantial reduction of

TE2 (ms)
20 40 60 80 100 120 140 160 180 200

0.7

0.6

00c4)
0.5

0.4 r
B

■a °-3
B
.SP 0.2
!Z2

Calculated3.9 3.6 3.3 3.0 (ppm)

3.9 3.6 3.3 3.0 (ppm) Phantom

120 150 180
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macromolecule resonances and much greater clarity around ~ 3.6 ppm. The third 

location in {TEi, TE2} space, namely, {83 ms, 76 ms}, was chosen to demonstrate the 

possibility of loosing the ml signal completely by an inappropriate choice of echo times. 

This emphasizes the importance of prospective sequence design.

A breakdown of the overall spectral response to PRESS in the 3.6 ppm region is 

illustrated in Fig. 3-10, in a manner that corresponds to the treatment of STEAM. Again 

the a  and (3 ml peaks are resolved at 3.0 T using the shortest echo times (see Fig. 3- 

10(b)) but coalesce to form a single peak at the optimal timing (Fig. 3-10(g)). The 

contamination of the macromolecular band is also clearly apparent in the in vivo spectra 

taken with the short PRESS sequence (as it was for STEAM). The elevation of the Glx- 

ml(P) region demands a precise knowledge of the macromolecular lineshape if 

contamination of the ml target signal is to be offset by post-processing, e.g., LC modeling 

(35). With the optimized PRESS (Fig. 3-10(f)), however, the in vivo lineshape and the 

signal amplitude of ml relative to that of Glx and Tau are in good agreement with those 

in phantom, which indicates a negligible amount of the macromolecular contamination, 

as well as minimized metabolite contaminants. This means that post-processing only 

needs to use the well defined metabolite lineshapes from the density matrix analysis and 

is likely to be more robust and accurate.

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



113

Sequence
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ml
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(x 1.3;

Gin 
(x 0.6;

Tau 
(x 0.5;

{TEi = 18 ms, 
TE2 = 16 ms}

{TEi = 36 ms, 
TE2 = 160 ms}

{TEi =  83 ms, 
TE2 = 76 ms}

Cr
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Cr
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Cr
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Figure 3-10 The in-vivo and phantom response of myo-Inositol and its background 
metabolites to PRESS at 3.0 T. The phantom spectra of (b) ml, (c) Glu, (d) Gin and (e) 
Tau as well as (a) their in-vivo spectrum taken at {TEi = 18 ms, TE2 = 16 ms} are 
compared to those ((f) thorugh (j)) acquired by using the suggested optimum sequence 
timings of {TEi = 36 ms, TE2 = 160 ms}, and to those ((k) thorugh (o)) taken at the ml- 
nulling timings of (TEi = 83 ms, TE2 = 76 ms}. The phantom spectra of Glu, Gin and 
Tau were all scaled with respect to ml according to their relative concentration ratio in 
normal human brain. The calculated spectra are also shown below each phantom 
spectrum as dotted lines. All spectra were artificially broadened to ~ 6 Hz.
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3.4 Discussion

3.4.1 Sources of Variability

According to the contour plots in the previous sections, the ml target signal drops 

very rapidly as TE increases in both PRESS and STEAM. In particular with PRESS, it 

reduces to ~ 20 % of its maximum at the total TE of ~ 60 ms. In this section a 

mechanism is examined for the fast signal decay of the target multiplet of ml in response 

to short-TE PRESS, using the numerical method (30). First, a brief discussion is given 

on the sources of variability in the response of ml to STEAM.

3.4.1.1 STEAM

The rapid decay in signal during the two TE phases of the STEAM sequence 

results from the rapid evolution (which is typical of multispin strongly-coupled systems) 

of the in-phase and anti-phase SQC. Not only does this evolution cause oscillation 

between in-phase and anti-phase terms of the same spin (as occurs with weakly-coupled 

spins) but it gives rise to the transfer of polarization to other members of the coupled spin 

system, which can then also evolve. The resultant proliferation of coherences steals 

intensity from the M derived a  resonance at a rate that is faster than one would expect for 

simple in-phase to anti-phase evolution alone.

3.4.1.2 PRESS

In order to examine the fast decay of the ml signal in the short TE range in 

response to PRESS, two sequence timing pairs, {TEi = 20 ms, TE2 = 25 ms} and {TEi = 

25 ms, TE2 = 30 ms}, were chosen. Over 10 ms difference between these two sequences, 

more than 30 % of the ml signal is lost as predicted in the contour plot shown in Fig. 3- 

8(a). The phantom and calculated spectra are shown in Fig. 3-11, which clearly 

demonstrates that the decay of a  peak alone accounts for the rapid loss of a broadened 

target multiplet of ml. The p peak remains robust over that 10 ms interval.
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(a) {TEi = 20 ms, TE2 = 25 ms) ^

(b) {TEi = 25 ms, TE2 = 30 ms}

Calculated

Calculated

Figure 3-11 The illustration of the 
rapid decay of the signal amplitude of 
ml in response to short-TE PRESS. 
Over the 10 ms interval between the 
two sequence timings of (a) {TEi = 20 
ms, TE2 = 25 ms} and (b) (TEi = 25 
ms, TE2 = 30 ms}, the signal of the 
target multiple of ml is reduced by ~ 30 
% , which is attributed mainly to the 
decay of the amplitude of peak a. The 
calculated spectra are also shown below 
the experimental ones as dotted lines. 
For better separation of the a  and p 
peaks from each other, the linewidth of 
those spectra was adjusted to ~ 4 Hz.

To identify the coherences that are responsible for the rapid decay of the a  peak, 

snapshots of the distribution of coherences at the onset of data acquisition were obtained 

at each of those two sequence timing pairs under comparison, and the results are shown 

in Fig. 3-12. Among the 384 single quantum coherence (SQC) terms available for the 6- 

spin system of ml, only the 128 SQC terms from Mi and M2 are primary contributors to 

the a  resonance. The temporal evolutions of the Mi and M2 spins are identical due to the 

symmetry of the ml molecule. Of the 64 SQCs corresponding to each of these spins, only 

six terms are critical to the a  peak decay. For the Mi spin they are 2MixAz, 2MixN2Z, 

2MixPz, Miy, 2MiyN2z and 2MiyPz, and they are labeled in the coherence amplitude 

snapshot shown in Fig. 3-12. Each of the SQC terms has a unique lineshape, and all of 

the SQC term lineshapes available for the ml spin system, form a lineshape basis set. A 

linear combination of the components of that basis set with time-dependent weighting 

coefficients, e.g., the amplitudes of the Mi SQC terms shown in Fig. 3-12 determines a 

final lineshape. The lineshape panels of Fig. 3-12 show the calculated weighted sum of 

the six Mi SQC terms (solid line) as well as the full lineshape obtained with all of the 384 

SQC terms (dotted line). The reduction of the a  peak illustrated by the difference 

between the two panels during that 10 ms interval is well demonstrated with the six 

representative SQC terms only.
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Figure 3-12 The snap shots of the distribution of single quantum coherence (SQC) 
terms of ml in response to PRESS at (a) {TEi = 20 ms, TE2 = 25 ms} and (b) {TEi = 25 
ms, TE2 = 30 ms}. Among 384 SQCs available for the ml spin system, only those 64 
terms of Mi-spin are shown, which make up major contribution to the a  peak of ml. 
A total of six terms were indexed, which show relatively large change in amplitude, and 
are therefore mainly responsible for the drastic signal loss between the two sequence 
timings. The spectra at each sequence timing pair are shown in the right column, which 
were obtained from the weighted sum of the basis spectra of those six representative 
terms only (solid line). The full lineshape of ml including all coherence terms is also 
shown in each spectrum (discrete line).
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3.5 Summary and Conclusion

The purpose of this study was to establish the best conditions for the in vivo 

quantification of ml using PRESS or STEAM at 3.0 T. It was motivated by the 

recognition that the short-TE-STEAM recipe, which has been the most popular choice by 

researchers for ml quantification, results in a significant contamination of the target ml 

signal not only by its neighboring metabolites, but also by a broad macromolecular 

resonance as well. Surprisingly, far less attention has been paid to the macromolecular 

contamination of ml signal, than to the similar contamination of y-aminobutyric acid 

(GABA), which is a major inhibitory neurotransmitter in the central nervous system (39- 

41).

By incorporating a prospective numerical analysis of the response to the sequence 

into the optimization procedure, the establishment of optimum long sequence times was 

made possible. These sequence times are {TEi = 36 ms, TE2 =160 ms} for PRESS and 

{TE = 1 8 0  ms, TM = 40 ms} for STEAM at 3.0 T. With this sequence design the 

contribution of the macromolecular resonances to the ml baseline is negligible and the 

interference of Glx and Tau is significantly mitigated.

In comparing the two pulse sequences for ml quantification, the optimized 

STEAM may be a better choice. First, a higher ml signal is retained with that sequence 

relative to its background metabolites such as Glx, Tau and Gly. Secondly, STEAM’s 

better performance in water suppression cannot be underestimated in view of the 

proximity of the target ml signal to water resonance. Thirdly, STEAM provides more 

flexibility in the choice of the optimum sequence timings. For instance, our preliminary 

phantom studies showed that a {TE = 160 ms, TM = 40 ms} pair can be a good 

alternative to the one proposed as an optimum in this study. Although PRESS gives 

a better S/N and subsequently requires a shorter scan time, the ratio of the S/N of PRESS 

to that of STEAM is less than 2 due to the imperfect, nominal 180° refocusing pulses of 

PRESS (37, 42, 43). One beneficial aspect of PRESS in ml quantification at 3.0 T may 

be a potential use of the mi-nulling sequence timing pair to clarify the reported sensitivity
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of Gly to lithium (44). In combination with the optimum sequence timing pair, this use 

may prove helpful in testing the ml-depletion hypothesis (15).

Finally, since the degree of coupling between the coupled spins not only in the 

spin system of ml but also in its contaminating background metabolites is dependent on 

the field strength, their evolution in response to PRESS and STEAM will differ at 

different field strengths. Therefore, the optimum sequence timings proposed herein are 

optimum only at 3.0 T.
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CHAPTER 4

The Detection of Myo-Inositol In vivo 

Using Double Quantum Coherence Filtering at 3.0 T

4.1 Introduction

The cerebral level of myo-Inositol (ml) is known to vary with the progression of 

various diseases and disorders such as Alzheimer’s disease (1-4), diabetes mellitus (5), 

Hepatic encephalopathy (6-9), depression (10) and bipolar (manic-depressive) disorder 

(11-14). Therefore the precise quantification of the metabolite in vivo using nuclear 

magnetic resonance (NMR) technique may help diagnose and monitor patients with such 

diseases and disorders.

PRESS and STEAM are the two most commonly used single voxel localization 

pulse sequences in in-vivo proton magnetic resonance spectroscopy (’H-MRS). Of these 

two sequences STEAM has been more popular for the measurement of the metabolite as 

a result of the shorter echo times (TEs) attainable (2, 4, 5-8, 15-17). The use of short 

TEs, however, enhances not only the ml target multiplet at ~ 3.6 ppm, but it also 

enhances its background resonances such as the A multiplets of the AMNPQ spin 

systems of glutamate (Glu) and glutamine (Gin) (collectively referred to as Glx) at ~ 3.78 

ppm, uncoupled glycine (Gly) at ~ 3.55 ppm and taurine (Tau) at ~ 3.45 ppm. An 

enhancement of other source of unwanted background signal such as macromolecules 

(18-20) is an additional disadvantage of using short sequence timings. Therefore, an 

enhanced signal yield resulting from shortening the sequence timings tends to be 

compensated with the poor integrity of a target peak.

It is possible to establish optimum long sequence timings for both PRESS and 

STEAM to minimize signal from those background contaminators, while retaining an
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observable amount signal of ml (21). The suppression of macromolecule resonances is 

an additional benefit of using such long sequence timings as the T2 of macromolecules is 

known to be significantly shorter than that of metabolites (18, 20). In the case of weakly- 

coupled spin systems or strongly-coupled ones with a restricted number of spins, the 

prediction of such optimum long pulse sequence timings may be achieved by referring to 

the product operator formalism (22), but as ml has a strongly-coupled 6-spin system such 

an manual analysis is impractical. By numerical solutions of density matrix (23), the 

establishment of such optimum long sequence timings can be achieved. Nonetheless, the 

problem of uncoupled Gly, which is the closest neighbor of the target peak of ml, cannot 

be resolved by optimization of conventional pulse sequences such as PRESS and 

STEAM. Although it is found at a very low concentration with respect to that of ml in 

the normal human brain (ml : Gly - 5 : 1  (24)), the removal of the Gly resonance in the 

target spectral region can significantly improve the measurement precision of ml in vivo.

A difference spectra method might be an option for suppressing uncoupled spin 

resonances from a spectrum (25, 26). Although this post-data-processing method can 

potentially retrieve a greater signal yield in the target peak, it has an intrinsic problem of 

sensitivity to the subject motion during acquisitions, which causes cancellation errors (27, 

28). Moreover, the complicated ml spin system exhibits a rapid change in both the 

lineshape and the signal amplitude of the target multiplet in response to any NMR pulse 

sequences. This intractable evolution pattern of the spin system, which is facilitated by 

the strong-coupling Hamiltonian makes the use of such a post-data-processing technique 

not feasible.

A double quantum filter (DQF) (23, 27, 28, 30-37) has been useful for 

background suppression for the following reasons. First, combined (most commonly) 

with the PRESS sequence for the purpose of spatial localization, DQF becomes a single

shot method for data acquisition with less susceptibility to subject motion. Secondly, it 

provides a unique way of suppressing uncoupled metabolites by taking advantage of the 

fact that uncoupled spin systems cannot evolve into multiple quantum states. However, 

due to the intrinsic problem of poor signal yield with the technique, a variety of sequence
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parameters needs to be precisely optimized (23), such as TEs, mixing time (TM), and the 

tip angle, the frequency offset and the duration of the third 90° pulse, which converts 

multiple quantum coherences (MQCs) during TM back into anti-phase coherences 

(APCs). Combined with the complexity of the ml spin system, therefore, the optimal 

design of a DQF for ml detection is not a trivial task. Based on the previous analytic 

solutions derived for the AB spin system of citrate in terms of product operators (38), Lei 

et al optimized a DQF for Tau (29), which has a strongly-coupled A2B2 spin system. 

However, to the best of our knowledge, such an analytic basis is not available for the 

complicated ml spin system.

In this report, we tackle the complexity of designing a DQF for the detection of 

ml in vivo by incorporating numerical methods (23) into the sequence optimization 

procedure. We believe it is the first application of a double quantum coherence (DQC) 

filter to the detection of ml. Of special importance in the optimization procedure are the 

effective removal of uncoupled Gly and other neighboring metabolites with coupled spins 

such as Glx and Tau, while retaining an observable amount of filtered ml signal. The 

efficacy of the filter is demonstrated both in phantom and in vivo.

4.2 Methods

4.2.1 Spectral Characteristics of ml and Its Background Metabolites

The ml molecule has a chair conformation with a symmetry about the axis that 

connects A spin (H(2)) and P spin (H(5)) (11, 39). The ml spin system can be termed as 

AM2N2P at 3 T, based on the ratio of the coupling constant to the difference in chemical 

shift in Hz (J/8) between coupled spins, e.g., [J/A5]am ~ 0.04 (weak-coupling), [J/A8]mn 

~ 0.97 (strong-coupling) and [J/AS]np ~ 0.21 (intermediate-coupling). Summarized in 

Table 4-1 are the chemical shifts and the coupling constants of the ml spin system (40).
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Proton No. H(2) H(1),H(3) H(4),H(6) H(5)

Spin Species A Mi,M2 Ni,N2 P

Chemical
Shift

(ppm)
4.06 3.54 3.62 3.28

Jm,a Jam? 2.7
J-Coupling JM2N1 = 9.9
Constant JmiN2 = 9.8

(Hz) 2? "8 II -0 Z II N>

Table 4-1 The spectral characteristics of myo-Inositol spin system.

The resonances of ml are grouped into three multiplets. Among them, a triplet at 

~ 3.3 ppm, which is contributed by P spin, is almost completely overlapped by 

resonances from Tau and choline (Cho). Therefore, together with its low signal 

amplitude with respect to the central multiplet at ~ 3.6 ppm, the possibility of using the P 

spin resonance as a target multiplet is excluded. Similarly, the A spin resonance at ~ 4.1 

ppm overlaps with Cr and lactate (Lac). This peak is usually unobservable in vivo with 

unedited pulse sequences such as PRESS and STEAM due to its spectral proximity to the 

strong water signal. The quartet-like, central multiplet at ~ 3.6 ppm (M2N2 spin 

resonances) is assigned to be the target peak for its dominance in amplitude over the two 

other multiplets, although it does have overlaps with Glx and Tau as well as with Gly. 

Due to low concentrations relative to ml in normal human brain, some of the background 

metabolites whose resonances lie between the A and the P multiplets of ml are not 

considered in this study. They are alanine (~ 3.78 ppm), glucose (~ 3.75 ppm and 3.4 

ppm) and syllo-Inositol (~ 3.35 ppm).
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4.2.2 Sequence Optimization

A generic DQF sequence is shown in Fig. 4-1, in which PRESS was incorporated 

into the sequence for the purpose of spatial localization. It is comprised of three 90° r.f 

pulses and two 180° pulses. The optimization of each r.f. pulse in the sequence was 

achieved by using MATPULSE software written in MATLAB™ (41). The first 90° 

pulse is an optimized sine pulse which is ~ 3 ms in duration and ~ 4000 Hz in bandwidth.

90x° 180y°

RF

TEj

90x° 90x° (0X°)

H - X

180y°

 > ■*-
TM

E S

t e 2

ES : Refocusing Gradient 

|  : Spoiler Gradient

: Slice Selection Gradient 

^  : Filter Gradient

Figure 4-1 A generic DQF sequence. It consists of three 90° and two 180° r. f. 
pulses. The filtering of a specific order of coherence is achieved by the second and the 
third 90° pulse in conjunction with a pair of filter gradients. The area of the second 
filter gradient is adjusted with respect to the first one, according to the level of 
coherence to be filtered out.

For the second 90° pulse that generates MQCs, a rectangular hard pulse was chosen with 

its duration as short as 250 ps. It should be noted that any unnecessary increase in the 

width of this pulse may result in a loss of efficiency of the optimally chosen TM by 

allowing additional intra-pulse evolution of coherences, namely, the mixing of
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coherences (23). Shortening this pulse becomes more important for strongly-coupled 

spin systems for their rapid coherence transfer mechanisms (42, 43). The optimization of 

the third 90° read pulse, a numerically optimized sinc-Gaussian pulse, includes 

consideration of the frequency offset, the duration and the tip-angle of the pulse, which 

will be discussed below in detail. As for the two 180° pulses, an optimized sine pulse 

was used for both slice selection and chemical shift refocusing with a duration of 3.5 ms 

and a bandwidth of ~ 1200 Hz. The length and amplitude of each slice selection gradient 

was calculated according to the voxel size. The duration of spoiler gradients for each 

180° refocusing pulses was 2 ms with the maximal amplitude of 20 mTm'1. The filter 

gradients were implemented in all three directions with the length of Gi = 3 ms and G2 = 

2xGi for double quantum coherence selection, and the maximal amplitude of 20 mTm-1 

for both Gi and G2. The net gradient vector, therefore, was oriented at the magic angle 

(54.74°) to facilitate the suppression of residual water signal resulting from the 

demagnetizing dipole-dipole interaction between water molecules in conjunction with a 

16 step phase-cycling (23).

The determination of the optimum values for the offset frequency and the 

bandwidth (or duration) of the third 90° read pulse preceded the optimization of TEs and 

TM. As for those metabolites with two well-separated resonances such as a simple AX 

spin system, the excitation of a target multiplet by the third 90° pulse is avoided to 

enhance signal yield by a factor of two with respect to that obtainable by exciting all 

resonances. In the case of ml, however, it is not straightforward which multiplet(s) are to 

be excited for maximum signal of the target peak due to the complex spectral 

characteristics of the spin system. Minimizing the excitation of water resonance by the 

read pulse is another issue to be considered simultaneously. Therefore, an analysis was 

made by using the product operator formalism (22) to determine the most appropriate 

excitation scheme by the read pulse, which produces the largest number of single 

quantum APCs (SQ-APCs) with at least one transverse magnetization of M or N spin that 

ultimately contributes to the target signal. The result is summarized in table 4-2. The 

additional double-order terms (DQCs with more than one passive spin involved, e.g., 

AxMixN2z), which are produced during TM, were not considered in the analysis for their
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negligible contribution to the final signal yield (see section 4.3.2). As will be discussed 

in section 4.3.2, each DQC term oscillates between a real and an imaginary state during 

TM under the action of the Zeeman Hamiltonian. Using raising and lowering operators 

these two components of a DQC during TM may be represented more clearly. For 

instance, the DQC term involving A and Mi spins denoted as DQC(AMi) can be 

decomposed as

DQC(AMi) 2(AxMix - AyMiy) -> (A+M1+ + A.M,_) : DQC(AMi)reai

—> 2(AxMly + AyMix) —> - /(A+M]+ - A_Mi.): DQC(AMi)jmag (4-la)

where

A + = A X±/Ay. (4-lb)

Note from Eq. (4-la) that real and imaginary components of DQC terms are converted by 

the third 90° frequency-selective pulse into different APCs. Therefore, they were 

separately considered in Table 4-2 for all DQCs available for the ml spin system.

Spin species 
excited by 

3rd 90° pulse

DQC (imag.)
u

APC

DQC (ireal)
U

APC

Total 
number of 

APCs

P 4 4 8

M, N, P 16 0 16

A, M, N, P 20 0 20

Table 4-2 The number of single quantum anti-phase coherences converted by the 
third 90° frequency-selective pulse for three different excitation schemes. Only those 
APC terms with transverse M or N magnetization were counted, which ultimately 
contribute to the target peak of ml at ~ 3.6 ppm.
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As well, due to the strong-coupling interaction, those DQCs that involve two spins with 

no direct J-coupling between them but have a common coupling partner, e.g., DQC(AN) 

are also created during TM (42-44). Therefore, such DQC terms were also considered in 

the analysis. According to Table 4-2, exciting all spin species yields the largest number 

of SQ-APCs with at least one transverse magnetization of M or N spin. Therefore, the 

third 90° frequency selective pulse was tuned to excite all spin species of ml, while 

leaving water resonance intact. However, it should be noted that, for strongly-coupled 

spin systems, the optimal choice of the spectral region to be excited by the third 90° pulse 

for maximum signal yield is also influenced by the choice of TE2 due to the active 

coherence transfer facilitated by the strong-coupling Hamiltonian during that period of 

time. Therefore, the analysis given above should be used only as a guideline. Another 

excitation scheme may be possible such as the excitation of A and P spins by using a 

composite pulse (45, 46). But for the same reason as above, it does not necessarily 

enhance the filter yield. Moreover, that method may cause unwanted perturbation of 

other spectral region such as the excitation of water resonance. Therefore it was not 

considered in this study.

As a next step in the design of a DQF for ml editing, the optimization of TEi and 

TE2 was carried out. With an initial value of 5 ms for TM, and 90° and 5 ms for the flip 

angle and the duration of the third 90° read pulse, respectively, a contour plot of the 

signal intensity of the target multiplet of ml was produced (23) as shown in Fig. 4-2. It 

visualizes the variation in the signal intensity of the targeted peak as a function of TE] 

(vertical axis) and TE2 (horizontal axis) in ms, which will be denoted as {TEi, TE2} 

henceforth. No transverse relaxation was assumed in the calculation and all indices were 

normalized to the maximum signal intensity appearing at ~ {100, 100} in the figure.
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Figure 4-2 The contour plot of the calculated signal intensity of the target peak of 
myo-Inositol in response to a DQF sequence for the determination of semi-optimum TEi 
and TE2. Initially, TM was set to 5 ms. Also, the flip angle and the duration of the 
frequency selective r.f. pulse was set to 90° and 5 ms, respectively. No relaxation loss 
was assumed in the calculation. All indices were normalized to the maximum signal 
found at both TEi and TE2 ~ 100 ms. A step size of 2 ms was used in the calculation for 
both TEi and TE2.

Based on this preliminary contour plot and an initial TM of 5 ms, the optimization of the 

tip angle and the duration of the third 90° read pulse was achieved by producing another 

contour plot as a function of those two sequence parameters as illustrated in Fig. 4-3. 

According to Fig. 4-3, the optimal flip angle is found to be ~ 65°, and the filter yield can 

be enhanced by designing the pulse as short as possible. However, to achieve the 

bandwidth required for the optimal excitation scheme found in the previous analysis, the 

initial duration of 5 ms was retained.
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Figure 4-3 The variation of the calculated signal intensity of the target peak of myo
inositol as a function of the duration and the flip angle of the third 90° frequency 
selective pulse. No relaxation loss was assumed in the calculation. Also, the indices 
were normalized to the maximum signal found at the duration of 1 ms and the flip angle 
of ~ 65°.

The optimization of TM was also made by producing Fig. 4-4, which illustrates the TM- 

dependence of the filter yield. Although the maximum signal occurs at ~ 5.5 ms, the 

actual TM was set to 7 ms to accommodate the filter gradient during the mixing period. 

As a last step, all the parameters found to be optimal were combined together to produce 

another contour plot for the reoptimization of TEi and TE2 (23). For effective 

background suppression, such contour plots were also calculated for the A multiplets of 

Glx and for Tau.
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Figure 4-4 The variation of the calculated signal intensity of the target peak of myo
inositol as a function of TM. The amplitude was normalized to the maximum value that 
occurs at ~ 5.5 ms of TM. No relaxation loss was assumed in the calculation.

4.2.3 Phantom and In-vivo Experiments

Two spherical phantoms (~ 5 cm in diameter; pH ~ 7) of aqueous solutions 

(distilled water) were manufactured, with pH adjusted to 7.1 ± 0.1 using hydrochloride 

and sodium hydroxide. One (phantom #1) contains ml and Cr, and the other (phantom 

#2) comprises ml, Cr, Glu, Gin, Gly and Tau at the relative physiological concentration 

ratio of normal human brain (1 : 1.1 : 1.3 : 0.6 : 0.2 : 0.5) (24, 47, 48). For both 

phantoms the concentration of ml was maintained at 50 mM. In phantom #1, Cr (10 

mM) was included to be used as a reference peak. All chemicals (purity > 98%) were 

purchased from Sigma Chemical Co. (St. Louis, USA) except for Cr (ICN Biomedicals, 

Inc, Aurora, USA).
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An 80-cm bore magnet (Magnex Scientific PLC, Abingdon, UK) was used for all 

tests with a home-built 28-cm diameter quadrature birdcage coil for both transmission 

and reception. The spectrometer control was provided by a SMIS console (Surrey 

Medical Imaging Systems PCL, Guilford, UK).

A total of 2048 data points were used for data acquisition. A linewidth 

broadening of ~ 7 Hz was applied for all spectra throughout this study. A 2.5 x 2.5 x 2.5 

cm3 voxel was located at the isocenter of the phantoms for all phantom experiments and 

in the occipital region of the brain for in vivo experiments. In order to improve signal to 

noise ratio (S/N), a larger voxel size of 3.5 x 3.5 x 3.5 cm3 was also used for another in 

vivo study. As well, the repetition time (TR) of 3 s was used for all experiments.

As will be discussed in detail in Chapters 5 and 6, the phase of the MQC- 

generating, second 90° r.f. pulse needs to be precisely tuned to obtain a desired outcome. 

For conventional even order filtering, it should be tuned to a phase of x as shown in Fig. 

4-1. A phase error can result in a significant loss of signal and unexpected lineshape of a 

target peak (Chapters 5 and 6). A mismatch between the phase of an r.f. pulse coded in 

an NMR pulse program and the actual phase of that pulse is mainly due to phase 

accumulation during the switching of the synthesizer frequency, which is necessary when 

slice-selective pulses are used with non-zero offset frequencies (27, 28, 35). The phase 

error of this kind can be compensated, for instance, by comparing the response of the 

water resonance acquired with and without an additional 180° pulse (35). However, 

imperfect hardware performance such as instability of the r.f. and/or the gradient 

amplifiers can also potentially give rise to phase errors, which could be intractable. Such 

an additional phase error can be identified by acquiring data from a voxel located at the 

isocenter. To cope with these phase errors as a whole, the phase of the MQC-generating, 

second 90° pulse was calibrated manually by resorting to the behaviour of the Cr methyl 

singlet at ~ 3.0 ppm in response to a zero quantum filter (ZQF). This was based on the 

fact that when the phase of the second 90° pulse is tuned identically to that of the first 

excitation pulse the amplitude of resonances from uncoupled (and weakly-coupled) spin 

systems in response to a ZQF is maximized (Chapters 5 and 6). After optimizing the
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phase of the MQC-generating pulse in this manner, DQ filtering experiments were 

carried out by turning on the second filtering gradient, which is the only component of a 

DQF that differs from a ZQF.

4.3. Results

4.3.1 Experimental Results

Based on the contour plots obtained for the M2N2 multiplet of ml, the A 

multiplets of Glx and for Tau, the optimized sequence parameters for the DQF were 

determined to be: TEi = 32 ms, TE2 = 58 ms, TM = 7 ms, and the duration and the flip 

angle of the third 90° being 5 ms and ~ 65°, respectively, with the frequency offset of that 

pulse tuned to excite all spin species of ml. The total TE of the optimized filter also 

facilitates the suppression of macromolecule resonances in the target spectral region.

The optimized filter for ml was tested first in the phantoms and the results are 

shown in Fig. 4-5 together with those taken with PRESS at {32, 58}. Fig. 4-5 (a) and (b) 

compares the response of ml in phantom #1 to PRESS with that in phantom #2, which 

includes those background metabolites as well. At this sequence timing pair, the ml peak 

at ~ 3.6 ppm in response to PRESS is observed as an anti-phase doublet, and as a result, 

Gly signal, which lies in the transition region of the two peaks of ml, appears as a tiny 

spike. The filtered spectra of ml are shown in (d) without, and in (e) with, its background 

metabolites along with the calculated response in (c). The lineshape and the signal 

amplitude of the ml target peak in Fig. 4-5 (c) through (e) are all in close agreement with 

one another, and comparing (d) with (e), both the A multiplets of Glx and Tau are 

effectively suppressed, while the MNPQ multiplets of Glx still persist over the range of

2.0 ppm through 2.5 ppm in (e). The efficacy of a DQF in suppressing uncoupled spin 

resonances is clearly demonstrated by comparing Fig. 4-5 (b) with (e) where the strong 

Cr resonances at ~ 3.0 ppm and ~ 3.0 ppm in response to PRESS (Fig. 4-5 (b)) are 

completely removed from the filtered spectrum shown in (e). This observation also 

guarantees an effective removal of the uncoupled Gly from the target spectral region.
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ml x 0.5

(a) PRESS
(Phantom: m l + Cr)

X 0.5
ml+Gly Glx

Glx

(b) PRESS
(Phantom: ml+background\

Tau

DQF
(Calculated: m l only)

DQF
(Phantom: m l + Cr)

(e) DQF
(Phantom: ml+background)

4.0 3.5 3.0 2.5 2.0
Chemical Shift (ppm)

Figure 4-5 The phantom response of myo-Inositol and its background metabolites to 
a PRESS and the optimized DQF. The response of ml to a PRESS at {TEi=32 ms, 
TE2=58 ms} is shown (a) without, and (b) with, background metabolites. The filtered 
ml signal is also shown (d) without, and (e) with, its background metabolites. The 
calculated spectrum is also shown in (c). The lineshape of the ml target multiplet 
matches close to one another in all filtered spectra. For all spectra, the linewidth was 
artificially broadened to ~ 7 Hz.
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The signal yield of ml in response to the optimized filter is estimated to be ~ 15 % 

of that obtainable in PRESS experiment with the shortest timings of TEi = 18 ms and TE2 

= 16 ms in the limit of a pulse sequence programming (21). Although a theoretical signal 

yield of a DQF is predicted to be 25 % with respect to unfiltered signal, which originates 

from the fact that only 50 % of the DQCs are refocused by the second filter gradient after 

their reversion back into APCs by the third 90° frequency selective pulse, this simple 

algebra for estimating a theoretical filter output does not apply for complicated spin 

systems such as ml. This is because final DQ-filtered signal of strongly-coupled spin 

systems is contributed by a variety of coherence terms whose evolution pathways can be 

significantly different from one another due to the complicated coherence proliferation 

under the strong-coupling Hamiltonian. It should be noted that although the DQ-filtered 

outputs in the literature range from ~ 25 to ~ 45 % (23, 27, 28, 30-32, 34, 35), some of 

those values (27, 28, 30, 35) were estimated with respect to that obtained with a PRESS 

or a STEAM sequence at the same sequence timings used for DQF experiments, which is 

not an appropriate means of estimating filter yield.

The performance of the optimized DQF was further tested in vivo and the results 

are shown in Fig. 4-6 along with that obtained in phantom for comparison purpose. Both 

in-vivo spectra in (b) and (c) were taken from the occipital region of the brain from two 

different volunteers. The lineshapes of the target peak of ml in all three spectra match 

close to one another. In Fig. 4-6(c), the MNPQ multiplet of Glx at ~ 2.3 ppm (negative 

peak) is also well identified as in the phantom spectrum in (a). As well, no uncoupled 

resonances are observed in the spectra such as water, Cr and N-acetylaspartate (NAA; ~

2.0 ppm). Therefore, taking account of much higher concentrations of those metabolites 

with respect to that of Gly in the normal human brain, the suppression of Gly in the target 

spectral region can be assured. Finally, since the total TE of the optimized filter is as 

long as 90 ms, the contamination of the target peak of ml by macromolecule resonances 

can be neglected (18, 20).

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



135

I
ml

(a) Phantom
(ml+background) ml+Tau Glx
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Figure 4-6 The DQ-filtered spectra of the human brain. Shown in (a) is the phantom 
response of ml and its background metabolites to the optimized filter. The spectrum in 
(b) was taken from the occipital region of the brain of a 25 yrs. old healthy male subject 
with a voxel size of 2.5 x 2.5 x 2.5 cm3 and 256 averages (scan time ~ 13 min.). The 
spectrum in (c) was obtained from a 30 yrs. old healthy male (same brain region) with a 
voxel size of 3.5 x 3.5 x 3.5 cm3 and 512 averages (scan time ~ 27 min.). In (c), the 
MNPQ multiplets of Glx at -  2.3 ppm is also identified.

4.3.2 Sources of Variability During TM Period

The sources of variability in the filtered output (both lineshape and amplitude) can 

be attributed mainly to the free evolution of spin systems during TM and the two TE 

periods.

The evolution of coherences during TEs was discussed in detail in Reference 42 

for both weakly-coupled and strongly-coupled spin systems, for the latter of which
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coherence transfer can take place not only during r.f. pulse irradiation but during the free 

evolution period as well. As the amount of ZQC just after the MQC-generating second 

90° pulse is determined by the choice of TE/2 in a STEAM sequence (43), so the amount 

of DQC is determined by the choice of TEi. This is illustrated in Fig. 4-7 where the 

snapshots of the distribution of DQCs available for the ml spin system are shown at the 

onset of TM period for two different TEi of (a) 32 ms and (b) 62 ms. Note that only 

imaginary DQC terms are included in the figure as the frequency selective third 90° pulse 

was determined to excite all of the spin species of ml for the maximum signal yield, in 

which case no real DQC term contributes to the final signal (see Table 4-2). Among the 

15 possible DQCs, only those terms whose amplitude changes significantly between the 

two snapshots were indexed. The TEi-dependence of individual DQC terms is clearly 

demonstrated in the figure. Note that, as in the case with ZQCs for strongly-coupled spin 

systems (43), the amplitude of DQC involving A and N spins, DQC(AN)imag, can be 

comparable with other terms, although there is no direct coupling between these two spin 

species. The existence of such a term can be credited to the strong coupling interactions 

during TEi, which facilitates the transfer of coherences from M spins to A and N spins 

(M spin is a common coupling partner of A and N spins), and subsequently gives rise to 

APC terms of A and N spin species. As well, due to the symmetry in the ml spin system, 

the amplitude of DQC(MiN2)imag and DQC(M2Ni)imag are the same in the two snapshots 

in Fig. 4-7, and so are the amplitude of such pairs as DQC(ANi)imag and DQC(AN2)jmag, 

and DQC(NiP)imag and DQC(N2P)imag.

The characteristics of the evolution of the strongly-coupled spin systems during 

the mixing period of a DQF sequence can be understood in line with that for STEAM. 

DQCs also oscillate during TM between a real and an imaginary states just as ZQCs do 

so in a STEAM sequence under the action of the Zeeman Hamiltonian (43). For the 

strongly-coupled spins, the scalar-coupling Hamiltonian allows for the transfer between 

ZQC and z-magnetization during the TM period of STEAM as well as transfer between 

ZQCs with different spin species involved.
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Figure 4-7 The snap shots of the distribution of DQCs just after the second 90° MQC- 
generating pulse at (a) TEi of 32 ms and (b) TEi of 62 ms. Among the 15 DQC terms 
available for the ml spin system, only those DQC terms with significant change in 
amoplitude between the two TEi's are Indexed. The TEi-dependance of each coherence 
term is clearly demonstrated.

In the case of a DQF sequence, however, only those transfers between different DQC 

terms can occur as the change in level of coherence is brought about only during the 

irradiation of r.f. pulses. The coupling Hamiltonian also produces the ‘additional double 

order terms’ from ordinary DQC terms, which corresponds to the creation of the 

‘additional zero order terms from ZQCs in a STEAM sequence (43), e.g., creation of
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[DQC(AM)]XZ from DQC(AM) for an AMX spin system. Illustrated in Fig. 4-8 are all 

such evolutions of DQCs for the ml spin system during TM.

(a) DQC(AMi)

•iS °-4u N

I g

^  -o.i

13

-0.4

(b) DQC(AP)
•ti 0.04 c

(U P
0.02

o -0.02

(c) DQC(AMi)M2:

0.2

0

- 0.2

-0.4

(d) DQC(AMl)N2:

10060 80400 20
TM (ms)

Figure 4-8 The generation and evolution of various DQCs of wyo-Inositol during 
TM. With the initial state comprising only of DQC(AMi)imag, the oscillation between 
real (dotted line) and imaginary (solid line) term of DQC(AMi) is shown in (a). Also, 
due to the interactions between coupled spins during TM, new DQCs are produced such 
as DQC(AP) (b), as well as the additional double order terms such as DQC(AMi)M2z 
(c) and DQC(AMi)N2z(d). Those new coherences thus created also oscillate between 
real and imaginary terms.
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Note that the initial state was comprised solely of DQC(AMi)jmag. The creation of 

DQC(AMi)reai from DQC(AMi)imag and the oscillation between these two states are 

shown in Fig. 4-8(a) along with the coherence transfer from DQC(AMi) to DQC(AP) in 

(b). Also illustrated in Figs. 4-8(c) and (d) is the production of the additional double 

order terms which also oscillate between a real and an imaginary state. It should be noted 

that the creation of such additional double order terms is one of the signal loss 

mechanisms in a DQF sequence since they are rarely inverted by the read pulse back into 

observable, SQ-APCs. For instance, the term, [DQC(AMi)jmag]M2Z, of which the

evolution during TM is shown in Fig. 4-8(c) as a solid line, is converted by the read pulse

with three different excitation schemes into

AxMlyM2z + AyMlxM2z —  3rd 90°x (P) -> AxMlyM2z + AyMlxM2z

—  3rd 90°x (M, N, P) -> AxMlzM2y + AyMixM2y

—  3rd 90°x (A, M, N, P) -> AxMlzM2y + AzMixM2y (4-2)

where the spin species excited by the pulse were specified in the parentheses and the 

coefficient and the sign of each coherence were suppressed. Among those six resultant 

terms above only AyMixM2y contains SQC (3A SQCs and 'A triple quantum coherences). 

The rest of the terms are a mixture of non-observable ZQCs and DQCs. Note that, as a 

result of these signal loss mechanisms during TM, the maximum amplitude of the real 

and the imaginary DQC terms in each panel of Fig. 4-8 are not necessarily the same.

4.4 Summary and Discussion

The purpose of this study was to establish an optimal condition in the design of a 

DQF sequence for the detection of an important brain metabolite ml in vivo. The 

advantage of the filter sequence lies in its capability to suppress any uncoupled spin 

resonances, which is an important aspect in that the contamination of the target peak of 

ml by uncoupled Gly was unavoidable with PRESS and STEAM even after optimization.
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In addition to the intrinsic poor signal yield of a DQF and a variety of sequence 

parameters to be optimized, the difficulty in designing the filter for ml detection is 

exacerbated by the complexity of the ml spin system. It was emphasized that the 

difference spectra method was not a practical alternative to a DQF due to the complicated 

evolution of the ml spin system as a function of sequence timings, which results from 

strong-coupling interactions. As such, the evaluation of the evolution of the ml spin 

system in response to a DQF sequence cannot be achieved by the conventional product 

operator analysis. By using numerical solutions of density matrix, the methodical 

optimization procedure in the design of a DQF (23) was adopted in this study. The 

optimization of the frequency offset of the third 90° read pulse was considered first for 

maximum signal yield of the target peak of ml. With initial, tentative values of the flip 

angle and the duration of that pulse as well as an initial TM value, a preliminary contour 

plot was produced, which contained information on the variation of the signal intensity of 

the target peak in {TEi, TE2} space. As a next step, the frequency selective pulse and 

TM were optimized in a similar way. As the response of a coupled spin system is most 

sensitive to the choice of TEs, they were reoptimized upon the incorporation of the other 

sequence parameters thus optimized.

The performance of the optimized filter was tested both in phantom and in vivo, 

and it was shown in vivo that the background metabolites with coupled spins were 

effectively suppressed. The removal of the uncoupled Gly resonance from the target 

spectral region was demonstrated by considering the suppression efficiency of the filter in 

vivo for other uncoupled resonances such as water, Cr and NAA, and by comparing the 

phantom response of ml with and without the presence of the background metabolites.

The filter yield of the ml target peak was estimated to be ~ 15 % with respect to 

that obtainable with PRESS at the shortest sequence timings. To overcome the resultant 

poor S/N, a rather larger voxel dimension of 3.5 x 3.5 x 3.5 cm3 was necessitated with a 

total of 512 averages for data acquisition (scan time ~ 27 min.). As discussed in Section 

4.3.2, the active coherence transfer from the signal-contributing M or N spin species to A 

and P spins under the strong coupling Hamiltonian followed by unwanted proliferation of
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coherences into non-observable terms such as additional double order terms could be one 

of the mechanisms responsible for the lower filter yield of ml.

A new editing method was reported by Trabesinger et al (49), namely, a single 

quantum filtering. The sequence can simply be implemented by one additional 90° pulse 

at the first echo location in a conventional PRESS sequence. It filters out SQCs of 

strongly-coupled spin systems only, while suppressing those from weakly-coupled and 

uncoupled spins. Intuitively, the application of such a filter design may be very suitable 

for the ml editing, since the weakly-coupled A spin multiplets of Glx and the uncoupled 

Gly singlet can effectively be suppressed by the nature of the sequence. This additional 

degree of freedom in the sequence optimization procedure may potentially be valuable in 

the ml editing.

Finally, the results presented in this study are specific at 3.0 T. Due to changes in 

chemical shift difference (in Hz), the evolutionary picture of the spin systems of ml and 

its background metabolites in response to a DQF will need to be redefined at different 

magnetic field strengths.
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CHAPTER 5

A Strategy For the Spectral Filtering of Myo-Inositol 

and Other Strongly-Coupled Spins

5.1 Introduction

Proton nuclear magnetic resonance (NMR) spectroscopy provides a non-invasive 

method of extracting biochemical information from the brain. However, the proton spins 

of many of the key brain metabolites are strongly-coupled, as, for example, in glutamate 

(Glu), glutamine (Gin), and myo-inositol (ml). This strong coupling gives rise to 

complex multiplet spectra which, at field strengths acceptable for clinical use, can 

overlap; change with sequence timing; make target metabolite discrimination from 

background difficult; and therefore degrade quantification.

Spectral-editing methods offer a realistic opportunity to suppress the background 

and mitigate the overlap, but in doing so they also introduce their own difficulties. For 

example, based upon their ability to differentiate between coupled and uncoupled spins, 

double quantum filters (DQF) have frequently been proposed as a means of clarifying 

spectral complexity in in-vivo NMR (1-12). Nonetheless, the outcome has often been 

disappointing. One reason for the disappointment arises when the targeted coupled-spin 

metabolite and its overlapping background are both coupled-spin multiplets. Both target 

and background are therefore likely to pass through the filter, which then fails to isolate 

the target. The principal goal of this paper is to demonstrate the selective suppression of 

coupled-spin multiplets.

A second difficulty with a DQF is its low intrinsic signal yield (the signal 

intensity stripped of its transverse decay). The yield of a DQF is routinely assumed to be 

lower than that of the unedited single-voxel methods, such as the double-spin-echo
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(PRESS) (13, 14) or the stimulated echo (STEAM) (15). This is not, however, always 

the case, because coupled-spin coherence proliferation also occurs with PRESS and 

STEAM sequences. In previous work we have demonstrated that in the {TEi, TE2} 

space for PRESS (16) and the {TE, TM} space for STEAM (17), the yield of strongly- 

coupled resonances can be a very irregular function that can sink below that of a DQF 

(9). Before being able to make a choice for a filter strategy over the unfiltered PRESS or 

STEAM, it is therefore essential to know the relative target yields from all sequences, as 

well as their efficacy for background suppression. Moreover, if the irregular yield 

behaviour is not known prospectively for both a target metabolite and its background, the 

choice of sequence parameters may be markedly sub-optimal for the discrimination and 

measurement of the target metabolite. The ability to calculate the yield (and the 

lineshape) were therefore instrumental in the prospective optimization of the filter design 

presented here.

The purpose of the paper is therefore to demonstrate tools that not only facilitate 

the elimination from the spectrum of weakly-coupled, as well as uncoupled spins, but 

which also provide the flexibility for partially suppressing one strongly-coupled spin 

species relative to another. In short it significantly enhances target to background 

isolation. Such isolation is only valuable, however, if, as demonstrated below in the 

example of ml, the signal to noise ratio (S/N) of the isolated target is maintained, in spite 

of reduced yield and transverse relaxation.

A pulse sequence, designed to differentiate between strongly-coupled and the 

wea&/y-coupled spins was also proposed recently by Trabesinger et al (18). Based on the 

isolation of strongly-coupled single quantum coherences (SQC) it provided greater 

background suppression than the basic DQF. However, (as the authors themselves point 

out) the filtering mechanism of this sequence relies solely on the phase of a 90° pulse and 

is vulnerable to instabilities and phase errors of the r.f. pulses. In contrast, the alternative 

method proposed here is based on the isolation of strongly-coupled zero quantum 

coherence (ZQC) and longitudinal magnetization. Because it employs both r.f. phase 

orthogonality and gradient filtering it is more robust at suppressing signals from
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uncoupled and weakly-cowp\ed spins. In addition, it also provides the flexibility to adjust 

the relative discrimination of different strongly-coup\ed spin systems by adjustment of its 

timing parameters.

The isolation of the ml peak in the vicinity of 3.6 ppm provides a particularly 

appropriate example for testing the proposed filter. This is because, in-vivo, the 

quantification of ml is hindered by the uncoupled resonance from glycine (Gly) at 3.55 

ppm; the weakly-coupled A multiplets of the AMNPQ spin systems of Glu and Gin 

(collectively referred to as Glx) at 3.78 ppm, and the strongly-coupled A2B2 multiplet of 

taurine (Tau) at 3.35 ppm. The in-vivo spectrum in this region is also contaminated by a 

broad macromolecular signal (19-21) and the glucose (Glc) resonances between 3.4 and 

3.8 ppm. Because its low concentration is distributed over several multiplets, the Glc 

contamination was neglected. Neither were the macromolecules prospectively included 

in the numerical evaluation of the optimum sequence design. The sequence parameters 

were, nonetheless, chosen such as to minimize any macromolecular signal.

In the following paragraphs we outline first the logic and operational mechanisms 

of the sequence, secondly the means of testing the sequence operation experimentally 

with phantoms is explained, prior to providing an in-vivo demonstration of its efficacy. A 

preliminary report of this work (22) was presented recently.

5.2 Theory

5.2.1 The Sequence and the Multiple Quantum Filter Mechanism

When a generic multiple quantum filter (MQF) sequence of three coherent 90° 

pulses is applied to a weak/y-coupled metabolite spin system, the sequence gives rise to 

the even orders of multiple quantum coherence (MQC), each one of which can be 

isolated by appropriate gradient filtering (23). This is the conventional sequence for 

observing ZQC. However, it is not adept at distinguishing the ZQC (or the gradient- 

insensitive longitudinal magnetization), from different coupled-spin systems or from the
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longitudinal magnetization of uncoupled spins. Alternatively, if the phase of the second 

90° pulse in the MQF is made orthogonal to that of the first pulse, the sequence produces 

only odd orders of MQC from weakly-coupled spins and might not therefore be expected 

to produce ZQC. In contrast, however, the spins of strongly-coupled metabolites 

experience polarization transfer in the first inter-pulse interval (18, 24), which leads to 

additional terms in the density operator that can be turned into ZQC by the orthogonal 

phase disposition of the first two pulses. The combination of r.f. phase orthogonality 

followed by a strong dephasing gradient in the second inter-pulse (mixing) period, 

therefore enables the proposed technique to suppress all uncoupled and wea^/y-coupled 

spin coherences, while at the same time maintaining ZQC and longitudinal magnetization 

from strongly-coupled spins only.

The proposed filter sequence is shown in Fig. 5-1 together with a comparative 

illustration of the coherence evolution through the sequence for an uncoupled spin, I; for 

the A spin of a weakly-coupled spin pair, AX; and for the A spin of a strongly-coupled 

spin pair designated AB (24). The corresponding and symmetric evolutions of the X spin 

and of the B spin are omitted for clarity. Although the coherence evolution of these 

simpler systems cannot be taken literally for the larger spin systems of Glu, Gin, ml and 

Tau, it clearly illustrates the mechanism. The key illustrative point of Fig. 5-1 is that the 

strongly-coupled A spin transverse terms, Ax and AyBz, prior to the second 90° pulse, are 

overwhelmingly brought about in the first inter-pulse interval by the strong-coupling 

Hamiltonian acting on the B spin transverse term By which is created by the 'H excitation 

pulse. They do not arise from Ay. Ax and AyBz are subsequently transformed by the 

second orthogonal pulse into gradient-insensitive Az and [A yB x]zqc respectively. No 

gradient insensitive terms arise from either weu/c/y-coupled or uncoupled spins following 

the second 90° pulse and therefore the application of a filter gradient during the TM 

period will not only remove the uncoupled and weakly-coupled terms, but it will also 

remove all higher orders of MQC from the strongly-coupled spins. In contrast to a 

generic MQF, the absence of a second, refocusing filter gradient after the third 90° pulse 

in the sequence proposed here, prevents any terms other than the gradient insensitive
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terms, i.e. the Az and [AyBx]zqc of the strongly-coupled spins, leading to observable 

signal during the acquisition period.
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Figure 5-1 A schematic illustration of a multiple quantum filter sequence including 
(a) the pulses and the timing definitions and (b) a representative listing made for each 
coupling category of the evolution of coherence terms during the individual timing 
periods.

5.2.2 Outline of Analysis to Optimize ml Observation at ~ 3.6 ppm

Between 3.2 ppm and 3.9 ppm in the proton spectrum from brain, the principal 

background metabolite resonances interfering with the observation of ml arise from the 

uncoupled Gly (3.55 ppm), the weakly-coupled A multiplets of the Glx AMNPQ spin 

system (~ 3.78 ppm) and the strongly-coupled A2B2 system of Tau (~ 3.35 ppm). In 

addition, there is a broad macromolecular baseline hump. The sequence proposed here is 

designed, first, to eliminate Gly and Glx signals using r.f. phase orthogonality coupled to 

filtering with gradient dephasing, secondly, to suppress Tau by optimizing the inter-pulse
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intervals and thirdly to ensure a cumulative echo time sufficient to complete the decay of 

the macromolecular signal. The spectrum of the six observable protons of ml, designated 

as an AM2N2P spin system (25) at 3.0 T in Fig. 5-2, is dominated by a band at ~ 3.6 ppm, 

for which the M2N2 strongly-coupled, double pair is primarily responsible.

Myo-Inositol

a)

b )

8=3,62 ppm

JAM2=2.7Hz

8=3.62 ppm 8 =4.06 ppm

Figure 5-2 A diagram illustrating the ml molecule together with schematic of the 
chemical shift values, 5 ppm, and the coupling configuration, including individual 
interaction strengths, J  Hz.

For a full description of the response of ml to an arbitrary pulse sequence, a total 

of 4096 coherence terms needs to be followed. Even using a restricted set for the M2N2 

subgroup, the still-large number of terms, together with the strong-coupling, precludes
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manual, product-operator analysis. Alternatively, numerical methods of solving the 

equation of motion of the density operator (9, 16, 17, 26, 27) provide a practical way of 

tracking the large number of coherence terms through a pulse sequence.

To calculate the spin system response, it is necessary to solve the Liouville-von 

Neumann equation (28),

-^ p (t)  = -i[H(t),/?(t)] (5-1)
dt

for the time-dependent density operator of the spin system, p(t), where H is the 

Hamiltonian under which the evolution takes place. For an N spin, I = 1/2, system the 

density operator p(t) can be expressed as a weighted sum of the complete set (22N) of 

product operator basis terms (28), the weighting coefficients reflecting the temporal

evolution of each term. The Hamiltonian used in our calculations included, in addition to

the Zeeman interaction, the r.f. pulses, the gradient pulses, the different chemical 

shielding interactions and the several scalar coupling interactions. No approximations 

were made for weak coupling. For time-independent Hamiltonians, Eq. (5-1) has a 

solution,

p(t)=U(t)p{0)U_,(t) (5-2)

where U(t) = exp(-i Ht). The solutions can therefore be obtained by matrix multiplication 

alone, if the exponential operators are expressed as matrices. When H corresponds to a 

diagonal matrix, U(t) can be expressed as a diagonal matrix of exponential elements. 

Otherwise, H needs to be diagonalized by means of a unitary matrix, V, and the resulting 

exponential operator transformed with the same unitary matrix, so that

p(t) = Vexp(-i H diagOV'1 p(0) Vexpri H diagOV1 (5-3)
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where H  diag = V 1 H  V, and the unitary matrix V is formed from the eigenvectors of H. 

When H is not time independent, for example when shaped r.f. pulses are modelled, its 

time evolution can be subdivided into short discrete time elements, within each of which 

time independence of the Hamiltonian can be assumed.

In the algorithm, each pulse sequence is treated as a series of independent 

contiguous time segments, each having its own Hamiltonian. Terms in the density 

operator can be evaluated at any stage during the sequence, or the acquisition period, by 

successive matrix multiplication according to Eq. (5-3). For the gradient term in the 

Hamiltonian there exists a spatial distribution as well as a temporal evolution, giving rise 

to multiple evolution operators for each time segment or sub-segment in which the 

gradient is applied. The gradient evolution operators for each time sub-segment were 

collected in a storage matrix that enabled their effects to be combined efficiently 

irrespective of whether the ultimate FID or a mid-sequence density operator term was 

required. For selective pulses, the r.f. envelope was divided into 7.5 ps time sub- 

segments and the gradient induced frequency distribution was typically incremented to 

give rise to a 0.1 mm spatial resolution. Such a resolution enabled the 90% to 10% roll

off of the 90° pulse to be captured over 30 to 40 spatial intervals. The temporal evolution 

of any of the various coherences or of the ultimate transverse magnetization emerging 

from the sequence can easily be evaluated from the trace of the product of the density 

operator with the corresponding coherence or magnetization operator. Because the 

method of solution accommodates Hamiltonians that change relatively slowly with time, 

the influence of practical slice selective pulses can be calculated and contrasted with that 

of a hard-pulse approximation.

A total of 384 SQC species can potentially contribute to the overall ml spectrum 

through their time evolution in the acquisition period. They are illustrated schematically 

in Fig. 5-3(a) at the onset of the acquisition period following the proposed filter sequence. 

However, the target peak of ml at ~ 3.6 ppm is dominated by far fewer than this. 

Although the 3.6 ppm band of the ml spectrum arises mainly from the four M and N 

spins, it is dominated by little more than 12% of their 256 SQC terms.
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Figure 5-3 Specific-time snap-shots of the relative amplitudes of various coherences 
of the ml spin system. These snap-shots correspond to the onset of acquisition in the 
symmetric echo-time filters where (TEi, TM, TE2} are respectively {30 ms, 9 ms, 30 
ms}, {40 ms, 9 ms, 40 ms} and {60 ms, 9 ms, 60 ms}. The coherence number labels are 
arbitrary, but the important coherences are labeled by name. The fractional amplitude 
scale represents for each coherence term the proportion of its maximum value.
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For example, when the sequence has symmetric echo-times, Figs. 5-3(b) to 5-3(g) 

illustrate that of the 64 Mi SQC and the 64 N2 SQC (there also exists a corresponding 128 

SQC from the M2 and Ni spins) the echo-time dependence is dominated by the changes 

in no more than an eighth of these terms, namely, the terms actually labeled in Figs. 5- 

3(b) to 5-3(g). It is also clear from Figs. 5-3(b) to 5-3(g) that significant changes of both 

the amplitude and sign of the key terms can occur with small changes in echo time. It 

must also be borne in mind that the lineshape of each of these SQC contributions differs 

one from another, and that the overall response can be represented by their weighted sum, 

where weighting factors correspond to the amplitudes of the SQC terms at the onset of 

acquisition, e.g., the amplitudes shown in Fig. 5-3. Using only the eight major terms for 

each of the four M and N spins, Fig. 5-4 demonstrates the close agreement between the 

numerically calculated response to the proposed filter and the corresponding 

experimental, phantom lineshape of the 3.6 ppm band. Notwithstanding, this close 

agreement with experiment arising from a restricted set of SQC terms, the ultimate 

comparison of experiment and theory for the optimized filter (shown in Fig. 5-7) made 

use of the full set of SQC terms.

To predict the optimal filter timings that suppress strongly-coupled Tau (but not 

ml), one must also evaluate, in response to the filter, and relative to ml, the dominating 

coherences for producing the Tau signal during acquisition. Because of symmetries in 

the A2B2 spin system just one of the four Tau spins, i.e., the At spin, is sufficient to 

illustrate how these timing choices minimize the relative Tau signal. Three periods, 

namely, TEi, TM and TE2, are available for manipulating the relative strengths of the Tau 

and the ml signals. A key characteristic of the filter is that it specifically limits the terms 

that survive TM to longitudinal magnetization and to ZQC. The first step in suppressing 

Tau was therefore to minimize at the end of TEi, the precursors of the Tau TM survivors.
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Figure 5-4 A comparison of the experimental phantom lineshapes of ml (solid lines) 
with the corresponding lineshapes (dashed lines) calculated using only the eight 
principal SQC terms of the M and N spins of ml. The comparisons are illustrated for 
three symmetric filters with TEi = TE2 = 30 ms, 40 ms, and 60 ms respectively. The 
mixing time TM = 9 ms for all three filters.
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The left side of Fig. 5-5 illustrates the evolution, during TEi, of the precursor terms of 

TM survivors that could ultimately give rise to the emergence of the principal four of the 

16 Ai spin SQC terms, namely, Aix, Aiy, 2AixB]z, and 2AiyBiz, at the onset of 

acquisition.
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Figure 5-5 An evolutionary chart of representative coherence pathways for defining 
the Tau spectral response to the filter sequence. The temporal variation shown for TEi, 
illustrates the most appropriate value of TEi for minimizing the gradient insensitive 
terms in the mixing time, TM, e.g., the longitudinal magnetization and the imaginary 
zero quantum coherence. The pathways shown under TE2 illustrate the proliferation of 
coherences due to the strong-coupling interaction and emphasize the multi-source nature 
of the SQC giving rise to the lineshape components.

Clearly TEi ~ 75 ms emerges as a candidate for minimizing the TM survivors of Tau that 

is also consistent with the length of time needed for a significant decay of the
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macromolecular signal. However, as emphasized later, these evolution curves are only a 

guide, and the acid test of suppression is the weighted summing of the basis lineshapes 

during acquisition. TM itself gives rise to very little evolutionary change and it was 

made just long enough (9 ms) to accommodate the selective pulse and the filter gradient. 

The second active step was to explore the adjustment of TE2 to minimize the emergence 

of Tau SQC relative to ml SQC in the second echo period. The TE2 period of Fig. 5-5 

illustrates the proliferation of coherences after the third 90° pulse, emphasizing that due 

to the szrortg-coupling interaction transverse A magnetization can even arise from 

transverse B terms, e.g. Aix and 2AixBiz from either Biy or 2AizBix. However, in 

contrast to the TEi evolution, no clear minimum in the evolution of Tau SQC arises at 

acceptably short TE2. The ml SQC are similarly slowly varying functions of TE2. For 

example, if TE2 varies from 30 ms to 50 ms, the ml intensity declines by ~ 30%, whereas 

Tau increases by ~ 10%. We therefore chose to maximize ml SQC at the onset of 

acquisition and at the shortest TE2 consistent with this. During acquisition, each of the 

Tau SQC terms present at the onset will contribute its own basis lineshape to the overall 

Tau response, and it will do so in proportion to the amplitude of that term at the onset. 

The amplitude of each term at the onset is the sum over all its source pathways. The basis 

lineshapes for the representative SQC of the Ai spin are shown in Fig. 5-5. The weighted 

sum of all major contributing Tau SQC, when compared to the corresponding sum for ml, 

leads to the prediction for optimum editing discrimination of an asymmetric filter with 

timings {TEi, TM, TE2} = {75 ms, 9 ms, 30 ms}.

5.3 Methods

5.3.1 The Pulse Sequence

The first 90° pulse was a spatially-selective sine pulse (3 ms long and ~ 3900 Hz 

in bandwidth) which was optimized to minimize the spatial extent of the tip-angle 

transition region (29). Because of its crucial role in generating MQC’s, the second 90° 

pulse was chosen to be a rectangular, hard pulse, with as short a duration as possible (250 

ps), thereby minimizing intra-pulse coherence evolution. This was made possible at 128
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MHz using an 8 kW r.f. amplifier (Herley Industries Inc, Lancaster, PA). The 

importance of keeping this pulse short increases when strongly-coupled spins are 

involved, because of their rapid coherence transfer (16, 17). The third 90° pulse (the read 

pulse) was a frequency selective sinc-Gaussian pulse, optimized to excite uniformly all 

metabolite peaks upheld from the water resonance. The two 180° chemical shift 

refocusing pulses were also spatially selective (3.5 ms duration and 1200 Hz bandwidth) 

and similar in design to the initial 90° pulse. The phases of both the second and the third 

90° pulses were carefully calibrated relative to that of the excitation pulse (see section 

4.2.3). The length and amplitude of each slice-selection gradient was set to give rise to
T  • • •an excited voxel of 3 x 3 x 3 cm for both phantom and in-vivo experiments. To remove 

unwanted signals resulting from the incomplete refocusing that stems from the tip-angle 

profile of the nominal 180° pulses, these pulses were encapsulated within a pair of spoiler 

gradients of 2 ms duration and 20 mTnf1 amplitude. The filter gradient during TM (5 

ms, 20 mTm"1) was applied at the magic angle to enhance the suppression of residual 

water signal arising from the demagnetizing dipole-dipole interaction between water 

molecules (30). All r.f. pulses were phase-cycled (16 steps) to eliminate unwanted 

coherences which may have arisen from outside the volume of interest (31).

5.3.2 Spectroscopy

Four 6-cm diameter spherical aqueous phantoms were used to evaluate the 

sequence design. Each chemical was dissolved in distilled water. For all phantoms pH 

was adjusted to 7.1 ±0.1 using hydrochloride and sodium hydroxide. The first, (phantom 

#1) contained only ml (50mM) and was used to confirm the numerically-determined 

timing variability of the ml response (Fig. 5-4). To verify the sequence discrimination of 

strongly-coupled spins from wncoupled and weakly-coupled spins (Fig. 5-6), phantom #2 

was prepared containing ml (with both strongly- and wea/Ty-coupled spins) and creatine 

(Cr), in a 5:1 concentration ratio, with ml again at 50 mM. Thirdly, to represent the 

coupled-spin metabolites appearing in the proton spectrum of normal brain between 3.0 

ppm and 4.0 ppm, phantom #3 was manufactured with ml, Glu, Gin, Gly, Tau and Cr in 

the relative concentrations, 1 : 1.3 : 0.6 : 0.2 : 0.5 : 1.1 respectively (20, 32, 33), and with
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ml at 50 mM to maintain consistency with phantoms #1 and #2. The experimental 

performance of the filter was initially evaluated by comparing the responses of the 

phantoms to PRESS and to a series of three, symmetric-echo-time sequences, namely, 

{30 ms, 9 ms, 30 ms}, {40 ms, 9 ms, 40 ms} and {60 ms, 9 ms, 60 ms} in {TEi, TM, 

TE2} space. A fourth phantom, identical to phantom #3 in all respects except that Gly 

was removed, was used to demonstrate that the presence of Gly is clearly observable in 

the PRESS spectrum. All chemicals (purity > 98%) were purchased from Sigma 

Chemical Co. (St. Louis, USA) except for Cr (ICN Biomedicals, Inc, Aurora, USA).

The in-vivo performance of the optimized filter was tested on a total of six 

volunteers (three males and three females). One of the results is shown in Fig. 5-7 (a 30 

yr-old female volunteer). For all in-vivo experiments the spectra were acquired from a 3 

x 3 x 3 cm volume of the occipital lobe, over which ~ 6 FIz shim was obtained.

All experiments were carried out at 3.0 T in an 80-cm bore magnet (Magnex 

Scientific PLC, Abingdon, UK), using a home-built 28-cm i.d. quadrature birdcage coil 

for both transmission and reception. The spectrometer control was provided by an SMIS 

console (Surrey Medical Imaging Systems PCL, Guilford, UK). All phantom spectra 

were acquired with 32 averages (scan time < 2 min.) and subjected to a line broadening 

of ~ 6 Hz to produce correspondence with in-vivo spectra. In-vivo the number of 

averages and scan time were increased to 256 and < 1 3  min., respectively. For all 

experiments the repetition time (TR) was set to 3 s.

5.4 Results

The first objective was to demonstrate that the theoretical model correctly 

predicted the response of both coupled and uncoupled metabolite spin systems to the 

proposed filter. The second was to optimize this filter for the discrimination of ml from 

its contaminating background of strongly-coupled, weaUy-coupled and uncoupled spins.
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The multiplet resonances of ml close to 3.6 ppm can be roughly grouped into two 

closely neighboring bands, one designated a  at ~ 3.54 ppm and the other, P, at ~ 3.62 

ppm. These bands, which are resolvable at 3.0 T, display significantly different echo 

time dependences, not only in response to either the STEAM or the PRESS sequence, but 

also in response to the proposed filter sequence. This difference in response gives rise to 

lineshape and peak frequency variations in single voxel spectroscopy at 1.5 T which have 

not to our knowledge been reported. With the proposed filter at 3.0 T they provide a 

critical test of the numerical modeling, the efficacy of which is demonstrated in Fig. 5-4.

The ability of the filter to remove uncoupled and weakly-coupled resonances is 

shown in Fig. 5-6, where the response of phantom #2 to both PRESS and the proposed 

filter is illustrated. In phantom #2, Cr provides two uncoupled resonances, one at 3.0 

ppm (methyl) and one at 3.9 ppm (methylene), whereas ml provides both a weakly- 

coupled resonance (A spin) at 4.06 ppm, as well as the band of strongly-coupled 

resonances around 3.6 ppm. Although all these resonances are present in the PRESS 

spectrum, all but the strongly-coupled signals are shown by Fig. 5-6 to be eliminated at 

all the echo-time combinations of the proposed filter.

The response of a portfolio of brain metabolites in the appropriate relative 

concentrations (20, 32, 33) both to a symmetric version of the proposed filter and to a 

symmetric PRESS sequence is illustrated in Fig. 5-6. There are two PRESS spectra 

shown in the right column of Fig. 5-6. They are presented to emphasize the clear 

demonstration at 3.0 T, of Gly adding to the a  band of ml. Moreover, in the 3.0 T 

PRESS spectra the substantial spectral overlap of all resonances is clearly apparent, 

whereas only the strongly-coupled resonances of ml, Glx (at ~ 2.3 ppm) and Tau are able 

to penetrate the filter. The weakly-coupled A spins of Glx at ~ 3.75 pm are suppressed 

by the filter. The difference in echo-time sensitivities of the different strongly-coupled 

spins are also demonstrated in Fig. 5-6.
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Figure 5-6 A comparison of the experimental phantom responses to a symmetric 
PRESS sequence {TEi = TE2 =30 ms} and to three symmetric filters with TEi = TE2 = 
30 ms, 40 ms, and 60 ms respectively, and with a mixing time TM = 9 ms for all three 
filters. The column of spectra of the first phantom illustrated, namely, phantom #2, 
demonstrates the elimination of uncoupled and weakly-coupled resonances by the filter, 
as well as the non-singular TE dependence of the lineshape and its intensity. The 
second column, illustrating the spectra of phantom #3, demonstrates the elimination of 
uncoupled and weakly-coupled background resonances of metabolites found in brain, as 
well as the suppression of Tau relative to ml. In comparison with the dashed spectrum 
of the supplemental phantom #3 (not containing Gly), the spectrum of the original 
phantom #3 strikingly illustrates the marked addition of the Gly resonance to the 
resonance of ml.
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The performance of the optimized asymmetric filter, both on phantoms and in- 

vivo, is demonstrated in Fig. 5-7, by comparison with the corresponding asymmetric 

PRESS sequence.

m l + G ly
Cr Cr

P R E SS
{T E i ,TE2> = {75m s,30m s} Glx Tau

mI(A spin) Glx

Phantom # 3
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Figure 5-7 A comparison of spectral responses intended to establish the efficacy of 
the optimized filter in vivo. As a baseline spectrum, the response of the phantom of 
brain metabolites, namely, phantom #3, to a PRESS sequence correspondingly timed to 
the optimized filter is used. Because the timings are changed, this PRESS spectrum is 
different from that of Fig. 5-6. Tabulated below the PRESS spectrum are the responses 
to the optimized filter. First is that calculated for ml itself, second is that from phantom 
#3, and third is the in-vivo spectrum. The in-vivo spectrum between 3.5 ppm and 2.5 
ppm displays residual background signals from metabolites with strongly-coupled spins, 
most notably the aspartate group of NAA, that were not included in phantom #3. The 
true noise level is represented by an insert panel of the baseline between -2 ppm and -3 
ppm.
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The phantom response to PRESS is quite different from that shown in Fig. 5-6 because of 

the difference and asymmetry of the echo times between the two figures. The close 

correspondence of both the lineshape and the spectral discrimination, between the 

calculated filter performance, that using phantoms, and that obtained in-vivo from the 

occipital cortex of a human brain is well demonstrated by Fig. 5-7.

5.5 Discussion

The prospective design of sequence parameters for both the preservation and the 

isolation of signal from a target metabolite is a valuable asset in brain spectroscopy. This 

is because many key brain metabolites contain strongly-coupled proton spins that give 

rise to an overlapping multiplet spectrum. The sequence proposed herein is superior to 

conventional DQFs, not only because it has the ability to suppress weak/y-coupled spins 

along with uncoupled spins, but because it can also selectively discriminate between 

species of strongly-coupled spins by suppressing one relative to another. It is also more 

robust than a previously proposed filter for strongly-coupled spins (18) due to the 

reinforcement of phase-sensitive coherence selection with gradient filtering. The design 

strategy was demonstrated with a sequence whose goal was the isolation of ml at ~ 3.6 

ppm. In-vivo, ml gives rise to a large resonance band at ~ 3.6 ppm that is severely 

corrupted, both by neighboring metabolite resonances (particularly co-resonant Gly) and 

also by a broad macromolecular band that effectively produces a sloping baseline (19- 

21). As a result of this sloping baseline, short echo-time PRESS or STEAM at 3.0 T 

show an adjacent Glx peak at -3.8 ppm of comparable height to that of ml at 3.6 ppm, 

and the Cr methylene peak comparable in height to its methyl peak instead of in a 2:3 

ratio (see Fig. 3-10(a)). The sequence proposed here avoids the macromolecular baseline 

artifact by extending the overall echo time beyond 100 ms. It eliminates background 

signal from uncoupled (Gly) and weakly-coupled (Glx) proton spins by coherence 

filtering and it differentially suppresses background signal from metabolites with 

strongly-cow^led. protons e.g. (Tau), by using appropriate echo times identified from the 

calculated coherence evolutions of the respective metabolites.
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The principal justification for the filter is the suppression of background 

resonances sufficiently to enable target metabolite quantification to take place 

unambiguously. To assess the filter design and performance critically it was necessary, 

first, to use experimental phantom spectra (Figs. 5-4, 5-6 and 5-7), because the density 

matrix calculations included only metabolite spins and not the macromolecular spin that 

can also contribute to the spectral background in vivo. In anticipation of a 

macromolecular signal, the filter timings were chosen to ensure that the macromolecular 

transverse decay ran its course. To quantify background metabolite contamination, the 

calculated spectra corresponding to phantom # 3 predict a signal to background area ratio, 

S/B, of ~ 4.2 between 3.4 ppm and 3.75 ppm for the optimized filter, whereas for the 

correspondingly-timed PRESS sequence S/B ~ 0.8, i.e., a gain of a factor of 5 in favour 

of the filter. The optimization of the filter, which itself eliminated Glx and Gly, reduced 

the Tau intensity to 30% of that returned by the equivalently timed PRESS sequence. At 

these longer echo times, where the macromolecular background has decayed, calculated 

spectra, phantom spectra and in vivo spectra are all in close agreement (Fig. 5-7) and the 

numerical values of S/B from calculated spectra hold in vivo. Although there is also 

close agreement at short echo-times between calculated and phantom spectra for both 

PRESS and STEAM sequences, it would not be meaningful to compare calculated and 

phantom measures of S/B with in-vivo measures of S/B. This is because in vivo, at short 

echo times, the major distortion arises from the macromolecular signal, notwithstanding 

the ~ 10% contribution from unedited Gly (much greater at longer echo times) to the 

intensity of the a  peak of the ml band in normal brain.

Of comparable importance to the minimization of background is an understanding 

of the actual yield of the target metabolite itself, in response to the pulse sequence 

employed. Yield (the signal intensity stripped of its transverse decay) is an essential (but 

sometimes neglected) element in the accurate determination of metabolite concentration 

from the spectrum. For coupled spins, the signal intensity evolution is not governed by 

T2 alone, as it is for uncoupled spins satisfying the vector model. It is also governed by 

the proliferation of coherences that originate with the spin-system coupling and that give 

rise to variations in yield that can be sensitive and irregular functions of sequence
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parameters. Irregular variations in yield occur independently of whether the signals arise 

from PRESS, or STEAM or a filter sequence. This difference in the determinants of 

signal-intensity evolution between coupled and uncoupled spins can lead to quite 

misleading concentration estimates, if a direct ratio of coupled to uncoupled signal 

intensities is used, e.g., ml with the acetyl resonance of N-acetyl aspartate (NAA). Only 

if the ml to NAA yield ratio is known can the concentration be determined from the 

signal intensity ratio. The inability to calculate yield for a PRESS or STEAM acquisition 

is therefore no less an impediment to representative concentration estimates than is the 

absence of the internal “standard” singlet resonances in a multiple quantum filter 

spectrum. To quantify metabolites when multiple quantum filters are used, at least two 

options are available. The first, if a singlet resonance is preferred as an internal 

“standard”, would be to track the evolution of the uncoupled spins through the filter 

sequence and then, following the filtered-signal acquisition, add a supplementary 

sequence to bring back the uncoupled-spin signal. Such a strategy was published several 

years ago (34). Alternatively, the intensity of a coupled resonance, not thought to be 

involved in the pathology and that has not been suppressed as part of the contaminating 

background of the target metabolite, could be used so long as all relative yields and 

lineshapes in the filtered spectrum were calculated. A similar strategy was adopted to 

estimate GABA concentration changes due to vigabatrin administration in normal 

volunteers (35).

To put into perspective the price paid in target-signal yield to achieve the 

optimum S/B, we note first, that the short-echo-time PRESS sequence {TEi, TE2} = {18 

ms, 16 ms} has an ml yield of only 70% of that of a 90° - Acquire sequence (36). When 

the PRESS timing corresponds to that of the optimized filter proposed here, the yield is 

reduced to ~ 20%. By comparison, the maximum signal yield of ml for the proposed 

filter occurs at {TEi, TM, TE2} = {50 ms, 9 ms, 30 ms} and is calculated to be ~ 25%. 

For optimal background suppression however, i.e., {TEi, TM, TE2} = {75 ms, 9 ms, 30 

ms}, the yield drops to 15%. Thus in terms of yield and S/B, the optimized filter 

produces 75% of the equivalent PRESS sequence, but is five times better in background 

discrimination. Viewing this result in the light of S/N considerations, the optimized filter
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gives a peak signal that is ~ 5 times the peak to peak noise at 3.0 T (S/N -1 2 ,  using the 

standard deviation of the noise).

The result and optimal sequence parameters presented in this paper are clearly 

dependent on the field strength. Deviations from the weak-coupling limit will be more 

marked at lower field strengths, and although this will provide a better signal yield for a 

strongly-coupled target resonance at 1.5 T, it will also impede the suppression of the 

resonances from metabolites whose proton coupling might be a better approximation to 

the weak-coupling limit at 3.0 T.
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CHAPTER 6

In Search of the Complete Set of Optimum Sequence Parameters 

in the Design of MQF in In-Vivo *11 MRS

6.1 Introduction

A Multiple quantum filter (MQF) has been used for the detection of brain 

metabolites with coupled-spins for its effective background suppression (1-9). Among 

the choice of the level of coherences to be filtered out, which depends on the number of 

spins in the spin system, zero quantum and double quantum coherence (ZQC and DQC, 

respectively) filtering are preferred for their relatively higher sensitivity. Despite its 

higher sensitivity than double quantum filter (DQF) by a factor of 2 in principle, the use 

of a zero quantum filter (ZQF) is limited when uncoupled spin resonances are present in a 

targeted spectral region, due to its nature of being permeable to those uncoupled spins.

In order to make the application of these sophisticated filtering techniques more 

feasible in an in-vivo study where both the intrinsic poor signal yield of the filter 

sequences and the low concentrations of cerebral metabolites need to be dealt with 

simultaneously, a continuous effort has been made to improve the performance of MQFs, 

starting from the incorporation of spatial localization into the filter design (10, 11). In 

addition, the first and the second echo times (TEi and TE2, respectively), which can 

deviate from the conventional 1/2J for the production of maximum anti-phase coherences 

(APCs) before the irradiation of multiple quantum coherence (MQC)-generating 90° 

pulse (12), must be optimized along with the flip-angle (13) and the duration (1) of the 

third nominal 90° read pulse that converts MQCs back into APCs as well as the 

frequency selectivity of that pulse for maximum coherence transfer into the target peak. 

Moreover, the directional adjustment of filter gradient(s) needs to be considered for 

additional water suppression (1).
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For maximum signal yield of even-order MQFs, it has previously been assumed 

that the phase of the MQC-generating second 90° pulse (MQ-pulse) needs to be tuned 

identical to that of the first 90° excitation pulse, regardless of the degree of scalar 

coupling of a spin system (2-4). For odd-order filtering, it has also been assumed that 

the MQ-pulse should be 90° out-of-phase with the excitation pulse, i.e., a phase of y if the 

excitation pulse has a phase of x. However, as was demonstrated in Reference 14, by 

changing the phase, cp, of the MQ-pulse from x to y, the conventional ZQF becomes 

capable of generating coherences that arise during TEi solely from strong-coupling 

interactions.

In this report we first examine the physical significance of the phase of the MQ- 

pulse through both analytical and numerical analysis, secondly, extend its concept to the 

DQF, and finally propose that to obtain the best discrimination of a strongly-coupled spin 

system from its background, the phase of the MQ-pulse needs to be incorporated into the 

portfolio of sequence parameters that must be optimized, i.e., TEs, TM, the flip angle, 0, 

and duration of the nominal 90° read pulse, as well as frequency selectivity of that pulse 

(Fig. 6-1).

90°x 180°y 90% 90% (0°) 180%

RF

TE TM TE

E3  : G (Refocus) ! = □  : G (Slice) | : G (Spoiler) H  : G (Filter)

Figure 6-1 A simplified diagram of a generic multiple quantum filter sequence. The 
second 90% MQC-generating pulse and the filter gradient during TM play a key role in 
the filtering mechanism. The third (nominal) 90° frequency-selective read pulse excites 
all metabolite ppm ranges upfield from water. The second filter gradient G2 is set to 0 
for a ZQF and to 2 x Gi for a DQF.
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The optimization of the phase of the MQ-pulse allows us not only to distinguish strongly- 

coupled spins from weakly-coupled and uncoupled spins (14), but it also allows us to 

differentiate between different strongly-coupled spin systems, an objective that was 

approached previously through the optimization of sequence timings (14). This is a 

significant point, because at 3.0 T and even higher fields, the majority of the spin systems 

of key brain metabolites fall into the strong-coupling regime, e.g., aspartate (Asp; ABX 

spin system), glutamate (AMNPQ), glutamine (AMNPQ) (Glu and Gin, respectively and 

Glx for both), glutathione (GSH; ABX and AM2PQ), myo-Inositol (ml; AM2N2P), 

aspartate group of N-acetylaspartate (NAA; ABX) and taurine (Tau; A2B2) (15, 16).

6.2 Methods

6.2.1 Theory

In order to examine the physical significance of the phase of the MQ-pulse, 

density operators, p(t)’s, of a strongly-coupled AB spin system of citrate (Cit) were 

calculated with the phase of that pulse, 9 , as a variable. All calculations were based on

the Cartesian product operators that were derived from the spherical basis set used in

Reference 17.

Upon the use of the full J-coupling Hamiltonian, Hj (= 2 tiJa b (A zB z + AXBX + 

AyBy)), just after the first spin-echo period (just before the MQ-pulse), the density 

operator takes the form of

p(TEf) = Ax-Si + Ay-W2+ + 2AXBZ-Wi+ + 2AyBz-S2

- Bx-Si + By-W2+ + 2BXAZ-W,+ -  2ByAz-S2 (6- la)

where

W f  = - sin(7tJ-t) (cos2(A-t/2) + [(5oo/A)2 -  (ttJ/A)2] sin2(A-t/2)}

± (7iJ/A)sin(A-t)cos(7iJ-t),
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W 2± = cos(TiJ-t) {cos2(A-t/2) + [(5co/A)2 -  (ttJ/A)2] sin2(A-t/2)}

± (7iJ/A)sin(A-t)sin(7rJ-t),

Sj = - 2(8co/A)(7i:J/A)sin2(A-t/2)sin(7iJ-t),

S2 = 2(5co/A)(7iJ/A)sin2(A-t/2)cos(7rJ-t),

and

A = [(Sco)2 + (ttJ)2]172, 5© = (®A - <o b ) / 2 ,  t = TEi. (6-lb)

Upon using the weak-coupling approximation where the J-coupling Hamiltonian reduces 

to Hjweak = 2txJab(AzBz), the coefficients in Eq. (6-lb) simplifies to W r ~ -  sin(7i;J-TEi) 

and W2* ~ cos(ttJ-TEi), while Si = S2 ~ 0, thereby leaving

p(TEf)weak = Ay-W2+ + 2AXBZ-Wi+ + ByW2+ + 2BXAZ-W,+

= Ay-cos(7iJ-TEi) - 2AxBz-sin(7iJ-TEi) + By-cos(7iJ-TEi) - 2BxAz-sin(7tJ-TEi),

(6-2)

which is a familiar form for a weakly-coupled two-spin system just after the first spin- 

echo period. Comparison of Eqs. (6- la) with (6-2) clearly shows that the coherence 

terms such as Ax, 2AyBz, Bx and 2ByAz are produced solely from strong-coupling 

interactions during TEi (14, 18). In fact, those are the terms that are observable with 

Trabesinger et al’s single quantum filter (SQF) (18). In contrast, the rest of the terms in 

Eq. (6-la) such as Ay, 2AXBZ, By and 2BXAZ are produced from both weak- and strong- 

coupling interactions. For instance, Ay at the end of the first spin-echo period, is 

produced not only from the initial Ay term through the weak-coupling interaction, which 

is created by the first excitation pulse, but from initial By through coherence transfer 

under the strong-coupling interaction as well (the second term in W2± in Eq. (6-lb)). That 

is, the second terms in W f  and W it originate from the strong-coupling interaction 

through coherence transfer. In further calculations, coherence terms that originate from 

those strong-coupling specific terms can be identified by tracing the coefficients Si and

S2.
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6.2.1.1 ZQF

Just after the MQ-pulse in a ZQF sequence, the density operator becomes

P (T E i +) Zqf ~ Az[Sr sin((p) - W2+-cos(cp)] - Bz[Sr sin((p) + W2+-cos(cp)] 

+ 2(AxBy - AyBx)[S2-sin(cp)], (6-3 a)

which reduces upon using the weak-coupling approximation to

p(TE1+)zQFweak ~ -(A z + Bzy cos(7iJ-TEi)-cos((p). (6-3b)

Since longitudinal magnetizations also contribute to the signal of a ZQF, they are also 

included in Eqs. (6-3a) and (6-3b). The change in the level of coherence by the MQ-pulse 

is reflected in the argument of trigonometric functions, i.e., cp and - cp (cos(cp) being 

expanded into 'Afcosftp) + cos(-cp)]) in Eq. (6-3a), originating from the change in the level 

of coherence of - 1 -> 0 and of + 1 -> 0, respectively (19). The cp-dependence of those 

coherence terms in Eq. (6-3a) are shown in Fig. 6-2(a) (dotted line) where TEi = 30 ms, 

5(0 = 15.3671: and Jab  = 15.4 Flz were used. The calculated results using numerical 

methods (1) are also shown in the same panel (solid line). None of those terms show a 

monotonic decay in response to varying cp. For instance, Az has its maximum amplitude 

at cp ~ 50° and the minimum amplitude of Bz appears at cp = 40°, while the amplitude of 

the ZQC term, 2(AxBy - AyBx), increases as a function of sin(cp). Eqs. (6-3a) and (6-3b) 

show that for a conventional ZQF with the phase of the MQ-pulse tuned to x, the ZQ- 

filtered signal of a two-spin system (both AX and AB spin systems) originates from z- 

magnetizations only (none from ZQC). However, as the phase of the MQ-pulse is tuned 

away from x, ZQCs that originate exclusively from the strong-coupling interaction during 

TEi (14) also take part in the ZQ-filtered signal of the AB system. Note that in Eq. (6-3a) 

the S’s, which are the coefficients of the coherence terms produced solely from strong- 

coupling interactions during TEi, are coupled to a sine function whereas the W’s are 

coupled to a cosine function. This means that the cp-dependent curve of final signal will
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be a combined function of cos(q>) and sin((p) whose weighting factors are S’s and W’s, 

respectively, which are functions of sequence timings.

(a) Cit (b) ml (ZQCs) (c) ml (DQCs)

2(MlxN2y+MlyN2x)

2  (M lx N 2 y -M ly N 2 x )

0.50.50.5

-0.5-0.5 -0.5

90 (y)90 (y) 0 (x)0 (x)

Phase angle of the MQ-pulse (cp)

Fig. 6-2 The cp-dependence of the representative coherence terms of citrate and wyo-lnositol 
just after the MQ-pulse. Shown in (a) are the calculated response of z-magnetization Az and Bz 
of Cit to varying phase of the MQ-pulse after a TEi period of 30 ms. Also shown in the same 
panel are DQC term 2(AxBy +  AyBx) and ZQC term 2(AxBy - AyBx) of Cit. In (b), the cp- 
dependence of the two representative ZQCs of ml are illustrated with TEi of 30 ms (solid lines) 
and 60 ms (dotted lines). Shown in (c) is the cp-dependence of the two representative DQCs of 
ml with TEi of 50 ms (solid lines) and 80 ms (dotted lines). Unlike for Cit shown in (a), the 
DQCs of ml can have non-zero values at cp = 90°. A step size of 2° was used for the numerical 
calculations and 9° for analytic solutions. Each curve was normalized to its own maximum 
amplitude.

For instance, for TEi = TE2, the signal of A-spin (2.54 ppm) of Cit, SAy, is calculated by 

taking the coefficient of Ay at the onset of acquisition to be

SAy ~ cos(cp)-(W2+)2 + sin(cp)-< Sr  [ {(5co/A)2 + (rcJ/A)2 -cos(2A-TM)}-W2'

+ {(7iJ/A)-sin(2A-TM)}-Wf]

+ S2- [ {cos(2A-TM)}-Wf

- {(7tJ/A)-sin(2A-TM)}-W2‘] >. (6-4)
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At certain phase angles of 0°, 30° and 90°, Eq. (6-4) can be arranged as ^(cp = 0°) = 

S a (W 2+), Sa(cp = 45°) = SA(W2+, Si, S2) and SA(<p = 90°) = SA(Si, S2). Therefore, the 

physical consequence of rotating the phase of the MQ pulse is that it controls the 

proportion of the two groups of coherence terms with different origins in the final signal, 

one being produced during TEi from both weak- and strong-coupling interactions 

obeying cos(cp), and the other arising exclusively from the strong-coupling interaction 

obeying sin((p). The net (p-dependent curve of signal is ultimately determined in 

combination with W’s and S’s, which are weighting factors of cos(cp) and sin(cp), and are 

functions of sequence timings. In general a combination curve of sine and cosine function 

can exhibit various shapes depending on their weighting factors. For example, a 

monotonic decaying curve will be obtained when the weighting factor of the cosine 

function is dominant over that of the sine function, or monotonous increasing when vice 

versa. When the two weighting factors are comparable to each other, the maximum can 

occur at an intermediate phase angle. For example, when TEi = TE2 = 30 ms, TM = 9 ms, 

So = 1 5 . 3 and J = 15.4 Hz in Eq. (6-4), the coefficient of cos(cp) and sin(<p) are 0.43 

and 0.48, respectively. Therefore, at these sequence timings, the maximum signal (area of 

spectrum) of the A-spin of Cit will take place at an intermediate phase angle.

According to Eqs. (6-3a) and (6-3b), the (p-dependence of coherence terms is 

determined by the change in the level of coherence brought about by the MQ-pulse. 

Therefore, an analytic solution for the (p-dependence of other weakly-coupled spin 

systems can simply be derived. For example, using Eq. [4] of Reference 12 and 

including z-magnetization as in Eq. (6-3a), the density operator for the X3 doublet of Lac 

(a weakly-coupled AX3 spin system) can be written just after the MQ-pulse in a ZQF as

P (T E i +)zqf {(A'z)-cos(7iJ-TEi) - (AxXy- A yXx)-sin3(7iJ-TEi)}-cos((p) (6-5)

where X^ = X ^  + X2p. + X3)J. and p = x, y, or z. Therefore the (p-dependent response of the 

X 3  doublet of the A X 3  spin system of Lac just after the MQ-pulse is identical to that of 

A X  spin system as in Eq. (6-3b), which is a simple decay as a function of cos((p),
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regardless of the choice of TEi. Note that as described in Eq. [4] of Reference 12 and also 

in Eq. (6-5) in this report, the absence of ZQC in a conventional ZQF experiment is 

specific to a two-spin system.

Likewise, just after the MQ-pulse, the density operator for an uncoupled spin with 

varying phase of the MQ-pulse is simply

p(T E 1+) =  Iz-cos(cp), (6-6)

which shows that the ZQ-filter signal of an uncoupled spin will decay as a function of 

cos(cp) irrespective of sequence timings. Thus, as was demonstrated in Reference 14, 

when a target metabolite includes a strongly-coupled spin system, ZQF with the phase of 

the MQ-pulse tuned to y can be as useful as DQF even with the presence of uncoupled 

spin resonance in the target spectral region.

Due to the absence of net ZQC at (p = 0°, which is specific to a two-spin system, 

i.e., no net ZQC is produced from 2AXBZ and 2BXAZ, which are APCs available for both 

weakly- and strongly-coupled spin systems, Eq. (6-3a) does not contain sufficient 

information on an analytic form of the (p-dependence of ZQCs. For better understanding 

of the (p-dependence of coherences, more complicated strongly-coupled spin systems 

need to adopted such as an ABC spin system, for which the analytic solutions are yet to 

be found. Nonetheless, for more complicated strongly-coupled spin systems the (p- 

dependence of ZQCs may be generalized by including W’s coupled to cos((p) in addition 

to S’s coupled to sin((p) (n.b.: here W’s and S’s are coefficients of APCs available for 

both weakly- and strongly-coupled spin systems, and for strongly-coupled spin systems, 

respectively, such as those in Eq. (6- la)), similar to that of longitudinal magnetization in 

Eq. (6-3a) and, in conformation with that of the X3 doublet of Lac in Eq. (6-5). Clearly, 

since no eve«-order MQC is created by the y-phased ((p = 90°) MQ-pulse from APCs 

available for weakly-coupled spins (such as 2AxXz, 4AyMzXz, 8AxMzQzXz, etc., present 

at the end of the TEi period), the existence of terms such as W’s coupled to sin(<p) is
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excluded. As well, the existence of terms such as S’s coupled to cos((p) is not significant 

in terms of the origin of the filtered signal at cp = 90°. Although due to active coherence 

transfer during the TM and TE2 periods, each MQC term cannot directly be related to the 

final filtered signal, Fig. 6-2(b) illustrates the numerically calculated (1) cp-dependence of 

the ZQCs of ml, 2(MixN2y - MiyN2X) and 2(NixPy - NiyPx) with a TEi of 30 ms (solid 

lines) and 60 ms (dotted lines). Both MN- and NP-pairs are strongly-coupled. The 

evolution curve of 2(MjxN2y - MiyN2X) at TEi = 30 ms and at 60 ms takes a form similar 

(with opposite sign) to that of Az and Bz of Cit shown in Fig. 6-2(a), respectively. The 

evolution curve of 2(NixPy - NiyPx) can be identified as - cos(cp) at TEi = 30 ms and 

- sin(cp) at TEi = 60 ms just like the 2(AxBy - AyBx) term of Cit in panel (a). In particular, 

the (p-dependence of the 2(NixPy - NiyPx) term at those two different TEi’s clearly 

demonstrates that the analytic form of that cp-dependence contains both cos(cp) and sin(cp) 

whose weighting factors (W’s and S’s) are sequence timing dependent.

6.2.1.2 DQF

Just after the MQ-pulse, the density operator for DQFs becomes

p(TE,+)DQF ~ 2(AXBX - AyBy)(l/2){W1+-[sin(cp) + sin(3cp)]}

- 2(AxBy + AyBx)(l/2){Wf+-[cos(cp) + cos(3cp)]}. (6-7)

The change in the level of coherence brought about by the MQ-pulse is reflected in the 

arguments of the trigonometric functions, i.e., cp and 3cp, originating from the change in 

the level of coherence of + 1 + 2, and of - 1 -^ + 2, respectively. Although it is not

converted by the third 90° read pulse into observable SQCs, 2(AxBx - AyBy) is retained in 

Eq. (6-7) since it evolves under the chemical-shift Hamiltonian during TM into 2(AxBy + 

AyBx), which is then converted into observable SQCs. Thus, following a non-zero TM 

period, the function, sin(3cp) + sin(cp), will also take effect in the cp-dependence of 2(AxBy 

+ AyBx).
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The (p-dependence of 2(AxBy + AyBx) in Eq. (6-7) is shown in Fig. 6-2(a) as a 

dotted line where TEi = 30 ms, 8co=  15.3671 and Jab  = 15.4 H z . The numerically 

calculated one is also shown in the same panel as a solid line. The minimum amplitude of 

the term occurs at cp = 45° and 90°. Note that the coefficient S2 is not involved in Eq. (6- 

7), i.e., no DQC is produced from the strong-coupling specific APCs in the AB spin 

system, and that both real and imaginary DQC terms become null at 9 = 90°.

Further calculation leads, for TEi = TE2, to

6reai = (l/2)(Wi+ )2 {sin(2tnTM)[sin(9) + sin(3<p)]

- cos( 2 toT M )[ cos( 9 )  +  cos( 3 9 ) ] }  (6-8a)

and

6mag =  (Sreal +  S imag )

= cos(9)’(Wi+)2 (6-8b)

where Srea\ and Smig denotes signal in real and in magnitude mode, respectively, and m = 

(©a + © b) /2 .  A s discussed above, Eq. (6-8a) includes (sin(9) + sin(39))-dependence. 

Upon substitution with 9  = 0° and for a specific TM, Eq. (6-8a) reduces to Eq. [1] in 

Reference 20, which is a solution for the AB spin system of Cit in response to a 

conventional DQF. According to Eq. (6-8b), the DQ-filtered signal of the AB spin system 

measured by the area under the spectrum in magnitude mode will decay as a function of 

cos(9) and becomes null at cp = 90° regardless of the choice of the sequence timings.

As no DQC term is produced from the strong-coupling specific APCs irrespective 

of the phase angle of the MQ-pulse, the AB spin system we adopted here is equivalent to 

a weakly-coupled AX spin system in terms of the 9 -dependence of DQCs and 

consequently falls short of providing for general information on the 9 -dependence of 

DQCs of strongly-coupled spin systems. For more complicated weakly-coupled spin 

system such as that of Lac whose deviation from the weak-coupling approximation is 

negligible, the 9 -dependence of DQC terms such as 2(AxXiy + AxXiy) (imaginary
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component) and 2(AxXix - AyXiy) (real component) are identical to those of AB (or AX) 

spin system in Eq. (6-7), all of which become null at cp = 90° (results not shown). In 

contrast, however, for more complicated strongly-coupled spin systems such as ml, DQC 

terms can have a non-zero amplitude even at (p = 90°. Using numerical methods, this is 

illustrated in Fig. 6-2(c) where the cp-dependence of the representative DQCs, 2(M]XN2y + 

MiyN2x) and 2(NixPy + NiyPx), of ml are shown at TEi of 50 ms (solid lines) and 80 ms 

(dotted lines). For a ZQF in the previous section, the two functions, cos(cp) and sin(cp), 

were used as a basis set for the description of the cp-dependence of ZQCs of strongly- 

coupled spin systems and the non-zero amplitude of their ZQCs at cp = 90° was explained. 

A feasible analytic form of the cp-dependence of DQCs of strongly-coupled spin systems, 

however, cannot be inferred from Eq. (6-7) in the similar fashion, since the two functions, 

(sin(cp) + sin(3cp)) and (cos(cp) + cos(3cp)), in the equation become null simultaneously at 

cp = 90°. Nonetheless, since it is certain that no even-order MQC can be produced by the 

y-phased (cp = 90°) MQ-pulse from APCs available for weakly-coupled spins, the 

existence of DQCs with non-zero amplitude at cp = 90° such as 2(MixN2y + MiyN2X) and 

2(NixPy + NiyPx) of ml can be regarded as specific to strongly-coupled spin systems.

6.2.2 Experiments

A total of six 6-cm diameter spherical phantoms were produced individually for 

Cit, Tau, Glu, Gin and ml as well as for Lac. Each chemical was dissolved in distilled 

water. Although it is not found in the human brain, Cit was used to verify analytic 

calculations. All phantom concentrations were maintained at 50 mM. In addition, a mixed 

phantom was made containing creatine (Cr), glycine (Gly), Tau, Glu, Gin and ml at 

relative physiological concentrations of the normal human brain (21, 22) with the ml 

concentration normalized to 50 mM. For all phantoms pH was adjusted to 7.1 + 0.1 

using hydrochloride and sodium hydroxide. All chemicals (purity > 98%) were 

purchased from Sigma Chemical Co. (St. Louis, USA) except for Cr (ICN Biomedicals, 

Inc, Aurora, USA).
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All experiments were carried out in a 3.0 T Magnex, 80 cm bore magnet with a 

SMIS spectrometer console. The first 90° pulse is an optimized sine pulse of 3 ms 

duration and 4000 Hz bandwidth. A rectangular, hard pulse was chosen for the MQ- 

pulse with a duration of 250 ps. The third 90° read pulse was a numerically optimized 

sinc-Gaussian pulse with a duration of 5 ms. The two 180° chemical-shift refocusing 

pulses were numerically optimized sinc-like pulses of 3.5 ms duration and 1200 Hz 

bandwidth. The phases of both the second and the third 90° pulses were carefully 

calibrated (see section 4.2.3). In order to remove unwanted signals, each 180° pulses was 

sandwiched by a pair of spoiler gradients with a duration of 2 ms and an amplitude of 20 

mTm"1. The filter gradients during TM (5 ms, 20 mTm'1) and TE2 (for DQF only, with 

its duration twice as long as the first filter gradient) were applied at the magic angle to 

facilitate the suppression of residual water signal resulting from the demagnetizing 

dipole-dipole interaction between water molecules (23).

Since the purpose of the study was to demonstrate the effect of varying (p, the (p 

dependence was determined at several representative, symmetric TEs ({TEi,TE2}) in ms 

and all other sequence parameters were kept fixed, i.e., repetition time (TR) = 3 s, TM = 

9 ms and the third 90° read pulse was tuned to excite between 1.0 ppm and 4.5 ppm as an 

additional water suppression strategy. For all experiments, a voxel size of 3 x 3 x 3 cm3 

were used. A total of 32 averages were taken with a spectral bandwidth of 2500 Hz and 

2048 data points for acquisition.

As no reference singlet is available in DQ-filtered spectra, phase correction 

cannot be made consistently to individual spectra to be compared. As a consequence, the 

area (or maximum amplitude) of spectra measured in real mode, which is very sensitive 

to phase correction, can be misleading. This difficulty is also encountered in ZQF 

experiments due to gradual decay of the singlet resonance as a function of the phase of 

the MQ-pulse. Therefore, all spectra were obtained in magnitude mode, ((real)2 + 

(imaginary)2)172, for proper comparison of total areas of the spectra at different sequence 

timings, and the areas thus measured were used as signal intensity. All 9 -dependence
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curves were plotted based on these areas and each curve was normalized to the maximum 

signal at each pair of sequence timings used.

6.3 Results

Fig. 6-3 shows the cp-dependence of Cit in response to the ZQF at {TEi = 30 ms, 

TM = 9 ms, TE2 = 30 ms}. In Eq. (6-5), which is the signal of the A-spin in real mode, 

the coefficient of cos(cp) and sin(cp) are 0.43 and 0.48, respectively. As discussed above, 

since the weighting factors of cos(cp) and sin(cp) are comparable to each other in this case, 

the maximum signal of the A-spin occurs at an intermediate phase angle. (54° among the 

spectra shown in Fig. 6-3(a)). When measured in magnitude mode, the total area of Cit 

increases as a function of the phase of the MQ-pulse, cp.

(a) Experimental 
(real)

(b) Experimental 
(magnitude)

(c) Calculated 
(magnitude)

(p = 0°(x) 18° 36° 54° 72° 90°(y)

Figure 6-3 The response of the strongly-coupled AB system of Cit to ZQF at (TEi = 
30 ms,TE2 = 30 ms} with varying phase of the MQ-pulse. As the phase angle of the 
pulse is tuned from the conventional phase angle of 0° to 90°, the Cit signal is enhaced 
as shown in (a) in real mode and in (b) in magnitude mode. Also shown in (c) are the 
calculated spectra in magnitude mode using numerical methods.

In Fig. 6-4, the cp dependence of uncoupled Cr (methyl group at ~ 3.0 ppm) and 

weakly-coupled Lac are illustrated in response to the ZQF at {TEi = 30 ms, TM = 9 ms,
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TE2 = 30 ms}. As shown in Eqs. (6-6) and (6-7), the signal of uncoupled Cr and weakly- 

coupled Lac decay as a function of cos(cp). Despite its better signal yield over the DQF 

by a factor of two in principle, the conventional ZQF has been less popular in its 

application in vivo for its incapability to suppress uncoupled spin resonances. However, 

when the phase is adjusted to y, this problem can be resolved, thereby rendering its usage 

more feasible. The fact that the residual signal of Lac observed at 9 = 90° is negligible 

means that the deviation of the evolution of the spin system from the weak-coupling 

approximation is not significant (14, 18).

Figure 6-4 The response of uncoupled Cr (methyl group) at ~ 3.0 ppm and weakly- 
coupled Lac (methyl group) at ~ 1.3 ppm to varying phase of the MQ-pulse to ZQF at 
{TEi = 30 ms, TE2 = 30 ms}. As the phase of the pulse is tuned from the conventional 
x-phase towards y-phase, signal decays monotonically for both metabolites.

Fig. 6-5 compares the (p-dependence of (a) Cit (b) Tau and (c) ml (strongly- 

coupled 2-, 4- and 6-spin system, respectively) in response to ZQF and DQF sequences at 

several representative symmetric echo times, {TEi, TE2}. In (a), the DQ-filtered signal 

of Cit at {30, 30} (curve #1) decays as cp approaches 90° as described in Eq. (6-8b). In 

contrast to the response of uncoupled or weakly-coupled spins, whose signal decays 

monotonically as cp increases to 90°, the signal response from strongly-coupled spins can 

be enhanced with respect to that with the conventional phase of cp = 0° as cp is increased. 

For instance, curve #2 in Fig. 6-5(a), which corresponds to the experimental results for 

Cit with ZQF at {30,30} shown in Fig. 6-3 illustrate that varying the phase of the MQ-

Cr

Lac

cp = 0°(x) 18° 36° 54° 72° 90°(y)
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pulse from x to y results in approximately 20 % enhancement in the filter yield at the 

same sequence timings. Signal enhancement is also observed in curves #3, #4, #10 and 

#12-14. Fig. 6-5 also illustrates that the amount of increase or decrease in signal within 

the same spin system depends on the choice of {TEi, TE2}, e.g., between curves #2 vs. 

#3, #5 vs. #7, #6 vs. #8. In particular, comparison between curves #9 and #10, and 

between curves #11 and #14 clearly demonstrate sequence timing dependent response of 

spin systems to varying cp, which results in ~ 50% increase or decrease of signal yield at 

the same sequence timings. Fig. 6-5 also illustrates that any maximum or minimum in the 

enhanced signal can appear at an angle intermediate between 0° and 90° (curve #4, #12, 

#13), thereby emphasizing the need to optimize cp.

(a) Cit (b) Tau (c) ml (ZQF) (d) ml (DQF)

100

60

90°(y) 0°(x) 90°(y) 0°(x)90°(y) 0°(x) 45° 90°(y)

►ZQF • ... DQF Phase angle of the MQ-pulse (cp)

Figure 6-5 The cp-dependence of the strongly-coupled spin systems of citrate, taurine 
and myo-Inositol in ZQF and DQF experiments at various representative, symmetric 
sequence timings. Unlike those of uncoupled and weakly-coupled, the response of 
strongly-coupled spin systems ((a) Cit, (b) Tau and (c)-(d) ml) are diverse depending on 
the spin systems and the sequence timings. The filter and sequence timings ({TEi,TE2} 
in ms) corresponding to the responsive curves are as follows: curve #1. DQF {30,30}, 
2. ZQF {30,30}, 3. ZQF {40,40}, 4. ZQF {40,40}, 5. ZQF {30,30}, 6. DQF {40,40}, 7. 
ZQF {60,60}, 8. DQF {80,80}, 9. ZQF {30,30}, 10. ZQF {60,60}, 11. DQF {30,30}, 
12. DQF {50,50}, 13. DQF {80,80} and 14. DQF {70,70}. All the spectra were 
obtained in magnitude mode and then the areas were measured as signal intensity.
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The optimization of cp can be useful for differentiating even between strongly-coupled 

spin systems. For instance, the response of Cit, Tau and ml to ZQF at {30, 30} are all 

different as shown in curves #2 (Cit; ~ 20 % increase), #5 (Tau; ~ 30% decrease) and #9 

(ml; ~ 50% decrease). Finally, the {TEi, TE2} dependence of the cp rate of change of the 

signal from either a ZQF or a DQF sequence reflects the fact that the strongly-coupling 

evolution during TEi determines the end points of the cp-dependence (14).

As was demonstrated in Figs. 6-4 and 6-5, because the response of metabolites to 

the phase rotation depends upon both spin systems and sequence timings, the phase of the 

MQ-pulse can be used as an additional sequence parameter to be optimized for more 

efficient design of a MQF for a target metabolite.

A practical example of taking advantage of the extra contrast mechanism 

achieved by cp-optimization is given first for the discrimination of ml (~ 3.6 ppm) from 

strongly-coupled Tau (~ 3.35 ppm) and uncoupled Gly (-3.55 ppm) using a ZQF 

sequence at {60, 60} and a DQF sequence at {80, 80} as illustrated in Figs. 6-6(a) and 6- 

6(b), respectively. For the conventional ZQF with the phase of the MQ-pulse tuned into 

x, the uncoupled Gly passes through the filter and subsequently it contaminates ml target 

multiplet (Fig. 6-6(a)). Moreover, due to the significant amount of signal from Tau at this 

timing, the contamination of ml is more severed. Therefore, when a conventional ZQF is 

used, {60, 60} is not a good choice for ml detection. However, as cp is varied towards 90° 

(y), Gly will automatically be removed as demonstrated in Fig. 6-4 and Eq. (6-7), and, at 

this specific sequence timing, the strongly-coupled Tau signal is also lost (curve #7 in 

Fig. 6-5(b)). On the other hand, the target signal of ml is enhanced by a factor of more 

than 2 (curve #10 in Fig. 6-5(c)). Therefore, at cp = 90° the initially contaminated ml 

signal by a mixture of Tau and Gly can effectively be edited with its lineshape and 

amplitude matching that obtained from the phantom containing ml only. The advantage 

of incorporating the rotation of the phase of the MQ-pulse for ml editing can also be seen 

in a DQF experiment taken at {80, 80} as shown in Fig. 6-6(b), in which case no 

contamination from uncoupled Gly is possible.
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(a) ZQF {60,60} (b) DQF {80,80}

\  Ikkkk  Ad aT a  A

ml+Gly 
\  Tau

Tau A  A  A  J f  ^

cp = 0°(x) 18° 36° 54° 72° 90°(y); 0°(x) 18° 36° 54° 72° 90°(y)

Figure 6-6 The practical example of the optimization of the phase of the MQ-pulse 
for the discrimination of ml from Tau. In a ZQF experiment at {60,60} (a), the initial 
signal of ml at cp = 0° is contaminated by interfering background signal from Tau and 
Gly. However, as cp approaches 90°, the ml signal is enhanced, while that of Tau is 
effectively suppressed at the specific sequence timings. As a result, the lineshape and 
the signal amplitude of ml obtained from a phantom with a mixture of ml + Tau + Gly 
(top row) converges into those from ml only (middle row). Also shown in (b) are the 
experimental results with DQF taken at {80,80}. Similarly to (a), the optimization of cp 
results in both signal enhancement for ml and suppression for the neighboring Tau 
signal.

Again, as the phase of the MQ-pulse approaches 90° the signal from Tau is suppressed as 

in the curve #8 in Fig. 6-5(b), while that of ml is enhanced via its minimum value at cp = 

18° as in curve #13 in Fig. 6-5(c). In this way, optimizing the phase of the MQ-pulse can 

provide another window for spectral editing within the same sequence timing.

Another example of incorporating phase rotation into sequence optimization is 

given with the optimization of the MNPQ multiplet (2.0 - 2.5 ppm) of Glu against that of 

Gin. This is illustrated in Fig. 6-7 using (a) ZQF at {40, 40} and (b) DQF {50, 50}. In 

both Figs. 6-7(a) and 6-7(b), the initial spectra taken at cp =0° from a mixture of Glu and 

Gin are dominated by Gin. However, as the phase of the MQ-pulse approaches 90°, a 

significant amount of signal from Glu is still retained, while that of Gin is effectively 

suppressed. As a result the lineshape and the signal amplitude of Glu+Gln complex
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converge into those from the pure Glu phantom. As in this example, even in the case 

where the signal from a target (Glu) and a background metabolite (Gin) are both decaying 

as a function of cp, the contrast provided by the difference in the rate of signal decay can 

be useful for the purpose of spectral editing.

(a) ZQF {40,40}

Glu + Gin J l X . Aw-

Glu wiw» vtafc-k X .

Gin i l l A ~ Alkw

cp = 0°(x) 18° 36° 54° 72° (90°(y)

(b) DQF {50,50}

A A A A a a
Jk. Aw A, Aw A» 
k k k K

0°(x) 18° 36° 54° 72° 90°(y)

Figure 6-7 The practical example of the optimization of the phase of the MQ-pulse 
for the discrimination of Glu from that of Gin. In response to both (a) ZQF at {40,40} 
and (b) DQF at {50,50}, the MNPQ multiplet (~ 2.0-2.5 ppm) of Glu is severely 
comtaminated at the initial phase angle of cp = 0° due to the interference of that of Gin 
(top rows). However, by taking advantage of the cp-dependence of Glu (middle rows) 
different from that of Gin (bottom rows) at the specific sequence timings, the spectral 
integrity of Glu can remarkably be improved in both ZQF and DQF experiments.

These examples clearly illustrate the efficacy of incorporating cp into the 

optimization procedure in the design of MQFs, even for Glu and Gin whose spectral 

characteristics are hardly distinguishable from each other due to the similarity of their 

molecular structures. It is obvious in these examples that the phase rotation provides for 

an additional spectral editing mechanism over and above the use o f  {TEi, TE2}.

6.4 Summary and Discussion

This report demonstrates, by means of the ml and Glu discrimination problem, the 

potential role of optimizing the phase dependence of the MQ-pulse as an additional
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sequence parameter to be varied. Unlike uncoupled and weakly-coupled spin systems, the 

response of the strongly-coupled ones to the varying phase of the MQ-pulse shows 

diverse patterns depending on the spin systems and on the choice of sequence timings. 

Therefore, this technique is useful not only for discriminating strongly-coupled spin 

systems from uncoupled and weakly-coupled ones, but also for differentiating between 

different strongly-coupled spin systems. In addition, the inherent problem of a 

conventional ZQF being unable to suppress uncoupled spin resonances can be resolved 

by tuning the phase of the MQ-pulse to y, thereby rendering its in-vivo application more 

flexible.

The strongly-coupled AB spin system of Cit adopted in this study was not a 

sufficient model in itself for the general description of the physical mechanism of the 9 - 

dependence of strongly-coupled spin systems. For the analytic solution for the response 

of the AB model to a ZQF, no ZQC is produced from APC terms that are created 

commonly in both weakly- and strongly-coupled spin systems after the TEi period. For a 

DQF, no general information was given from the AB model as to the 9 -dependence of 

the DQCs originating from strong-coupling specific APC terms. Therefore, for a general 

discussion on the (p-dependence of coupled spin systems, analytic solutions of more 

complicated strongly-coupled spin system are required such as for an ABC model, for 

which the evolution equations of coherences in response to NMR pulse sequences are yet 

to be found. Nevertheless, for the cp-dependence of strongly-coupled spin systems in 

response to the ZQF, a generalized analytic solution was proposed in terms of two basis 

functions, cos(cp) and sin(cp), by resorting to the analytic solutions for the AX3 spin 

system of Lac. By doing so it was inferred that, for a ZQF, tuning the phase of the MQ- 

pulse allows the control of the proportion of the two different kinds of coherence terms in 

the final filter output, i.e., one created during the preparation period from both weak- and 

strong-coupling interactions and the other exclusively from strong-coupling interactions, 

each of which is then coupled to cos(cp) and sin(cp), respectively, upon the exertion of the 

MQ-pulse. Since the weighting factors of these basis functions, namely W’s and S’s, are 

sequence timing dependent, the net 9 -dependent curve of filtered signal can exhibit 

various patterns. As such, an optimum phase of the MQ-pulse for spectral editing purpose
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can be found even at an intermediate angle. For a DQF, in contrast to weakly-coupled 

spin systems for which no even-order MQC is produced by the y-phased MQ-pulse, the 

existence of strong-coupling specific DQCs was illustrated using numerical methods with 

the representative DQC terms of ml and their sequence timing dependent amplitude 

modulation was also demonstrated in phantom experiments.

The different cp-dependence of MNPQ multiplets of Glx demonstrated in both 

ZQF and DQF experiments may be due mainly to the difference in the degree of 

coupling, J/A5 (J: coupling-constant, A8: chemical-shift difference between coupled spins 

in Hz), between MN-pairs, and between PQ-pairs, of those two spin systems, which 

ultimately leads to different sequence-timing dependence of coherences that are 

responsible for the filtered signal. As in the coupling network of Glx (24) shown in Fig. 

6-8(a), the difference in J/A8 results from the difference in chemical-shift rather than 

from the difference in coupling-constant. Due to active coherence transfer in the course 

of evolution of strongly-coupled spin systems during TM (25) and TE2 (26), for instance, 

the SQCs of P- or Q-spins at the onset of acquisition period that contribute to the PQ 

multiplets of Glx (2.3-2.5 ppm) can have different coherence pathways. Based on Fig. 6- 

8(a), various ZQCs consisting of different spin species can evolve into the SQCs of P- or 

Q-spins, such as ZQC(PQ), ZQC(MP) and ZQC(NP). In addition to these ZQC terms, 

even ZQC(MN) can contribute to the PQ multiplets via the form of ZQC(MP) or 

ZQC(NP). As a result, the TM-dependence of the SQCs of P- or Q-spin of Glu at the 

onset of acquisition period can be significantly different from that of Gin as the 

oscillation frequencies of ZQC(MN) and ZQC(PQ) of Glu are significantly different from 

those of Gin. Since coherence transfer is active during TE2 as well, the choice of TE2 

period also influences the amount of final filter output of Glx. Although in this example 

the degree of coupling of PQ-pair of Glu is larger than that of Gin (J/A5(PQ) ~ 8.3 for 

Glu and ~ 5.5 for Gin), J/A5 alone cannot be considered as an absolute measure of the 

amount of residual signal from strong-coupling interaction at cp = 90°.
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2.04 ppm 2.33 ppm

GLU
J = 7.33
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■ = . 14. 
//AS =

15 Hz 
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J = - 15.89 Hz 
J/A8 = t',28

= 0.31

J =  6.43 Hz 
J/AS = 0.222.12 ppm 2.35 ppm

2.12 ppm
J =  6.35 Hz 
//AS = 0.16

2.43 ppm

J = - 14.45 Hz
//AS =

//A8 = 5.52

1 =7SS4 Hz 
//AS = 0

2.14 ppm

55 Hz

J =  6.33 Hz 
//AS = 0.75 2.46 ppm

(b)

a  o.2

2 4 6
Degree of coupling

Figure 6-8 The coupling networks of Glx 
spin systems and the J/A8-dependent 
oscillation amplitude of strong-coupling 
specific APCs of an AB spin system. In (a) 
the coupling networks of AMNPQ spin 
systems of Glx are shown along with 
chemical-shifts, J-constants and J/A8 
between coupled spins. In (b) the oscillation 
amplitude of the APC terms, which are 
created during a TEi period, is illustrated as a 
function of the degree of coupling, J/A8.
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For instance, for a strongly-coupled AB spin system, the amount of APC terms, 2AyBz 

and 2ByAz in Eq. (6-1), which are specific to strong-coupling interaction and are to be 

maximally converted into ZQC by the MQ-pulse tuned at 9  = 90°, is coupled to the 

coefficient S2 whose oscillation amplitude is proportional to the term, (8®/A)(7tJ/A) (see 

Eq. (6-lb)). This can be rewritten in terms of degree of coupling, J/A8, as (J/A8)/[l+ 

(J/AS)2]. As illustrated in Fig. 6-8(b), the amplitude of this quantity is proportional to 

J/A8 only for J/A8 < 1 and beyond that range it is inversely proportional. Therefore for an 

AB spin system whose J/A8 is larger than unity, the degree of coupling by itself cannot 

be taken as a means of determining the amount of residual signal. In fact, the decaying 

rate of the MNPQ signal of Glu in response to cp-rotation is faster than that of Gin at {TEi 

= 70 ms, TE2 = 70 ms} with ZQF.

In conclusion, this methodology will find application whenever the target 

metabolite contains strongly-coupled spins. It provides another means by which we can 

control the relative acquisition period magnitudes of the coherences that originate from 

uncoupled, weakly- and strongly-coupled spins at the end of the TEi evolution period. 

Thus, in the MQF sequence the MQ-pulse itself possesses filtering capability that works 

based on the degree of coupling in addition to the filter gradients that perform filtering 

based on the level of coherence. Since the responses of the various metabolites to the tp 

dependence are different, it also expands the toolbox for differentiating between 

metabolites with strongly-coupled spins.
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CHAPTER 7

Conclusion

7.1 Summary

In the previous chapters, various spectral editing techniques were used to 

maximize the spectral integrity of the target signal. In Chapter 3, PRESS and STEAM 

sequences were optimized for ml detection where the editing efficiency relied mainly on 

the concentration and the T2 of ml relative to those of Gly. To remove that variability 

arising from the overlapping Gly singlet in the quantification of the target metabolite, a 

conventional DQ-filtering technique was used in Chapter 4. In Chapter 5, the efficacy of 

a MQF was shown to be further enhanced by uncovering the filtering capability of the 

MQC-generating pulse based on the degree of coupling in addition to the conventional 

filtering based on the order of coherences. A detailed discussion was given in Chapter 6 

on the physical consequences and the potential role of optimizing the MQC-generating 

pulse in the design of a MQF whereby the MQF parameter space was extended to include 

a total of seven sequence parameters.

7.2 Product Operator Formalism and Numerical Methods

Considering the complicated evolution of both the spin system of a target 

metabolite and those of a group of background metabolites in response to each variable, 

the optimization of a MQF is not trivial. Therefore, as was demonstrated throughout this 

thesis, the incorporation of numerical methods in the sequence optimization is essential. 

Although its application is limited due to the large amount of calculation, the physical 

insight provided by the conventional product operator approach cannot be underestimated 

in the sequence development. Therefore, combined with numerical methods, the product 

operator formalism is valuable asset in spectral editing techniques.
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7.3 LC Model -An Alternative to Spectral Editing ?

In contrast to spectral editing techniques, metabolite quantification may be 

achieved in much simpler way by line-fitting methods based on a priori knowledge, of 

which the efficacy relies solely on post-data processing rather than sequence 

optimization. For instance, the LC model (1), a commonly used method for metabolite 

quantification, claims to extract results as refined as spectral editing methods from a 

cluttered mixture of resonance lines. It models an in-vivo spectrum as a linear 

combination of a basis set which is formed by spectra of all component metabolites 

obtained in vitro with all sequence parameters fixed identical to those used for in vivo 

data acquisition.

To avoid possible errors arising from different transverse relaxation rate amongst 

resonances and to minimize signal loss of coupled spins resulting from J-evolution, the 

shortest-STEAM-strategy is the most popular choice for the post-data processing method. 

However, as was illustrated in chapter 3, the amount of signal from macromolecules can 

be comparable to that from metabolites at the short sequence timings. For this reason, an 

accurate definition of baseline is crucial to the precision of the LC model in metabolite 

quantification. The measurement precision may drop drastically if a spectral region of 

interest to be modeled involves a metabolite whose only resonance resides in that region 

of the spectrum, e.g., Gly. Moreover, even with all the sequence parameters kept 

constant, spectra taken in vivo are far more vulnerable to baseline contamination by 

unwanted signal than those acquired from spherical phantom solutions, thereby 

exacerbating the difficulty of defining baseline in the LC model. The contaminated 

baseline may still be adjustable in the LC model by comparing resonances from a 

metabolite in that spectral region with those from the same metabolite in a different 

region of a spectrum, but this is not the case with Gly. Modeling in-vivo spectra taken at 

long sequence timings to minimize macromolecule contamination is still subject to 

uncertainty due to different T2’s of overlapping metabolites. Incorporating the 

metabolite-nulling technique into the modeling of in-vivo spectra may improve the 

efficacy of the LC model (2).
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7.4 Spectral Editing vs. LC Model at Higher Fields

As field strength increases, the efficacy of both the spectral editing method and 

the LC model may be further improved. As for the LC model, since the line-fitting is 

carried out with spectra taken at short sequence timings, a better spectral resolution at a 

higher field can reduce measurement errors. In this context, the performance of the LC 

model will always be proportional to the field strength at which data is acquired. As for 

the spectral editing methods, an improved spectral resolution is also in line with an 

improved frequency selectivity of editing pulses, which is one of the essential parts of the 

spectral editing techniques.

Compared in Fig. 7-1 is the calculated response of ml and its background 

metabolites to a 90°-acquire experiment at three different magnetic field strengths of 3.0 

T, 4.7 T and 7.0 T where the line broadening was assumed to be a linear function of a 

field strength starting from 6 Hz, which can easily be attained at 3.0 T for a 3x3x3 cm3 

voxel located in the human brain. The spectral dispersion at higher fields may not appear 

as drastic as one might anticipate. The spectral resolution amongst the resonances of 

those metabolites in the spectra can be further enhanced dependent upon the relative 

concentration ratio of the metabolites and shim values. However, it should also be noted 

that the linearly varying linewidth assumed in Fig. 7-1 could be attained only if the 

magnetic susceptibility effect arising from field inhomogeneity of an imperfect magnet is 

completely removed by shimming as was claimed in Reference 3. Thus, the spectral 

resolution at higher fields can be even worse. This may also imply the limitation of the 

line-fitting techniques such as the LC model.

A better spectral resolution and improved signal to noise ratio at higher fields will 

certainly be beneficial for spectral editing techniques as well. However, unlike the line- 

fitting methods, the editing techniques do not necessarily require higher fields for a better 

outcome. Rather, the optimal field strength may differ from one target spin system to 

another. This is due to the fact that in spectral editing methods the desired spectral 

discrimination of a target metabolite from its contaminants is achieved mainly by taking
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advantage of different evolution of the spin systems in response to a pulse sequence 

rather than by the natural spectral dispersion at higher fields, and that the overall 

evolutionary picture of the spin systems at higher fields does not necessarily alter in favor 

of a better spectral discrimination of the target spin system.

3.0 T (6 Hz)

ml only

ml (A)
ml(P)

4.5 4.0 3.5 3.0 2.5 2.0 1.5
chemical shift (ppm)

ml
ml(M2N2)

4.7 T (9 Hz) 7.0 T (12 Hz)

ml(M2N2)

ml(M2N2)

ml(A)|
ml(P)

4.5 4.0 3.5 3.0 2.5 2.0 1.5

ml(A)
ml(P)

4.5 4.0 3.5 3.0 2.5 2.0 1.5
chemical shift (ppm) chemical shift (ppm)

ml(M2N2)

background

m l(A)\

ml(M2N2)

*  l  rivCAi ||Tau+ml(P) |

Gir r  -Ia»\p  tm̂ MNpQ>

4.5 4.0 3.5 3.0 2.5 2.0 1.5 4.5 4.0 3.5 3.0 2.5 2.0 1.5 4.5 4,0 3.5 3.0 2.5 2.0 1.5
chemical shift (ppm) chemical shift (ppm) chemical shift (ppm)

Figure 7-1 The calculated spectra of ml and its background metabolites in response 
to a 90°-acquire sequence at 3.0 T, 4.7 T and 7.0 T. The linewidth of all spectra was 
adjusted proportionally to the field strengths. The spectra on top row includes ml only 
whereas those on the bottom row includes its background metabolites as well according 
to their relative concentration ratio in normal human brain. Even at 7.0 T with a 
linewidth of ~ 12 Hz, the central multiplet of ml still overlaps with Tau and the A 
multiplets of Glx.

It will remain as a fascinating task in in-vivo MRS to compare the performance of 

those two distinct methods of metabolite quantification at different field strengths, one 

literally freezing any evolution of spins and modeling the lines of resonances based on
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a priori knowledge, and the other leaving them to evolve and singling out one set of 

sequence parameters in the maze of choices in the parameter space of a pulse sequence 

via product operator analysis and numerical methods.
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APPENDIX 1

Bloch Equations

A magnetic moment vector p in static B0 is subject to a torque, x. Starting with a 

classical equation of

x = dL/dt = p x B„ (A 1 -1)

where L is an angular momentum vector, p = yh  L in this case and “x” is vector product. 

Therefore,

dp/dt = y h p x B0 (A 1 -2a)

or

dM/dt = y/zMxB„ (Al-2b)

for the magnetic moment in a unit volume. Therefore,

dMx/dt = y h B0My, dMy/dt = - y h B0MX, dMz/dt = 0. (A1 -3)

Including transversal and longitudinal relaxation, T2 and Ti, respectively, Eq. (Al-3) can 

be modified into

dMx/dt = y^BoMy - Mx/T2 , 

dMy/dt = - y h B0MX - My/T2,

dMz/dt = (M0 - Mz)/T, (A1 -4)

where M0 is a net magnetic moment in a unit volume at the equilibrium state.
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In a rotating frame with the angular frequency of co0, Eq. (Al-4) takes the form of

dMx/dt = - hay My - Mx/T2 , (A1 -5a)

dMy/dt = ft CD’ Mx - My/T2, (Al-5b)

dMz/dt = (Mo - Mz)/Ti (A1 -5c)

where CO’ is the precession frequency of the magnetization vector in a rotating frame and 

co- = CDr.f. - co0. Letting Mxy = Mx + zMy, then, (Al-5a) + (Al-5b) x  i gives

dMxy/dt = ft co- /My - Mxy/T2 = - (1/T2 - ft co- /)Mxy (A l-6a)

dMz/dt = (M0 - Mz)/Ti (A1 -6b)

Using boundary conditions, Mxy(0) = M0 and Mz(0) = 0, Eqs. (A l-6a) and (A l-6b) has a 

solution of

Mxy = M0exp(-t/T2)exp(/ ft co-t) (A1 -7a)

and

Mz = M0 {1 -exp(-t/Ti)}, (Al-7b)

respectively. In particular, on-resonance, Eq. (Al-7a) reduces merely into

Mxy = M0exp(-t/T2). (A l-8)
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APPENDIX 2

Eigenvalues and Eigenvectors of Spin Operators

For a unit vector n = (sin9cos(|>, sinGsimj), cos0) in the polar coordinate, i.e., 9 

being an angle between z-axis and the unit vector, and <|> being an angle between x-axis 

and the projection of the unit vector onto the xy-plane,

S-n = (h/ 2  )<r-n

= (hi  2)  {<rxnx + CTyny + a znz}

where X is an eigenvalue and 1 is a unit vector. From Eq. (A2-2), it can be found that the 

eigenvalue, X, of the spin operator S is ± hi  2,  irrespective of the direction along which S 

is measured.

f  cos 9 exp(-i^)sin#^
= ( h / 2 )

^exp(i^)sin# -co s#
(A2-1)

The eigenvalue of S-n can be found by solving a determinant equation

S-n-M|  = 0 (A2-2)

The corresponding eigenvectors, u+ for X = h/ 2  can be found by solving,

cos0~ l exp(-i^)sin0 V u f \  {h / 2)  = 9.
exp(i^)sin# - c o s # - l  J ^u2

(A2-3)
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Therefore,

u+
exp(-i^ / 2) cos(0 / 2) 
exp(i^/2)sin(0 / 2)

(A2-4a)

Similarly,

u.
exp(-i^ / 2) sin(0 / 2)̂  
exp(i^/2)cos(0 / 2) y

(A2-4b)

for X = - /i/2  . Therefore, for Sz, when n = (0, 0, 1),

u +  —
' 0N

and u . =
A

(eigenvectors of Sz) (A2-5a)

Likewise, for Sx and Sy, when n = (1, 0, 0) and n = (0, 1, 0), respectively. 

u+ = ( l /V2)  andu.  = ( l /V2)

and

vly

f  A
u+ = (1 / V2 ) . and u . = (1 / V2 )

\ lj

v l y

v 1

, (eigenvectors of Sx) (A2-5b)

. (eigenvectors of Sy) (A2-5c)
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APPENDIX 3

Rotation of Spin Operators

In Quantum mechanics, the rotation of the spin operator S around z-axis by 0 is 

expressed in terms of exponential operators such as exp(- iQSz/ft), which can be written 

as

exp(- z'0Sz/ ft) = exp(- z'0c tz/ 2)

= 1 + (- i0az/2) + (- z0az/2)2/(2!) + (- z'0az/2)3/(3!) + ......

= 1- (0/2)2/(2 !) + .......

- /az{(0/2) - (0/2)3/(3!) + ........}

= l-cos(0/2) - iaz-sin(0/2) (A3-la)

where a z is the Pauli matrix and 1 is a unit matrix. Similarly,

exp(/0Sz/ ft) = l-cos(0/2) + /az-sin(9/2). (A3-lb)

Using Eq. (A3-1), exp(- /0SZ/ ft )Sxexp(/0Sz/ ft) can also be written as

exp(- z'0Sz/ ft )Sxexp(z0Sz/ ft)

= (ft/2)[l-cos(0/2) - zaz-sin(0/2)]ax[l-cos(0/2) + zcyz-sin(0/2)]

c o s (-)-z s in (-)

0

0

• • Acos(—) + 1 sm(—) 
2 2

0 1 
1 0

,6. . . 6 cos(—) + 1 sin(—)

0

0

c o s A - z s in A  
z l  j
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2 0 0

< i >

0 cos($) -  i sin(<9)̂
cos(0) + rsin($) 0

= cos(0)-Sx + sin(0)-Sy» (A3-2a)

exp(- iQSz/ h )Syexp(/0Sz/ h ) - -  sin(0)-Sx + cos(0)-Sy (A3-2b)
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APPENDIX 4

Louville-von Newman Equation

An element of density matrix, p can be written as

<p | p | q> = cpcq* (A4-1)

where means complex conjugate. Then,

3(<p | p | q>)/3t = (3cp/3t)cq* + cp(3cq7dt). (A4-2)

Using Time-dependent Schrodinger’s equation,

Hvj/ = ih(d\\i/8t) (A4-3)

where H is a Hamiltonian of the system. Defining 14/ as \\i -  | n >, then
n

| n > = ih y  (den / dt) \ n> . (A4-4)
n n

Taking <m| on each side of Eq. (A4-4),

y]cn < m | H | n >= ih dcn/dt) <m\ n>.
n n

= i h (3cm/ dt) (A4-5)

where the orthogonality condition of basis vectors, 8™ = <m | n>, was used. From Eq. 

(A4-5), it can be found that
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(3cp/5t) = ( l / i » ) 2 > <  p \ H \ n >  (A4-6a)
n

and

(3cq*/3t) = (- l/zft)^c«* < n | H  \ q > . (A4-6b)
n

Then, Eq. (A4-2) can be written as

3(<p | p | q>)/5t = (1 Hhy^CnCq* < p \ H \ n  >+ (- l / i h ) ^ c PCn* < n \ H  \ q >
n n

= ( \ / i h ) <p\ [ H, p] \ q>  (A4-7)

where Eq. (A4-1) and the completeness theorem were used, “[ ]” is the commutation 

operator. Finally, from Eq. (A4-7),

dp/St = //ft [p,H], (A4-8)
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APPENDIX 5

Evolution of Coherences under Gradient Pulses

The gradient Hamiltonian, H (j, can be expressed as

H g = -y/zG-rIz (A5-1)

where G is a gradient vector and r  is a displacement vector measured from the isocenter 

of the magnet. The solution of the Louville-von Newman equation, then, takes the form 

of

p(t) = exp(z'yG-rIzt)p(0)exp(- z'yG-rIzt). (A5-2)

With p(0) = Iy assumed,

dp/dt = yG-r{exp(zyG-rIzt) -Ix-exp(- z'yG-rIzt)} (A5-3a)

and

&p/3t2 = - (yG-r)2{exp(zyG-rIzt) -Iy-exp(- zyG-rIzt)}

= - (yG-r)2p. (A5-3b)

Therefore, evaluation of Eq. (A5-2) reduces to solving a second-order homogeneous 

differential equation in Eq. (A5-3b), which has a general solution of

p(t) = Ciexp(zyG-rt) + C2exp(- zyG-rt). (A5-4)

Using the boundary conditions,

p(0) = Iy (A5-5a)

and

5p(0)/5t -  yG-rIx, (A5-5b)
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then,

Ci = (Iy - /Ix)/2 = (1/201+ (A5-6a)

and

C2 = (Iy + /Ix)/2 = (- l/2/)I - • (A5-6b)

Therefore, from Eq. (A5-4),

p(t) = (1/20 {I+exp(/yG-rt) - 1 .exp(- zyG-rt)}. (A5-7)

Since the initial state, p(0), which can also be written in terms of raising and lowering 

operators as p(0) = Iy = (1/20(1+ - 1 ),

1+ — —-  > I+exp(/yG-rt) (A5-8a)

and

I . — > I.exp(-/yG-rt). (A5-8b)

For a DQC term, I+S+, created from a two-spin system, IS, since [I+, S+] = 0,

I+S+ y ° r t 'L  > y ° n ' Sl > i+s+exp(2/yG-rt), (A5-9)

which shows that gradient pulses encode coherences according to their order of 

coherence.
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APPENDIX 6a

Transformation Equations (Weak-Coupling Approximation)

Under r.f. pulses (right-hand side rotation)

- yB\t ■ Ix T
Ix  -----------> Ix

Iy  B > Iycos(— yBit) + Izsin(- yBit)

Iz  Ix  ̂ jzC0S(-. yB|t) - Iysin(- yBit)

Ix  ^  Iy > Ixcos(- yBit) - Izsin(- yBit)

i -r?  '1-1' > iiy * iy

Iz  YB]t Iy > izcos(- yBit) + Ixsin(- yBit)

Under chemical-shift (right-hand side rotation)

Ix — 0x1 ^  > Ixcos(coit) +  Iysin(coit)

Iy — > Iycos(coit) - Ixsin(a»it)

coit ■ L 
Iz-------------► Iz

Under scalar-coupling (right-hand side rotation)

T 2 l l J t  '  I \ z l  2 Z - T T  \  T  * T T  \
Ilx  > IixCOS(7lJt) +  2 I iyI2zSin(7TJt)

r  2 j Z J t  * h z l  2 Z T  S T \  X T T * /  T  \
Ily   > IlyCOS(TtJt) -  2 I i xl2zS in(7lJt)

2 n J t - h z I i z
Ilz  ̂l lz

(A6a-1)

(A6a-2)
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2IixI2z 2^ ' /iz/2z > 2IixI2zcos(7tJt) + Ilysin(7iJt)

2IlyI2z 27jJt' hzIlz > 2IiyI2zcos(7iJt) - Ilxsin(7iJt)

2IixI2x lm jt' h j2 z  > 2I1xI2x

2IlxI2y l7Ljt' h j2 z  > 2IlxI2y

2IlyI2x >

2hyl2y  > 2IlyI2y

2I1zI2z > 2I1zI2z (A6a-3)
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APPENDIX 6b

Transformation Equations for a Strongly-Coupled AB Spin System

Defining H weak and Hsirong as

l T eak = h -to-(Az + Bz) + 27tJAb h (AzBz)

= h -8co-(Az - Bz) + 271 JAb h (AXBX + AyBy) (A6b-1)

where to = (foA + ooB)/2, Sco = (coA - ®B)/2 and A = [(8co)2 + (7iJ)2]1/2, the transformation 

equations under H weak for a strongly-coupled AB spin system are

j _j - w eak

Ax ------------- > Ax{cos(7iJt)cos(TOt)} + Ay{cos(7iJt)sin(TOt)}

- 2AxBz{sin(7iJt)sin(TOt)} + 2AyBz{sin(7tJt)cos(rot)}
w eak ^

Ay ------------- > - Ax{cos(7iJt)sin(TOt)} + Ay{cos(7iJt)cos(TOt)}

- 2AxBz{sin(7iJt)cos(TOt)} - 2AyBz{sin(7iJt)sin(TOt)}

y y  w eak ^

2AXBZ------------ > - Ax{sin(7iJt)sin(TOt)} + Ay{sin(7iJt)cos(TOt)}

+ 2AxBz{cos(7iJt)cos(TOt)} + 2AyBz{cos(7iJt)sin(TOt)}
weak

2AyBz ------------ > - Ax{sin(7rJt)cos(TOt)} - Ay{sin(7iJt)sin(TOt)}

- 2AxBz{cos(7tJt)sin(TOt)} + 2AyBz{cos(7iJt)cos(TOt)}. (A6b-2)

The evolution equations for the spin B can be derived in a symmetric consideration.
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Under Hstrong, they are

r r s t r o n g  .

Ax ------------- > Ax{cos(At)} + Ay{(8co/A)sin(At)} - 2ByAz{(7rJ/A)sin(At)}
t t  strong >

Ay ------------- > - Ax{(8oo/A)sin(At)} + Ay{cos(At)} + 2BxAz{(7iJ/A)sin(At)}

T T  strong ,

2AXBZ------------- > - By{(7iJ/A)sin(At)} + 2AxBz{cos(At)} + 2AyBz{(8co/A)sin(At)}
t t  strong .

2AyBz ------------- > Bx{(7iJ/A)sin(At)} - 2AxBz{(8co/A)sin(At)} + 2AyBz{cos(At)}.

(A6b-3)

For the B spin, the transformation equations can be found in a symmetric way except 

those terms with 8co, for which they are anti-symmetric. For instance,

t t  strong .
Bx ------------ > Bx{cos(At)} - By{(8co/A)sin(At)} - 2AyBz{(7tJ/A)sin(At)}. (A6b-4)
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