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Abstract

Terahertz (THz) radiation is a non-ionizing form of electromagnetic (EM) energy that occupies a broad frequency region at the interface between conventional microwave and infrared bands. The strong coupling between THz excitations and natural oscillatory dynamics in biological systems has motivated the development of novel biomedical imaging and spectroscopy technologies, with unique advantages for improved diagnostic power for diseases such as cancer. However, while THz radiation is non-ionizing, and therefore considered a non-destructive probe, the coupling to vibrational or rotational modes implies that external excitation with intense pulses of THz energy could non-thermally dysregulate structural dynamics of important structures (e.g., proteins, nucleic acids, or membrane structures) such that the associated function is compromised. These may then induce biological effects via a non-thermal interaction mechanism that is unique to the THz band, and therefore must be characterized to establish safe exposure levels for existing technologies, or to develop potentially novel clinical technologies. Historically, the study of biological systems with THz radiation has been hindered by high attenuation in aqueous media, and the lack of available sources that operate efficiently at THz frequencies. However, recent developments in laser-based source technologies have dramatically increased THz generation capabilities. This has led to a resurgence of research interest in biological systems and biomedical applications for this under-explored regime of the EM spectrum.

For this thesis project, a system for THz exposure and analysis of biological systems is developed, and exposure studies are performed at the molecular, cellular, and tissue scale of biological organization. The radiation source utilizes nonlinear properties of crystal structures to generate and detect highly intense, picosecond-duration pulses of EM energy via optical rectification in lithium niobate and electro-optic sampling in gallium phosphide, respectively. Each
single-cycle pulse has a peak electric field strength of up to 640 kV/cm, a broad frequency spectrum peaked at roughly 1.0±0.8 THz, and excites the associated dynamics in exposed samples under study. The pulsed radiation beam is delivered to an environmentally-controlled sample housing. Molecular-level experiments investigate structural changes to polymerized microtubules in solution in real-time via fluorescence microscopy. Cellular-level experiments characterize transient and long-term changes of membrane permeability in monolayer cell cultures induced by THz exposure. At the tissue level, the effects on 3D human skin models are investigated by measuring global differential gene expression for varying THz intensities. These data are used to determine biological processes and molecular signaling pathways that are likely to be dysregulated by THz exposures, particularly focusing on dysregulation of cancer-related processes.

Intense THz pulses are found to induce significant non-thermal effects at all investigated levels of biological organization. At the molecular scale, disassembly of polymerized microtubules is observed to occur within minutes of an applied train of THz pulses, and this depends on the intensity and frequency content of the applied pulse. At the cellular level, detectable increases of membrane permeability are observed in human and rat cancer cell lines. At the tissue-level, THz exposure induces a large differential gene expression response (1088 genes downregulated, 593 genes upregulated). Processes predicted to be most significantly dysregulated are related to epidermal differentiation, cellular binding/adhesion, and cytokine activity. Several pathways that are commonly implicated in human cancers (e.g., Ras signaling and Calcium signaling) are predicted to be suppressed in an intensity-dependent fashion, and these are predominantly due to a subset of only 42 genes dominantly responsible for THz-induced dysregulation of cancer-related processes. Importantly, the dysregulations observed at the tissue scale are directly related to the structural effects observed in microtubule and cell samples.

As innovation for applications of THz technologies continues to progress, human exposure levels can be expected to increase. Current technologies intended for human exposure (e.g.,
diagnostic imaging or security screening) are likely well-below the required intensity to induce significant biological or health effects. However, this thesis shows that intense THz pulses with high peak electric fields are sufficient to induce significant non-thermal biological effects at multiple scales of biological organization. Conclusions from these investigations are discussed in the context of potential clinical therapeutic applications of THz radiation, with the goal of targeted inhibition of pro-mitotic activity in diseased tissue.
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Figure 1.5. **Refractive index and absorption coefficient for liquid water in the THz band (0.1 – 10 THz).** Data were collected by Fourier transform spectroscopy, from [108]. (a) Water is highly dispersive. Low THz frequencies see a high index in liquid water, and therefore travel slower relative to high frequencies \( v = c/n \). (b) Water is highly absorptive, particularly for higher frequencies. At 1 THz, the absorption is 230 cm\(^{-1}\), and has a corresponding characteristic penetration depth of \( \delta = 43 \) μm.

Figure 2.1. **Ultrafast processes in physical and biological systems.** Adapted from [6, 11, 12]. At top is a representative example of an energy landscape along a coordinate that characterizes the molecule’s conformational state (the “reaction coordinate” \( \lambda \)). The fast dynamics associated with bond rotation and vibration may oscillate between microstates due to relatively low energy barriers in the highly frustrated ranges close to the ground state energy \( \Delta E_G \). Slower, larger-amplitude transport dynamics that occur on \( \sim \) ns timescales may require larger energies but do not result in a large-scale conformational change \( (A \rightarrow A \text{ or } B \rightarrow B) \). Energy transition events that correspond to conformation state change \( (A \rightarrow B, \text{ e.g., folding protein}) \) require larger activation energies and occur on slower timescales (\( \mu \)s – ms).

Figure 2.2. **Relative dielectric permittivity and conductivity of biological tissues from RF to THz frequencies.** Adapted from [35, 36, 37, 38]. Left: An idealized diagram of dielectric relaxation of permittivity (red, left axes) and conductivity (blue, right axes). Biological tissues generally have 3 distinct relaxation bands, indicated by labels \( \alpha \), \( \beta \), and \( \gamma \). In the main plot, permittivity (red) and conductivity (blue) spectra of a selection of biological tissues (blood, bone, fat, gray matter, white matter, kidney, spleen, heart, liver, lung, muscle, and skin) are shown. Thick solid lines indicate the curve means of the different tissues. Dotted lines are for dry skin, highlighting the effect of tissue hydration. Data for skin from [36] and tissue water from [38] are appended to show these quantities extended into the shaded THz region.

Figure 2.3. **Fröhlich’s model of nonlinear energy transfer in biological systems.** Adapted from [47]. (a) Diagram of a Fröhlich system. A population of \( Z \) oscillators are in a heat bath to which the dynamics are coupled linearly (\( \phi \)) and nonlinearly (\( \chi \)). External energy is supplied to the oscillators (\( \xi \)) at a mean rate \( s \). (b) Time evolution solution of a Fröhlich system, showing mode occupancy \( n_j \) of the first four energy levels. The majority of vibrational quanta of the oscillators
occupy the lowest energy mode, forming a low-frequency, long-lived, bulk oscillatory state.

Figure 2.4. **Simulation of breathing dynamics and bubble formation of THz-exposed DNA.** (a) The chemical structure of DNA, and an idealized Peyrard-Bishop-Dauxois (PBD) model of DNA, with amplitude, length, and position of DNA bubbles labelled [50, 51]. (b) The 2D power spectrum of the solution $y_n$ to Equation (2.9) for $\Omega = 2.0$ THz, adapted from [49]. The driving force is present everywhere along the modelled DNA strand at 2.0 THz. A localized 1.0 THz “bubble” forms that is superposed on a localized DC separation at nucleotide (nt) 40. Breather modes induced by THz exposure create and amplify localized bubbles in the DNA strand, which is hypothesized to affect biological function by altering gene expression.

Figure 2.5. **Time- and frequency-domain representations of intense THz pulses used for biological exposures.** (a) Intense THz pulses are single-cycle, approximately picosecond-duration EM pulses reaching very high peak electric fields (~640 kV/cm in this example). The energy localization in time corresponds to a broad power spectrum in (b). The peak-power frequency for this pulse is $f_0$=1.3 THz, and the spectrum bandwidth is 1.8 THz (full width tenth max, FWTM).

Figure 3.1. **Physics of laser operation.** (a) Stimulated emission and feedback amplification in a reflective cavity oscillator. (1) An external energy source excites atoms in a gain medium to higher energy levels. (2) Population inversion is achieved when more atoms exist in high energy states ($E_2$) relative to the ground state ($E_1$). (3) Excited particles quickly relax to the upper lasing level $E_2^*$. (4) Stimulated transition to the ground level results in the emission of a photon in phase with the stimulating photon. (5) Photons are trapped in the oscillator cavity, and multiple round-trips stimulate similar emissions that provide photonic gain. (6) The cavity modes interfere to form a localized pulse that is trapped between the end mirrors of the reflective cavity (i.e., “modelocking”). (7) One end-mirror is partially transmissive, allowing a small fraction of pulse energy to form the laser emission. (b) The laser emission spectrum is a combination of the gain profile of the lasing medium and the oscillatory modes that the cavity can support. Constructive interference of the cavity modes produces modelocked pulse emission.

Figure 3.2. **The energy landscape of a Ti:Sapphire laser gain medium.** (a) Energy levels of Ti:Al$_2$O$_3$, adapted from [38, 39]. The primary lasing source is due to the cubic field from the neighbouring oxygen atoms that cause splitting $\Delta$ between an excited doublet (E) and a ground-
state triplet (T), with finer energy splitting given by $V/\delta$. The electron distributions corresponding to the energy levels are depicted at right. (b) Electronic energy vs. displacement of the Ti$^{3+}$ ion. (1) Initially, bound electrons are in the ground state. (2) Absorption of a blue-green photon raises the electron to the excited band $E$ where it quickly relaxes into the upper lasing level (3). (4) Stimulated emission to the triplet ground state $T$ results in the emission of a red photon.

Figure 3.3. **The dipole oscillator model of nonlinear material polarization response to an applied field.** Adapted from [7]. (a) At low intensities, electrons are in a harmonic potential, and oscillate symmetrically about their equilibria. At high intensities, higher-order displacements are significant, and result in asymmetric motion (gray). (b) The corresponding electron dynamics. In the linear regime (blue curve), electrons oscillate symmetrically about their equilibria. For sufficiently intense applied fields, the nonlinear contribution (red curve) causes asymmetric electron oscillation about their equilibrium, which can be expressed as a superposition of two nonlinear generation processes, SHG and OR.

Figure 3.4. **Optical rectification in nonlinear media.** (a) A sufficiently intense Gaussian laser pulse incident on a nonlinear crystal will induce a DC polarization that is proportional to the input field amplitude. This behaves as a source of EM radiation that is proportional to the second-derivative of the polarization response, and produces frequencies that did not exist in the input field. (b) The nonlinear dipole model fit to a measured THz pulse, which accurately characterizes the main features of a real THz pulse generated by optical rectification.

Figure 3.5. **The principle of tilted-pulse-front enhancement of THz wave generation.** In the generation crystal, the THz pulse exists as a Cherenkov cone with the laser pulse at its apex. For extended sources, tilting the pulse front along the cone edge results in constructive interference of the generated wave.

Figure 3.6. **Tilted-pulse-front beam geometry.** The pulse front of the infrared laser is tilted with respect to the phase front by isolating the first mode from a reflective diffraction grating. A 4f-imaging system is constructed with two plano-convex cylindrical lenses that image the pulse front and grating plane onto the output face of the LN prism. The tilted-pulse-front beam is described geometrically by right triangles with sides $w$ and $L$, angles $\theta$, and hypotenuses $d$, as labelled and described in the text.

Figure 3.7. **Box-diagram schematic of the entire experimental configuration.** Ultrafast infrared laser pulses from a Ti:Sapphire laser (Section 3.2.2 and 3.4.1) are amplified in a regenerative amplifier (Section 3.4.2) via chirped-pulse-amplification (CPA), and split such that ~80% of the beam is used for THz generation via tilted-pulse-front optical rectification (Section 3.3.4).
The remaining portion of the beam is utilized for laser diagnostics and THz detection via electro-optic sampling. Quadrature detectors monitor spatial symmetry of the laser mode, and an auto-correlator is utilized to characterize the compressed pulse duration (Section 3.4.2.1).

Figure 3.8. The Coherent Micra oscillator. (a) Schematic representation of the Micra oscillator. The Verdi input laser (532 nm CW, green path) pumps the gain medium (1), activating a lasing process that outputs energy (light red path) according to the Ti:Sapphire gain profile. The cavity will only support discrete lasing modes, assisted by active mode-locking methods such as a spring oscillator (2) to broaden the mode profiles. A pair of prisms (3) compensates pulse group velocity dispersion each round trip of the cavity. Kerr lensing spatially separates the modelocked region of the beam, which is isolated with a slit aperture at (4) and retro-reflected back through the optical components and gain medium (dark red path). A partially transmissive cavity end-mirror at (5) reflects most of the generated pulse train back through the system for additional passes. The small portion transmitted through this end-mirror forms the laser output. (b) The measured spectrum for each Micra output pulse. The central wavelength is 804 nm and bandwidth is 27 nm (fit to Equation (3.34)). (c) Measurements of the Micra beam size as it exits the oscillator (blue curve), and 103 cm from the oscillator output (red curve). The beam divergence is 0.88 mrad (0.05°). (d) An oscilloscope waveform of the output pulse train detected by a photodetector at the output of the oscillator cavity. The pulse spacing is stable at 12.5 ns corresponding to the 80 MHz repetition rate.

Figure 3.9. Chirping pulses with paired diffraction gratings disperses the frequency components in space and time, facilitating safe amplification via Chirped Pulse Amplification (CPA). A pulse centred at \( \lambda_0 \pm \Delta \lambda \) will diffract at a wavelength-dependent angle (Equation (3.25)). The differential pathlengths disperse the wavelength components, which are re-collected by diffraction gratings into a compressed pulse.

Figure 3.10. The Coherent Legend regenerative amplifier. (a) Schematic representation of the Legend regenerative amplifier, and (b) the corresponding pulse timing diagram, adapted from [41]. (Components are numbered consistently in (a) and (b)). A stretched input pulse train (1) with s-polarization enters the amplifier and is reflected by a Brewster window towards a Pockel’s cell (4) triggered at 1 kHz. When triggered, the cell converts the pulse to p-polarization, which allows the reflected pulse to now be transmitted through the Brewster window into the Ti:sapphire medium (3). At the same time, a pump laser (2) is used to induce population inversion in the Ti:sapphire, facilitating amplification of the input pulse in the cavity. The pulse is reflected through the cavity multiple times, resulting in a build-up of the
amplification (5). Once the final amplification is attained, the second Pockel’s cell (6) is triggered, converting the pulse back to s-polarization, enabling a Brewster window to reflect the pulse out of the system (rather than transmitting it back into the cavity), becoming the amplified pulse output (7). (c) The measured spectrum for each output pulse. The central wavelength is 801 nm and the bandwidth is 12 nm. (d) Measurements of the amplified pulse beam size by the knife-edge method. (e) An oscilloscope waveform displaying the build-up of the selected pulse in the amplifier cavity (yellow trace) and the output amplified 1 kHz pulse train (blue trace) as measured by a photodetector at the amplifier output.................................69

Figure 3.11. **Single-shot autocorrelator for temporal characterization of amplified laser pulse.** Modified from [41]. (a) The pulse is equally split into two beamlines, and non-collinearly propagated to intersect in a frequency-doubling KDP crystal. The second-harmonic signal generated is a temporal trace of the intensity distribution and is detected by a CCD array. (b) The width of the oscilloscope trace with the time axis calibrated to the optical delay time determines the pulse duration (50.4 fs FWHM). ........................................71

Figure 3.12. **Intense THz pulse source.** (a) Schematic of the source of intense THz pulses that occupies the “THz Source” module in the box diagram of Figure 3.7. The amplified pump pulse from the oscillator/amplifier is prepared in a tilted-pulse-front geometry as described in Section 3.3.4 and incident on a lithium niobate (LN) crystal with a 63° cut face. Gold off-axis parabolic mirrors (OAPMs) expand and refocus the emitted collimated THz beam. The position of the THz focus may be rotated in a 360° arc to convert the source between “exposure”, “detection”, or “spectroscopy” modes. (b) The electric field waveform of the intense THz pulse. The per-pulse energy is 1.5 μJ, and this is focused to a ~1 mm diameter spot to achieve a maximum field strength of 640 kV/cm. (c) The frequency spectrum for the pulse in (b). The peak frequency is 1.3 THz, with a bandwidth of 1.8 THz (full-width tenth max, FWTM)............72

Figure 3.13. **Spatial THz emission directly from the LN generation crystal.** (a) Normalized pulse energy vs. space. Images of the THz spot were taken at a fixed height (z = 6” (152.4 mm) from the bench surface) on-axis to characterize variation in the emitted THz spot size. (b) Average pulse energy decay vs. longitudinal distance from the crystal (y), for varying transverse locations (x). Energy growth near beam fringes is due to horizontal divergence. (c) THz spot size vs. longitudinal distance from the LN output. Note the change to abscissa values in (c) compared to (a) and (b)...73

Figure 3.14. **THz enhancement with anti-reflection coatings (ARCs) and pump laser filtration at the output of the lithium niobate prism.** (a) Two layers of Kapton tape (total thickness 60 μm) secured to the output face of the crystal provides an anti-reflection coating (ARC) that
increases THz pulse energy by 9%. (b) Filtration of leakage of the infrared laser (red) by black polyethylene (top, attenuates THz energy) or a silicon wafer at Brewster’s angle (bottom, lossless but induces vertical offset).

Figure 4.1. Source schematic and characteristics for intense THz pulses. (a) Diagram of optical rectification of tilted-pulse-front infrared laser pulses in lithium niobate (LN), and propagation of the THz beam through the exposure system with the rotating off-axis parabolic mirror (ROAPM) oriented for waveform detection via electro-optic sampling in gallium phosphide (GaP). The modulated sampling pulse is shifted and split by a quarter wave plate (QWP) and Wollaston prism (WP), respectively, and detected by a pair of balanced photo-detectors (BPD). A delay stage (DS) on a motorized linear track varies the relative position of the sampling pulse within the THz pulse for electro-optic sampling of the THz field. (b) A 1 kHz pulse train of ~picosecond-duration pulses, corresponding to a duty cycle = 10⁻⁹. (c) A plot of the intense THz pulse waveform, a single-cycle EM pulse reaching peak field strengths of ~640 kV/cm. \textit{Inset}: The THz spot at the beam focus, spot size = 1.12×1.32 mm². (d) THz pulse power spectrum. The peak frequency is 1.3 THz, with a 1.8 THz FWTM (full-width tenth max).

Figure 4.2. Schematic representation of electro-optic (EO) sampling of a THz field with an optical sampling pulse in nonlinear media. (a) An electric field applied along the (110) normal vector induces a birefringence that shifts the relative phase between horizontal and vertical polarizations ($n_x \neq n_y$). (b) A THz pump pulse (blue) and optical sampling pulse (red) are colinearly incident normal to the (110) plane of a gallium phosphide (GaP) crystal. The thick substrate is index-matched to reduce reflection interference typical in thin EO crystals. (c) Diagram of EO sampling at zero THz amplitude (top) and max THz field (bottom) sampling locations. The modulation in the sampling pulse is amplified with a quarter-wave plate ($\lambda/4$) and spatially separated by a Wollaston prism (WP). The relative signal amplitudes are read via peak-detection of the signal integrated by a pair of balanced photo-detectors.

Figure 4.3. Photos and diagrams of the pyroelectric technologies used for incoherent THz detection. (a) Single element large-area detectors are used for detecting the total THz pulse energy. Pyroelectric elements are instantaneously polarized by the thermal energy deposition on the absorber electrode, inducing a measurable current. (b) The pyroelectric imager houses a 320×240 array of 48.5 μm square pyroelectric elements. A modulating chopper synchronized to the laser repetition rate provides an iteratively updating reference image in real time, increasing sensitivity to small thermal fluctuations.
Figure 4.4. Alignment of the sample holder with the ScienceTech pyroelectric detector. A 1 mm custom-machined aperture holds the detector centred over the THz input window. Maximizing the pulse energy through the aperture locates the THz beam waist that is used as the reference point to align the other components of the bio-exposure system.

Figure 4.5. Frequency linearity of pyroelectric detectors. Total pulse energy measurements for each THz band (green labels in THz) are determined from the pyroelectric detector readout (SPJ-D-8), the total integrated camera pixel intensity (PV320), and the integrated power spectrum of EO-sampled waveforms. There is reasonable linearity between detectors, particularly for higher frequencies. The deviation for the 0.5 THz band is attributed to an underestimation of energy in the integrated power spectrum, since the two pyroelectric detectors with significantly different element pixel sizes (10 mm vs. 0.05 mm) are in agreement.

Figure 4.6. THz pulse energy detection with the SPJ-D-8 pyroelectric detector. (a) Gold off-axis parabolic mirrors (effective focal length = 76.2 mm) focus the THz beam to the pyroelectric element, and the resulting current is displayed as an oscilloscope pulse. (b) The amplitude of the oscilloscope signal $\Delta V_{ab}$ is linearly proportional and calibrated to the THz pulse energy digital readout. (c) The relative uncertainty in detection vs. pulse energy from the detector count histograms.

Figure 4.7. Two methods of defining the pulse duration. (a) The magnitude of the Hilbert transform defines the envelope for an arbitrary field distribution. The width of this envelope, by convention the $1/e$ threshold (green), defines the THz pulse duration. Also shown are alternative pulse width metrics – FWHM and $1/e^2$. (b) Normalized cumulative integral of the noise-subtracted temporal energy distribution. Pulse durations may be defined as time to accumulate a given fraction of total energy.

Figure 4.8. Quantifying THz spot area with combined 1D Gaussian fits. Data is extracted from the 2D image from horizontal and vertical line profiles drawn along the major/minor axes of the elliptical THz spot. By convention, the spot size in each dimension is reported as the $1/e^2$ width of the fit.

Figure 4.9. Windowed FFTs of the THz pulse highlighting coarse spectral variation in time. (a) Time-domain waveforms, showing pulse separation into the two dominant components: The main THz pulse generated from the optically rectified Gaussian infrared laser pulse (green), and the positive-time oscillations (red) due to crystal ringing and water vapor-induced dispersion that causes high frequencies to travel faster than low frequencies in humid air. (b) The corresponding power spectra show that the main pulse captures the majority of the
broadband spectral shape, and the peaks in the positive-time ringing exactly overlap with THz water absorption lines.

Figure 4.10. **THz bandpass filters.** Fields incident on the conductive mesh establish capacitance and inductance distributions that preferentially transmit single frequency bands dependent on the specific geometry of the cross-absent structure (top-right). *Bottom:* Stereoscope images of the bandpass filters at 0.5, 1.0, and 2.2 THz, showing cross-absent geometries tuned for desired wavelength transmission.

Figure 4.11. **Time-domain waveforms for individual THz bands.** (a) The set of normalized waveforms, labelled by nominal bandpass frequency and quality Q of the associated transmission profile. (b) Power spectra for all filters overlaid on the broadband spectrum (black). (c) Transmission spectra (power spectra ratios) for each bandpass filter. (d) Pulse energy for each THz band, as measured by the methods discussed in Section 4.3.2.2. (e) Peak (maximum absolute value) electric field of the associated bandpassed waveform.

Figure 4.12. **Per-band THz pulse duration.** The characteristic time of amplitude decay (example for 1.0 THz at left) agrees well with the pulse duration as determined from the Hilbert profile width (right).

Figure 4.13. **Per-band spatial intensity distributions.** (a) Each spot image is a square with 2 mm side lengths. The top row has been globally normalized to the 0.86 THz pixel maximum, and the bottom row images are normalized to their own maxima. (b) The mean spot size (average of horizontal and vertical diameters), compared to the theoretical diffraction-limited spot size, assuming an initial beam size of 30 mm. (c) $1/e^2$ contour lines for each of the same bands, overlaid on the broadband spot image, highlighting the frequency distribution in space embedded within the broadband exposure. Thus, the centre of the beam contains the entire broadband spectrum, while the beam energy at the fringes are relatively low-frequency.

Figure 4.14. **The average and peak intensities of individual THz bands.** The trade-offs between energy, duration, and spot size in the intensity calculation of Equation (4.6) result in roughly flat intensity profiles across the THz pulse spectrum.

Figure 4.15. **Waveform modulation of a focusing beam.** (a) Schematic of the THz source in reflection mode for focusing beam waveform detection. Reflections from an Si wafer at the sample locations are acquired, and the sample holder is translated longitudinally ($z$) to effectively shift the GaP detection plane through the sampled THz beam focus. (b) Field vs. time of the EO-sampled THz pulse waveforms, with vertical offsets for varying longitudinal locations for clarity. The secondary reflections are from the distal surface of the Si wafer. (c) Pulses aligned with their position in the focusing beam geometry, showing focusing-induced
phase modulation. The red lines indicate the maximum and minimum field strength range. The locations of field maxima straddle the maximum intensity beam waist.

Figure 4.16. **Intensity and field variation for a focusing THz pulse.** (a) A 3D plot showing the variation of the positive/negative (blue/red) field lobe amplitudes through the focus \(d = 0\) mm, with the intensity of the focusing beam shown on the vertical axis. The three 2D projections of this 3D space are shown in the bottom plots. (b) The intensity as measured by the integrated power spectra follows the functional form of a focusing Gaussian beam (Equation (4.10)), with \(z_R = (8.0 \pm 0.2)\) mm representing an effective broadband Rayleigh range. (c) The field amplitude for each lobe of the THz waveform during focusing. The maximum field for each lobe straddles the location of maximum intensity. (d) Intensity vs. squared peak field strength. Far from the focus, the linear scaling of Equation (4.7) is valid. Within the effective Rayleigh range of the focus (highlighted band), the gradient directions reverse, due to the focusing-induced Gouy phase shift.

Figure 4.17. **Carrier-envelope phase shifting, and field modulation due to the Gouy phase shift of a focusing THz beam.** (a) A plot displaying the principle of carrier-envelope phase (CEP) modulation. When the relative phase between the envelope (red) and the carrier wave (blue) is shifted, such as during beam-focusing, the net pulse (black) is modulated. (b) The beam waist (black, left) and phase (red, right) of a focusing beam. The yellow circles at \(\pm 4\) mm indicate the Rayleigh range \(z_R = 8.0\) mm. (c) Temporal modulation of the THz pulse at the beam waist, and \(d = \pm 4\) mm. (d) Power spectra of the waveforms in (c). Modulations are observed at 0.8 and 1.3 THz. (e) Off-focus power spectra normalized to the focused spectrum, highlighting the modulations in frequency space for sensing in the converging (red) or diverging (blue) region of the beam.

Figure 4.18. **Gouy phase modulation spectra of a focusing THz beam, and determination of the frequency-dependent Rayleigh range.** (a) Phase spectra vs. location through the THz focus \((d = 0)\), corrected for linear phase propagation. (b) An example fit of \(\phi_c(z)\) using the 0.62 THz column from the phase matrix (dotted square column). (c) The extracted Rayleigh range as a function of frequency, relative to the effective broadband Rayleigh range.

Figure 5.1. **The three components of a general system for investigations of THz-induced biological effects.** (a) Sources used for bio-exposures may be continuous-wave or pulsed. The latter may be generated with a fixed repetition rate, or in more complex series of micropulses within a larger macropulse characterized by multiple repetition rates. (b) For the duration of
THz exposure, the sample should be in an environment with temperature and humidity monitored and regulated. The pH of the sample solution should be regulated with either CO$_2$ or pH-regulating buffer media. (c) Real-time analysis during THz exposure is performed for observation of transient or reversible effects. Here, examples of light and fluorescence microscopy of cancer cells are shown, though these methods may vary widely by experimental context and goals.

Figure 5.2. **Schematic representation of intense THz pulse generation for exposure of biological systems.** (a) A reflective diffraction grating (RDG) establishes a tilted-pulse-front geometry in the incident pump laser pulse that is imaged with a 4f-lens configuration to the output face of a LiNbO$_3$ (LN) crystal with a 63° cut face. The collimated THz beam is expanded and refocused with a series of off-axis parabolic mirrors (OAPMs). A fraction of pump energy (~20%) is aligned coincident with the focusing THz beam, with tunable power via a pulse attenuator (AT), for electro-optic sampling of the THz pulse as described in Section 4.3.1.1. The rotating OAPM provides a THz focus that moves in a 3” (76.2 mm) annulus about the y-axis, enabling multiple operational modes (see Figure 5.3).

Figure 5.3. **The Beam’s Eye View (BEV) of the THz bio-exposure system following THz generation in LN.** The THz pulse is incident on the programmable rotating 3” (76.2 mm) OAPM at the location indicated by . The mirror orientation adjusts the direction of the focused THz beam to operate the various system modes for different bio-exposure studies or for THz waveform detection via electro-optic sampling (left). Details on the various operation modes are provided in the main text.

Figure 5.4. **Simulations of THz near-field enhancement in water with a sharp conductive tip.** (a) The COMSOL geometry for tip-enhanced THz exposures, which consists of a free tip immersed in water, a polystyrene (-C$_8$H$_{10}$-) substrate, and port window located directly below the components. *Inset:* A zoomed image of the meshed tip apex region. (b) The horizontal (x) electric field component around the tip apex region at the time where the field peaks. (c) The field enhancement as a function of THz propagation distance through the tip apex at z=0 mm. The peak field enhancement is 35 with a FWHM of 0.38 μm. (d) A photo of the tip placed at the sample location. Silicon wedges are used to make a sample channel into which the tip is placed aligned with the THz field direction, as shown in the inset.

Figure 5.5. **THz transmission spectroscopy for suitable substrate determination.** (a) The schematic for operation of the THz source for transmission spectroscopy analysis. A sample is placed in the beam path, THz pulses are detected via EO sampling, and compared to reference pulses without the sample. (b) Power spectra comparison of a reference pulse (black) and a
pulse transmitted through 0.17 mm fused quartz (red). (c) Comparison of fused quartz transmission spectra to simulation. Oscillations in frequency correspond to reflections in the detected time window due to the thin substrate. (d) THz transmission (ratio of power spectra) of potential substrate candidates for bio-exposure experiments. The relatively low amplitude of modulations indicates reduced reflection amplitude for the Ibidi optical plastic wells and dishes.

Figure 5.6. Alignment procedure for THz exposure and real-time analysis. The horizontal red dashed line indicates the focus of the THz beam. (1) The dish is levelled, and the THz beam focus is located by translating the holder/detector and maximizing pulse energy through a 1 mm pinhole aperture centred over the beam input window. (2) The microscope is centred (x-y) and longitudinally (z) aligned to the THz focus by bringing the alignment aperture used for THz energy measurements into focus in the FOV. (3) The sample plane for a given substrate is aligned to the THz focus by longitudinally (z) translating the sample holder until a test sample is in focus.

Figure 5.7. Schematic for real-time analysis of tip-enhanced THz exposure. Fluorescence microscopy of propidium iodide-labelled adherent cell cultures with long-working-distance, infinity-corrected objectives (optics schematic adapted from [40]) allows real-time characterization of biological effects and provides sufficient space for placement of a sharp conductive tip for local field enhancement in target regions. The fluorescence excitation line is focused through a 1 mm hole in the rotating OAPM and propagates colinearly with the focusing THz beam to illuminate the sample plane at the THz beam waist. The tip is estimated to locally enhance the 640 kV/cm incident field to a maximum of ~22.5 MV/cm in a ~0.4 μm (FWHM) region near the tip apex. A bright-field microscope image of the tip placed in a monolayer cell sample is shown at top-right. The THz pulse propagates out of the page, and the tip shaft is aligned parallel with the THz field direction.

Figure 5.8. Operation of the THz source for normal-incidence reflection spectroscopy. (a) Schematic and photo of the modified THz source for normal-incidence THz reflection spectroscopy and field measurement at the sample location. The fused quartz beam splitter (BS2) is attached to the 4” (102 mm) OAPM and aligned as a single removable unit. Reference or sample materials are placed at the sample location and waveforms are acquired with a redirected EO sampling line (beam splitter BS1). (b) Example waveform and power spectra for two different field strengths (blue and red) for time-domain THz reflection spectroscopy of an InGaAs crystal wafer. Pulses are offset in time due to varying thicknesses of Si wafers used for attenuating the THz beam. (c) The reflectance spectra of InGaAs (left) and GaP (right) for four
THz pulses of varying field strength, with linear interpolation applied. Differential reflectance with incident field strength is a result of nonlinear material responses that are modulated by the THz field itself.

Figure 6.1. **Single-boundary modulation of coherent fields.** Single-cycle anti-symmetric THz pulse between air ($n = 1$) and a material with index $n = 1.5$. (a) Field modulation near material interfaces for a THz pulse propagating from low to high index (top) and high to low index (bottom). The leading lobe of the pulse will reflect and interfere with the tailing lobe, leading to field modulations within $\lambda/2n$ of the boundary. The dotted red lines indicate the incident field strength range, and interference modulates the incident field outside of this range. (b) Relative energy (left) and maximum field strengths of the positive and negative lobes of a pulse propagating from air to glass (low-to-high index) and then from glass to air (high-to-low index). The modulations of energy and field near the boundaries are in the highlighted yellow bands.

Figure 6.2. **Energy absorption and multiple-beam interference (MBI) in the sample region for varying sample thickness.** (a) Relative energy vs. propagation distance through a sample region modelled as pure water. Individual curves represent different sample thickness. Multiple beam interference in thin samples results in absorption that deviates from pure exponential decay. *Inset:* Pure exponential decay is observed in thick (1 mm) samples where MBI is negligible. The effective broadband field penetration depth in water is 75.3 μm. (b) The relative energies at the input and output face of the sample region as a function of sample thicknesses, and the absorbed dose. There is large variation of absorbed dose within typical cell sizes, and MBI effects induce further modulation for small thicknesses. (c) Isolated MBI energy modulation for varying sample thickness. These are the curves from (a) with the pure reference exponential subtracted. Modulations due to interference with the reflected waves in the sample region lead to an additional 5% – 10% energy modulation in the sample region. In (b) and (c), the gray shaded regions represent a typical range of animal cell diameters.

Figure 6.3. **Effect of sample thickness.** (a) For thick samples, the multiple reflections in the reflected and transmitted pulse trains are distinguishable in the acquired waveform, and time-gating in post processing isolates the interactions with individual material boundaries. (b) For thin samples, many internal reflections interfere that cannot be gated and isolated. These many internal reflections must therefore be theoretically incorporated for accurate modelling of interactions in optically thin materials.
Figure 6.4. **Transfer functions determined by accumulation of spatial phase factors and reflection/transmission coefficients.** As an incident field, \( E_0 \), propagates through layered media, it will accumulate phase and reflection/transmission coefficients according to Equations (6.7) and (6.8). These comprise the transfer function, TF, that maps the incident field to the simulated modulated field in each region. The TFs for the principal transmitted (TF\(^{(3)}\)) and reflected (TF\(^{(1)}\)) fields typically used for spectroscopy are shown at right for Regions 1 and 3, for which only the first few terms are typically needed (the spatial propagation terms (Equation (6.5)) are not included for clarity). For geometries with many optically thin materials, thousands or potentially millions of TF terms may be required for accurate simulation of field modulation over a reasonable interaction duration.

Figure 6.5. **Demonstration of complete spatiotemporal simulation of coherent field variation for a generalized spectroscopy geometry.** (a) A 350 \( \mu \)m thick dispersive sample (green) is sandwiched between two 1 mm thick fused quartz windows (blue), with air regions on each side (gray). Plots show the spatial field variation in all five regions before \( (t=-9.5 \text{ ps}) \) and after \( (t=+6.6 \text{ ps}) \) interaction with the sample, with pulse reflection origins labelled. (b) Temporal field variation at different points in space. Interfering waves lead to a complex predicted field distribution in the sample region at 0 ps, and echo recombinations from secondary reflections at 15 ps and 30 ps.

Figure 6.6. **Decision tree representations of multiple beam interference through layered materials.** Nodes represent interaction at a material interface, and bifurcations of each node represent the reflected and transmitted fractions of the field. Red indicates the incident field, grey indicates terminal regions. (a) In the case of \( N=3 \) materials, all bifurcations have a terminal node. There is only one traversal through the decision tree representing internal beam interference, and the system is analytically solvable as a Fabry-Perot (FP) cavity with a finite number of infinite geometric series. (b) Multiple beam interference for \( N=5 \) materials. For \( N>3 \) materials, there are an infinite number of traversals of the corresponding decision tree that cannot be modelled as a finite set of FP cavities, and so a different approach is required.

Figure 6.7. **Network step algorithm and pseudo-code for the recursion calculation that determines the set of all possible radiation paths from the decision tree model.** (a) Block diagram of the algorithm stepping rules that dictates how indices of a reflected \( (x \equiv r) \) or transmitted \( (x \equiv t) \) node is updated, and generally depends on wave direction (positive when \( i>j \), negative when \( i<j \)). Additionally, each step accrues a phase factor \( \exp(-\delta_i L_i) \) for propagation in the \( i^{th} \) region. This diagram forms a basis that can be used to recursively construct decision trees for propagation through an arbitrary set of materials. (b) Pseudocode
of recursive network determination. For a provided initial state array, \texttt{start}, the function \texttt{traverse\_decision\_tree()} generates two new tree branches according to the network stepping rules, and re-inserts the updated arrays as new inputs, which will each be updated again, etc. A given traversal is terminated when energy exits the system, or when a pre-defined cost function reaches a desired truncation threshold.

Figure 6.8. \textbf{Comparison of simulations to THz spectroscopy data.} (a) Comparison of simulated (dotted line) and measured (solid red line) THz pulses transmitted through 0.17 mm fused silica \((n=1.97)\), with the measured incident pulse in black. The transmitted pulses are offset by \(\Delta t = nd/c\) due to reduced wave speed in the quartz, \(v = c/n\). (b) The simulated power spectrum is in good agreement with measurement, with slight discrepancy at higher frequencies with reduced SNR. (c) Transmission profiles are the ratio of the transmitted spectrum to the reference spectrum. The time and frequency domain representations are in good agreement, and the oscillation in the transmission profile due to interfering reflections is recovered. The blue data shows results of a manual fit to transmission data for the proprietary Ibidi optical plastic substrate to determine effective material parameters.

Figure 6.9. \textbf{THz dosimetry simulation for exposure of cells through a 1 mm glass substrate, grown on a 0.17 mm fused silica coverslip, with aqueous media above.} (a) The THz field in space before interaction with the biological sample (green), modelled as 100 \(\mu m\) thick epithelial cells with data from [5]. Below is the total energy in space over the entire simulation duration \((T_W=30 \text{ ps})\), showing boundary modulations and THz energy decay. The zoomed sample region highlights the simulated energy in the sample region, compared to pure exponential decay (black dashed line) to highlight the effect of coherent field modulation due to optically thin samples in complex dielectric environments. (b) The THz energy (dashed line) and peak field strength (solid line) in the sample region during the interaction that begins at \(t=0\) ps.

Figure 6.10. \textbf{Scale comparison of 2D THz dose variation vs. human epithelial cell size.} A-431 epithelial keratinocytes overlaid on a measured THz focus dose distribution. For a realistic exposure, dose adjustments presented in this chapter are accurate for cells near the centre of the focus, but an additional dose factor must be applied to account for intensity variation towards the fringes of the 2D dose distribution, given by the colourbar values.

Figure 7.1. \textbf{Membrane-regulated Ras signaling activation and associated processes.} Adapted from [16, 18, 19]. (a) The epidermal layer of skin tissue is comprised of stratified layers of...
squamous epithelial keratinocytes (SC=stratum corneum, GL=granular layer, SL=squamous layer, BL=basal layer) latched to the basement membrane substrate for structural stability. Epidermal differentiation is partially regulated by the Ras signaling pathway, which is activated by a dimerized epidermal growth factor receptor (EGFR) binding to a growth factor ligand, inducing conformational change that provides binding sites for Ras activation via GTP binding. (b) Activated (GTP-bound) Ras regulates a diverse set of functions (green boxes) via binding to various downstream targets (circles). The canonical RAS-RAF-MEK-ERK axis (blue box) is one of the most well-characterized cellular differentiation and division pathways, and a popular target for anti-cancer therapy.

Figure 7.2. Waveform and spectrum for the highest intensity THz pulse for skin tissue exposures (2.4 μJ/pulse, 240 kV/cm, 74 MW/cm²). (a) THz pulse electric field waveform at the beam focus. Inset: Intensity profile at the beam focus. The cyan outline represents the 1/e² boundary – 1.5×2.6 mm². (b) Corresponding power spectrum of the THz pulse. The peak-power frequency is 0.6 THz and the bandwidth is 1.8 THz FWTM.

Figure 7.3. Measurement of global differential gene expression with cDNA microarrays. (a) Generalized steps in preparing the fluorescent DNA microarray. For illustration purposes, cells are shown with an artificially simplified genome – one chromatin fiber and 3 genes. Tissues are exposed to THz radiation, and altered gene expressions are activated to respond to the external stimulus. Messenger RNA (mRNA, i.e., gene transcripts) are extracted from the cells, labelled with a fluorescent molecule, and hybridized to an array of microbeads with probes that bind to all genes in the considered genome. A fluorescence image of the microbead array is acquired, and the intensity is related to the concentration of the corresponding mRNA transcript. Comparison of fluorescence signals between control and exposed populations is used to characterize the differential gene expression levels of the global genome. (b) A fluorescence image of a microbead array (vertical black bar) with ~47,000 human genome probes for transcript binding. The photo at top right shows a total of 36 microbead array (12 arrays each on 3 chips). Each gene is uniquely identified by its bead location, and the fluorescence intensity (see zoomed image) is related to the bound transcript concentration.

Figure 7.4. Signal Pathway Impact Analysis (SPIA) workflow for determining pathway-level dysregulation from gene-level expression measurements. (1) Measured global differential gene expression induced by intense THz pulses. (2) For each pathway, the KEGG database is used to filter the global data to include only the relevant genes. (3) Pathway topology information (node/edge interaction properties) is used to calculate the upstream accumulated
perturbation $A(g_i)$ for each gene, and is presented as a two-way plot (expression vs. perturbation). (4) The total accumulated perturbation $A_{tot} = \sum A(g_i)$ is determined (blue line) and compared to the simulated null distribution (black curve). If the accumulated perturbation is greater than the quantity corresponding to the pre-defined significance threshold determined from the null distribution (yellow circle), the calculated perturbation is considered statistically significant, and the pathway is predicted to be dysregulated by the relative magnitude $A_{tot}$. 170

Figure 7.5. **Intensity-dependent global differential gene expression induced by THz pulses in human skin tissue.** Dashed lines indicate conventional significance thresholds: $|\text{Log}_2(\text{Expression ratio})| > 0.58$ and $p < 0.05$. (a) Measured gene expression profiles for 5 THz pulse energies, showing intensity-dependent growth in expression magnitude and significance for THz-expressed genes. (b) Gene expression for the highest THz intensity. From 9311 total genes detectable in control tissues, conventional significance thresholds identify 1681 (1088 downregulated and 593 upregulated) significantly differentially expressed genes. 172

Figure 7.6. **Gene ontology (GO) terms significantly over-represented ($p < 0.01$) by THz-affected genes.** The odds-ratio (OR) is the magnitude of statistical over-representation of THz-affected genes compared to the total set of genes associated with each term, and the p-value (bars) is the associated statistical significance. 173

Figure 7.7. **THz-induced dysregulation to cancer-related signaling processes.** Dysregulation of 8 cancer-related signaling pathways, listed at left. The central bar plot shows the total accumulated perturbation ($A_{tot}$) as calculated by pathway perturbation analysis for each exposure condition. Associated p-values are shown at right, with points to the right of the shaded region indicating statistical significance ($p < 0.05$). 174

Figure 7.8. **Identification of the dominant transcript-level sources of pathway-level dysregulation by clustering the pathway edge matrix.** (a) Area plot indicating the number of genes involved in dysregulation of cancer-related signaling (88) relative to the total number of THz-affected (1681). (b) Venn diagram showing broad categorization of the 88 THz-affected cancer-related genes. The dysregulation if inflammatory processes is nearly entirely genomically distinct from the dysregulation to pro-mitotic pathways. (c) The pathway edge matrix, populated by the normalized number of edges extending from a node/gene (columns) in the corresponding pathway (rows). K-means clustering (dendrograms at top and right) identifies 42 THz-affected genes that predominantly drive cancer-associated signaling dysregulation (pink box). 176
Figure 8.1. **Structure and transport mechanisms of the plasma membrane (PM) in animal cells** [2]. The plasma membrane (PM, zoomed window) may be modelled as a fluid mosaic, a phospholipid bilayer embedded with biomolecules and peripheral/integral proteins that assist in regulating membrane function. The diagram outlines various membrane transport mechanisms that regulate biomolecular and ionic transport into or out of the cell.

Figure 8.2. **Mechanisms of field-induced permeabilization.** Adapted from [22]. (a) Mechanisms of membrane permeability changes induced by electric fields, with rows representing varying applied field strengths, indicated at right. For clarity, water is excluded from the membrane diagrams. (i) Electroporation: An applied field will induce water intrusion into the hydrophobic region of the bilayer, and lipids re-organize to form a meta-stable hydrophilic pore. (ii) Chemical alteration of membrane lipids, such as lipid peroxidation, that deform tails and increase bilayer permeability. (iii) Modulation of protein channel function. The open/close state of voltage-gated ion channels may be altered by an applied field. (b) Stages and timescales of electropore formation. The red curve indicates the applied step field, and the blue dashed curve indicates the induced change in TMV=ΔVm. Within 1 ps of an applied field, water molecules penetrate into the hydrophobic region and rotationally align with the applied field [36]. Within ~1 ns, these protrusions form a water bridge that guide phosphate head groups into the interior. Within 1 μs, the pore stabilizes, and continues to expand as long as the field is applied. For clarity, the lipid tail groups that form the membrane interior are excluded from the bottom diagram.

Figure 8.3. **Continuum model of membrane electroporation of a single cell.** (a) An external electric field is applied to the cell which is immersed in the extracellular dielectric medium (permittivity/conductivity εex/σex), and comprised of two dielectric regions: The membrane (εm/σm) and intracellular cytoplasm (εin/σin). Right: An equivalent circuit model for the electrical properties of the membrane, in terms of dielectric relaxation parameters discussed previously in this thesis (Chapter 2), adapted from [37]. (b) Examples of calculated membrane response (blue axes) for varying field inputs (red axes) for physiological (solid blue line) and low-conductivity (dotted blue line) extracellular environments, adapted from [38]. Potentials are for polar angle θ = 0°, and normalized to the cell radius R (see Equation (8.2)). (i) Extended pulses induce a saturation voltage of ΔVm/R=1.5. (ii) Pulses shorter than the membrane charging rise time will not reach the maximum potential. (iii) Trains of short pulses with sufficiently high duty cycles will accumulate potential in the membrane, then fluctuate about a stable average potential. (iv) Sinusoidal fields induce a potential that settles at a lagged sinusoidal potential variation.
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Figure 8.4. **Broadband and bandpass exposures of A431 monolayer cell cultures.** (a) Schematic of parameter variation for different regions of the cellular growth area. White squares indicate the microscope FOV at low magnification (10x), and red dots indicate the relative THz spot size. Sample fluorescence images of the DAPI channel are shown at right, with the broadband THz spot size indicated by the red circle. (b) EO-sampled THz pulses (vertically shifted as labelled for clarity) and power spectra. The energy transmittance for bandpass spectra are labelled in the spectra plot. *Inset:* Power spectra on a logarithmic scale.

Figure 8.5. **Effect of free-space intense THz pulses to membrane permeability in A-431 epithelial carcinoma cells 24 hours post-exposure.** (a) Negative and positive cell death controls showing significant increase of the ZombieGreen (ZG) viability probe for chemically permeabilized membranes at low (10x, top) and high (40x, bottom) magnification. (b) Fluorescence images of THz-exposed cells for varying exposure times (number of pulses). The number of ZG+ cells increase with exposure time, indicating compromised cellular membranes. (c) Relative fraction of ZG+ cells compared to the DAPI reference image, with error bars propagated from standard Poisson counting uncertainty ($N \pm \sqrt{N}$). (d) Microscopy of bandpass exposures. No increase of ZG+ cells was observed.

Figure 8.6. **Results of tip-enhanced THz exposures to membrane integrity in target RBL-2H3 cells.** (a) Control brightfield images show a low-confluency population for single-cell targeting. The images at center and bottom show fluorescence images for sham-exposed and positive death controls, respectively. The positive death control shows a positive PI signal indicating compromised membranes immediately following the addition of 1 mL of cold methanol. (b) A zoomed FOV showing the tip apex positioned at the target cell. At 8 minutes of THz exposure, a small PI+ signal in the target cell is observed. Within 2 minutes of this initiating event, a dramatic increase in PI is detected, indicating a compromised membrane in the target cell. (c) The average pixel intensity (mean±SD) of raw images in the ROI surrounding the tip apex (dotted circle in (b)) over the THz exposure duration. The onset of PI fluorescence in the target cell occurs within 2 minutes of initiation, with relatively little further change up to 10 minutes later.

Figure 8.7. **The cellular structure of skin tissue, and calcium-regulated gene expression of epidermal differentiation.** Skin is an organ comprised of epithelial epidermal and connective dermal tissues. The epidermis is comprised of four stratified layers: Basal layer (BL), spinous layer (SL), granular layer (GL), and the stratum corneum (SC). Snapshot in time of gene expression in the cellular layers during epidermal differentiation, adapted from [61, 62]. A calcium spike in the basal layer triggers a switch that expresses keratin 1 and 10 instead of...
keratin 5 and 14. A steep calcium gradient across the epidermis then regulates the sequential expression of genes that encode for structural proteins that provide mechanical stability of skin, as detailed in the text body.................................210

Figure 8.8. Intense THz pulses significantly downregulate membrane-related genes that regulate epidermal differentiation in human skin. Volcano plots display: (a) Significant downregulation of all gene families of Figure 8.7 involved in epidermal differentiation. (b) and genes that encode for membrane-bound cell-cell contacts (desmosomes, tight junctions, or adherens junctions). (c) Results of Gene Ontology analysis. There is significant over-representation of THz-downregulated genes in membrane-regulated biological processes and cellular structures. At right are examples of high-significance (top) vs. high odds-ratio (bottom) gene expressions that achieved significant over-representations within processes and structures that regulate epidermal differentiation. .................................................................212

Figure 9.1. Microtubule structure and fluorescence microscopy image. (a) Bound αβ-tubulin dimers comprise the hydrogen-bonded protofilaments [20]. 13 protofilaments laterally bind to form a hollow cylindrical polymer with a 25 nm diameter. (b) Fluorescence image of rhodamine-labelled polymerized microtubules. The average length is 10 μm..................221

Figure 9.2. THz source generation and exposure schematics. (a) The intense THz pulse source for tilted-pulse-front optical rectification in lithium niobate (LN, LiNbO3), using an 1800 mm-1 reflective diffraction grating (RDG) and a pair of 4f-imaging lenses (L1 and L2), as described in [32]. Cross-absent bandpass filters (BPF) are used to isolate individual frequency bands. The THz beam is focused to either the sample location (beam propagating in the +z direction out of the page), or to the EO sampling system (beam in the –x direction) with a rotating gold off-axis parabolic mirror (ROAPM). A fraction of the pump pulse energy from a beamsplitter (BS) is attenuated (AT) and propagated colinearly with the THz beam for EO sampling in gallium phosphide (GaP). (b) The ROAPM is set at 0° (+z, upwards) for through-substrate exposure of MTs in solution. The fluorescence excitation line is focused through the hole in the mirror and propagates to the sample colinearly with the focusing THz beam. The sample fluorescence emission is collected by long-working distance objectives, passed through a 578±16 nm bandpass filter, and analyzed in real-time with a CCD camera. For EO sampling, the ROAPM is set to 90° .................................................................224

Figure 9.3. Waveforms and spot areas for the intense THz pulse beam. (a) Broadband and bandpass EO sampled THz waveforms, shifted vertically as labelled for clarity. The peak
broadband field and pulse energy is 409 kV/cm and 1.2 μJ, respectively. (b) The corresponding power spectra and total energy transmission factors. (c) Pyroelectric camera image of the focused THz spot. Gaussian fits to horizontal (top) and vertical (left) line profiles define the $1/e^2$ broadband spot size as 1.5×1.5 mm². The contours (right) represent the $1/e^2$ boundaries corresponding to the labelled frequency bands. For diffraction limited broadband beams, individual frequency bands focus to different areas of space. Figure 9.4. **Real-time fluorescence images for real-time imaging of THz-exposed MTs.** At low concentration ($C_{\text{tub}}$, left), MTs are individually resolvable and are stabilized at ~10 μm in length. At high $C_{\text{tub}}$ (right), MTs form large aggregate structures and are not individually resolvable. Figure 9.5. **Broadband MT exposure results.** (a) High magnification (40x) fluorescence images of low tubulin concentration (0.25 mg/mL) show detailed structural disassembly to individual MTs. A single motion-tracked MT disassembling within 11 minutes of THz exposure. The ImageJ hill-shade algorithm is utilized to enhance edge contrast. (b) Low magnification (10x) images of high tubulin concentration (5 mg/mL) show large-scale disassembly of MT aggregate structures in a varying intensity distribution. The three sets of time-series images correspond to three 100×100 μm² regions indicated in the THz spot image (right), having approximate energy densities of 80, 50, and 30 μJ/cm². Greater disassembly is observed in the highest intensity central region. (c) High magnification (40x) and high tubulin concentration (5 mg/mL) show MT aggregates in a nearly uniform intensity FOV. Both time series are separate results with similar pulse energy (1.2 μJ) and peak field (409 kV/cm [top] and 400 kV/cm [bottom]). At larger THz energy and field strengths, significant MT disassembly is observed within 5 min. Red labels highlight regions of MT polymer breakage. Figure 9.6. **Fluorescence imaging of tip-enhanced MT exposures.** When the THz beam is off, the labelled MTs aggregate on the conductive tip. Within 1 minute of THz exposure, a dramatic ejection and disassembly of MTs (red circles) from the tip apex is observed. Figure 9.7. **Analysis and results of MT exposures with varying spectral content.** (a) An example image analysis of MT structural change. By converting quantitative fluorescence images (column 1) to a binary image with a common threshold (column 2), the disassembly of MTs over time may be quantified by the change of area fraction with rhodamine signal above a common intensity threshold. The area fractions are determined by algorithmic contours with the ImageJ plugin, “Analyze Particles”. The reduction of area fractions follow an exponential decay curve. (b) Fractional MT area calculated using the procedure in (a) for varying THz bands, with dashed curves representing exponential fits, and $\tau$ is the associated characteristic
time. Each dataset was normalized to the initial relative MT area. The exponential fit qualities ($R^2$) are 0.99, 0.96, and 0.92 for the broadband, 0.5 THz, and 1.5 THz fits, respectively. An equivalent analysis on unexposed MTs is included for reference. Top: The total pixel intensity of the raw images. The total rhodamine signal of all images does not degrade significantly (<5%) over the exposure duration, indicating the MT area fraction decay is not due to photobleaching. (c) The MT area fraction vs. total dose (J/cm$^2$), which corrects for differences in pulse energy and focused spot area (see Table 9.1). $D_x$ is the characteristic dose for the corresponding curve ($\exp(-D/D_x)$). The characteristic total dose for the low-frequency 0.5 THz band (1.4 J/cm$^2$) is significantly lower than both the broadband and high-frequency 1.5 THz band (13 J/cm$^2$ and 23 J/cm$^2$, respectively), indicating frequency-dependence of THz-induced MT disassembly, with greater disassembly induced by low-frequency THz energy (~0.5 THz).

Figure 9.8. **Intense THz pulses significantly downregulate several members of tubulin/MT gene families.** (a) Volcano plot showing differential expression of the tubulin superfamily and other microtubule-associated genes induced by intense THz pulses in human skin. Dashed lines indicate conventional thresholds of expression significance ($|\log_2(I/I_0)|>0.58$, $p<0.05$). Genes that encode for structural $\alpha/\beta$ tubulin (TUBA/TUBB) subunits are significantly downregulated. (b) Gene Ontology (GO) analysis of the global expression dataset identifies significant over-representation in eight cytoskeleton-related processes, components, and functions.

Figure 10.1. **Raster-scanning a gaussian THz spot uniform THz intensity/frequency distributions of arbitrary growth areas.** (a) 1D superposition of gaussian pulses with a step size of $\Delta x = 0.5$ mm, showing the creation of an approximately uniform energy distribution (black curve) from a raster-scanned THz pulse at dimensions suitable for large cell populations. (b) 2D superposition of Gaussian THz pulses showing uniform energy coverage of the desired geometry, and an enhanced intensity relative to single-spot exposures.

Figure A.1. **Plot legend to assist the following pathway discussions.** *Left:* A bar plot displaying the expression magnitude of genes within the considered pathway determined to be significantly differentially expressed by the highest THz intensity. In the top-right corner of each plot is the ratio of THz-affected genes to the total number of genes in the pathway. *Right:*
A two-way plot, displaying expression levels of all genes in the pathway, and the resulting accumulated perturbation assigned to each gene. Blue datapoints indicate genes that were affected by intense THz pulses and did not receive additional perturbation from upstream genes, but may contribute to downstream perturbation. Green points are genes that were not affected by THz, but were affected by upstream perturbations in the relevant network (but cannot cause further downstream perturbation). Red points are genes that were both expressed by THz exposure (and so may contribute to downstream perturbation) and were further affected by upstream perturbations in the associated gene interaction network.

Figure A.2. Transcript-level sources of THz-induced dysregulation to Cytokine-cytokine receptor interaction signaling.
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1 Introduction

1.1 Cancer in Canada

In 2019, there were 220,400 new cancer cases diagnosed in Canada, resulting in 82,100 deaths [1]. This is a five-year increase from 191,300 cases and 76,600 deaths reported in 2014, although encouragingly the mortality rate decreased by 2.7% [2]. The distribution of cancer incidence by sex and age is shown in Figure 1.1(a), and the deaths and mortality rate distributions are shown in Figure 1.1(b).

It is estimated that roughly half of Canadians will receive a cancer diagnosis in their lifetime, and overall, cancer is the leading cause of death in Canada (29.6%) [1, 3]. The five-year net survival ratio in 2019 for all cancers was 63% (although this varies significantly by cancer type), representing an encouraging increase from 55% reported in the early 1990s, corresponding to an estimated 126,043 cancer deaths avoided by improvements in cancer technologies and patient care in that time.

The best opportunity for a positive prognosis is by early detection of pre-metastatic, localized malignant cells that may be surgically removed. Unfortunately, symptoms of cancer often do not present until advanced stages when simple resection is no longer possible. In these situations, cancer may be treated with pharmacological or radiation therapy approaches with various mechanisms of therapeutic action.
1.2 Therapeutic approaches to cancer

1.2.1 The hallmarks of cancer

Cancer is fundamentally a disease of the genome that manifests as dysregulation of normal biological function in service of sustaining cancer's life and amplifying its spread [4, 5]. In *The Emperor of All Maladies*, Siddhartha Mukherjee writes [6]:

“Cancer, in short, was not merely genetic in its origin; it was genetic in its entirety. Abnormal genes governed all aspects of cancer’s behavior. Cascades of aberrant signals, originating in mutant genes, fanned out within the cancer cell, promoting survival, accelerating growth, enabling mobility, recruiting blood vessels, enhancing nourishment, drawing oxygen – sustaining cancer’s life.”

While this passage predates modern understandings of epigenetic considerations for cancer [7], these words are a direct reference to a set of well-known principles in cancer science, the original “Six Hallmarks of Cancer” proposed by Hanahan & Weinberg in 2000 that provided a categorical framework with which to understand the diverse and complex set of processes that contribute to the initiation and progression of cancer [8]. These six distinct capabilities that enable tumor growth and metastatic invasion are:

1. Sustaining proliferative signaling
2. Evading growth suppressors
3. Activating invasion and metastasis
4. Enabling replicative immortality
5. Inducing angiogenesis
6. Resisting cell death

In 2011, Hanahan & Weinberg appended two additional hallmarks [9]:

7. Dysregulating cellular energetics
8. Avoiding immune destruction

that account for modern understandings of cancer-enabling characteristics such as genomic instability and tumor-promoting inflammation.
Importantly, these eight hallmarks are not merely descriptive, but rather prescriptive avenues along which anti-cancer therapies may be formulated. Successful therapeutic approaches for cancer involve direct counter-action of the cancer hallmarks, and commonly aim to inhibit proliferative signaling [10, 11, 12], amplify growth suppressors [13, 14], inhibit invasion and metastasis [15, 16], disable replicative immortality [17, 18], modulate tumor vasculature and oxygenation [19, 20], or activate cell death in tumor tissue [21]. Recent research in novel approaches to cancer therapy additionally seek to control cellular energetics [22, 23, 24], or activate immune responses [25, 26].

Cancer may arise and be treated through one or several of these mechanisms. Further, tumor tissue may acquire resistance to the therapeutic environment, and therefore a combined, adaptive approach is often utilized to maximize therapeutic effectiveness. Classically, the two non-surgical options for cancer therapies are chemotherapy or radiation therapy.

1.3 Radiation in medicine

While “radiation” is a general physical phenomenon encompassing all forms of transverse or longitudinal wave/particle emission and propagation, in medical contexts “radiation therapy” is more commonly understood as the use of ionizing particles or waves to destroy cancer cells. The historical origins of medical physics as a scientific discipline may be traced to seventeenth century Italy [27], however the use of ionizing radiation for medical application originates with Wilhelm Röentgen’s discovery of X-rays in 1895, followed by Henri Becquerel’s discovery of radioactivity in 1896. X-ray imaging applications were reported by 1895 and therapy applications with radioactive isotopes by 1896 [28, 29], although the interaction mechanisms and health consequences of ionizing radiation would not be discovered for some time. Indeed, while radiation is a powerful tool for anti-cancer therapies, the International Agency for Research on Cancer (IARC) has identified all types of ionizing radiation (including UVA) as a Group 1 carcinogen [30], and so balancing the therapeutic benefit with the risk of secondary malignancies that arise from the primary treatment is an important consideration [31, 32, 33].

The therapeutic mechanism of ionizing radiation therapies is the activation of cell death or permanent cell cycle arrest (senescence) in target tumor tissue [34]. Radiation-induced cell death may occur through several mechanisms, but the two dominant modes are apoptosis or mitotic catastrophe [35]. Apoptosis is a programmed cell death in response to irreparable radiation-induced DNA damage [21]. Most malignancies have inhibited pro-apoptotic activity (Hallmark #6), for example via impaired p53 function, and may acquire resistance to apoptosis activation [34].
these cases, mitotic catastrophe, or cell death activated by aberrant mitosis leading to formation of non-viable cells, is the dominant mode of radiation-induced cell-killing leading to increased tumor control [36].

1.3.1 Modern radiation therapy

Radiation may be delivered externally (external beam radiation therapy, EBRT) or with radioactive sources placed in or near the malignant tissue (brachytherapy). Modern advancements have produced a wide variety of radiotherapy modalities that primarily aim to improve therapeutic effectiveness of tumor-killing (increase tumor control probability, TCP), while reducing the necessary dose to incidental normal tissue structures (decreasing the normal tissue complication probability, NTCP) by more precise targeting of the treatment volume [37]. These treatment protocols are additionally assisted by developments in related areas such as machine learning [38], optimized dose fractionation [39], or development of pharmacological radiosensitizers [40].

Intensity-modulated radiation therapy (IMRT) is a 3D conformal adaptive approach that modulates the treatment beam intensity or shape during patient exposure to conform the dose distribution to the target treatment volume [41]. Volumetric modulated arc therapy (VMAT) is a popular form of IMRT that modulates the radiation beam during continuous gantry rotation [42]. Adaptive treatment modalities may also be combined with image-guided radiation therapy (IGRT) technologies, such as kV/MV projection, cone-beam CT (CBCT), or magnetic resonance imaging (MRI) modules integrated into the therapy gantry that utilize real-time imaging of the treatment volume during treatment to modulate the IMRT parameters in response to patient or tumor motion [43, 44]. Stereotactic radiosurgery (SRS) and stereotactic body radiation therapy (SBRT) provide even more dramatic levels of dose escalation in precisely contoured treatment volumes with the goal of ablation of deep-seated tumors [45].

1.3.2 Other forms of medical radiation therapy

Ionizing radiation therapies may also be in the form of particle beams such as electrons, protons, ions, or neutron beam therapies with varying energy deposition characteristics as shown in Figure 1.2. These modalities may be utilized for specific applications [46]. Electrons are used for treating surface lesions that do not require large penetration depths. Proton or ion beams deposit their energy in a highly localized deep-seated location, or Bragg peak, and are used for tumors close to critical organ structures such as spinal or ocular malignancies to spare essential structures.
Figure 1.2. **Energy deposition characteristics (percent-depth dose (PDD) curves) in water for various forms of medical radiation.** 10×10 cm$^2$ fields, 100 cm SAD/SSD, adapted from [46, 47].

Photons of varying beam energies are used for deep tissue irradiation, and normal tissues are spared by using multiple beams from varying angles and tumor-conforming beam filtration, or by modern radiotherapy modalities such as intensity-modulated or image-guided radiotherapy (IMRT, IGRT). Electrons are useful for treating surface lesions, although the Bremsstrahlung tail will deposit some dose in deep tissue. Proton beams deposit the majority of the beam energy in deep tissue, and are used for localized treatments of tumors near critical organ structures such as the eye or spine.

### 1.3.2.1 Therapeutic mechanisms of non-ionizing radiation

Emerging modalities for cancer therapy using various interaction mechanisms of non-ionizing radiation are also being investigated, as tissue interaction characteristics may avoid negative consequences of other therapies such as drug toxicity or radiation carcinogenesis [48]. Hyperthermal or nanoparticle-assisted radiofrequency ablation (HRFA/NP-RFA) of tumor tissue has demonstrated improved clinical outcome as an adjuvant therapy [49]. Photodynamic therapy utilizes visible light (400 – 700 nm) to generate reactive oxygen species in excited photosensitizers placed in tumor tissue, and has been successful as a therapy for recurrent surface lesions for nearly 40 years [50]. Electroporation, the use of electric pulses to target tissue to increase cellular uptake of drugs or dyes, may be combined with chemotherapy or immunotherapy to enhance the cytotoxic effect and increase tumor control [51, 52]. Tumor Treating Fields (TTFs) are continuously-applied low-power RF fields (100 – 300 kHz) that disrupt mitotic activity via frequency-dependent field-enhancement in the geometry of a dividing cell that induces aberrant mitosis, and therefore preferentially targets mitotically-active tissue [53]. TTFs have been recently approved by the FDA for astrocytoma glioblastoma multiforme [48, 54], and has shown therapeutic effectiveness for lung cancer in clinical trials [55].
One of the most interesting frequency bands for potential clinical application is the terahertz (THz) band, due to the high prevalence of natural oscillatory modes at several scales of biological structure that couple strongly to external excitations at similar frequencies, as discussed in the next section. Recent advances have dramatically increased the generation capabilities of THz radiation, and these have spurred a resurgence of research interest in the investigation of biological systems with THz radiation in recent decades. Several technologies now exist for diagnostic clinical use, and observations of non-thermal modulation of biological function induced by THz exposure suggest potential therapeutic mechanisms that may be exploited for novel clinical application.

1.4 Terahertz radiation

1.4.1 Introduction to terahertz radiation

Terahertz (THz) radiation is a non-ionizing form of electromagnetic (EM) energy that occupies a broad band between 0.1 and 10 THz (3 – 300 cm⁻¹) at the interface of conventional microwave and infrared bands, as shown in the highlighted region of Figure 1.3. In the literature and media, “THz radiation” has also been popularly referred to as “sub-millimetre waves”, “far infrared”, “Tremendously High Frequency (THF)”, or “T-Rays”.

THz frequencies coincide with natural oscillatory dynamics of many physical phenomena, such as the rotational modes of gas molecules, low-frequency vibrational modes in solid molecules, and the vibrational/rotational modes of hydrogen bond networks [56, 57]. Additionally, vibrational dynamics of important biomolecules (e.g., all proteins, RNA/DNA, and membrane structures) occur on picosecond timescales, and therefore correspond to natural THz dynamics that may be externally coupled via EM THz excitation. The coupling to these modes suggests that THz radiation may be used as a sensitive modality to probe or excite natural dynamic behaviour in biological systems of interest. Further, intense pulses of THz radiation with high peak electric fields may non-thermally dysregulate the structural dynamics of biomolecules or cellular structures such that the associated biological function is compromised, and induce biological effects via an interaction mechanism that is unique to the THz band.
1.4.2 The “terahertz gap”

Non-ionizing radiation is typically classified by two distinct regimes of the EM spectrum [58]. Low frequencies (i.e., RF, microwave, $f<100$ GHz) are the electronic regime, as the associated physics is fundamentally based on charge carrier transport (e.g., circuits, amplifiers, antennae, etc.). High frequencies (i.e., infrared, visible, $f>10$ THz) are the photonic regime, which is understood by absorption and emission of photons due to discrete energy transitions in materials (e.g., lasers or semiconductors). In 1897, around the same time that ionizing radiation was first being applied for diagnostic and therapeutic purpose, Rubens & Nichols first acknowledged [59]:

“Since we have become accustomed to think of waves of electrical energy and light waves as forming component parts of a common spectrum, the attempt has often been made to extend our knowledge over the wide region which has separated the two phenomena, and to bring them closer together, either by cutting down the wave length of electric oscillations...or by the discovery and measurement of longer heat waves.”
This band at the interface between electronic and photonic regimes came to be known as the “terahertz gap”, due to the difficulties in generating and detecting THz waves by conventional methods and the lack of available technologies that operate in this intermediate range [60]. For this reason, progress in radiation research in the THz band relative to other EM bands has been hindered, particularly for research in biological systems, which require relatively high powers to penetrate and propagate in high-attenuation aqueous environments. Research and innovations over recent decades have bridged the THz gap, and today efficient sources and detectors for THz waves have been achieved from both the electronic and photonic sides of the THz band [61, 62, 63].

1.4.3 Growth of terahertz research

Representation of THz fields in research publications has increased significantly in recent decades. From 1993 – 2013, the number of research articles that relate to terahertz fields has increased exponentially with a doubling time ($\tau$) of 3.8 years ($R^2=0.98$) [64]. For a breakdown by sub-discipline, the Web of Science 2018 database was queried with field-specific keywords selected from reference [65], and the publication numbers from 1992 to 2018 were tabulated and fit to an exponential growth model. As shown in Table 1.1, these THz research fields fit reasonably well to this model, with the exception of defense (which may not be readily available from the searched database). THz-biomedical research is the smallest but fastest growing publication field ($\tau=2.9$ yrs), followed by research in source technology ($\tau=3.2$ yrs) and spectroscopy ($\tau=3.4$ yrs) [64]. For relative context, similar data of articles related to sub-disciplines in Medical Physics are shown (radiation therapy, nuclear medicine, magnetic resonance imaging, and magnetic resonance spectroscopy), which show slower but more stable growth of a much larger volume of work in the same time frame.
Table 1.1. Publication rates by field search term (Web of Science 2018).

<table>
<thead>
<tr>
<th>Field search term</th>
<th>Total Publications</th>
<th>Publication Doubling Time $\tau$ (yrs)</th>
<th>Exponential fit quality $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Terahertz-related fields</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biomedical*</td>
<td>816</td>
<td>2.9</td>
<td>0.89</td>
</tr>
<tr>
<td>THz sources/detectors</td>
<td>1248</td>
<td>3.2</td>
<td>0.89</td>
</tr>
<tr>
<td>THz spectroscopy</td>
<td>3328</td>
<td>3.4</td>
<td>0.92</td>
</tr>
<tr>
<td>Communications</td>
<td>1889</td>
<td>3.5</td>
<td>0.97</td>
</tr>
<tr>
<td>Material science</td>
<td>6131</td>
<td>3.5</td>
<td>0.96</td>
</tr>
<tr>
<td>Terahertz*</td>
<td>7465</td>
<td>3.8</td>
<td>0.98</td>
</tr>
<tr>
<td>Space</td>
<td>2085</td>
<td>5.5</td>
<td>0.95</td>
</tr>
<tr>
<td>Defense/security</td>
<td>816</td>
<td>N/A</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Medical Physics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnetic resonance imaging</td>
<td>207711</td>
<td>8.5</td>
<td>0.99</td>
</tr>
<tr>
<td>Radiation therapy</td>
<td>107550</td>
<td>9.3</td>
<td>0.99</td>
</tr>
<tr>
<td>Nuclear medicine</td>
<td>14097</td>
<td>13.1</td>
<td>0.94</td>
</tr>
<tr>
<td>Magnetic resonance spectroscopy</td>
<td>40436</td>
<td>15.6</td>
<td>0.98</td>
</tr>
</tbody>
</table>

*=data from [64].

1.4.4 Non-biomedical terahertz applications

1.4.4.1 Material science and spectroscopy

As THz waves are non-ionizing, they may be used to non-destructively probe or modulate natural dynamics in systems of interest that occur on ultrafast timescales, such as photoexcited charge carrier dynamics in semiconductors [66] or natural vibrational or rotational dynamics in molecular structures [67]. Recent studies characterizing semiconductor surfaces utilizing THz-driven scanning tunneling microscopy (TD-STM) show that coupling the THz pulse to a sharp conductive tip leads to very large local THz field enhancement, and is capable of measuring electron tunneling dynamics and material conductivities on sub-picosecond timescales with atomic resolution [68].

1.4.4.2 Astronomy and space physics

Space is a highly active environment of THz radiation interactions: Roughly half of the energy radiated since the Big Bang has been absorbed by dust and re-emitted between 0.6 – 5 THz [69], and the cosmic microwave background spectrum is peaked at 0.16 THz [70, 71]. THz technologies are particularly well-suited for space and astronomy research due to the absence of attenuation and dispersion in vacuum [72]. The Herschel Space Observatory, a cosmic spectrometer that covers the
0.5 – 5 THz band [73], was formally proposed to the European Space Agency in 1982, construction commenced in 2001, and was launched in 2009 [72]. Herschel completed its mission in 2013, and data collected have been reported in hundreds of research publications that have significantly advanced knowledge on star formation, galaxy evolution, and water distribution in the Milky Way [69].

1.4.4.3 Communications

As demands for higher data rates and larger bandwidths for communication systems increase, accelerating data transfer will demand technologies that operate in the THz band (>100 Gbit/s) [74]. Several suitable atmospheric windows have been identified and may be utilized for next-generation short-range high-speed wireless communication [75, 76]. For wired connections (e.g., fiber-optic or passive optical networks), expansion into THz data-transfer addresses a current technological bottle-neck and may provide real-time tele-conferencing with virtually no delay.

1.4.4.4 Defense and security

As THz waves transmit easily through most non-metallic and non-polar materials (plastics, ceramics, textiles), but are reflected and absorbed by skin, THz reflectance imaging is well-suited for detection of concealed objects [77, 78]. Further, dangerous or volatile materials such as explosives, illicit drugs, or chemical/biological agents often have quantifiable features in their THz dielectric spectrum that may be uniquely chemically identified and distinguished from non-hazardous items [79]. While Table 1.1 suggests that security is a relatively small THz specialization, it is also one of the most recognized in terms of commercial use, most popularly in airport scanners [78].

1.4.5 Biomedical applications of terahertz radiation

There are several motivating reasons for investigating biological interactions and medical capabilities of THz radiation [56, 64, 80]. THz photons are non-ionizing (E~4 meV) with no risk of tissue damage at sufficiently low power. For diagnostic spectroscopy or imaging applications, coherent time-gated pulse detection provides very low noise levels and thus high SNR, and the strong absorption of THz radiation in aqueous environments results in highly localized interaction in the target tissue with very low scatter. Further, quantitative dielectric properties of the reflected
structures are encoded in the spectra of coherent time-domain waveforms, as outlined in Figure 1.4. Since these quantities often differ between diseased and healthy tissue, THz diagnostic probes often have inherent contrast without the need for additional contrast agents, allowing for quantitative diagnosis based on known dielectric properties of tissues of varying pathology. The interaction mechanisms between THz radiation and biological systems are discussed in more detail in the next chapter.

Advances in THz technologies have led to the development of clinical tools for diagnostic medical applications such as THz Pulsed Spectroscopy [81, 82, 83] and THz Pulsed Imaging [84, 85, 86, 87, 88, 89], for which the contrast mechanism is predominantly differential water content, cell density, and protein concentration [80, 90]. THz imaging for medical application has excellent soft tissue contrast, high SNR (~10³ – 10⁵), reasonable resolution (~0.1 – 1 mm features), and is often capable of diagnostic contrast between healthy and diseased (e.g., tumor) tissue, as well as discrimination between tumor sub-types [91]. Overviews of diagnostic THz applications over recent years are reviewed in references [56, 67, 80, 84, 92, 93, 94, 95].

1.4.5.1 Diagnosis of cancer

THz diagnostic technologies are capable of early detection of skin cancer, and have also been used as an intra-operative imaging tool during breast cancer surgery [81, 86]. Recent studies characterizing the current diagnostic capability of THz imaging indicate comparable or improved diagnostic capabilities relative to other emerging or conventional modalities [86, 96, 97, 98, 99, 100]. Table 1.2 summarizes ROC analysis results (sensitivities and specificities as calculated from diagnostic true-/false-positive ratios) that highlight the diagnostic capability of modern THz imaging technologies for three cancer types reported in the literature.

![Table 1.2. Sensitivity and specificity by cancer type with THz medical imaging](image-url)

<table>
<thead>
<tr>
<th>Cancer Type</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast</td>
<td>87 – 96</td>
<td>87 – 96</td>
<td>[86, 96, 97]</td>
</tr>
<tr>
<td>Colon</td>
<td>90 – 100</td>
<td>86 – 90</td>
<td>[98]</td>
</tr>
<tr>
<td>Gastric</td>
<td>96</td>
<td>84</td>
<td>[99]</td>
</tr>
</tbody>
</table>
Figure 1.4. **Principle of THz reflection spectroscopy and imaging for diagnosis of diseased tissue.** Adapted from [84]. (a) Schematic of THz pulsed imaging acquisition. A femtosecond infrared laser source (800 nm) generates and coherently detects THz pulses via photoconductive switching on a semiconductor substrate [62]. THz pulses are transmitted through a quartz window on the scan probe face. (b) The THz pulses are raster-scanned across the imaging area, and reflected pulses for each pixel are detected in the time domain via electro-optic sampling. The Fourier transform provides the amplitude and phase information in the measured pulses, which may be utilized to determine dielectric properties of the scanned tissue. There are often quantitative differences in dielectric properties (e.g., the refractive index, left) between diseased and normal tissue that provide diagnostic contrast without the need for additional contrast agents. Alternatively, the dielectric data may be converted into a spatial representation for qualitative or quantitative THz imaging that provides high-contrast delineation of tumor margins.
1.4.5.2 Tissue-water sensing for diagnosis and staging of wounds, burns, ocular disease, or diabetes

Comparative studies tracking tissue water content (TWC) show that the THz reflection signal is linear with TWC concentration levels, and this correlation may be exploited as a quantitative metric for burn degree stage [89, 101, 102, 103], tissue damage status [104], or stage of wound healing [105].

THz sensing is also promising in ophthalmology due to sensitivity to corneal hydration levels [106]. This is an important diagnostic metric in characterizing several forms of ocular disease, such as corneal edema that may indicate underlying pathology. THz reflectivity measurements of corneal tissue are highly sensitive to small changes in hydration and may be applied in a clinical workflow for diagnosing corneal dystrophy, graft rejection, or refractive surgery staging.

THz imaging has also found niche application for non-invasive early diagnosis of diabetes by monitoring TWC of patient extremities [107]. Hernandez-Cardoso et al. have developed a THz imaging chamber that scans the sole of the foot of a seated patient through floor windows, and predicts the prevalence of diabetic foot syndrome by relative hydration levels [107]. Preliminary results suggest that THz characterization of extremity hydration may be utilized for early identification of potentially severe symptoms of advanced diabetes.

1.4.6 Challenges and limitations

The principal challenge in applying THz radiation to biological systems is the high absorption and dispersion of THz energy in aqueous environments. Figure 1.5 shows the refractive index and absorption coefficient as a function of THz frequency in liquid water, which are similar to measured values in biological media. Absorption and penetration (the depth at which energy falls to $1/e$) at 1 THz are about 230 cm$^{-1}$ and 43 μm, respectively. Therefore, applications are currently limited to those in which THz energy can be directly delivered, such as skin exposure, endoscopy, or during surgery [84]. Intense THz pulses with sufficiently low duty cycles and high peak intensities ($\sim$MW/cm$^2$) can deliver appreciable energy to deeper regions, while maintaining low average intensities ($\sim$mW/cm$^2$) to minimize heating. It is important to note that these categories of “high and low” intensity are relative terms based on the possibility of inducing non-thermal biological effects in a given bio-system under study. The various types of THz sources, their exposure parameter ranges, and the biological effects that they have been observed to induce, are reviewed in Chapter 5, Section 5.2.
An additional limitation is the typical cost of commercial laser systems and THz source components for biomedical applications, ranging from $50,000 to $350,000, which may be above the typical price-point for technologies within the fields of immediate application.

![Figure 1.5: Refractive index and absorption coefficient for liquid water in the THz band (0.1–10 THz). Data were collected by Fourier transform spectroscopy, from [108].](image)

(a) Water is highly dispersive. Low THz frequencies see a high index in liquid water, and therefore travel slower relative to high frequencies (ν = c/n). (b) Water is highly absorptive, particularly for higher frequencies. At 1 THz, the absorption is 230 cm⁻¹, and has a corresponding characteristic penetration depth of δ=43 μm.

### 1.4.7 Biological effects, safety considerations, and potential therapeutic applications

Terahertz energy is absorbed strongly by tissue, and may induce biological effects by either thermal or non-thermal mechanisms. Continuous-wave (CW) THz beams, or pulsed beams with high duty cycles, induce significant heating in biological tissue characterized by the specific-absorption-rate (SAR) or average power density (i.e., intensity). However, Echchgadda et al. have shown that the response of cells heated by a CW THz beam relative to equivalent bulk-heated controls induced significantly different biological responses [109]. Moreover, heating cells with temperature-matched CW THz beams at different frequencies (1.4 THz, 2.52 THz, 3.11 THz) also induced differential biological responses, corroborating the hypothesized interaction mechanism of external EM energy coupling to natural oscillatory dynamics of biological systems, which is expected to be frequency-dependent [110]. While non-thermal interaction mechanisms of THz exposure are recognized by the International Committee for Non-ionizing Radiation Protection (ICNRP), the recommended safe exposure levels of THz radiation are extrapolated from thermal effects of microwaves [111]. However, several investigations, including collaborative global initiatives, have shown significant biological effects induced at absorbed power levels well below existing recommended levels, such as increased membrane permeability affecting signaling activity...
in neurons, and several other indications of potentially significant biological effects [112, 113]. Further, recent investigations have established that single-cycle, picosecond duration THz pulses with high peak electric fields (\(>500 \text{ kV/cm}\)) may induce dramatic modulation of biological function that is not explained by the estimated or measured temperature increase [114]. Various methods of characterizing the temperature rise induced by THz beams are detailed in Chapters 7 – 9.

Importantly, recent discoveries suggest several potential avenues for therapeutic application of THz radiation, such as inhibition of pro-mitotic signaling (Chapter 7) or disassembly of pro-mitotic structures (Chapter 9). Currently approved cancer therapies involve inhibition of proteins that are responsible for uncontrolled cell proliferation, or driving metastatic cells towards the apoptotic phenotype (e.g., by irreparably damaging DNA). However, many of these therapies include significant side effects, such as the absorption of ionizing radiation or systemic activity of anti-mitotic drugs in otherwise healthy tissue. Due to high absorption and very low scatter, non-ionizing THz exposures have a very high degree of conformality to the target region. Additionally, since applications are limited to areas of direct radiation delivery (skin, oral, endoscopic, intra-operative, etc.), exposure to normal tissue is minimal. Thus, THz exposures may be less susceptible to the disadvantages of current therapies. If a significant and predictable response can be shown to be therapeutically effective, it may offer a viable alternative for some cancers in the future.

1.5 Thesis statement and outline

1.5.1 Thesis statement

Natural oscillatory dynamics of important biomolecules occupy a wide band of THz frequencies (0.1 – 10 THz). Since structural dynamics are explicitly associated with biomolecular function, it is hypothesized that external excitation with EM energy at similar frequencies will couple to these dynamics, and sufficient field strength or pulse intensity may non-thermally dysregulate the structural dynamics to the point of affecting the associated function.

To investigate this hypothesis, two broad projects were pursued:

1. Design, construction, and characterization of a source of intense terahertz pulses dedicated to exposure and analysis of biological samples.
2. Performing THz exposures of protein complexes, cells, and skin tissue, and monitoring for structural or functional change induced by intense THz pulses.
This thesis reports investigations into the biological effects of intense THz pulses at three levels of biological organization highlighted in Table 1.3.

Table 1.3. **Structural hierarchy of biological systems.** Functions of lower-level systems regulate processes observed in higher-level systems. This thesis reports direct investigation of the highlighted scales.

<table>
<thead>
<tr>
<th>Large/complex</th>
<th>Organism</th>
<th>Human, dog, insect, fish, etc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organ system</td>
<td>Integumentary, skeletal, circulatory, nervous, respiratory, endocrine, lymphatic, excretory, reproductive, digestive, muscular</td>
<td></td>
</tr>
<tr>
<td>Organs</td>
<td>Brain, heart, lungs, skin, etc. (&gt;79 total)</td>
<td></td>
</tr>
<tr>
<td>Tissues</td>
<td>Epithelial, connective, nervous, muscular</td>
<td></td>
</tr>
<tr>
<td>Cells</td>
<td>Fibroblast, keratinocyte, neuron, myocyte, etc. (~200 distinct types)</td>
<td></td>
</tr>
<tr>
<td>Molecules</td>
<td>Proteins, membranes, DNA, microtubules, etc.</td>
<td></td>
</tr>
<tr>
<td>Atoms/ions</td>
<td>Fundamental elements, charge carriers, messenger particles</td>
<td></td>
</tr>
</tbody>
</table>

### 1.5.2 Outline

This introductory chapter began with recent statistics on the current state of cancer incidence and mortality in Canada, showing promising progress in recent years, but also highlighting the significant burden cancer continues to impose on Canadian and global health that motivate the continual search for novel diagnostic or therapeutic approaches to identify and treat cancer. General medical therapeutic approaches to cancer were described, including the role of ionizing radiation in modern cancer therapy. Background on THz radiation and its industrial and clinical applications were introduced. Current and future biomedical applications (including its potential role in cancer treatment) motivate our investigations of THz-induced biological effects.

Chapter 2 discusses THz dynamics in biological systems and theoretical interaction mechanisms of THz radiation that motivate the primary hypothesis: Intense THz pulses may non-thermally dysregulate biological function via coupling to natural oscillatory dynamics of important structures. Three mathematical models are outlined that characterize THz interactions from dielectric, energetic, and mechanical perspectives, and all posit significant modulations to biological structure or function via non-thermal interaction mechanisms. A review of biological effects induced by THz radiation reported in the literature is also presented.
Chapters 3 and 4 describe the theory, design, construction, and characterization of the THz radiation source used for biological exposures. Chapter 3 introduces the theory of nonlinear optics relevant to laser-based generation of intense THz pulses, and describes the operation principles of the laser systems and THz source. Chapter 4 provides a comprehensive guide for measuring THz pulse parameters and beam characteristics for accurate determination of THz exposure conditions. An explicit spectral decomposition of the broadband THz beam using bandpass filters provides a detailed analysis of the frequency distribution in space and time, and time-domain analysis of a focusing beam characterizes field changes that arise due to geometrical phase modulations.

Chapter 5 describes the integration of the THz source into the larger system dedicated for exposure and analysis of a variety of biological systems. This includes the design and construction of an environmentally-controlled sample holder, characterization of apposite substrates suitable for both sample growth and THz transmission, and real-time analysis of biological structure or function (light microscopy, fluorescence microscopy, or spectroscopy). Modification to the THz exposure system for normal-incidence THz reflection spectroscopy of biological samples is also presented.

Chapter 6 presents a theoretical formalism for coherent THz pulse simulation for dosimetry in common biological exposure configurations, and is the bridge between the constructed THz bio-exposure system described in the previous chapters to the biological exposure studies reported in the following chapters. A dose model inspired by coherent dielectric spectroscopy theory is presented, and limitations of standard THz bio-exposure geometries motivate a theory that accounts for coherent characterization in many optically thin samples that is not well-characterized by existing methods. A novel, quasi-analytic method of constructing a transfer function that characterizes the field dynamics and energy deposition in space and time is utilized to determine significant dose variations in THz exposures depending on the chosen exposure geometry. These results may then be applied to adjust dosimetric parameters reported in the exposure studies.

Chapters 7, 8, and 9 discuss experiments investigating the biological effects of intense THz pulses at the three scales of biological organization highlighted in Table 1.3. Experiments at the tissue level are the focus of Chapter 7. Bioinformatics analyses are applied to global gene expression profiles to predict the biological processes expected to be dysregulated by THz exposure, and gene-level sources of THz-induced signaling dysregulation are identified. From these data, intense THz pulses are predicted to inhibit proliferative signaling pathways in skin by direct downregulation of proto-oncogene transcripts. Chapter 8 discusses experiments at the cellular level, including THz-induced permeabilization of the plasma membrane in human and rat cell lines as detected by high-resolution and real-time fluorescence microscopy. Chapter 9 discusses the
molecular level, and describes observations of THz-induced disassembly of microtubules, a filamentous protein complex essential in mitosis, and a common target of conventional cancer therapies. These results are presented in the context of potential therapeutic mechanisms for clinical applications of intense THz pulses.

Finally, the appendix provides additional details on calculations, analyses, or discussions that were not included in the main text.

1.6 References


2 Terahertz dynamics and interaction mechanisms in biological systems

“...living matter, while not eluding the ‘laws of physics’, ...is likely to involve ‘other laws of physics’ hitherto unknown, ... [which] will form just as integral a part of science as the former.”

– Erwin Schrödinger, in “What is Life?” (1944)

2.1 Introduction

The relatively recent availability of terahertz (THz) source and detector technologies that have bridged the “terahertz gap” has initiated a resurgence of research interest into the potential biological effects of THz radiation. In this chapter, interaction mechanisms between THz radiation and biological systems are discussed. These mechanisms elucidate why THz probes provide unique structural and chemical information for diagnostic applications, but additionally imply that intense THz radiation may induce biological effects. First, the history of research interest in THz dynamics in biological systems is presented, including a description of the ultrafast dynamics of biomolecules that may couple to external energy excitations at similar frequencies. Next, a selection of three physical models characterizing the nature of THz-biology interactions from dielectric, energetic, and mechanical perspectives are presented that highlight the response of complex biological systems to applied THz fields, and directly motivate the hypothesis that intense THz pulses may non-thermally dysregulate important biological processes. Finally, the biological effects of THz exposure reported in the literature are reviewed and discussed in the context of potential therapeutic mechanisms and clinical application of THz radiation.

2.2 Terahertz biology

2.2.1 History and development

In 1938, Herbert Fröhlich, a theoretical physicist by training but genuine polymath, learned that the potential across an active cell membrane (~100 mV across ~10 nm) corresponds to a very large electric field that would lead to dielectric breakdown in most non-biological material, and so surmised the existence of some unknown dielectric property exploited by biological systems [1]. A
back-of-the-envelope calculation\(^1\) estimated that the natural oscillations corresponding to this field occur between 0.1 – 1 THz, and these dynamics may be important in regulating cellular function. At the time, efficient sources of radiation to probe these dynamics in the THz gap were not available, and the problem was not revisited until the late 1960s.

The first experiment on the biological effects of THz radiation was performed by Webb and Dodd at the University of Saskatchewan in 1968 [2, 3]. While irradiating *E. coli* cells using a microwave spectrometer operating at 136 GHz (0.136 THz), they noticed inhibited mitotic activity that was not explained by the estimated heating. Around the same time, Fröhlich was developing a model of nonlinear energy transfer in biological systems that may explain the coherent behaviour observed in complex macromolecules like proteins – this model is outlined in Section 2.3.2 [4]. Fröhlich later collaborated with Webb to validate this model in *E. coli* cells [5]. Today, modern understandings of structural dynamics in biological systems that occur on femtosecond-picosecond (i.e., “ultrafast”) timescales provide a framework with which to understand fundamental THz interactions in biological systems that assist in explaining these intriguing observations.

### 2.2.2 Ultrafast dynamics in biological systems

Figure 2.1 shows a selection of timescales associated with common processes that occur in physical and biological systems [6]. These natural oscillatory dynamics are fundamentally electromagnetic (EM) in nature, and may therefore be coupled to external EM excitations at similar frequencies. The explicit connection between structural dynamics and regulatory function in biomolecules has been recognized for decades [7, 8, 9]. Moreover, the knowledge that biomolecular vibrations and rotations occur on picosecond timescales has been similarly established [10], and together these set the stage for the key hypothesis advanced in this thesis: External excitation of THz radiation with sufficient intensity may couple to natural oscillatory dynamics of important biological structures and dysregulate structural dynamics such that the associated function is affected.

---

\(^1\) This order-of-magnitude estimate is from the speed of longitudinal membrane oscillations: \(v = (\lambda/2) \cdot f\), where wave speed in a lipid bilayer is \(v \sim 10^5 – 10^6\) cm/s and the fundamental mode wavelength \(\lambda\) is twice the membrane thickness \((d \sim 10\text{ nm})\). This was the initial impetus behind Fröhlich’s investigations of THz dynamics in biological systems, and his later model of nonlinear energy transfer.
Figure 2.1. **Ultrafast processes in physical and biological systems.** Adapted from [6, 11, 12]. At top is a representative example of an energy landscape along a coordinate that characterizes the molecule’s conformational state (the “reaction coordinate” $X$). The fast dynamics associated with bond rotation and vibration may oscillate between microstates due to relatively low energy barriers in the highly frustrated ranges close to the ground state energy $\Delta E_G$. Slower, larger-amplitude transport dynamics that occur on ~ns timescales may require larger energies but do not result in a large-scale conformational change ($A \rightarrow A$ or $B \rightarrow B$). Energy transition events that correspond to conformation state change ($A \rightarrow B$, e.g., folding protein) require larger activation energies and occur on slower timescales ($\mu$s – ms).

The femtosecond/picosecond ranges of Figure 2.1 are the “ultrafast” regime, and in biological systems correspond to a highly frustrated region in typical energy landscapes [6, 13]. In physiological environments, biomolecules will rapidly transition between low-energy-cost barriers, which manifests as vibration or rotation on picosecond timescales and thus corresponds to natural oscillatory dynamics at THz frequencies. In principle, these oscillations may be externally coupled via EM excitation at similar frequencies.
The formation, rotation, and vibration of intermolecular hydrogen bond (H-bond) networks occupy a wide band of THz frequencies [14, 15]. H-bonds are ubiquitous in biological systems: All biomolecular interactions occur in a water environment, and water often takes an active regulatory role in mediating these interactions (e.g., lowering the energy barrier to facilitate ligand-binding) [16, 17]. All proteins are comprised of secondary structures, either alpha-helices or beta-sheets, and these are stabilized by H-bonds between adjacent residues [18]. Further, proteins undergo folding into a functional conformational state, and these folding dynamics are predominantly dictated by H-bonding with the surrounding water environment [19].

The low-frequency vibrational dynamics of amino acids, peptides, and proteins have been measured across the THz band [9, 20, 21, 22, 23], and these oscillatory dynamics are thought to be dominant factors that influence biomolecular reaction and transport efficiencies [24]. In the DNA molecule, H-bonds between neighbouring base pairs stabilize the DNA molecule in its double-helix configuration [25]. In spectroscopy studies of both proteins and nucleic acids, narrow THz absorption bands characteristic of resonant interaction are observed in lyophilized (dried) systems [26, 27].

Simulation work provides further insight into the structural properties that influence the measured THz spectra [28, 29]. THz dynamics correspond to the low-frequency motion of the global atomic population, and its interaction with the surrounding molecular environment. Spectral signatures are predominantly influenced by intermolecular dynamics (e.g., H-bond between neighbouring molecules), and these are only predictable when H-bonding with an external water environment is properly accounted for.

2.3 Mathematical models of terahertz dynamics and interactions in biological systems

Three selected formalisms of THz dynamics in biological systems are now presented from a dielectric, energetic, and mechanical perspective. These models posit significant modulations to biological systems via non-thermal mechanisms that may in turn dysregulate biological functions that rely on properly-regulated structural dynamics.
2.3.1 Dielectric model of terahertz field exposure

Linear dielectric analysis describes the response of materials in an external electric field $\vec{E}(t)$ for the RF, microwave, and THz bands. The precise nature of response is dictated by the complex dielectric function $\tilde{\epsilon}(\omega)$ that characterizes an induced displacement field, $\vec{D}$,

$$\vec{D} = \epsilon \vec{E} = \tilde{\epsilon}(\omega)\epsilon_0 \vec{E}$$  \hspace{1cm} (2.1)

where $\epsilon_0 = 8.85 \times 10^{-12} \text{ F/m}$ is the vacuum permittivity, $\omega = 2\pi f$ is the angular frequency, and $\tilde{\epsilon} = \epsilon_1 - i\epsilon_2$ is the complex permittivity function related to the complex conductivity $\tilde{\sigma} = \sigma_1 + i\sigma_2$ as

$$\tilde{\epsilon}(\omega) = 1 + i \frac{\tilde{\sigma}}{\epsilon_0 \omega}$$

$$\epsilon_1(\omega) = 1 - \frac{\sigma_2}{\epsilon_0 \omega}$$  \hspace{1cm} (2.2)

$$\epsilon_2(\omega) = \frac{\sigma_1}{\epsilon_0 \omega}.$$

In dielectric spectroscopy, biological tissue may be modeled as inhomogenous, anisotropic, polydomain, dispersive solutions [30, 31]. Their spectra are generally characterized by a superposition of three sigmoidal transition bands labelled $\alpha$, $\beta$, and $\gamma$ as in Figure 2.2, representing polarization relaxations each with an associated time constant $\tau$ [32]. For tissues, $\tilde{\epsilon}(\omega)$ may be modelled by a summation of Debye dispersions with a static conductivity component ($\sigma_0 = \sigma_1$), or multiple Cole-Cole dispersion [32]:

$$\tilde{\epsilon}(\omega) = \epsilon_\infty + \sum_n \frac{\Delta \epsilon_n}{1 + (i\omega \tau_n)^{1-k_n}} + \frac{\sigma_0}{i\omega \epsilon_0}$$  \hspace{1cm} (2.3)

where $\Delta \epsilon = \epsilon_S - \epsilon_\infty$ is the dispersion magnitude (with low and high frequency permittivities surrounding the relaxation band given by $\epsilon_S$ and $\epsilon_\infty$, respectively), $\tau$ is the relaxation time constant, and $k$ is the distribution parameter, a measure of dispersion-broadening. In general, $\alpha$-relaxation is
attributed to dispersion of cellular ion flow (e.g., calcium waves), $\beta$-dispersion arises due to membrane charge build-up, and $\gamma$-dispersion is due to dipolar water rotation [33, 34].

Figure 2.2. **Relative dielectric permittivity and conductivity of biological tissues from RF to THz frequencies.** Adapted from [35, 36, 37, 38]. Left: An idealized diagram of dielectric relaxation of permittivity (red, left axes) and conductivity (blue, right axes). Biological tissues generally have 3 distinct relaxation bands, indicated by labels $\alpha$, $\beta$, and $\gamma$. In the main plot, permittivity (red) and conductivity (blue) spectra of a selection of biological tissues (blood, bone, fat, gray matter, kidney, spleen, heart, liver, lung, muscle, and skin) are shown. Thick solid lines indicate the curve means of the different tissues. Dotted lines are for dry skin, highlighting the effect of tissue hydration. Data for skin from [36] and tissue water from [38] are appended to show these quantities extended into the shaded THz region.

Gabriel et al. have comprehensively characterized the dielectric function of a variety of biological tissue (blood, bone, fat, grey matter, white matter, kidney, spleen, heart, liver, lung, muscle, and skin) across the low-RF (~10 Hz) to microwave (~10 GHz, millimeter-wave, MMW) bands [31, 32, 35]. These data were fit to Equation (2.3) from which the real permittivities/conductivities were determined as the thin red/blue curves in Figure 2.2, with the corresponding means of all tissues represented by the thick curves. Permittivity in biological tissue generally starts high for RF frequencies (~$10^7$) and decreases to ~10 approaching the THz band, while conductivity starts relatively low in the RF band (~0.1 S/m), and increases to ~100 S/m at THz frequencies.

The dotted lines indicate permittivity and conductivity for dry skin, and highlights the effect of tissue hydration. Dry tissue has unusually low permittivity and conductivity at low frequencies (~10 Hz – 10 MHz) relative to other tissues, but are roughly consistent with mean tissue values at higher frequencies approaching the THz band. Data from THz spectroscopy experiments of skin and tissue water from references [36] and [38] are appended in the shaded THz region of Figure
2.2. While the qualitative features of the dielectric function are similar for different tissue types, the values can differ by orders of magnitude.

Pickwell et al. have extended the theoretical dielectric characterization of skin tissue permittivity to the 0.1 – 2.0 THz band as a double Debye process [39]:

$$\varepsilon(\omega) = \varepsilon_{\infty} + \frac{\varepsilon_s - \varepsilon_2}{1 + i\omega\tau_1} + \frac{\varepsilon_2 - \varepsilon_{\infty}}{1 + i\omega\tau_2}$$  \hspace{1cm} (2.4)

where $\varepsilon_2$ is an intermediate permittivity parameter, and $\tau_1$ and $\tau_2$ are the slow and fast relaxation time constants attributed to bond-breaking and dipole reorientation, respectively. Parameter values for THz dielectric relaxation for water and skin are provided in Table 2.1. Several other forms of dielectric models for tissue have been developed, particularly for skin tissue [40, 41]. Comparisons of time-domain simulations accurately predict THz pulse interaction in biological tissue. Therefore, dielectric parameters determined by THz spectroscopy accurately characterize THz pulse interaction in biological tissue for the frequencies utilized in this thesis.

Table 2.1. Debye relaxation parameters for water and epidermal skin tissue.

<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon_s$</th>
<th>$\varepsilon_2$</th>
<th>$\varepsilon_{\infty}$</th>
<th>$\tau_1$ (ps)</th>
<th>$\tau_2$ (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin [39]</td>
<td>60.0</td>
<td>3.6</td>
<td>3.0</td>
<td>10.0</td>
<td>0.20</td>
</tr>
<tr>
<td>Water [39]</td>
<td>78.8</td>
<td>6.6</td>
<td>4.1</td>
<td>10.6</td>
<td>0.18</td>
</tr>
<tr>
<td>Water [42]</td>
<td>80.5</td>
<td>-</td>
<td>4.11 ± 0.05</td>
<td>10.0 ± 0.18</td>
<td>0.57 ± 0.04</td>
</tr>
</tbody>
</table>

Dielectric dispersion in cellular and tissue environments is the mechanism underlying the diagnostic contrast in medical imaging and spectroscopy applications [39, 43, 44]. Tumor tissues often correspond to disparate dielectric properties across a wide band of THz frequencies relative to normal tissue, and these dielectric differences may be exploited for clinical diagnostic advantage for the identification and diagnosis of diseased tissue. Further, observations of non-thermal biological effects induced by intense THz pulses may be understood from a dielectric perspective: The coupling of THz excitations to water dynamics that influence membrane structure explains field-induced permeabilization of cellular membranes, as investigated in Chapter 8.
2.3.2 Nonlinear energy transfer in biological systems: The Fröhlich condensate

In 1968, Herbert Fröhlich devised a model of energy transfer in biological systems that predicted long-lived and long-range coherent energy states that explained the complex large-scale organization observed in even the simplest biological systems (e.g., a protein) [4]. In the formalism, a macromolecule is modelled as a population of coupled dipole oscillators in a thermal environment fed by an external energy source, and predicts that energy exchange will channel quanta into the lowest frequency mode via mechanisms similar to the well-characterized Bose-Einstein condensation, as long as the external energy rate is above a critical threshold [45]. While high-temperature Bose-type condensations have been observed in atomic gas systems [46], the existence of Fröhlich condensates in physiological conditions remains controversial.

In the original formulation, Fröhlich utilized balanced rate equations in which the terms were informed by assumed thermal distributions [4]. In 1978, Wu and Austin introduced a microscopic formalism utilizing an interaction Hamiltonian and showed that Fröhlich’s ansatz was sound: Bose-Einstein condensation at biological temperatures, a “Fröhlich condensate”, is a predicted outcome of the nonlinear energy-exchange model as follows [45]:

A Frohlich system is modelled by three interacting components as in Figure 2.3(a):

1. $Z$ interacting dipole oscillators representing the macromolecule, described by creation/annihilation operators $a_i^\dagger/a_i$ for normal modes $\omega_i$
2. A thermal environment (heat bath) described by $b_k^\dagger/b_k$ for normal modes $\Omega_k$
3. External energy source supplied at mean rate $s$ described by $P_p^\dagger/P_p$ for normal modes $\Omega_p$
Figure 2.3. Fröhlich’s model of nonlinear energy transfer in biological systems. Adapted from [47]. (a) Diagram of a Fröhlich system. A population of Z oscillators are in a heat bath to which the dynamics are coupled linearly ($\phi$) and nonlinearly ($\chi$). External energy is supplied to the oscillators ($\xi$) at a mean rate $s$. (b) Time evolution solution of a Fröhlich system, showing mode occupancy $\langle n_j \rangle$ of the first four energy levels. The majority of vibrational quanta of the oscillators occupy the lowest energy mode, forming a low-frequency, long-lived, bulk oscillatory state.

These components are energetically coupled linearly and nonlinearly by coupling constants $\phi$, $\chi$, and $\xi$ for 1-quantum, 2-quantum, and external processes, respectively. From these, the Hamiltonian is constructed as

$$
H = \sum_i \hbar \omega_i a_i^\dagger a_i + \sum_k \hbar \Omega_k b_k^\dagger b_k + \sum_p \hbar \Omega_p p_p^\dagger p_p + \sum_{i,k} (\phi b_k^\dagger a_i + \phi^* b_k a_i^\dagger) \\
+ \sum_{p,i} (\xi p_p^\dagger a_i^\dagger + \xi^* p_p a_i) + \sum_{i,j,k} (\chi a_j^\dagger a_i^\dagger b_k^\dagger + \chi^* a_j^\dagger b_k a_i^\dagger). \tag{2.5}
$$

The first three terms are the non-interaction terms, and represent the total energy for each of the three system components separately. The fourth and fifth terms represent linear energy exchange between the oscillators/bath and oscillators/energy source, respectively. The final term is the nonlinear interaction term, and describes 2-quantum exchange between the oscillators and the thermal environment. Of interest is the number of oscillators in the $j^{th}$ mode, $n_j = a_j^\dagger a_j$, which may be obtained from the differential equation

$$
\langle \dot{n}_j \rangle = \frac{1}{i\hbar} \langle [n_j, H] \rangle. \tag{2.6}
$$
Numerical approaches obtain an approximate solution of the time-course of mode occupancy by mode energy level, and predict fast relaxation of the majority of oscillators into the lowest energy mode as depicted in Figure 2.3(b).

To show where this preferential energy flow to low-frequency modes arises, Equation (2.6) may be solved analytically in the steady-state condition (⟨n_j⟩ = 0) as [45]

\[
⟨n_j⟩ = \left[ 1 + \frac{s}{\phi + \chi N} \right] \cdot \frac{1}{e^{(\hbar \omega_j - \mu)/kT} - 1}
\]

(2.7)

where μ ≥ 0 is a minimum energy parameter defined by the model parameters as

\[
e^{-\mu/kT} = 1 - \frac{\chi}{\phi + \chi N} \cdot \frac{S(T)}{\phi} \leq 1
\]

(2.8)

where \(N = \sum_j n_j\) and \(S(T) = s \cdot \sum_j \exp(h \omega_j / kT)\).

When \(s = 0\) (i.e., no external energy supply), the \(j^{th}\) mode occupancy of Equation (2.7) reduces to the thermal equilibrium distribution. The condition \(⟨n_j⟩ ≥ 0\) implies \(h \omega_0 > \mu ≥ 0\). Therefore, Equations (2.7) and (2.8) show that the \(j^{th}\) mode occupancy \(⟨n_j⟩\) is maximized for \(h \omega_j → \mu\), which occurs for the minimum value of \(h \omega_j\). This is bosonic condensation into the lowest energy mode, termed “Fröhlich condensation”, and describes emergence of large-scale, low-frequency, long-lived coherent oscillations of the bulk system at arbitrarily high temperature that arise via nonlinear energy coupling. Importantly, if the external energy rate is below a threshold \(s_0\), or if nonlinear 2-quanta processes are neglected (\(\chi = 0\)), \(⟨n_j⟩\) reduces to the Planck distribution describing thermal equilibrium, and no condensation occurs [4, 45].

From this model, Fröhlich predicted that Coulombic forces in biological systems establish [4]

“...several branches of longitudinal modes probably in a frequency range of \(10^{11}-10^{12}\) sec\(^{-1}\). ...A certain fraction of the supplied energy, therefore, is not thermalized but stored in a single mode which then exhibits long-range phase correlations.”
 Originally, Fröhlich envisioned the energy source ($s$ in Equations (2.6) – (2.8)) as endogenous, for example hydrogen bond or non-localized electron oscillations locally exciting nearby dipoles [4]. He hypothesized that this may explain the observed coherent behaviour of complex biomolecules such as proteins, which do not behave as hundreds of individual oscillators, but as single entities with directed function, and may even influence functions of higher complexity such as cell division. The search for the existence of Fröhlich condensates has been an active field of research since the original model was proposed. Fröhlich himself published experiments claiming to verify his model using Raman spectra of E. coli cultures, and observations of Fröhlich condensates in protein crystals have been reported as recently as 2015 [5, 48]. While it may be unlikely that Fröhlich condensates can possibly exist in physiological conditions, this model provides a framework to understand nonlinear, non-thermal energy transfer that may influence biological dynamics prior to thermalization, and is a milestone in the history of THz-biology research.

2.3.3 Mechanical model of DNA breathing in a terahertz field

More recently, modern understanding of structural biology and the growth of computational capabilities have allowed for simulation of more sophisticated structural models of THz dynamics in biological systems. Here, a mechanical model of DNA breathing proposed by Alexandrov et al. is outlined [49]. Consider the force balance equation characterizing the separation distance between the $n^{th}$ base pair along a DNA strand, $y_n$, as a function of time and location

\[
 m\dddot{y}_n + m\gamma \dot{y}_n + U'(y_n) + [W'(y_{n+1}, y_n) + W'(y_n, y_{n-1})] = A \cdot \cos(\Omega t) \tag{2.9}
\]

where $U(y_n)$ is the Morse potential\(^2\) for hydrogen-bonding between complementary base pairs of the DNA molecule and $W$ is the quadratic stacking potential\(^3\) of adjacent bases (see Figure 2.4(a)). $m\gamma \dot{y}_n$ is the energy dissipation term due to the aqueous environment, and the right-hand side is the external THz field, modelled as a pure sinusoid with amplitude $A$ and frequency $\Omega$.

---

\(^2\) $U(y_n) = D_n(e^{-a_n y_n} - 1)^2$, where $D_n$ and $a_n$ are base-pair-dependent [51].

\(^3\) $W(y_n, y_{n-1}) = \frac{1}{2} x(y_n, y_{n-1})(y_n - y_{n-1})^2$, where $x(y_n, y_{n-1}) = k(1 + \rho \cdot e^{-\beta(y_n - y_{n-1})})$ [51].
Figure 2.4. Simulation of breathing dynamics and bubble formation of THz-exposed DNA. (a) The chemical structure of DNA, and an idealized Peyrard-Bishop-Dauxois (PBD) model of DNA, with amplitude, length, and position of DNA bubbles labelled [50, 51]. (b) The 2D power spectrum of the solution $y_n$ to Equation (2.9) for $\Omega = 2.0$ THz, adapted from [49]. The driving force is present everywhere along the modelled DNA strand at 2.0 THz. A localized 1.0 THz “bubble” forms that is superposed on a localized DC separation at nucleotide (nt) 40. Breather modes induced by THz exposure create and amplify localized bubbles in the DNA strand, which is hypothesized to affect biological function by altering gene expression.

Figure 2.4(b) shows the power spectrum of the solution $y_n$. The signature of the 2.0 THz drive is present along the entire DNA strand. Interestingly, localized unbindings, or “bubbles”, in the DNA strand are observed, termed “breather modes”. These manifest as a localized DC separation, with a period-doubled ($\Omega/2=1$ THz) oscillation superposed. Investigation of the origins of these localized separations found that a minimum external energy was required, consistent with the existence of a minimum energy threshold observed in the Fröhlich system in Section 2.3.2.

Importantly, the nature of the solution has direct biological relevance: Formation of localized strand separations, or “bubbles”, in DNA is an important event in recognition of gene promoter regions in transcription by increasing the probability of RNA polymerase II binding to the transcription start site [52, 53]. Normally, bubbles arise due to endogenous thermal fluctuations that occur on picosecond timescales, and so the function of gene recognition and transcription initiation corresponds to natural oscillations at THz frequencies. Outcomes from this model explicitly posit that THz exposure could modulate gene expression via non-thermal, nonlinear interactions by creating and amplifying localized separations in the DNA molecule. In measurements with mouse mesenchymal cells, Alexandrov et al. have shown that upregulated gene expression is correlated with propensity for DNA breathing, and differential gene expression is a common observation in THz exposure studies [54]. This hypothesis is explored in this thesis in Chapter 7.
2.4 Biological effects of terahertz radiation

Historically, studies into the biological effects induced by THz radiation have been hindered by: (1) The limited availability of generation and detection technologies in the THz band, and (2) the prohibitive absorptive properties of aqueous media at THz frequencies. Increasing the energy of THz exposure is one method of overcoming absorption limitations, but this typically corresponds to significant heating, and any non-thermal biological effects are obscured by the heat shock response [55, 56]. Early studies investigating potential biological effects were restricted to low-intensity, continuous-wave (CW) sources, for which thermal effects were dominant [2]. However, with recent advances in development of highly intense, single-cycle THz pulses, it is now possible to excite biological systems at THz frequencies with very high peak powers (~MW/cm² – GW/cm²) that can propagate within high-attenuation aqueous environments, but sufficiently low average powers (~mW/cm²) to minimize heating and avoid inducing thermal effects. For comprehensive reviews of biological effects induced by THz radiation, see references [2, 57, 58, 59].

Several studies have reported a variety of THz-induced phenotypic changes at all levels of biological organization: THz exposures have been shown to increase membrane permeability [60, 61], non-thermally induce differential gene expression in human stem cells, keratinocytes, and skin models [62, 63, 64, 65], affect cellular differentiation in mammalian stem cells [66], activate acute inflammatory responses at the cellular [62], tissue [63, 64], and organism [66] level, and induce aneuploidy in human fibroblasts [67].

2.4.1 Thermal vs. non-thermal biological effects

Echchgadda et al. have investigated the thermal effects of 2.52 THz exposure at the highest reported CW intensity (636 mW/cm²) in human keratinocytes with well-matched uniformly-heated thermal controls [56]. Interestingly, significant differences in global differential gene expression and associated signaling pathways were observed between cells heated by a CW THz beam and bulk-heated controls. These effects additionally depended significantly on the narrow-band THz frequency (1.4 THz, 2.52 THz, and 3.11 THz), although these latter experiments were at reduced average intensity in order to match exposure conditions (44.2 mW/cm²) [62]. These results lend important insight into the compelling distinction between thermal and non-thermal effects of THz radiation, and motivate experiments utilizing pulsed THz beams for which non-thermal effects can be isolated and characterized.
Conversely, THz bio-exposure systems that utilize pulsed, often single-cycle, THz sources may be implemented to induce only minimal (biologically negligible) heating, and effects observed may be attributed to non-thermal coupling to natural oscillatory dynamics. Figure 2.5(a) shows a representative waveform of an intense THz pulse utilized in this thesis work, and the corresponding power spectrum is shown in Figure 2.5(b). The temporal localization of single-cycle pulsed sources correspond to broad power spectra peaked in the THz band, and so a wide range of oscillatory dynamics are excited in bio-systems of interest. Intense pulses of THz radiation (~MW/cm² – GW/cm²) have been shown to disassemble biopolymers like actin [68] and microtubules [69], dysregulate cancer-related signaling pathways in human skin [64, 65, 70], activate several proteins of the DNA damage response, and induce phosphorylation of the H2AX histone in skin tissue models [71]. The latter is an indication of severe genotoxic stress often used as a correlative marker for double-strand breaks, a form of DNA damage that often results in cell death [72]. THz exposure has also been observed to induce epigenetic alterations such as genome-wide demethylation, although these results are controversial [73, 74].

As radiation-induced DNA damage is a known therapeutic mechanism for several genetic disorders including cancer, these data and observations led to the speculation that intense THz pulses may find application in a therapeutic capacity via wholly distinct interaction characteristics with biological systems compared to conventional radiotherapy sources. Thus, further investigation into the potential effects and clinical uses of THz radiation is warranted.
2.4.2 *Frequency-dependence of biological effects*

One of the most interesting hypotheses that may be inferred from the proposed interaction mechanisms is that biological effects may be expected to depend strongly on spectral content, or the frequency distribution of the incident THz radiation. For each pulse in Figure 2.5(a) that is absorbed in a biological system, the biomolecular dynamics within the frequency band in Figure 2.5(b) are excited. Therefore, it is expected that varying the spectral content of the THz pulse may influence the biological response [62, 75]. While it was an early hope that THz exposures may precisely excite target resonant modes in biomolecules that are critical for cellular function, the broad spectra that arise in realistic physiological conditions due to the high-temperatures and non-ordered/-oriented samples make this challenging [76]. However, differences in biological response have been observed for varying spectral content, and this effect is also investigated in this thesis.

2.5 Conclusion

Since the low-frequency vibrational and rotational modes of biomolecular systems occupy a wide band of THz frequencies, external EM excitations at similar frequencies efficiently couple to these dynamics, and sufficient intensities may dysregulate the structural dynamics to the point of affecting the associated function. The physical models presented outline how THz may modulate biological function from a dielectric, energetic, and mechanical perspective, and characterization of effects via these mechanisms may lead to the development of novel THz technologies that may be exploited clinically. These effects must be characterized to establish safe exposure levels of existing THz technologies, such as airport security scanners and medical imaging systems, or to develop potential therapeutic technologies.

2.6 References


3 Terahertz source development: Laser-based generation of intense terahertz pulses in lithium niobate

“Since we have become accustomed to think of waves of electrical energy and light waves as forming component parts of a common spectrum, the attempt has often been made to extend our knowledge over the wide region which has separated the two phenomena, and to bring them closer together, ...”

— H. Rubens & E. F. Nichols, in “Heat Rays of Great Wavelength.” (1897)

3.1 Introduction

In Chapter 1, the “terahertz gap” was introduced, a conspicuous lack of sources and detectors that operate efficiently in the intermediate band between conventional electronic and photonic regimes [1, 2]. Technological advances over recent decades have bridged the THz gap, and a wide variety of sources are now available with multiple operational principles [3, 4, 5, 6, 7].

An important class of THz generation techniques is the utilization of nonlinear material dynamics to down-convert the frequency spectrum of amplified laser pulses [8]. Lasers are capable of generating highly intense, coherent, and directional electromagnetic (EM) energy via positive feedback in a resonating reflective cavity. Ultrafast laser pulses with envelope durations on the order of ~10 – 100 fs, and intensities sufficient to induce nonlinear dynamics in materials, may be used to generate and coherently detect intense pulses of THz radiation.

3.1.1 Lasers in terahertz science

Lasers facilitate amplification of light by stimulated emission, first theoretically formalized by Albert Einstein in 1916 – 1917 [9, 10]. The first laser was developed by Theodore Maiman in 1960 [11], and over the subsequent six decades, lasers have become a ubiquitous research tool in the fields of imaging [12], spectroscopy [13], medicine [14], optogenetics [15, 16], and particle acceleration [17]. In 1981, the colliding-pulse ring dye laser was developed by Bell Labs, leading to the emergence of “ultrafast phenomena” as a field of scientific inquiry [18, 19]. This allowed researchers to use fast pulses of laser light to study material processes that occur on very short timescales (femtosecond/picosecond) such as carrier dynamics in semiconductors [20], photochemical processes (e.g., fluorescence) [21], or molecular vibrational spectroscopy [22].
The most popular laser-based method of generating THz radiation is optical rectification (OR), a nonlinear material process that produces THz pulses via rectification of an intense AC input laser field to a DC polarization (discussed in detail in Section 3.3.2). The first demonstration of OR was reported in 1973 for generation of single-cycle THz pulses in lithium niobate (LiNbO$_3$, LN) as measured by a far-infrared Michelson interferometer [23]. In 1984, Auston et al. characterized the emission geometry of the THz pulse during the OR generation process inside a lithium tantalate crystal, including direct characterization of the Cherenkov cone formation, an optical phenomenon that manifests as a photonic “shockwave” induced by a light source traveling faster than its emitted wave in a material [24, 25]. Further measurements were performed with a delayed ultrafast optical pulse modulated by the birefringence induced by the THz pulse, representing an early application of time-domain pump-probe detection techniques that would later be termed “electro-optic (EO) sampling”. The first coherent detection of a THz pulse in free space with EO sampling was performed in 1995, providing detailed sub-picosecond resolution of the temporal variation of the THz field [26]. These coherent generation and detection methods set the stage for time-domain spectroscopy in biological analysis [27, 28] and medical imaging [29, 30, 31].

In 2002, Hebling et al. proposed a theoretical method for dramatically increasing the generation efficiency of OR by modulating the propagation geometry of the incident pump pulse, and further demonstrated the technique in a gallium phosphide (GaP) crystal [32]. By establishing a pump pulse with an angle between the pulse front and the phase front equal to the Cherenkov cone angle, THz generation is concentrated to a line source along the cone edge. This results in constructive interference of the generated THz wave as the tilted laser pulse propagates through the crystal. This method of generating intense THz pulses by OR of tilted-pulse-front (TPF) infrared lasers is a popular laser-based method of modern THz generation.

The first demonstration of THz generation by tilted-pulse-front optical rectification (TPFOR) in LiNbO$_3$ was reported in 2004 [33], and by 2007 these sources had reached capabilities of generating intense THz pulses with energy and field strength up to 10 μJ and 250 kV/cm, respectively, with peak intensities of ~10 MW/cm$^2$. TPFOR is the THz generation method utilized in this thesis project for biological exposure studies, as has been successfully implemented in other THz bio-exposure systems [34, 35].

In this chapter, theoretical and experimental discussions of THz generation using ultrafast laser pulses are presented. First, the theory of laser physics is outlined, specifically focusing on titanium-doped sapphire gain media used for THz generation and detection in this project. Next, unusual dielectric response in materials that may be induced by sufficiently intense laser excitation, known
as “nonlinear optics”, is introduced. The nonlinear wave equation is derived from Maxwell’s equations, and it is shown that OR is a consequence of including nonlinear material responses in the derivation of the wave equation. The theory of THz generation by OR is then outlined, with considerations of velocity-matching for TPFOR. In Section 3.4, the laser oscillator and amplifier systems, as well as ancillary systems used in this project, are described in detail. Finally, Section 3.4.3 summarizes these descriptions in the operation of the source of intense THz pulses used for biological exposures.

3.2 Laser physics

For lasing to be possible, three components are required: The first is a lasing gain medium capable of population inversion of excited energy levels (i.e., more atoms in high energy state than low energy ground state). The second is an external energy pump source for creating population inversion in the gain medium. Finally, a resonating cavity with reflective end-mirrors provide positive feedback for photonic gain.

3.2.1 Population inversion in an excitable laser gain medium

Consider a photon beam with flux $F$ and cross-sectional area $A$, incident on a 2-level material with $N_1$ atoms in the ground state, $E_1$, and $N_2$ in the excited state, $E_2$ [36]. The transition rate for stimulated emission ($2 \rightarrow 1$) is governed by

$$\frac{dN_2}{dt} = -W_{21}N_2$$

where $W_{21} = \sigma_{21}F$ is the stimulated emission rate constant, and $\sigma_{21}$ is the interaction cross-section. Similarly, the absorption rate ($1 \rightarrow 2$) is

$$\frac{dN_1}{dt} = -W_{12}N_1$$

where $W_{12} = \sigma_{12}F$ for an absorption cross-section $\sigma_{12}$. Assuming levels 1 and 2 have degeneracy $g_1$ and $g_2$, respectively, then
A material interaction length $dz$ changes the number of photons by $A\ dF$. Setting this equal to the difference between stimulated emission and absorption gives

$$dF = \sigma_{21} F \left[ N_2 - \left( \frac{g_2 N_1}{g_1} \right) \right] dz.$$  \hspace{1cm} (3.4)

From Equation (3.4), $dF/dz > 0$ when $N_2 > g_2 N_1 / g_1$, and the beam is amplified by the interaction. This condition is generally not satisfied in two-level systems at thermal equilibrium, since the relative population at temperature $T$ is given by the Boltzmann distribution

$$\frac{N_2}{N_1} = \exp \left( - \frac{E_2 - E_1}{kT} \right)$$  \hspace{1cm} (3.5)

where $k = 1.37 \times 10^{-23} \text{ J/K}$ is the Boltzmann constant. Therefore, under thermal equilibrium, $N_2 < N_1$, and materials act as absorbers. To achieve population inversion ($N_2 > g_2 N_1 / g_1$) required for amplification, an external energy source (the “pump”) is connected to the lasing medium, which may be in the form of chemical (e.g., a battery), electric (e.g., diode circuit), or photonic (e.g., another laser) techniques. At least three energy levels (i.e., $g_1 + g_2 > 2$) are required for population inversion to be possible, as the emission and absorption rates of two-level systems are exactly balanced (i.e., the material becomes transparent at $g_2 N_2 = g_1 N_1$, known as two-level saturation) [36].

A schematic of laser operation is depicted in Figure 3.1. Photonic amplification is achieved by trapping EM energy from stimulated emission in a reflective cavity that makes many round-trips through the active gain medium, stimulating similar transitions and emission of other photons that are in phase and constructively interfere, resulting in compounding amplification and coherent emission of laser light. The laser output is determined by both the gain profile of the lasing medium and the modes $f_n$ that the cavity may support, determined by the cavity length $L$ as

$$f_n = \frac{nc}{2L}$$  \hspace{1cm} (3.6)
for positive integers $n$ as shown in Figure 3.1(b). The net interference of the modes of Equation (3.6) produce a single localized pulse that reflect between the cavity end-mirrors, known as "modelocking". One end-mirror is slightly transmissive, and this allows pulse ejection at a repetition rate equal to the inverse round-trip time of the cavity pulse.

Figure 3.1. **Physics of laser operation.** (a) Stimulated emission and feedback amplification in a reflective cavity oscillator. (1) An external energy source excites atoms in a gain medium to higher energy levels. (2) Population inversion is achieved when more atoms exist in high energy states ($E_2$) relative to the ground state ($E_1$). (3) Excited particles quickly relax to the upper lasing level $E_2^*$. (4) Stimulated transition to the ground level results in the emission of a photon in phase with the stimulating photon. (5) Photons are trapped in the oscillator cavity, and multiple round-trips stimulate similar emissions that provide photonic gain. (6) The cavity modes interfere to form a localized pulse that is trapped between the end mirrors of the reflective cavity (i.e., "modelocking"). (7) One end-mirror is partially transmissive, allowing a small fraction of pulse energy to form the laser emission. (b) The laser emission spectrum is a combination of the gain profile of the lasing medium and the oscillatory modes that the cavity can support. Constructive interference of the cavity modes produces modelocked pulse emission.
3.2.2 Ti:Sapphire Lasers

In this thesis project, the generation and detection of intense THz pulses rely specifically on laser technologies that utilize titanium-doped sapphire (Ti:Sapphire, or Ti:Al₂O₃) as a gain medium, first characterized by Moulton in 1986 [37]. The development of Ti:Sapphire crystals with low loss and attractive mechanical, thermal, and optical properties contribute to excellent modelocking capabilities; consequently, Ti:Sapphire laser technologies have become one of the most popular laser technologies for modern laboratory application due to relative ease of use and wide tunability [38]. The widespread availability of Ti:Sapphire laser technology for THz generation has spurred rapid development particularly in the field of THz time-domain spectroscopy (TDS) [8].

![Energy Landscape Diagram](image)

**Figure 3.2. The energy landscape of a Ti:Sapphire laser gain medium.** (a) Energy levels of Ti:Al₂O₃, adapted from [38, 39]. The primary lasing source is due to the cubic field from the neighbouring oxygen atoms that cause splitting Δ between an excited doublet (E) and a ground-state triplet (T), with finer energy splitting given by V/8. The electron distributions corresponding to the energy levels are depicted at right. (b) Electronic energy vs. displacement of the Ti³⁺ ion. (1) Initially, bound electrons are in the ground state. (2) Absorption of a blue-green photon raises the electron to the excited band, E, where it quickly relaxes into the upper lasing level (3). (4) Stimulated emission to the triplet ground state, T, results in the emission of a red photon.

A depiction of the energy diagram of Ti:Al₂O₃ is shown in Figure 3.2(a). The titanium dopant replaces aluminum at the lattice binding site where it binds to six neighbouring oxygen atoms, and effectively exists as a Ti³⁺ ion [38]. A single d-electron is in the outermost shell, and a total of 5 free energy levels exist as an excited doublet (E in Figure 3.2(a)) and ground state triplet (T in Figure 3.2(a)) that arise from the cubic field distribution. The electron distribution for each level is depicted schematically at right of the energy diagram.

The Ti:Sapphire gain medium has a pump absorption band peaked in the blue-green at roughly 490 nm with a ~75 nm bandwidth (FWHM) [38]. The finer structure in energy splitting (V and δ
in Figure 3.2(a)) are typically ignored relative to $\Delta (\sim 20000 \text{ cm}^{-1}; 2.5 \text{ eV})$ [38, 39]. The emission band is peaked at 790 nm, and has wide tunability between ~650 nm up to 1200 nm. Figure 3.2(b) is a schematic of the electron energy as a function of Ti$^{3+}$ ion displacement. In the ground state, the 3$d$ electron may be excited by green/blue photon absorption, which quickly relaxes into the upper lasing level. Another relaxation to the ground state results in photon emission contributing to the stimulated emission laser output. These emissions may be photonically amplified by the lasing process outlined in Section 3.2.1.

Ti:Sapphire laser technologies are used in the commercial oscillator and regenerative amplifier technologies from the Coherent company used for this thesis project [40, 41]. Schematics, descriptions, and characterizations of these laser systems are presented in detail in Section 3.4. Importantly, these systems produce sufficiently intense pulses of ultrafast infrared laser pulses capable of driving nonlinear polarization responses in many materials of interest. Material dynamics in this intensity regime are described by the field of nonlinear optics [42].

### 3.3 Nonlinear optics

“Nonlinear” optical phenomena refer to the aspects of a material response to an applied optical field that do not scale linearly with the strength of the field [42]. Fundamentally, this arises from materials driven far enough from equilibrium that their optical properties are altered by the presence of the incident light field itself [43]. Typically, this regime of material response requires high intensities, such as those attainable by laser technologies as described in the previous section. Shortly following the discovery of the ruby laser by Theodore Maiman in 1960, the first demonstration of second-harmonic generation (a nonlinear optical phenomenon) was performed by Franken et al. in 1961, and is considered the birth of the field of nonlinear optics [11, 43].

#### 3.3.1 The nonlinear wave equation

To explicate the origin of the nonlinear response of materials to a sufficiently intense applied field, we begin by outlining the derivation of the wave equation, which in turn begins with a definition of Maxwell’s Equations in continuous polarizable media [42]:

\[
\nabla \cdot \vec{D} = \rho \\
\text{Gauss’ law for electric fields}
\]
\[ \nabla \cdot \vec{B} = 0 \quad \text{Gauss’ law for magnetic fields} \]
\[ \nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} \quad \text{Faraday’s law of induction} \]
\[ \nabla \times \vec{H} = \frac{\partial \vec{D}}{\partial t} + \vec{j} \quad \text{Ampere’s circuit law (with displacement current term)} \]

where \( \vec{D} = \varepsilon \vec{E} = \varepsilon_0 \vec{E} + \vec{P} \) is the displacement field proportional to the electric field \( \vec{E} \), \( \varepsilon = \varepsilon_r \varepsilon_0 \) is the total permittivity (where \( \varepsilon_r \) is the material-dependent relative permittivity and \( \varepsilon_0 = 8.85 \times 10^{-12} \text{ F/m} \) is the vacuum permittivity), and \( \vec{P} \) is the induced polarization that depends nonlinearly on \( \vec{E} \) in general. In the linear regime, \( \vec{P} = \vec{P}_L = \varepsilon_0 \chi \vec{E} \), where \( \chi \) is the electric susceptibility, and therefore \( \varepsilon_r = 1 + \chi \).

Assuming non-magnetic media, the net magnetization is zero, and the magnetic field \( \vec{B} \) is related to the \( H \)-field as \( \vec{B} = \mu_0 \vec{H} \) for a vacuum permeability \( \mu_0 = 1/(\varepsilon_0 c^2) = 4\pi \times 10^{-7} \text{ H/m} \). It is also assumed that there are no free charges or currents (\( \rho = \vec{j} = 0 \)). To derive the electric field wave equation, the curl of Faraday’s law is taken and inserted into Ampere’s circuit law to eliminate the magnetic field dependence. Using the identity \( \nabla \times \nabla \times \vec{A} = \nabla (\nabla \cdot \vec{A}) - \nabla^2 \vec{A} \), and assuming negligible variation in electric field divergence (i.e., \( \nabla (\nabla \cdot \vec{E}) \approx 0 \)), the wave equation is derived as

\[ \nabla^2 \vec{E} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = \frac{1}{\varepsilon_0 c^2} \frac{\partial^2 \vec{P}}{\partial t^2} \]  \hspace{1cm} (3.8)

The term on the RHS is a source term, and represents the mathematical statement that accelerating charges generate EM radiation. For linear media with electric susceptibility \( \chi \), \( \vec{P}_L = \varepsilon_0 \chi \vec{E} \) (i.e., the induced polarization scales linearly with the applied electric field). Inserting this into Equation (3.8) results in the wave equation for linear media

\[ \nabla^2 \vec{E} - \frac{1}{v^2} \frac{\partial^2 \vec{E}}{\partial t^2} = 0. \]  \hspace{1cm} (3.9)
The net effect is a description of a new wave propagating at reduced speed $v = c/n$ where $n = \sqrt{\varepsilon_r}$ is the refractive index, and reduced wavelength $\lambda = \lambda_0/n$ for a vacuum wavelength $\lambda_0$.

### 3.3.1.1 Including nonlinear polarization in the wave equation

To incorporate nonlinear media responses, the induced polarization is Taylor-expanded for higher-order terms of the applied $E$-field

$$\bar{P} = \bar{P}_L + \bar{P}_{NL} = \varepsilon_0 \left( \chi^{(1)} \bar{E} + \frac{1}{2!} \chi^{(2)} \bar{E} \bar{E} + \frac{1}{3!} \chi^{(3)} \bar{E} \bar{E} \bar{E} + \frac{1}{4!} \chi^{(4)} \bar{E} \bar{E} \bar{E} \bar{E} + \cdots \right), \tag{3.10}$$

where $\chi^{(n)}$ is the $n^{th}$-order susceptibility [42]. With this substitution in Equation (3.8), the nonlinear wave equation is

$$\nabla^2 \bar{E} - \frac{1}{v^2} \frac{1}{\partial t^2} \bar{E} = \mu_0 \frac{\partial^2 \bar{P}_{NL}}{\partial t^2}. \tag{3.11}$$

Thus, the inclusion of nonlinear effects results in a time-varying nonlinear polarization response of the medium, $\bar{P}_{NL}$, that is an additional source term for EM radiation not present in the linear case (Equation (3.9)).

The consequences of this modification in terms of radiation generation may be seen by considering an input $E$-field expressed as a sum of its Fourier components:

$$\bar{E}(t) = \sum_n \bar{E}_n e^{-i\omega_n t} + CC_n \tag{3.12}$$

where $\bar{E}_n$, $\omega_n$, and $CC_n$ are the $n^{th}$ amplitude, frequency, and complex conjugate, respectively. Consider a field comprised of two frequencies, $\omega_1$ and $\omega_2$, that induces a nonlinear polarization response in the material to second-order:

$$\bar{P}_{NL} \propto E^2 = (E_1 e^{-i\omega_1 t} + E_2 e^{-i\omega_2 t} + CC)^2. \tag{3.13}$$

The terms that arise from squaring the expression in brackets are:
where the asterix denotes a complex conjugate. Since time-varying nonlinear polarization, $\vec{P}_{NL}$, is a source term in Equation (3.11), these material responses result in the generation of EM radiation at new frequencies that did not exist in the input field. While the above example considers an input field comprised of only two frequencies, the argument may be generalized for an arbitrary field with any number of Fourier components.

The capability of utilizing nonlinear materials to generate frequencies that did not exist in the input field is the key characteristic of nonlinear optics that allows THz generation from highly intense laser radiation, even though they occupy vastly different regions of the photon energy spectrum. Of particular interest are those terms in which the frequency dependence cancels, leading to a DC polarization induced in the material that depends only on field amplitude, termed optical rectification (OR).

### 3.3.2 Nonlinear dynamics in materials and optical rectification

To formalize how these nonlinear processes may be utilized to generate THz radiation, consider an applied EM field $E(t) = E_0 e^{-i\omega t}$ that induces electron oscillations about their equilibria according to Newton’s Second Law:

$$\ddot{x} + \gamma \dot{x} + \omega_0^2 x + \alpha x^2 = -\frac{q}{m} E(t)$$

where $q/m$ is the electron charge/mass, $\gamma$ is the linear damping coefficient, $\omega_0$ is the resonant frequency, and $\alpha$ is a constant that captures the second-order displacement. The solution $x(t)$ is the net electron motion as a function of time.

In the linear optical regime, second-order effects are negligible ($\alpha \approx 0$). Using the ansatz $x(t) = x_0 e^{-i\omega t}$, the differential equation is solved as
The electron motions are proportional to the applied field, and oscillate in phase at frequency $\omega$ with amplitude

$$x(t) = -\frac{q}{m} \cdot \frac{E_0 e^{-i\omega t}}{\omega_0^2 - \omega^2 - i\omega\gamma} + C.C.$$  \hspace{1cm} (3.15)

corresponding to the symmetric quadratic potential $U(x) = \frac{1}{2} m \omega_0^2 x^2$ (Figure 3.3(a), blue curve) and symmetric electron motion at a frequency $\omega$ (Figure 3.3(b), blue curve). The induced linear polarization is

$$P(t) = -N \cdot q \cdot x(t) = \frac{Nq^2}{m} \cdot \frac{E_0 e^{-i\omega t}}{\omega_0^2 - \omega^2 - i\omega\gamma} = \epsilon_0 \chi(\omega) E_0 e^{-i\omega t} \propto E(t)$$ \hspace{1cm} (3.17)

where $N$ is the electron number of the material.

Figure 3.3. The dipole oscillator model of nonlinear material polarization response to an applied field. Adapted from [7]. (a) At low intensities, electrons are in a harmonic potential, and oscillate symmetrically about their equilibria. At high intensities, higher-order displacements are significant, and result in asymmetric motion (gray). (b) The corresponding electron dynamics. In the linear regime (blue curve), electrons oscillate symmetrically about their equilibria. For sufficiently intense applied fields, the nonlinear contribution (red curve) causes asymmetric electron oscillation about their equilibria, which can be expressed as a superposition of two nonlinear generation processes, SHG and OR.

For the nonlinear optical regime ($\alpha > 0$ in Equation (3.14)), the electrons are in an uneven net potential due to higher-order perturbations, shown by the gray curve of Figure 3.3(a), and motions about their equilibria are not symmetric, as shown in Figure 3.3(b). A solution to the nonlinear case
is obtained by a perturbative approach assuming \(ax^2 \ll \omega_0^2 x\), and expanding the electron displacement as \(x(t) = \sum_{n=1}^{\infty} x^{(n)}(t)\). The first-order solution \(x^{(1)}(t)\) is the linear case solved above that oscillates in phase with the applied field. The second-order term is obtained by equating terms of similar frequency-dependence:

\[
\dot{x}^{(2)} + \gamma \dot{x}^{(2)} + \omega_0^2 x^{(2)} = -a [x^{(1)}]^2.
\] (3.18)

Inserting Equation (3.15) for \(x^{(1)}\), we find

\[
x^{(2)}(t) = -a \left[ \frac{qE_0}{m} \right]^2 \frac{e^{-i2\omega t}}{(\omega_0^2 - \omega^2 - i\omega \gamma)^2 \cdot (\omega_0^2 - (2\omega)^2 - i2\omega \gamma)}
- 2a \left[ \frac{q}{m\omega_0} \right]^2 \frac{|E_0|^2}{(\omega_0^2 - \omega^2)^2 + (\omega \gamma)^2} + C.C.
\] (3.19)

The second-order electron displacement \(x^{(2)}\) is recognized as a superposition of second-harmonic generation (SHG) at frequency \(2\omega\) and DC optical rectification (OR)

\[
x^{(2)} = x^{(2)}_{\text{SHG}} + x^{(2)}_{\text{OR}}
\] (3.20)

shown by the red curve in Figure 3.3(b). The bulk polarization induced by OR in the nonlinear dipole model is:

\[
P_{\text{OR}} = -Nq x^{(2)}_{\text{OR}} = \frac{2a q^2 N}{m\omega_0^2 [\omega_0^2 - \omega_2^2] \cdot |E_0|^2}
= 2\epsilon_0 \chi^{(2)} |E_0|^2
\] (3.21)

where

\[
\chi^{(2)}(\omega) = \frac{a q^2 N}{\epsilon_0 m\omega_0^2 [\omega_0^2 - \omega^2]^2 + (\omega \gamma)^2}
\] (3.22)

is the frequency-dependent second-order susceptibility expressed in terms of dipole parameters. Therefore, the AC input field is “rectified” into a DC material polarization, \(P_{\text{OR}}\), that depends only on \(\chi^{(2)}\) and the input field amplitude.
3.3.3 Terahertz pulse generation by optical rectification

Now, consider a laser pulse with a time-varying Gaussian amplitude with sufficient intensity to induce OR in a nonlinear crystal as depicted in Figure 3.4(a). By the nonlinear wave equation derived in Section 3.3.1 (Equation (3.11)), the time-varying optically-rectified polarization, \( P_{OR}(t) = P_0 \exp\left(-\frac{2t^2}{\tau^2}\right) \), acts as a source of EM radiation, and generates frequencies that did not exist in the input wave. Theoretically, according to Equation (3.11), the emitted pulse in the far-field is characterized by the second derivative of \( P_{OR}(t) \)

\[
E_{THz} = \frac{4P_0}{\tau^2} \exp\left(-\frac{2t^2}{\tau^2}\right) \left(1 - 4\frac{\tau}{t}\right)
\]

shown by the blue waveform in Figure 3.4(a).

Figure 3.4(b) shows a comparison of an ideal EM pulse calculated by the nonlinear dipole model to a measured THz pulse generated by OR in lithium niobate. The main features of a real THz pulse are well-characterized by the second-order nonlinear dipole model, although it does not capture the oscillations for \( t > 0 \) that arise due to crystal ringing and dispersion in humid air, or the phase-modulations due to detecting a focusing THz beam (i.e., the “Gouy phase shift”, see Chapter 4).

![Figure 3.4. Optical rectification in nonlinear media.](image)
3.3.4 Tilted-pulse-front optical rectification

A significant limitation in efficient THz generation by optical rectification is the disparate speeds at which the laser pump pulse travels in the crystal relative to the THz wave it is generating in many otherwise suitable nonlinear media [32]. For many materials, the refractive index seen by the THz wave is significantly larger than the optical refractive index (e.g., in LN, $n_{THz} = 5$ and $n_{opt} = 2.25$). When a wave source travels faster than the generated wave, a Cherenkov cone (the optical analogue of a “sonic boom”) is generated by the superposition of the lagging spherical wavefronts, as shown in Figure 3.5. The THz pulse therefore exists as a Cherenkov cone in the generation medium prior to free-space emission. In reality, the pump pulse will have some spatial extent, which may be modeled as a superposition of many interfering Cherenkov cones. By tilting the laser pulse front along the Cherenkov cone edge, constructive interference of the generated THz wave is achieved.

![Figure 3.5. The principle of tilted-pulse-front enhancement of THz wave generation.](image)

**Figure 3.5.** The principle of tilted-pulse-front enhancement of THz wave generation. In the generation crystal, the THz pulse exists as a Cherenkov cone with the laser pulse at its apex. For extended sources, tilting the pulse front along the cone edge results in constructive interference of the generated wave.

Constructive interference between a source and a generated wave is satisfied by altering the propagation geometry such that the waves are phase-/velocity-matched, or, equivalently, the pulse front lies along the Cherenkov cone edge [32]. Velocity-matching between the optical pump pulse and generated THz wave is achieved under the condition

$$\vec{v}_{opt}^{gr} = \vec{v}_{THz}^{ph}$$

(3.23)

where $\vec{v}_{opt}^{gr}$ is the group velocity of the optical pulse, and $\vec{v}_{THz}^{ph}$ is the phase velocity of the THz wave. Adjusting the wave propagation geometry such that Equation (3.23) is satisfied is achieved
by tilting the pulse front of the optical beam with respect to its phase front, allowing constructive interference along the Cherenkov cone with angle $\gamma$ calculated as

$$
cos \gamma = \frac{v_{THz}^{ph}}{v_{opt}^{gr}} = \frac{n_{opt}^{gr}}{n_{THz}^{ph}}
$$

(3.24)

For LN, the Cherenkov cone angle is calculated to be $\gamma=63^\circ$.

Tilting a pulse front is fundamentally achieved by angular dispersion of the optical pulse using a diffraction grating, as shown in Figure 3.6 [32]. This method provides constructive interference for the THz wavefront along the Cherenkov cone edge for frequencies below the crystal phonon frequency, and produces collimated THz beam output with scalable THz power by increasing the pump power or beam area.

Figure 3.6. **Tilted-pulse-front beam geometry.** The pulse front of the infrared laser is tilted with respect to the phase front by isolating the first mode from a reflective diffraction grating. A 4f-imaging system is constructed with two plano-convex cylindrical lenses that image the pulse front and grating plane onto the output face of the LN prism. The tilted-pulse-front beam is described geometrically by right triangles with sides $w$ and $L$, angles $\theta$, and hypotenuses $d$, as labelled and described in the text.
3.3.4.1 Derivation of the tilted-pulse-front equation

The diffracted beam angle necessary to achieve the desired pulse-front tilt in the LN crystal ($\gamma = 63^\circ$ for LN) is calculated from ray geometry, with variables as defined in Figure 3.6. There are three components in the beam path that modify the propagation geometry: These are the grating itself, the lens’ imaging system, and the LN crystal medium. The contribution of each is considered separately.

First, a collimated beam impinges on a reflective diffraction grating at an incident angle $\theta_i$, and the first-order mode is diffracted at an angle $\theta_d$ according to the grating equation [19]

$$N_g \lambda = \sin \theta_i + \sin \theta_d \quad (3.25)$$

where $N_g$ is the grating number (line frequency, inverse of slit spacing) for wavelength $\lambda$. From similar triangles in the diffraction geometry, $d/w_1 = \cos \theta_i / \cos \theta_d$. The free-space pulse-front angle is characterized as $\tan \theta_1 = L_1/w_1$, and the optical path difference induced along the pulse-front ($L_1$ in Figure 3.6) is expressed geometrically as

$$L_1 = d_1 \cdot (\sin \theta_i + \sin \theta_d) \quad (3.26)$$

and

$$\tan \theta_1 = \frac{1}{\cos \theta_d} \cdot (\sin \theta_i + \sin \theta_d) = \frac{N_g \lambda}{\cos \theta_d} \quad (3.27)$$

In the lens’ imaging system, a demagnification factor is defined as a ratio of beam widths:

$$D = \frac{w_2}{w_1} = \frac{\tan \theta_1}{\tan \theta_2} \quad (3.28)$$

In the crystal, using $\tan \gamma = L_2/w_2$ and $\tan \theta_2 = L_1/w_2$, the cut angle is geometrically related to the longitudinal path differences as

$$L_2 \cdot \tan \theta_2 = L_1 \cdot \tan \gamma. \quad (3.29)$$
The optical pulse sees a refractive index $n_{\text{opt}}$ in the crystal, defined as

$$L_1 = n_{\text{opt}} L_2.$$  \hfill (3.30)

Inserting into Equation (3.29),

$$\tan \theta_2 = n_{\text{opt}} \cdot \tan \gamma.$$  \hfill (3.31)

Inserting into Equation (3.28),

$$\tan \theta_1 = n_{\text{opt}} \cdot D \cdot \tan \gamma.$$  \hfill (3.32)

Finally, this is inserted into Equation (3.27) to obtain the expression describing the relationship between $\gamma$ and $\theta_d$ in terms of experimental parameters:

$$n_{\text{opt}} \cdot D \cdot \tan \gamma = \frac{N_g \lambda}{\cos \theta_d}.$$  \hfill (3.33)

As an example calculation, consider an optical pulse with central wavelength $\lambda=800$ nm and $n_{\text{opt}}=2.25$. The demagnification factor $D$ may also be expressed in terms of the focal lengths of the imaging lenses, $D = f_2/f_1$. This demagnification factor is chosen such that, with the choice of the grating, $N_g$, and calculated diffracted angle, $\theta_d$, the surface of the diffraction grating is imaged to the output face of the LN [44]. For $N_g = 1800$ mm$^{-1}$, a magnification of 0.6 corresponds to $\theta_d = 57^\circ$, and is satisfied by lens focal lengths of $f_1 = 100$ mm and $f_2 = 60$ mm.

### 3.4 Laser-based generation of intense terahertz pulses in lithium niobate

The theory outlined above was implemented in the design and construction of a laser-based source of intense THz pulses, integrated into an exposure system dedicated to biological studies. A schematic of all components of the experimental configuration is shown in Figure 3.7. The modelocked oscillator, regenerative amplifier, auto-correlator, and THz source are described in more detail in the following subsections.
Figure 3.7. **Box-diagram schematic of the entire experimental configuration.** Ultrafast infrared laser pulses from a Ti:Sapphire laser (Section 3.2.2 and 3.4.1) are amplified in a regenerative amplifier (Section 3.4.2) via chirped-pulse-amplification (CPA), and split such that ~80% of the beam is used for THz generation via tilted-pulse-front optical rectification (Section 3.3.4). The remaining portion of the beam is utilized for laser diagnostics and THz detection via electro-optic sampling. Quadrature detectors monitor spatial symmetry of the laser mode, and an optical autocorrelator characterizes the compressed pulse duration (Section 3.4.2.1).

### 3.4.1 Modelocked oscillator

The THz pulse train utilized for bio-exposure studies begins as an optical pulse train, as generated by a Micra modelocked Ti:sapphire commercial laser oscillator (Coherent, Inc., Santa Clara, CA) as shown in Figure 3.8(a) [40]. The gain medium is externally pumped by a diode-pumped Nd:YVO₄ laser (Coherent Verdi, 5W, 532 nm CW). Modelocking, or the constructive interference of cavity mode oscillations for single-pulse generation, is achieved by both passive and active methods. The former is via Kerr lensing, a nonlinear optical effect that induces an intensity-dependent increase of the local refractive index, establishing an effective lens structure via radial variation of optical path length \(OPL(r) = n(r)L\) [40]. This spatially separates the constructively-interfered, high-intensity, mode-locked portion of the beam, which may then be isolated with a slit aperture (shown at label 4 in Figure 3.8(a)). Active mode-locking is achieved by mounting a cavity mirror to a motorized spring that varies the cavity length, broadening the cavity mode profiles that contribute to constructive interference (shown at label 2 in Figure 3.8(a)).
As the refractive index is wavelength-dependent, each cavity mode comprising the laser pulse will see a slightly different index, leading to differential phase velocities that contribute to group velocity dispersion (GVD) and spatiotemporal pulse broadening. Per-pulse coherence is maintained with a pair of prisms (position 3 in Figure 3.8(a)) that apply tunable levels of frequency dispersion (“chirp”) by creating wavelength-dependent path-length differences that exactly compensate the GVD accumulation on each round trip within the oscillator cavity.

(a) Micra oscillator schematic

Figure 3.8. The Coherent Micra oscillator. (a) Schematic representation of the Micra oscillator. The Verdi input laser (532 nm CW, green path) pumps the gain medium (1), activating a lasing process that outputs energy (light red path) according to the Ti:Sapphire gain profile. The cavity will only support discrete lasing modes, assisted by active mode-locking methods such as a spring oscillator (2) to broaden the mode profiles. A pair of prisms (3) compensates pulse group velocity dispersion each round trip of the cavity. Kerr lensing spatially separates the modelocked region of the beam, which is isolated with a slit aperture at (4) and retro-reflected back through the optical components and gain medium (dark red path). A partially transmissive cavity end-mirror at (5) reflects most of the generated pulse train back through the system for additional passes. The small portion transmitted through this end-mirror forms the laser output. (b) The measured spectrum for each Micra output pulse. The central wavelength is 804 nm and bandwidth is 27 nm (fit to Equation (3.34)). (c) Measurements of the Micra beam size as it exits the oscillator (blue curve), and 103 cm from the oscillator output (red curve). The beam divergence is 0.88 mrad (0.05°). (d) An oscilloscope waveform of the output pulse train detected by a photodetector at the output of the oscillator cavity. The pulse spacing is stable at 12.5 ns corresponding to the 80 MHz repetition rate.
The pulse spectrum, measured with an infrared spectrometer (Ocean Optics Inc., FL), is shown in Figure 3.8(b). These data are fit to Gaussian distributions of the form

$$I(\lambda) = I_0 \cdot \exp \left[ \frac{1}{2} \left( \frac{\lambda - \lambda_0}{\sigma} \right)^2 \right] + I_{BG}.$$  \hspace{1cm} (3.34)

The central wavelength and bandwidth of the Micra oscillator is $\lambda_0 \pm \sigma = 804 \pm 27$ nm, as determined from the fit.

The beam size is characterized by the knife-edge method: Power is monitored with an infrared energy detector, and a vertical razor-blade is linearly translated to block the beam. The maximum average power of the unblocked beam is 195 mW at the oscillator output. The power variation as a function of blade position, $P(x)$, is fit to the equation

$$P(x) = \frac{P_0}{2} \left[ 1 - \text{erf} \left( \sqrt{2} \cdot \frac{x - x_0}{w_0} \right) \right]$$  \hspace{1cm} (3.35)

from which the beam waist, $w_0$, is extracted. The beam size was measured to be 0.81 mm at the output of the Micra (blue curve in Figure 3.8(c)), and 1.73 mm at the input of the stretcher/amplifier (red curve) that is 103.2 cm further down the beam path, corresponding to a beam divergence angle of 0.88 mrad, or 0.05°.

3.4.2 Regenerative amplifier

The pulse train emitted from the Micra oscillator is directed towards a Coherent Legend regenerative amplifier (Coherent, Inc.), which utilizes a chirped-pulse amplification (CPA) scheme [41]. CPA is a popular laser-amplification method commonly used to achieve previously unattainable peak laser powers by spatiotemporally dispersing the pulse frequency components, and thus lowering the pulse intensity; this enables pulse amplification without damaging amplifier components, while maintaining the pulse spectrum\(^1\). Prior to reaching the amplification cavity, the pulses from the Micra are “stretched” (i.e., frequencies spatiotemporally dispersed) by diffraction gratings, as shown in Figure 3.9.

\(^1\) In 2018, Drs. Donna Strickland and Gerard Mourou shared 50% of the Nobel Prize in physics for their discovery of chirped pulse amplification in 1985 [47, 48].
Figure 3.9. Chirping pulses with paired diffraction gratings disperses the frequency components in space and time, facilitating safe amplification via Chirped Pulse Amplification (CPA). A pulse centred at $\lambda_0 \pm \Delta \lambda$ will diffract at a wavelength-dependent angle (Equation (3.25)). The differential pathlengths disperse the wavelength components, which are re-collected by diffraction gratings into a compressed pulse.

A schematic and pulse-timing diagram outlining the operating principles of regenerative amplification are shown in Figure 3.10 [41]. The stretched 80 MHz pulse train from the oscillator enters the amplifier cavity $s$-polarized (i.e., perpendicular to the plane of incidence), and is reflected away from the amplification cavity by a polarization-selective Brewster window. A single pulse is selected at a 1 kHz sampling rate to enter the cavity by applying a delayed-triggered quarter-wave voltage to a Pockel’s cell (#4 in Figure 3.10(a)), resulting in a round-trip half-wave shift that converts the pulse from $s$-polarized to $p$-polarized (i.e., parallel to the plane of incidence). This is then transmitted by the Brewster window and trapped in the amplification cavity, while the remainder of the 80 MHz pulse train is retro-reflected back out of the amplifier unit.
Figure 3.10. The Coherent Legend regenerative amplifier. (a) Schematic representation of the Legend regenerative amplifier, and (b) the corresponding pulse timing diagram, adapted from [41]. (Components are numbered consistently in (a) and (b)). A stretched input pulse train (1) with s-polarization enters the amplifier and is reflected by a Brewster window towards a Pockel’s cell (4) triggered at 1 kHz. When triggered, the cell converts the pulse to p-polarization, which allows the reflected pulse to now be transmitted through the Brewster window into the Ti:sapphire medium (3). At the same time, a pump laser (2) is used to induce population inversion in the Ti:sapphire, facilitating amplification of the input pulse in the cavity. The pulse is reflected through the cavity multiple times, resulting in a build-up of the amplification (5). Once the final amplification is attained, the second Pockel’s cell (6) is triggered, converting the pulse back to s-polarization, enabling a Brewster window to reflect the pulse out of the system (rather than transmitting it back into the cavity), becoming the amplified pulse output (7). (c) The measured spectrum for each output pulse. The central wavelength is 801 nm and the bandwidth is 12 nm. (d) Measurements of the amplified pulse beam size by the knife-edge method. (e) An oscilloscope waveform displaying the build-up of the selected pulse in the amplifier cavity (yellow trace) and the output amplified 1 kHz pulse train (blue trace) as measured by a photodetector at the amplifier output.

Once trapped in the cavity, the p-polarized pulse makes ~15 – 17 round trips through the Ti:Sapphire gain medium, which has been gain-activated (atomic states excited to achieve population inversion) by an external pump laser (Coherent Verdi, 20W pulse, 532 nm, #2 in the pulse timing diagram). Each trip increases the total pulse energy for a total amplification factor of ~10^6 [41]. When amplification is complete, the cavity Pockel cell (#6 in Figure 3.10(a)) is activated with a quarter-wave voltage, inducing another round-trip half-wave shift of the pulse, and is
reflected out of the amplifying cavity by a Brewster window. An oscilloscope connected to a pair of photodetectors monitors the build-up (yellow trace in Figure 3.10(e)) and the amplified output (blue trace in Figure 3.10(e)). The stretched pulses are then compressed by gratings that establish the opposite spatiotemporal dispersions as the stretcher, and reverts the safely-amplified pulses to the original duration. A beamsplitter (see Figure 3.7) transmits ~80% of the amplifier output towards the external pump compressor, while ~20% is directed towards the internal sampling compressor. The former is utilized for THz generation, while the latter is used for coherent THz detection, and these fractions may be adjusted to optimize laser power distribution, if desired.

As with the oscillator seed output, the spectrum and beam size of the amplified pulse train were characterized via fits to Equations (3.34) and (3.35), shown in Figure 3.10(c – d). The central wavelength and bandwidth is \( \lambda_0 = 801 \pm 12 \) nm, and the beam size is 4.1 ± 0.2 mm. The 20%-split beam is actively monitored by an infrared detector during laser operation, and the average power of the 1 kHz pulse train is measured to be 715 mW. Therefore, the total amplified average laser power is 3.6 W, or 3.6 mJ per pulse at a 1 kHz \((T=1\text{ ms})\) repetition rate.

3.4.2.1 Measurement of ultrafast laser pulse duration with an optical auto-correlator

The temporal duration of the amplified, compressed pump pulse is characterized with a single-shot optical auto-correlator, as shown in Figure 3.11(a). The amplified pulsed beam is split into two that intersect noncolinearly in a KDP (monopotassium phosphate) crystal for frequency-doubling via second-harmonic generation [41]. The relative difference between the path length of the two pulses produces a spatial delay in the doubled signal, producing an autocorrelation of the pulse’s intensity profile. The autocorrelated signal is detected by an array of CCD diodes sent to an oscilloscope, from which the data in Figure 3.11(b) was extracted. The FWHM of the Gaussian autocorrelation was measured to be 50.4 fs, corresponding to a single-Gaussian pulse duration of \( \tau=50.4/\sqrt{2}=35.6 \) fs. Therefore, the pulse intensity of the amplified laser pulse is calculated to be \( I = E/(A\tau)=0.8 \text{ TW/cm}^2 \).
**Figure 3.11. Single-shot autocorrelator for temporal characterization of amplified laser pulse.** Modified from [41]. (a) The pulse is equally split into two beamlines, and non-collinearly propagated to intersect in a frequency-doubling KDP crystal. The second-harmonic signal generated is a temporal trace of the intensity distribution and is detected by a CCD array. (b) The width of the oscilloscope trace with the time axis calibrated to the optical delay time determines the autocorrelation width (50.4 fs FWHM), related to the single-Gaussian pulse duration as $50.4/\sqrt{2}=35.6$ fs.

### 3.4.3 The terahertz source

The amplified pulse train characterized in Section 3.4 is partitioned with a beamsplitter such that 80% of the energy is utilized for THz generation, while a small amount of the remaining power is used as the probe for coherent THz detection as shown in Figure 3.12(a). The collimated pump beam is magnified or demagnified with a zoom lens (a pair of cylindrical plano-convex ultrafast lenses positioned with coincident foci), and incident on a reflective diffraction grating (RDG) at an angle of $\theta_i = 37^\circ$, which, by Equation (3.25), produces first-order diffraction modes propagating with a tilted pulse front of $\theta_d = 57^\circ$ relative to the phase front.

Two plano-convex cylindrical lenses (L1 and L2 in Figure 3.12(a)) with focal lengths $f_1=10$ cm and $f_2=6$ cm are positioned in a 4f-imaging configuration as follows (see Figure 3.6): L1 is mounted $f_1$ from the grating plane center, and L2 is mounted $f_1+f_2$ from L1 such that their focal points are coincident. The crystal output face is positioned $f_2$ away from L2, forming a system that images the grating plane to the crystal plane as discussed in [44]. The total path length from grating to crystal is $2f_1+2f_2=32$ cm.

Upon propagation through the 4f-lens imaging system and crystal, this pulse-front angle will match the $\gamma = 63^\circ$ Cherenkov cone angle produced in a LN crystal. The LN output face is cut with an equivalent angle as described in Section 3.3.4 to maximize efficient THz emission to free space.
3.4.3.1 Terahertz emission from lithium niobate

The train of amplified laser pulses produces a beam of intense THz pulses with a 1 kHz repetition rate. The THz emission from the crystal output face was collimated by maximizing energy detected far (~30 cm) from the crystal output axis by adjusting the incident pump pulse
using the imaging lens’ and grating position. Fixed-height (z) measurements of the pulse energy were taken at 3 cm longitudinal (y) intervals and ±0.2 cm transverse (x) intervals to spatially characterize the collimated THz emission profile directly from the crystal output, as shown in Figure 3.13(a). On-axis spot images were acquired to monitor the 2D (xz) intensity distribution of the emitted THz, shown above the corresponding longitudinal position. Figure 3.13(b) are line projections from the data in (a), showing on-/off-axis energy loss in ambient laboratory conditions.

![Diagram](image)

**Figure 3.13. Spatial THz emission directly from the LN generation crystal.** (a) Normalized pulse energy vs. space. Images of the THz spot were taken at a fixed height (z = 6" (152.4 mm) from the bench surface) on-axis to characterize variation in the emitted THz spot size. (b) Average pulse energy decay vs. longitudinal distance from the crystal (y), for varying transverse locations (x). Energy growth near beam fringes is due to horizontal divergence. (c) THz spot size vs. longitudinal distance from the LN output. Note the change to abscissa values in (c) compared to (a) and (b).

From the on-axis energy decay, the effective absorption coefficient of the ambient environment is 20.8 cm$^{-1}$. The fringes of the beam grow in energy for increasing longitudinal distance due to horizontal beam divergence (1.6°, 27 mrad), shown in Figure 3.13(c). This divergence is likely due to the spatial dispersion of the pump pulse’s image on the crystal output face, which is an angularly dispersed tilted-pulse-front in the “horizontal” (xy) plane.
To increase the emission efficiency of the THz beam from the LN crystal, two layers of kapton tape were adhered to the crystal output face as in Figure 3.14(a), creating an anti-reflection coating (ARC) that increases the coupling efficiency to free-space propagation, resulting in a 9% increase of the THz pulse energy [45]. Following emission from the kapton+crystal output, a 3” (76.2 mm) diameter silicon (Si, $n=3.41$, $d=1$ mm) wafer is mounted at Brewster’s angle (73° for Si) relative to the $p$-polarized THz beam, as shown in Figure 3.14(b) [46]. This allows reflectionless THz beam transmission, while blocking infrared light from the pump from propagating to the sample or detector locations. The Si Brewster window results in a further 7% energy enhancement relative to filtration with black polyethylene. While the THz enhancement is significant, refraction in Si alters the typically fixed height of the THz beam by an amount $\Delta z = d(\tan \theta_1 - \tan \theta_2)$, where $\theta_1 = \theta_B = 73^\circ$ and $\theta_2 = 16^\circ$ are the incident and transmitted beam angles, respectively, and $d$ is the thickness of the Si wafer. Therefore a vertical re-alignment of either the pump or THz optics is required. Alternatively, propagation through a second inverted Si wafer may be used to correct the refraction offset to maintain the vertical pulse position.

**3.4.3.2 Terahertz beam exposure parameters**

For completeness, Table 3.1 shows a summary of typical parameters of the THz exposure beam, as well as the maximum fields achieved under optimal generation and alignment conditions. The ‘mean pulse’ reports parameter ranges determined from the average of many pulses generated from this source over several years, and represents the typical ranges achievable on a given day.
Details on measurements and analyses to characterize these beam parameters are discussed in the next chapter.

Table 3.1. Ranges of THz pulse parameters, and the pulse with the highest achieved field

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean pulse</th>
<th>Max. field pulse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak field (kV/cm)</td>
<td>332±140</td>
<td>640.3</td>
</tr>
<tr>
<td>Pulse energy (µJ)</td>
<td>1.2±0.4</td>
<td>1.45</td>
</tr>
<tr>
<td>*Spot size (w_H × w_V mm²)</td>
<td>1.6 × 1.9</td>
<td>1.12 × 1.32</td>
</tr>
<tr>
<td>†Duration (ps)</td>
<td>1.0±0.3</td>
<td>0.93</td>
</tr>
<tr>
<td>Peak frequency (THz)</td>
<td>0.7±0.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Bandwidth (FWTM THz)</td>
<td>1.2±0.5</td>
<td>1.1</td>
</tr>
<tr>
<td>Average intensity (mW/cm²)</td>
<td>67±28</td>
<td>125.0</td>
</tr>
<tr>
<td>Pulse intensity (MW/cm²)</td>
<td>54±40</td>
<td>134.5</td>
</tr>
</tbody>
</table>

*Spot sizes are reported as the major/minor axes’ diameters (1/e²) of the elliptical THz focus.
†Pulse durations reported as the 1/e width of the Hilbert pulse envelope.

FWTM = full-width tenth max

3.5 Conclusion

This chapter discussed theoretical aspects and experimental implementation of laser-based generation of intense THz pulses by tilted-pulse-front optical rectification in lithium niobate. This source of intense THz pulses was integrated into a larger bio-exposure system with a novel design that allows wide versatility of operation for exposure and analysis of several types of biological samples, with a relatively small table footprint. Methods of measuring and characterizing the THz beam are addressed in Chapter 4, and the integration into the larger THz bio-exposure system is discussed in Chapter 5.

3.6 References


4 Terahertz waveform analysis: Beam characterization and measurement of incoherent and coherent pulse parameters

“One can Fourier transform anything – often meaningfully.”

– John Tukey

4.1 Introduction

In this chapter, a comprehensive overview of important measurements for characterizing the exposure parameters of a terahertz (THz) beam are detailed. This will provide a useful reference guide for future operation of the THz source and biological exposure system housed in the Ultrafast Nanotools laboratory at the University of Alberta, or similar systems. These measurements are important aspects of accurate quantitative characterization of THz exposure parameters, and are necessary inputs for dosimetry calculations (Chapter 6). First, the THz source introduced in Chapter 3 is summarized, and the general principles of THz detection are outlined. Section 4.4 provides a comprehensive guide to measuring and calculating THz pulse parameters of interest, including energy, field strength, pulse duration, focused spot size, average or peak intensity, and frequency distribution. Next, a spectral decomposition analysis is performed using THz bandpass filters to characterize the frequency distribution of the broadband THz pulse in space and time. Finally, an analysis of field modulation in a focusing beam geometry is presented, and the contribution of carrier-envelope phase shift to the THz field calculations is described.

4.2 Terahertz source summary

Our THz system utilizes optical rectification of tilted-pulse-front infrared laser pulses (\(\lambda = 800\) nm, 35 fs, 3.6 mJ) generated by a Ti:Sapphire oscillator (Coherent Micra) and regeneratively amplified (Legend), as introduced in Chapter 3 and shown schematically in Figure 4.1(a). A tilted-pulse-front is established in this input pump beam by isolating the first diffraction mode from an 1800 \(\text{ln/mm}\) reflective diffraction grating (RDG), and imaged with a 4\(f\) cylindrical lens system \((f_1=100\) mm, \(f_2=60\) mm) to the output face of a lithium niobate (LiNbO\(_3\), LN) crystal [1, 2]. The LiNbO\(_3\) prism is manufactured with a 63° cut angle for efficient coupling of the THz pulse propagating in the crystal to free-space. Following generation, a pyroelectric detector (SPJ-D-8, Spectrum Detector, Inc.) and camera (PV320, Electrophysics) are used to measure the pulse energy and beam profile, respectively, at the location labelled “Pyro” in Figure 4.1(a).
Figure 4.1. **Source schematic and characteristics for intense THz pulses.** (a) Diagram of optical rectification of tilted-pulse-front infrared laser pulses in lithium niobate (LN), and propagation of the THz beam through the exposure system with the rotating off-axis parabolic mirror (ROAPM) oriented for waveform detection via electro-optic sampling in gallium phosphide (GaP). The modulated sampling pulse is shifted and split by a quarter wave plate (QWP) and Wollaston prism (WP), respectively, and detected by a pair of balanced photo-detectors (BPD). A delay stage (DS) on a motorized linear track varies the relative position of the sampling pulse within the THz pulse for electro-optic sampling of the THz field. (b) A 1 kHz pulse train of ~picosecond-duration pulses, corresponding to a duty cycle $= 10^{-9}$. (c) A plot of the intense THz pulse waveform, a single-cycle EM pulse reaching peak field strengths of ~640 kV/cm. *Inset:* The THz spot at the beam focus, spot size = 1.12x1.32 mm$^2$. (d) THz pulse power spectrum. The peak frequency is 1.3 THz, with a 1.8 THz FWTM (full-width tenth max).
The 1 kHz train of ~picosecond-duration pulses is shown in Figure 4.1(b), corresponding to a duty cycle of ~10\(^{-9}\). A single THz pulse waveform with a pulse duration of 0.93 ps is shown in Figure 4.1(c). The pulse energy and peak electric field in optimal alignment conditions is 1.5 \(\mu\)J and 640 kV/cm, respectively. The corresponding power spectrum is computed by the Fast Fourier Transform (FFT), shown in Figure 4.1(d), and is broadly peaked at 1.3 THz. The beam focus spot size is an ellipse with axis diameters 1.12 \(\times\) 1.32 mm\(^2\), corresponding to average (peak) intensity of 125.0 mW/cm\(^2\) (134.5 MW/cm\(^2\)). The methods of measuring and calculating these pulse parameters is now described in detail.

4.3 Detection of terahertz radiation

There are two broad categories of radiation detection [3]: Incoherent detection utilizes direct sensing technology for signal amplitude detection. Coherent detection refers to electromagnetic sensing that is sensitive to the signal phase in addition to amplitude.

4.3.1 Coherent detection

4.3.1.1 Electro-optic sampling of intense terahertz pulses in gallium phosphide

Electro-optic (EO) sampling is a pump-probe (THz pump, optical probe) detection technique that characterizes the electric field of the THz pulse in the time domain by exploiting the second-order Pockel’s effect [4]. The principle of electro-optic sampling is outlined in Figure 4.2. The THz field is focused normally to the (110) plane of a gallium phosphide (GaP) crystal, inducing an optical birefringence via the Pockel’s effect in the asymmetric GaP lattice. This effect is depicted by the index ellipsoid in Figure 4.2(a), indicating a differential refractive index seen by a vertically polarized field relative to a horizontally polarized field. An ultrafast optical sampling pulse split from the incident amplified beam is propagated colinearly through the GaP crystal, and a relative phase shift between the horizontal and vertical polarization components is induced that is proportional to the THz-induced birefringence magnitude, \(\Delta n\). A quarter-wave plate (\(\lambda/4\), QWP) induces a further 90° phase shift between horizontal and vertical polarizations, and a Wollaston prism (WP) spatially separates the vertical and horizontal polarizations into two beams. These are each separately detected by a pair of balanced photodetectors (BPD), which send signals via BNC to an oscilloscope, as depicted in Figure 4.2(c).
The EO signal induced by the THz field is measured as a relative change to oscilloscope trace amplitudes. Each signal split from the Wollaston prism produces a unique trace, labelled $I_1$ and $I_2$, with corresponding peaks $I_A$ and $I_B$. The normalized EO signal, $I_{EO}$, is calculated as

$$I_{EO} = \frac{I_A - I_B}{I_A + I_B} = \frac{\Delta I}{2I_0} \tag{4.1}$$

where $\Delta I = I_A - I_B$ is the total signal difference, and $I_0$ is the reference signal amplitude with no THz field present.

Figure 4.2. Schematic representation of electro-optic (EO) sampling of a THz field with an optical sampling pulse in nonlinear media. (a) An electric field applied along the (110) normal vector induces a birefringence that shifts the relative phase between horizontal and vertical polarizations ($n_x \neq n_y$). (b) A THz pump pulse (blue) and optical sampling pulse (red) are colinearly incident normal to the (110) plane of a gallium phosphide (GaP) crystal. The thick substrate is index-matched to reduce reflection interference typical in thin EO crystals. (c) Diagram of EO sampling at zero THz amplitude (top) and max THz field (bottom) sampling locations. The modulation in the sampling pulse is amplified with a quarter-wave plate ($\lambda/4$) and spatially separated by a Wollaston prism (WP). The relative signal amplitudes are read via peak-detection of the signal integrated by a pair of balanced photo-detectors.
An absolute determination of the THz electric field strength, $E_{THz}$, may be determined directly from the measured $I_{EO}$, as long as the nominal index ($n_0$), electro-optic coefficient ($r_{ij}$), amplitude transmission coefficient ($t$), and thickness ($L$) of the detection crystal are known. As the optical sampling pulse propagates through the crystal, components polarized horizontally see a refractive index $n_x$, while components polarized vertically see an index $n_y$, given by [5]

\[
\begin{align*}
    n_x &= n_0 - \frac{1}{2} n_0^3 r_{ij} E_{THz} \\
    n_y &= n_0 + \frac{1}{2} n_0^3 r_{ij} E_{THz}.
\end{align*}
\] (4.2)

Due to the polarization-dependent refractive index, as EM fields propagate through a distance $L$ in the detection crystal, the orthogonal components will accumulate a relative phase difference $\Delta \phi$

\[
\Delta \phi = \Delta kL = (n_y - n_x) \cdot \frac{2\pi}{\lambda} \cdot L = \frac{2\pi L}{\lambda} n_0^3 r_{ij} t E_{THz}
\] (4.3)

where $\Delta k = \Delta n \omega / c$ is the difference in wavenumber between the orthogonal polarization states and $\lambda$ is the central wavelength of the modulated sampling pulse. The sine of the phase shift in Equation (4.3) is proportional to the modulation of the signal amplitude:

\[
I_{EO} = \sin(\Delta \phi).
\] (4.4)

$E_{THz}$ is then related to the measured EO signal from Equations (4.3) and (4.4) as

\[
I_{EO} = \sin \left( \frac{2\pi L}{\lambda} n_0^3 r_{ij} t E_{THz} \right).
\] (4.5)

Therefore for small signals, the measured EO modulation is approximately proportional to the THz field strength. Measurement of this value for varying delay times, $t_d$, between the THz pump pulse and optical probe pulse traces the THz field strength as a function of time with sub-picosecond resolution. Shifting the relative phase between the THz and sampling pulse is achieved by increasing or decreasing the path length of the sampling beam with a programmable motorized delay stage (DS in Figure 4.1(a)).
4.3.2 Incoherent detection

Incoherent detection refers to amplitude measurements of scalar parameters such as pulse energy or intensity. Several methods of incoherent infrared and far-infrared detection are available that mostly exploit the known thermal properties of given absorber materials. These include bolometers [6, 7] or Golay cells [8]. In this project, detectors that exploit the physics of pyroelectric materials are utilized for energy and intensity detection [9].

4.3.2.1 Pyroelectricity for terahertz detection

Pyroelectricity is a material property that refers to a spontaneous polarization response to thermal stimulus. Radiation is incident on an absorbing material that acquires a net charge upon absorption, which in turn establishes a surface charge distribution in the nearby pyroelectric material, or a material near a ferroelectric phase transition that is sensitive to small thermal fluctuation [5]. The net change of polarization changes the dielectric constant, and thus capacitance, of the sensor, which registers as a transient current in an external circuit that is proportional to the total absorbed energy.

There are three pyroelectric detectors used for various energy characterizations of the THz pulse, shown in Figure 4.3. The total pulse energy is measured with a single-element large-area pyroelectric detector (Spectrum Detector Inc., SPJ-D-8), shown in Figure 4.3(a). This detector has a single 7.8 × 7.8 mm element (the material is a proprietary metallic composite) that integrates all thermal energy in the nominal wavelength range of 0.1 – 1000 μm (0.3 – 300 THz) [10, 11]. The resulting current may be monitored by an oscilloscope via BNC connection, or the digital readout in the proprietary software via USB connection. The input area may be fitted with various filtration components such as a silicon wafer (to block stray light) or an iris. The detector is bolted to a removable magnetic mount such that it may be reproducibly placed and removed from the THz beam path.
The second pyroelectric detector (ScienceTech, 6925-01), shown at right in Figure 4.3(a), is a smaller single-element pyroelectric detector used for alignment of the bio-exposure system. A custom holder was designed to fit in the sample area, and centre the detector over a 1 mm diameter pinhole aperture, as shown in Figure 4.4. Maximizing signal amplitude to this alignment module by adjusting the holder position with a 3D linear translation stage places the pinhole at the THz focus. This provides a point of reference to align all other components of the THz bio-exposure system, similar to the concept of “isocentre” in medical radiation gantries [12].

The third pyroelectric detection technology is a pyroelectric infrared imager shown in Figure 4.3(b) (Electrophysics, PV320), and is used to acquire the spatial THz energy distribution (i.e., images of the THz beam cross-section) [13]. The sensitive area of the detector is an array of ferroelectric BST ceramic composites (nominally Ba$_{0.66}$Sr$_{0.34}$TiO$_3$), with polarization that depends strongly on temperature in ambient conditions, and is highly sensitive to small thermal fluctuations. When the input is modulated with a chopper synchronized to the imaging rate, and the sensor is
maintained at a temperature near the ferroelectric phase transition, a 2D map of the temperature fluctuations due to EM energy absorption is acquired in real-time.

Figure 4.4. **Alignment of the sample holder with the ScienceTech pyroelectric detector.** A 1 mm custom-machined aperture holds the detector centred over the THz input window. Maximizing the pulse energy through the aperture locates the THz beam waist that is used as the reference point to align the other components of the bio-exposure system.

The modulation from the chopper intermittently blocks the input thermal irradiance allowing a uniformly averaged reference signal on the sensor array to be collected for real-time background correction in the integrated circuitry (in addition to the thermal background correction at longer time scales employed in practical THz spot imaging). The geometry of the chopper, an Archimedes spiral shown at right in Figure 4.3(b), performs this modulation with equivalent area fractions of the incident intensity in a radially symmetric fashion [14]. The sensitive area of the detector array is 320×240 pixels. Each element is 48.5 μm square for a 15.5×11.6 mm² field-of-view (FOV). This camera is connected via USB to proprietary software (Electrophysics, Velocity) for real-time visualization of the imaged beam. A global thermal background with the THz beam blocked is additionally acquired to characterize the background and detector non-uniformities, and this is subtracted from an equivalent image with the THz beam unblocked. The nominal wavelength range for the PV320 imager is 3 – 20 μm (15 – 100 THz), which is significantly higher than the THz band utilized in this thesis. Therefore, a per-band linearity analysis was performed to quantify the detector responsivity for frequency bands that comprise the broadband THz pulse [13].

### 4.3.2.2 Frequency response of pyroelectric detectors from 0.5 – 2.5 THz

Three methods of measuring the total pulse energy for individual THz bands were performed (see Section 4.5.1 for further discussion): (1) Calibrated voltage readout from the SPJ-D-8 pyroelectric detector, (2) Total pixel intensity from the PV320 pyroelectric imager, and (3) Integral
of the EO-sampled pulse power spectrum. By quantifying the pulse energy for each band, the linearity and potential frequency-dependence of these detectors can be directly compared. This is important for measurements of broadband THz pulses, as an ideal detector would detect all frequencies in the pulse with uniform sensitivity. A comparison of energy measurements for varying frequency bands is shown in Figure 4.5, plotted in the 3D energy parameter space as the black datapoints, labelled by the relevant band in green. The data traces a monotonically increasing curve, with the exception of the 0.5 THz band, which has a significantly lower power spectrum integral. This is likely due to the integrated power spectrum underestimating the THz pulse energy in this lowest frequency band, which corresponds to the largest focused spot size, and a relatively lower fraction of the total pulse energy seen by the optical sampling beam.

In particular, the PV320 imager response is limited by pixel size, and is intended for application in the 3 – 20 μm range (15 – 100 THz) [13]. However, it is shown to reasonably quantify energy in the broadband THz pulse used in this thesis (0.1 – 3 THz → 0.1 – 3 mm) when compared to the large-element SPJ-D-8, which is designed for the 0.3 – 300 THz range [11], although there is some disagreement as seen in the gray projection of Figure 4.5.

Figure 4.5. **Frequency linearity of pyroelectric detectors.** Total pulse energy measurements for each THz band (green labels in THz) are determined from the pyroelectric detector readout (SPJ-D-8), the total integrated camera pixel intensity (PV320), and the integrated power spectrum of EO-sampled waveforms. There is reasonable linearity between detectors, particularly for higher frequencies. The deviation for the 0.5 THz band is attributed to an underestimation of energy in the integrated power spectrum, since the two pyroelectric detectors with significantly different element pixel sizes (10 mm vs. 0.05 mm) are in agreement.
4.4 Terahertz pulse measurements and beam characterization

Measurement of scalar properties such as pulse energy ($\varepsilon$), spot size ($A$), and duration ($t$) allow for quantification of power $P$ or intensity $I$ as

$$I = \frac{P}{A} = \frac{\varepsilon}{At}$$

(4.6)

Using $t = \tau$ (where $\tau \sim 1$ ps is the single-cycle pulse duration) results in the peak power or intensity, while using $t = T$ (where $T = 1$ ms is the period of the 1 kHz pulse train) gives the average power or intensity. Since this project investigates the biological effects of intense THz pulses, the goal of maximizing intensity is achieved by generating pulses that maximize $\varepsilon$, minimize $A$ by focusing the THz beam to the smallest possible spot size, and minimize $\tau$ by utilizing single cycles of picosecond-duration EM oscillations. Measurements of the pulse energy, spot size, and pulse duration are now described.

4.4.1 Measuring the pulse energy, $\varepsilon$

The measurement of the THz pulse energy, $\varepsilon$, is obtained directly using the SPJ-D-8 detector, as shown in Figure 4.6(a). A removable off-axis parabolic mirror (OAPM) is placed against pre-aligned stops bolted to the table in the collimated region of the THz beam in the position labelled “Pyro” in the source schematic of Figure 4.1(a). The beam is focused to the detector element and the energy is read from the digital readout in the proprietary software, or from the amplitude of a calibrated oscilloscope trace, as shown in Figure 4.6(b). Aluminum foil in contact with the detector housing reduces electronic noise, and a $\sim 1$ mm layer of black polyethylene filters ambient thermal energy. The relative uncertainty of THz pulse energy detection is shown in Figure 4.6(c), calculated from the standard deviation of the count histograms in the proprietary energy detection software.
4.4.2 Measuring the pulse duration, $\tau$

The pulse duration is an important parameter in ultrafast physics. In general, faster pulses correspond to broader spectra peaked at higher frequencies. There are several methods of characterizing the THz pulse duration. In the literature, it is typically defined using the pulse envelope calculated from the Hilbert transform [15]. To compute a Hilbert envelope, the pulse is summed in quadrature with a copy of itself shifted by $\pi/2 \text{ rad (90°)}$. The width of the distribution resulting from the transformation (e.g., FWHM, FWTM, $1/e$, $1/e^2$, etc.) is taken as the pulse duration. The logic for this may be understood by considering the pulse decomposed into constituent sinusoids, with associated phases $\phi(\omega)$ and amplitudes $A(\omega)$ given by the Fourier

![Figure 4.6. THz pulse energy detection with the SPJ-D-8 pyroelectric detector.](image)

(a) Gold off-axis parabolic mirrors (effective focal length = 76.2 mm) focus the THz beam to the pyroelectric element, and the resulting current is displayed as an oscilloscope pulse. (b) The amplitude of the oscilloscope signal $\Delta V_{ab}$ is linearly proportional and calibrated to the THz pulse energy digital readout. (c) The relative uncertainty in detection vs. pulse energy from the detector count histograms.
transform. For a given frequency $\omega_0$, the Fourier component is $A \cdot \sin(\omega_0 t + \phi_0)$. Summing the root sum-of-squares of this wave with a $90^\circ$-shifted copy is equivalent to

$$A \cdot \sqrt{\sin^2(\omega_0 t + \phi_0) + \cos^2(\omega_0 t + \phi_0)} = A$$

which is the “envelope” of a monochromatic sinusoid. Extending this concept for all frequencies and phases that exist in the pulse therefore defines the envelope for an arbitrary field distribution. An example of a Hilbert envelope and extracted durations for a measured THz pulse are shown in Figure 4.7(a).

![Figure 4.7](image)

**Figure 4.7. Two methods of defining the pulse duration.** (a) The magnitude of the Hilbert transform defines the envelope for an arbitrary field distribution. The width of this envelope, by convention the $1/e$ threshold (green), defines the THz pulse duration. Also shown are alternative pulse width metrics – FWHM and $1/e^2$. (b) Normalized cumulative integral of the noise-subtracted temporal energy distribution. Pulse durations may be defined as time to accumulate a given fraction of total energy.

Another method of quantifying the pulse duration is by fractional energy arrival time as shown in Figure 4.7(b). Here, a cumulative energy integral $E^*(t) = \int_0^t E^2(t')dt'$ is computed, resulting in a curve representing energy growth of the pulse as a function of time up to a maximum given by the total pulse energy $E = \max(E^*)$. Pulse durations may then be extracted by defining an energy fraction threshold $X\%$, for which the associated time duration $\tau_X$ is the time to reach the chosen threshold. To eliminate the influence of measurement noise, a linear function is fit to the cumulative integral in the negative time ($t < 0$ ps) field region. Assuming noise energy is roughly constant, this line is extrapolated to the positive time domain and subtracted from the total integral. The remainder of the cumulative integral represents the noise-subtracted THz energy in time. The widths of the Hilbert transform in Figure 4.7(a) can be compared to energy growth times in Figure 4.7(b). It is typical to see the $1/e$ width used in the THz literature (green line in Figure 4.7a).
this example, the pulse duration is determined to be $\tau_{1/e} = 0.75$ ps, which is equivalent to roughly 40% of the total pulse energy.

4.4.3 Measuring the focused spot area, $A$

To measure the spot size, image data of the THz focus is acquired by the PV320 imager in Figure 4.3(b). A silicon wafer is mounted on the detector input to filter residual infrared pump leakage. The imager is placed at the “Pyro” location in Figure 4.1(a) and manually shifted until the smallest spot is achieved (the THz beam may need to be attenuated with crossed wire-grid polarizers or silicon wafers to avoid camera saturation). A second image with the THz beam blocked is used for background subtraction in post-analysis.

![Figure 4.8. Quantifying THz spot area with combined 1D Gaussian fits. Data is extracted from the 2D image from horizontal and vertical line profiles drawn along the major/minor axes of the elliptical THz spot. By convention, the spot size in each dimension is reported as the $1/e^2$ width of the fit.](image)

The measured THz focus for the beam under optimal alignment conditions (the “max field pulse” in Table 4.1) is shown in Figure 4.8. Horizontal and vertical line projections are plotted through a reference point in the image data, typically the maximum pixel intensity, or the maximum average local intensity if noise is high, and fit to a Gaussian function $G(x; x_i) = x_1 \exp \left( -\frac{(x-x_2)^2}{2x_3^2} \right) + x_4$ for fitting parameters $x_i$. The spot diameter is extracted from the fitted width $x_3$, conventionally reported as the width at $1/e^2$ of the peak value. These measurements may
then be utilized in Equation (4.6) in defining the intensities of the THz pulse, or for calculation of the peak electric field discussed presently.

4.4.4 Measuring the electric field strength, $E_{THz}$

The field strength need only be quantitatively determined at a single point (typically $t_0$, the timepoint of the “peak” or maximum field), and this is used to scale the relative waveform acquired by EO sampling to determine the electric field as a function of time. In general, two methods are commonly employed:

4.4.4.1 Field calculation from classical electric energy density

The first method utilizes the classical relationship $u = \frac{1}{2} \varepsilon_0 E_{THz}^2$, where $u = \varepsilon / V$ is the energy density in a region of space $V = A\tau A c$, $A$ is the transverse spot area, $\tau$ is the pulse duration, $c$ is the vacuum speed of light ($2.9979 \times 10^8$ m/s) and $\varepsilon_0$ is the permittivity of free space ($8.85 \times 10^{-12}$ F/m) [16]. Re-arranging to solve for the field strength, $E_{THz}$, gives

$$E_{THz} = \sqrt{\frac{2Z_0 I_p}{\epsilon_0 A \tau}}$$

(4.7)

where $Z_0 = (\epsilon_0 c)^{-1} = 377 \ \Omega$ is the impedance of free space. This method is useful for estimates of the field magnitude from the measured pulse energy (Section 4.4.1), pulse duration (Section 4.4.2), and spot size (Section 4.4.3). Other definitions for $\tau$ have also been employed, such as waveform integrals, as in references [17, 18]. However, as the initial expression for energy density is derived from a time-average of a plane-wave over many field cycles, this relationship is not valid in general for single-cycle field oscillations in a focusing geometry, as relevant to our bio-exposure studies [16].

4.4.4.2 Field calculation directly from the electro-optic signal

The preferred method of calculating field strength for this thesis is directly from the measured normalized EO signal, $I_{EO}$, discussed in Section 4.3.1.1. Rearranging Equation (4.5) [19]:

$$I_{EO} = \frac{2Z_0 E_{THz}^2}{A^2 \omega^2 c}$$
\[ E_{THz} = \arcsin(t_{EO}) \cdot \frac{\lambda}{2\pi n_0^3 r_{41} t_{GaP}} \]  

(4.8)

where \( L=200 \, \mu m \), \( n_0=3.18 \), \( r_{41}=0.88 \, \text{pm/V} \), \( t_{GaP}=0.46 \) is the GaP thickness, index, EO coefficient, and amplitude transmission coefficient, respectively, and \( \lambda=800 \, \text{nm} \) is the sampling beam wavelength.

### 4.4.5 Summary of terahertz pulse parameters

A Matlab GUI was designed to automate the calculations described in Sections 4.4.1 – 4.4.4 from raw data: EO sampled waveform, THz spot image, and pulse energy measurement. These logged calculations were queried in order to establish a distribution of THz pulse parameters, and report typical ranges of these parameters utilized in this project. Table 4.1 reports a summary for 35 measured THz pulses utilized for various experimental contexts over the duration of this thesis project. The Max Field Pulse is the pulse measured with the highest peak field strength (640.3 kV/cm), and represents the THz generation capabilities under optimal efficiency and alignment conditions.

**Table 4.1. Typical range of THz pulse parameters and the pulse with the highest achieved field**

<table>
<thead>
<tr>
<th>Mean parameters</th>
<th>Max. field pulse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak field (kV/cm)</td>
<td>332±140</td>
</tr>
<tr>
<td>Pulse energy (( \mu )J)</td>
<td>1.2±0.4</td>
</tr>
<tr>
<td>*Spot size (( w_H \times w_V ) mm(^2))</td>
<td>1.6 \times 1.9</td>
</tr>
<tr>
<td>†Duration (ps)</td>
<td>1.0±0.3</td>
</tr>
<tr>
<td>Peak frequency (THz)</td>
<td>0.7±0.3</td>
</tr>
<tr>
<td>Bandwidth (FWTM THz)</td>
<td>1.2±0.5</td>
</tr>
<tr>
<td>Average intensity (mW/cm(^2))</td>
<td>67±28</td>
</tr>
<tr>
<td>Peak intensity (MW/cm(^2))</td>
<td>54±40</td>
</tr>
</tbody>
</table>

†Pulse durations reported as the 1/e-width of the Hilbert envelope

*Spot sizes reported as major/minor axis 1/e\(^2\)-diameters of elliptical THz focus.

FWTM=full-width tenth max

### 4.5 Spectral decomposition of the terahertz beam

The distribution of spectral energy in time and space for a THz pulse is an important consideration for biological exposure studies, as the interaction mechanism implies that frequency may be a key control parameter for THz-induced biological effects, and so must be properly
characterized. Figure 4.9 shows the coarse spectral differences between the principal single-cycle pulse (green) and the small-amplitude ringing that follows (red), comprising 94% and 6% of the total THz pulse energy, respectively. The corresponding power spectra show significant frequency dispersion, with the energy of the positive-time ringing predominantly contained in the water absorption bands, and is a spectral signature of free-space propagation in humid air.

![Fig 4.9](image)

**Figure 4.9. Windowed FFTs of the THz pulse highlighting coarse spectral variation in time.** (a) Time-domain waveforms, showing pulse separation into the two dominant components: The main THz pulse generated from the optically rectified Gaussian infrared laser pulse (green), and the positive-time oscillations (red) due to crystal ringing and water vapor-induced dispersion that causes high frequencies to travel faster than low frequencies in humid air. (b) The corresponding power spectra show that the main pulse captures the majority of the broadband spectral shape, and the peaks in the positive-time ringing exactly overlap with THz water absorption lines.

### 4.5.1 Bandpass terahertz waveform analysis

The single-cycle, broadband pulse can be thought of as containing many non-visible “colours” of THz energy, and the Fourier transform provides the continuous (window-limited) frequency distribution that exists in the pulse. The frequency bands that comprise the total broadband pulse correspond to their own temporal waveforms that may be individually measured via electro-optic sampling, with associated peak field, energy, pulse duration, spot size, and intensity characterized as described in Sections 4.3 and 4.4. These waveforms are obtained by filtering the broadband THz pulse with bandpass filters that preferentially transmit narrow energy bands from the incident broadband spectrum, as shown in Figure 4.10. Filtering the THz pulse prior to biological exposure provides the best method of investigating frequency-dependent biological effects.
To characterize the properties for the individual frequency bands that comprise the THz pulse, 8 bandpass filters were acquired for the \{0.5, 0.86, 1.0, 1.2, 1.5, 2.0, 2.2, 2.5\} THz bands (Thorlabs FB19Mλ, where \(\lambda\) is the central wavelength of the filter in μm). These filters are 1 μm thick gold mesh in a cross-absent pattern, and are a photonic analog of a resonant LC circuit. The conductive grid pattern establishes field-driven charge separations (capacitance, \(C\)) and current loops (inductance, \(L\)) that reject out-of-band radiation by reflection and destructive interference, and preferentially transmit the desired frequency band \[20, 21, 22\]. The normalized EO-sampled waveforms for each bandpass filter are shown in Figure 4.11(a) and the associated power spectra are in Figure 4.11(b). The incident broadband parameters are given in Table 4.2.

Figure 4.10. **THz bandpass filters.** Fields incident on the conductive mesh establish capacitance and inductance distributions that preferentially transmit single frequency bands dependent on the specific geometry of the cross-absent structure (top-right). **Bottom:** Stereoscope images of the bandpass filters at 0.5, 1.0, and 2.2 THz, showing cross-absent geometries tuned for desired wavelength transmission.

<table>
<thead>
<tr>
<th>Pulse Energy (μJ)</th>
<th>1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak field (kV/cm)</td>
<td>567</td>
</tr>
<tr>
<td>Peak frequency (THz)</td>
<td>0.6</td>
</tr>
<tr>
<td>Bandwidth FWHM (THz)</td>
<td>0.7</td>
</tr>
<tr>
<td>Spot size ((w_H \times w_V)) mm²</td>
<td>2.0 (\times) 1.7</td>
</tr>
<tr>
<td>Pulse duration (ps)</td>
<td>0.83</td>
</tr>
</tbody>
</table>
The labelled Q-value for each waveform represents the quality, \( Q = f_0/\Delta f \), of the associated transmission profile (Figure 4.11(c), calculated from the ratio of power spectra), where \( f_0 \) is the peak frequency and \( \Delta f \) is the FWHM width. The total pulse energy for each band was measured by three methods as discussed in Section 4.4.1, and approximately trace the power spectrum of the broadband pulse as in Figure 4.11(d). The peak electric field amplitudes for each waveform are shown in Figure 4.11(e).

4.5.1.1 Per-band pulse duration

Qualitatively, the temporal waveforms of Figure 4.11(a) are clearly faster for higher frequency bands, as expected, and field amplitudes appear to follow an exponential decay. Therefore, the peaks of the temporal field were fit to an equation \( y = y_0 e^{-t/\tau} \) to determine a characteristic decay
time $\tau$. An example of this fit is shown in Figure 4.12 for the 1.0 THz band. The associated linear frequency $f = 2\pi/\tau$ is plotted against the bandpass frequency $f_0$, and compared to durations as determined from the Hilbert envelope (Section 4.4.2). Pulse durations for the 2.0 and 2.2 THz bands are slower than the expected linear trend, but may be due to fitting error in low-SNR bands.

![Figure 4.12. Per-band THz pulse duration.](image)

*Figure 4.12. Per-band THz pulse duration.* The characteristic time of amplitude decay (example for 1.0 THz at left) agrees well with the pulse duration as determined from the Hilbert profile width (right).

### 4.5.1.2 Per-band beam size and frequency distribution in space

Free-space THz pulses are diffraction-limited, and the minimum beam radius, $w_0$, is frequency-dependent. Therefore, each frequency band will focus to different sizes in potentially different regions of space, with high frequencies generally capable of tighter focusing. The theoretical diffraction limit for Gaussian beams is given by [23]

$$2w_0 = \frac{4c}{\pi f_0} \cdot \frac{F}{d} \quad (4.9)$$

where $c=2.9979\times10^8$ m/s is the speed of light, $F=76.2$ mm is the mirror focal length, and $d=30$ mm is the mirror aperture.

Images of the THz focus for individual frequency bands provides the spatial frequency distribution present in the total broadband pulse, as shown in Figure 4.13(a). The images in the top row are globally normalized to the max intensity of the highest energy pulse (0.86 THz), and the images in the bottom row are each individually normalized to their own maxima. Together, these
show the dependence of total energy and focused spot size for varying frequency bands within the broadband pulse. Figure 4.13(b) shows the mean spot sizes (average of horizontal and vertical diameters), compared to the diffraction limit from Equation (4.9). Contour lines for the region encompassing the $1/e^2$ intensity of each image are shown in Figure 4.13(c).

![Figure 4.13](image)

This frequency-dependent characterization of the spatial distribution is important for a focused broadband beam used for biological exposure studies, as an exposed sample sees an altered spectrum depending on the location within the THz spot. For typical human cell sizes (10 – 100 μm diameter), anywhere from 1000 to 100,000 confluent cells may exist in the broadband THz spot ($2.02 \times 1.68$ mm$^2$). The cells near the centre of the focus see the full spectrum, while cells near the fringes see a higher fraction of low-frequency energy (i.e., as if a low-pass filter is applied from the beam centre to the edges).
4.5.1.3 Per-band peak and average intensities

Finally, Figure 4.14 shows the average and peak intensity for each THz band, calculated by Equation (4.6) from the measured pulse energy (pyroelectric detector, Figure 4.11(d)), duration (Figure 4.12), and spot size (Figure 4.13). While the pulse energy generally decreases for higher frequencies, the decreases in pulse duration and spot size compensate, and high-frequency peak intensities are comparable or even greater than the maximum-energy frequency bands.

![Figure 4.14. The average and peak intensities of individual THz bands.](image)

The trade-offs between energy, duration, and spot size in the intensity calculation of Equation (4.6) result in roughly flat intensity profiles across the THz pulse spectrum.

4.6 Terahertz field modulation in a focusing beam geometry

To maximize THz intensity, a focusing beam is utilized that deviates from simplified plane-wave characterizations. To investigate modulation of the THz pulse in a focusing geometry, a THz waveform was acquired for varying longitudinal locations through the beam focus. In practice, the THz source was prepared in reflection mode, as shown schematically in Figure 4.15(a) (see Chapter 5 for details), with a 0.5 mm thick silicon (Si) wafer placed at the sample location. A series of 17 waveforms, shown in Figure 4.15(b), were acquired by EO sampling with the sample stage shifted by $\Delta z \in [-2.7, +2.7]$ mm on either side of the location of the initial reference at $\Delta z = 0$. This effectively shifts the detection plane of the GaP crystal to locations $z \in [-5.4, +5.4]$ mm due to the return trip in reflection mode. The location of maximum intensity was determined to be at $z = z_0 = +2.8$ mm, and is intermediate to the locations of the maximum/minimum positive/negative field lobes as shown in Figure 4.15(c). Therefore, the pulse propagation distance variable, $d$, is defined as $d = 2\Delta z - 1.4$ [mm], so that the data are symmetric about the beam waist at $d=0$ mm.
For each waveform, the field values of the maximum and minimum pulse lobes were extracted. These are plotted for as a function of space and intensity in Figure 4.16(a), and each of the 2D projections of these data are shown in Figure 4.16(b – d). In Gaussian optics, longitudinal variation of the beam waist $w(z)$ is given by [23]

$$w(z) = w_0 \sqrt{1 + \left(\frac{z - z_0}{z_R}\right)^2}$$

Figure 4.15. **Waveform modulation of a focusing beam.** (a) Schematic of the THz source in reflection mode for focusing beam waveform detection. Reflections from an Si wafer at the sample locations are acquired, and the sample holder is translated longitudinally ($z$) to effectively shift the GaP detection plane through the sampled THz beam focus. (b) Field vs. time of the EO-sampled THz pulse waveforms, with vertical offsets for varying longitudinal locations for clarity. The secondary reflections are from the distal surface of the Si wafer. (c) Pulses aligned with their position in the focusing beam geometry, showing focusing-induced phase modulation. The red lines indicate the maximum and minimum field strength range. The locations of field maxima straddle the maximum intensity beam waist.
where $w_0$ is the minimum beam waist (i.e., the focus’ radius, Equation (4.9)) and $z_R = \pi w_0^2 / \lambda$ is the Rayleigh range (half the depth of focus) for a monochromatic wavelength, $\lambda$. The average intensity for each location is quantified from the integrated power spectra of the associated waveform for varying positions through the focus, and this variation as the THz pulse is focused is shown in Figure 4.16(b). Using Equation (4.10) the measured values were fit to a function $F = 1/w^2$ (black curve), and the extracted fit parameters were $w_0 = 0.9 \pm 0.1$ mm, consistent with the measured spot size, and $z_R = 8.0 \pm 0.2$ mm is an effective broadband Rayleigh range. Using these to solve for $\lambda$ in the above expression for $z_R$ gives a corresponding effective monochromatic wavelength of 0.32 mm, or 0.94 THz.

Figure 4.16. **Intensity and field variation for a focusing THz pulse.** (a) A 3D plot showing the variation of the positive/negative (blue/red) field lobe amplitudes through the focus ($d=0$ mm), with the intensity of the focusing beam shown on the vertical axis. The three 2D projections of this 3D space are shown in the bottom plots. (b) The intensity as measured by the integrated power spectra follows the functional form of a focusing Gaussian beam (Equation (4.10)), with $z_R = (8.0 \pm 0.2)$ mm representing an effective broadband Rayleigh range. (c) The field amplitude for each lobe of the THz waveform during focusing. The maximum field for each lobe straddles the location of maximum intensity. (d) Intensity vs. squared peak field strength. Far from the focus, the linear scaling of Equation (4.7) is valid. Within the effective Rayleigh range of the focus (highlighted band), the gradient directions reverse, due to the focusing-induced Gouy phase shift.
The maximum and minimum field values are plotted vs. distance in Figure 4.16(c). Of note is the 4.3 mm gap between the maximum positive field and the minimum negative field lobes, which straddle either side of the maximum intensity focus at \(d=0\) mm.

Figure 4.16(d) shows the intensity vs. the squared-field extracted from the waveforms during focusing. The linear proportionality predicted by Equation (4.7) is satisfied for points far from the focus relative to the effective broadband Rayleigh range. However, within \(\pm z_R/2\) of the beam waist (highlighted band), the linear trend undergoes a reversal due to a focusing-induced \(\pi\)-phase shift. This phenomenon is known as the Gouy phase shift, first characterized by Louis Georges Gouy in 1890 [24].

4.6.1 Carrier-envelope phase modulation and the Gouy phase shift

The field modulation in Figure 4.15 and Figure 4.16 is due to a carrier-envelope phase (CEP) shift of the focusing THz pulse, and fundamentally arises due to the finite spatial extent of the THz beam in space [25].

4.6.1.1 Physical origin of the Gouy phase shift

Mathematical descriptions of a propagating wave often utilize the plane-wave approximation, which assumes that there is no transverse curvature of the EM field vectors (i.e., the vectors lie on a 2D plane of infinite extent). In reality, THz fields are not plane waves, but are approximately \(\{0,0\}\) Gaussian mode distributions with non-zero transverse momentum \(k_{x/y}\) related to the total wavevector \(k\) as

\[
\bar{k}_z \equiv \frac{\langle k_z^2 \rangle}{k} = k - \frac{\langle k_T^2 \rangle}{k} \tag{4.11}
\]

where the bra-ket notation indicates the expectation value of the wavevector, \(k_T^2 = k_x^2 + k_y^2\), and radial symmetry is assumed. Longitudinal propagation is governed by \(\bar{k}_z \equiv \partial \phi(z)/\partial z\). Therefore, the first term of Equation (4.11) gives a linear phase term, \(kz\), for an infinite plane wave, and the second term represents the Gouy phase shift, or the expectation value of the axial phase shift:

\[
\phi_G = -\frac{1}{k} \int_0^z \langle k_T^2 \rangle \, dz' \tag{4.12}
\]
A radially finite THz field, $E(r,z)$, is modeled as a transverse $\{0,0\}$ Gaussian distribution

$$E(r,z) = \frac{2}{\sqrt{\pi}} \cdot \frac{1}{w(z)} \cdot \exp\left\{-\frac{r^2}{w^2(z)}\right\}$$

(4.13)

where $w(z)$ is the beam waist given by Equation (4.10). The Fourier transform of Equation (4.13) gives the transverse wavevector distribution, and is also Gaussian in $k$-space centred at $k_r = 0$:

$$\tilde{E}(k_r) = \frac{w(z)}{2\pi} \cdot \exp\left\{-\frac{w^2(z)}{4} k_r^2\right\}.$$  

(4.14)

As $\phi_G$ relies on the expectation value, we find via Equation (4.14)

$$\langle k_r^2 \rangle = \int_0^\infty k_r^2 |\tilde{E}(k_r)|^2 \, dr = \frac{2}{w^2(z)}.$$  

(4.15)

Inserting into Equation (4.12):

$$\phi_G = -\frac{2}{k} \int_0^z \frac{dz'}{w^2(z')}.$$  

(4.16)

Substituting Equation (4.10) into Equation (4.16) and integrating, the Gouy phase shift of a Gaussian beam as it propagates through the focal plane, $z_0$, is

$$\phi_G(z) = -\arctan\left(\frac{z - z_0}{z_R}\right).$$

(4.17)

4.6.1.2 Gouy phase modulation of the focusing terahertz pulse

The principle of CEP modulation is shown in Figure 4.17(a), depicting the effect to the net pulse due to relative phase shifts between the envelope (red) and carrier (blue) waves. Equations (4.17) and (4.10) are plotted in Figure 4.17(b), displaying the CEP reversal for a focusing beam
geometry at the minimum beam waist. Figure 4.17(c – d) show the modulations to the measured THz waveform and spectrum in the converging (d=−4 mm), focused (d=0 mm), and diverging (d=+4 mm) beam regions. The pulse durations, \( t_{\text{hil}} \), and peak-power frequencies, \( f_0 \), were also determined. As the pulses approach the focal plane, both \( t_{\text{hil}} \) and \( f_0 \) increase to maxima of 1.18 ps and 0.78 THz, respectively, and decrease to 1.11 ps and 0.62 THz when sampled 4 mm from the focus.

Interestingly, the effect to the frequency content of the pulse appears to be an energy trade-off between, predominantly, the 0.8 THz band behind the focus (\( z = -4 \) mm) and the 1.3 THz band ahead of the focus (\( z = +4 \) mm). Figure 4.17(e) plots the ratios of the off-focus spectra to the focused spectrum, and shows that these energy trades are features of periodic modulations from 0 – 2 THz.

The phase spectra from the complex FFT for each windowed waveform of Figure 4.15(b) were fit to a linear function, and these were subtracted to correct for linear phase (the first term of...
Equation (4.11)). The corrected phase spectra shown in Figure 4.18(a) show the isolated Gouy phase modulation vs. distance, and the matrix columns were fit to Equation (4.17), with $z_0$ and $z_R$ as fitting parameters. Figure 4.18(b) shows an example fit from the phase matrix using $\phi_G(z)$ at 0.62 THz, and Figure 4.18(c) shows the frequency-dependent Rayleigh range $z_R(f)$ extracted from each column. The lower-frequency bands dominate the broadband focusing geometry, while the higher frequency bands have relatively smaller focused lengths around ~4 – 5 mm.

![Diagram showing corrected phase spectra](image1)

**Figure 4.18. Gouy phase modulation spectra of a focusing THz beam, and determination of the frequency-dependent Rayleigh range.** (a) Phase spectra vs. location through the THz focus ($d = 0$), corrected for linear phase propagation. (b) An example fit of $\phi_G(z)$ using the 0.62 THz column from the phase matrix (dotted square column). (c) The extracted Rayleigh range as a function of frequency, relative to the effective broadband Rayleigh range.

### 4.6.2 Significance of pulse phase modulation for exposure studies

Often, the THz generation and source component alignment will be optimized for either maximum pulse energy or maximum field strength. These data show that the location of the maximum beam intensity does not coincide with the locations of maximum field strength, which were significantly far from the beam waist (~2.8 mm and +1.5 mm, see Figure 4.16(c)). This range
is very large relative to the typical thickness of exposed samples, and these results aid in the alignment of the sample within the desired region of the focusing beam.

4.7 Conclusion

In this chapter, practical detection, measurement, and characterization methods were presented to provide a complete description of a pulsed THz beam. Following a summary of the THz source and pulse parameters to contextualize the present chapter’s discussion, general properties of coherent and incoherent THz sensing principles were introduced, specifically focusing on EO sampling and pyroelectricity-based methods utilized in this project. Section 4.4 provides a guide for practical THz parameter measurement, and may be used as a reference for researchers using similar systems for comprehensive beam characterization. A Matlab GUI is available on the laboratory workstation that automates most of the calculations outlined in this chapter from raw measurements of the THz waveform, spot size, and pulse energy. Sections 4.5 and 4.6 provide results of two additional analyses, characterizing the THz pulse decomposed into individual frequency bands, and field modulation in a focusing beam geometry.

These investigations are of direct relevance for biological exposure studies. Accurate THz detection influences proper alignment of the exposure system, and measurement of THz pulse exposure parameters are necessary for accurate dosimetry. THz bandpass exposures provide the best method of investigating frequency-dependence of biological response, and the band-level characterizations of Section 4.5.1 provide direct measurement of the frequency distribution of the THz pulse in time and space for these studies. The characterization of field modulation in a focusing beam geometry provided further insight into the optimal placement of a biological sample in the focusing beam. In particular, it was found that the depth of focus for a THz beam (~8 mm) is large relative to most samples’ thickness (~10 – 100 μm), and varying locations within this range correspond to significant modulations of field strength and spectral content that are important considerations in understanding variations of biological response induced by exposure to intense THz pulses.

4.8 References


5 A system for field-enhanced terahertz pulse exposure and real-time analysis of biological samples

5.1 Introduction

In this chapter, design and implementation considerations for integrating a terahertz (THz) source into a larger system for biological exposure investigations are outlined. First, a summary and review of these systems that have been reported in the literature is presented, and a distinction between investigations utilizing continuous-wave (CW) vs. pulsed THz beams is emphasized in the context of thermal and non-thermal biological effects. Next, the design of the THz bio-exposure system constructed for this thesis project is described. This system allows for multiple source operation modes with a small table footprint, and capability of local field-enhancement in biological samples that is quantitatively characterized by finite-element simulation. Potential substrate candidates are analyzed via THz transmission measurements to determine the optimal materials for both sample growth (e.g., cell culture) and THz transmission, and an alignment procedure is outlined that defines a global reference point in space for an arbitrary substrate that ensures the beam focus, sample, and image planes are coincident in space. Finally, modifications of the bio-exposure system to facilitate normal-incidence reflection spectroscopy measurements are outlined, and performance is demonstrated with THz reflectance datasets in semiconductor materials (InGaAs and GaP). Additionally, reflection mode provides a method of quantitative field calculation at the bio-sample location, which is an important consideration to ensure that the exposed sample sees the expected THz field.

5.1.1 Terahertz systems for biological exposure studies

There are three necessary components for any general THz bio-exposure system, as shown in Figure 5.1. These are the THz source, the sample housing, and the analysis system that is dependent on the biological assays employed.

The “source” refers to any components for the generation, manipulation (i.e., steering, attenuating, filtering, etc.), and detection of THz waves, and is dependent on the chosen method for THz generation. In general, a source capable of inducing non-thermal biological effects should produce intense pulses of THz radiation with high generation efficiency and peak electric field strength. The repetition rate of the pulse train should be chosen such that THz power is maximized.
while maintaining negligible levels of average steady-state temperature increase in the exposed system. The pulse spectrum should be peaked in the THz band, and ideally tunable. The chosen THz generation technique is typically the limiting factor in exploring biological effects for varying exposure parameters, as many source types efficiently produce only a limited energy profile. Table-top laser-based sources that satisfy the above criteria are the most popular technology in recent reported literature.

Figure 5.1. The three components of a general system for investigations of THz-induced biological effects. (a) Sources used for bio-exposures may be continuous-wave or pulsed. The latter may be generated with a fixed repetition rate, or in more complex series of micropulses within a larger macropulse train characterized by multiple repetition rates. (b) For the duration of THz exposure, the sample should be in an environment with temperature and humidity monitored and regulated. The pH of the sample solution should be regulated with either CO$_2$ or pH-regulating buffer media. (c) Real-time analysis during THz exposure is performed for observation of transient or reversible effects. Here, examples of light and fluorescence microscopy of cancer cells are shown, though these methods may vary widely by experimental context and goals.
The “sample housing” refers to any container and environment of the biological sample during THz exposure, including the growth substrate and sample chamber. The housing accommodates a variety of biological samples at multiple scales of biological organization (e.g., molecular, cellular, or tissue). Since experiments often require extended exposure times (greater than a few minutes), care is taken to ensure that important environmental parameters like temperature and humidity are regulated. When necessary, the media pH is regulated, either by maintaining ambient CO$_2$ concentrations at appropriate levels (typically 5% – 10% for most cell lines), or by use of pH-regulating media buffers such as HEPES. For substrates, many materials that are commonly employed in standard biological assays are not optimal for use in THz exposure studies. For example, simple borosilicate glass is one of the most commonly used materials for substrates in cell biology due to mechanical stability, support for cell growth, and transparency to relevant wavelengths used in visible light and fluorescence microscopy, or other types of radiation exposure studies (e.g., X-rays). However, glass substrates have undesirable absorption characteristics across the THz band, and so specialized substrates suitable for the THz source are a key consideration. A discussion and characterization of various substrate options is provided in Section 5.3.2.2.

The “analysis system” refers to any components that characterize the potentially transient or reversible effects induced by THz radiation in real-time during exposure. This may include standard equipment such as a light microscope, thermal imager, or systems for specific assays such as fluorescence microscopy of target fluorophores introduced into the sample, or spectroscopy systems to monitor changes in dielectric parameters during exposure. Analyses of irreversible or fixed effects that may be performed outside of exposure conditions do not influence the larger system design, and so are not considered here.

5.2 Review of existing terahertz exposure systems

While the sample housing and analysis technologies may be designed and implemented with flexibility, development of widely-tunable THz generation technologies that achieve sufficient powers is challenging. Experimentation is often limited to the THz parameter ranges of available and practical sources, and any observed effects are not necessarily generalizable outside of these ranges. Ideally, there would be a sufficient number of similar THz sources in the research community for reproducing and verifying reported observations in different cellular systems or laboratory environments, and a sufficient number of dissimilar sources to cover the relevant THz
parameter space (field, energy, peak/average intensity, spectral power density, and pulse repetition rate).

Investigation of THz-induced effects in biological systems may be performed with either continuous-wave (CW) or pulsed THz radiation beams. Pulsed sources may have a fixed repetition rate, or deliver THz energy in more complex “macropulse trains”, such as those generated by free-electron laser facilities. Here, a selection of a variety of THz sources as applied to biological exposure studies are summarized.

5.2.1 Continuous-wave terahertz exposures

Narrow-band CW sources are interesting for biological exposures as they are capable of approximately single-mode excitation. However, these sources often induce significant heating\(^1\) in bio-systems at moderate power levels that must be controlled for. While it was an early hope that THz exposures were capable of precise excitation of target resonant modes in biomolecules that are critical for biological function, this is not feasible for samples in realistic physiological conditions due to the broad spectra that arise in high-temperature (37 °C), non-ordered/oriented samples [1, 2], as well as the biological heat-shock response that obscures non-thermal effects.

The majority of CW THz exposure studies in the reported literature were performed using optically pumped far-infrared gas lasers. These utilize an external laser to optically excite the rotational modes of low pressure gasses such as methanol [3, 4, 5, 6, 7, 8] or ammonia [9] that produce THz beams with intensities <1 W/cm\(^2\). CW biological exposure experiments have also been performed, although at comparatively low intensities (0.03 – 5.7 mW/cm\(^2\)), using backward wave oscillators [10], frequency-multiplied microwave waveguides [11, 12], millimetre-wave printed circuitboards [13], or gyrotrons with extended (~10 ms) pulse emissions [14]. While a variety of THz-induced effects were reported, such as frequency-dependent differential gene expression [5], activation of actin polymerization [14], spindle disturbances in human-hamster hybrid cells [11], or increased genomic instability in human lymphocytes [12] (in addition to various negative results), the differences in the exposure conditions and bio-samples investigated across studies limit the general conclusions that can be made.

---

\(^{1}\) What constitutes “significant” heating depends on the biological system under study. In organisms, less than a degree change of internal temperature induces physiological stress. In many animal cell lines, an increase of a few degrees is required to activate a heat shock response. Isolated proteins in solution may withstand even greater temperature increases (>10°C) before denaturing.
5.2.2 Pulsed terahertz exposures

5.2.2.1 Fixed pulse repetition rate

THz bio-exposure systems that utilize pulsed, often single-cycle, THz sources are implemented to induce only minimal (biologically negligible) heating, and effects observed may be attributed to non-thermal mechanisms. Further, the temporal localization of pulsed sources correspond to broad power spectra, and so a wider range of oscillatory dynamics may be excited in bio-systems of interest. The majority of pulsed THz bio-exposure studies in the reported literature were performed with laser-based THz generation technologies, as high powers achievable from commercial laser amplifier systems offset the low conversion efficiencies in THz-generating media. As a result, intense THz pulses with sufficiently high pulse energies and peak electric fields may be generated with practical table-top laboratory technologies. Laser-based pulse generation methods in the literature include optical rectification in inorganic crystals (e.g., ZnTe, LiNbO$_3$, GaP) [15, 16, 17, 18, 19] or organic crystals (e.g., DAST, OH1) [20], laser-induced ionization in gas plasmas [7, 21, 22], or laser-activated photoconductive antennae [22, 23, 24].

Laser-induced plasma ionization sources are capable of generating pulses with very broad spectra (~30 THz) peaked at high frequencies (~10 THz) [7, 21]. While the field strength, energy, and intensity of these pulses may reach significant levels above what has been seen to induce significant biological effect, the low spectral density is also an important consideration, as the biological effect is thought to depend significantly on frequency. The relatively high frequencies associated with these technologies couple correspondingly fast biological dynamics, but the low power at low THz frequencies may be insufficient to drive the slower, large-scale global oscillatory dynamics that may play important regulatory roles. Therefore, pulsed THz sources with increased spectral density at lower frequencies, such as optical rectification in inorganic or organic crystals, occupy complementary ranges of the THz parameter space.

Optical rectification in nonlinear (i.e., $\chi^{(2)} \neq 0$) media is another laser-based method of intense THz pulse generation (as described in Chapter 4), in which the asymmetric dielectric response induces a static polarization in the crystal that is proportional to the envelope of the input laser pulse. The time-varying polarization results in the emission of a single-cycle, picosecond-duration, THz pulse that is proportional to the second derivative of the incident laser pulse envelope [25]. Organic crystals (e.g., DAST, OH1) are capable of generating high pulse energies and peak electric fields (>10 $\mu$J, >1 MV/cm) at intermediate frequencies (~1 – 10 THz), but are limited to relatively low repetitions of the input pump laser (~1 – 100 Hz) to satisfy stringent damage thresholds. In
contrast, inorganic crystals (e.g., LiNbO₃, ZnTe, GaP) are also capable of generating high peak fields and energies (>1 μJ, >100 kV/cm) in lower THz bands (~0.1 – 2 THz), and may additionally be pumped at much higher repetition rates (~MHz). In general, it is preferable to maximize THz power to the bio-system while maintaining biologically negligible heating. Previous investigations have empirically found that for these sources, pulse repetition rates of about ~1 kHz provide high peak powers (~MW/cm²) to propagate in high-attenuation biological media, but low average powers (~mW/cm²) to minimize heating. Titova et al. showed that intense THz pulses generated by tilted-pulse-front optical rectification in LiNbO₃ at 1 kHz repetition rate are capable of activating signaling cascades and protein expression of the DNA damage response and dysregulation of epidermal differentiation pathways in human skin, and this effect was largely distinct from similar exposure at UVA frequencies [17]. The latter effect has been corroborated by our previous investigations [15]. Using a similar source with comparable THz fields and energies, Cheon et al. have observed genome-wide demethylation in lung cancer cells [19].

5.2.2.2 Multiple pulse repetition rates: Macro-pulse trains

Another popular type of source for pulsed THz bio-exposures are macropulse trains, characterized by multiple repetition rates and associated power levels for each rate level: A slow pump rate for the burst of energy (the macropulse) that is comprised of closely-spaced micropulses at a second fast repetition rate, as in Figure 5.1(a). THz beams of intense macropulse trains may be generated by THz free electron lasers (FELs), and are commonly found at large research facilities such as the Compact FEL at ENEA-Frascati [26, 27, 28, 29], the NovoFEL at Novosibirsk [30, 31], or the FIR-FEL at Osaka University [32, 33].

The THz-BRIDGE collaboration reported several investigations using the Compact FEL at ENEA-Frascati [26]. This source outputs a macropulse at a slow rep-rate of 2 Hz, and these are comprised of 50 ps THz micropulses centered at 0.12 THz at a fast rep-rate of 3 GHz. The power within a 4 μs macropulse is 1.5 kW. These investigations reported significant induction of micronuclei (MN) in whole blood. Utilizing this THz source, Amicis et al. have investigated a wide variety of genotoxicity assays in human fibroblasts, and have reproduced the observation of increased MN frequency in human fibroblasts [28]. This indicates severe genotoxic stress at the chromosome level, corroborating the similar observations of genotoxic stress at the DNA level made by Titova et al. [17] and Cheon et al. [19]. However, Zeni et al. have used this FEL source to conduct a pilot study of the cytogenetic effects in human blood leukocytes, but found no significant induction of DNA or chromosome damage, or change to proliferation [27].
The NovoFEL has been used for bio-exposures to investigate GFP (green fluorescent protein) expression in *E. coli*, and genotoxic effects in human fibroblasts [30, 31]. This source outputs a CW 2.3 THz burst that is intermittently blocked by a manually-controlled two-disk shutter to form the macropulse train. The averaged power intensity is 0.5 W and the peak power is 15 kW. These investigations observed altered GFP expression levels in *E. coli* cells, but found no change to the DNA damage response or gene expression in human embryonic stem cells, although these latter studies utilized a raster-scanned THz beam that reduces the total dose seen by the sample.

Frequency-dependent investigations using the FIR-FEL at Osaka University have investigated molecular level effects of THz macropulse trains on amyloid fibrils with varying centre frequencies from 3.1 THz to 5 THz [32]. These studies observed structural changes and dissociation of the β-sheet in the fibril, while the opposite effect was observed in thermal controls. Further, using this source, Yamazaki et al. observed dramatic structural change to polymerized actin filaments in cells, and this effect was attributed to a THz-induced shockwave in the liquid medium [33]. This is particularly interesting, as it introduces a wholly new interaction mechanism for THz-induced biological change separate from coupling to natural oscillatory dynamics.

### 5.3 System design and characterization

The THz source to be integrated into a bio-exposure system is shown schematically in Figure 5.2. The collimated THz beam emitted from the LN generation crystal is first expanded and re-collimated with two gold off-axis parabolic mirrors (OAPMs, effective focal lengths 15 mm and 101.6 mm for a total magnification factor of 6.8).

The filtered, expanded, collimated THz beam is then directed towards a 3” (76.2 mm) OAPM that is mounted to a programmable rotation stage (Thorlabs PRM1Z8), indicated by the green box in Figure 5.2. The THz focus may then be directed in a 360° annular ring about the γ-axis for varying experimental configurations, as shown in Figure 5.3, which shows the beams-eye-view (BEV) from the perspective of the expanded collimated region of the THz source.
Figure 5.2. **Schematic representation of intense THz pulse generation for exposure of biological systems.** (a) A reflective diffraction grating (RDG) establishes a tilted-pulse-front geometry in the pump laser pulse that is imaged with a 4f-lens configuration to the output face of a LiNbO₃ (LN) crystal with a 63° cut face. The collimated THz beam is expanded and refocused with off-axis parabolic mirrors (OAPMs). A fraction of pump energy (~20%) is aligned coincident with the focusing THz beam, with tunable power via a pulse attenuator (AT), for electro-optic sampling of the THz pulse as described in Section 4.3.1.1. The rotating OAPM provides a THz focus that moves in a 3” (76.2 mm) annulus about the y-axis, enabling multiple operational modes (see Figure 5.3).

Currently, there are four modes of operation dependent on the orientation of the rotating OAPM:

1. **0° orientation** (upwards) is for through-substrate exposure studies of bio-samples grown in aqueous media, such as monolayer cell cultures, or for THz-reflection spectroscopy of biological samples as described in Section 5.5. This operation mode has environmental regulatory control as described in Section 5.3.2, and real-time analysis of biological systems via light and fluorescence microscopy. The imaging system has an imaging plane coincident with both the sample plane and the THz beam waist, and the use of long-working-distance (LWD) objectives provide ample space for a variety of sample types, as well as field-enhancement with conductive tips (Section 5.3.1).

2. **90° orientation** (left) is for electro-optic (EO) sampling of the THz waveform as described in Chapter 4. The sampling beam is focused through a 1 mm hole in the ROAPM, and propagated colinearly with the THz beam for EO sampling in gallium phosphide. The THz pulse, associated power spectrum, and focused spot image are shown under optimal conditions at left of Figure 5.3.
3. 180° orientation (down) is for top-down exposure studies of bio-samples exposed to air, such as tissue samples that are media-fed from below (e.g., organisms or 3D tissue models).

4. 270° orientation (right) is for laser-assisted bio-exposure studies, pump-probe experiments using the tunable EO sampling line, or characterization of THz-induced effects via UV fluorescence spectroscopy (data not shown).

Figure 5.3. The Beam’s Eye View (BEV) of the THz bio-exposure system following THz generation in LN. The THz pulse is incident on the programmable rotating 3” (76.2 mm) OAPM at the location indicated by ✶. The mirror orientation adjusts the direction of the focused THz beam to operate the various system modes for different bio-exposure studies or for THz waveform detection via electro-optic sampling (left). Details on the various operation modes are provided in the main text.
5.3.1 Field enhancement with sharp metallic tips

The use of long-working distance objectives with the analysis microscope allows sufficient space to mount a sharp conductive tip into the THz beam path while still preserving the real-time light and fluorescence microscopy analysis capabilities, as shown in the upwards orientation of Figure 5.3. The tip provides dramatic field-enhancement due to field-induced plasma oscillations that may be localized to a region of the tip apex much smaller than is possible with free-space focusing, as discussed in the following sections [34]. In this configuration, the tip is mounted to a 3D linear translation stage by a custom holder, and positioned such that the tip apex is coincident with both the THz beam focus and the microscope imaging plane, and the tip shaft is aligned parallel to the THz field direction.

5.3.1.1 Electrochemical etching of conductive tips

Conductive tungsten tips for THz field enhancement are electrochemically etched, as outlined in [35]. The clean, unsharpened tungsten wire is lightly submerged ~2 mm in a 2M NaOH solution and centred inside a conductive wire loop. A DC voltage of 4.6 V is established between the loop and tip, and the current is monitored via a custom LabVIEW VI. As the electrolysis process erodes the wire end into a sharpened tip, the DC current falls roughly linearly. A sharp decrease in current is observed when etching is complete. Sharpened tips are removed, washed in hot (90°C) water, and inspected manually under a microscope to verify the sharpening procedure.

5.3.1.2 Simulations of terahertz field enhancement with conductive tips in water

Finite-element method time-domain COMSOL simulations were performed to characterize the expected field enhancement that is possible in this experimental configuration, as shown in Figure 5.4(a) and (b). The simulation geometry consists of a 2 mm long tapered tungsten wire with a shaft diameter of 0.25 mm, full taper cone angle of 32°, and apex radius of curvature of 100 nm, resting above the sample at a 1 μm separation distance, d. The tip shaft axis is inclined at an angle of 18° relative to the substrate surface. To simulate a free-space THz pulse propagating from the port window to the tip, the Wave-Optics module [36] is implemented to first solve the wave equation for the electromagnetic field components in the time domain. Material constants, such as the conductivity and relative permittivity, are appropriately set for the conducting tungsten tip, water, and the dielectric polystyrene [37] at room temperature. The geometry is meshed with sizes of order 100 μm for the far-field regions, while the gap region mesh size (Figure 5.4(a), inset) is of order 10
nm, thus making a mesh size composition ranging up to 4 orders of magnitude. The mesh is designed strategically such that mesh sizes around the tip apex are a fraction of the \(d=1 \, \mu m\) tip-substrate distance \((d/20 \sim 50 \, \text{nm})\), and the outer domain mesh sizes are a fraction of the THz wavelength corresponding to spectrum peaked at 0.5 THz \((\lambda_{\text{THz}}/5 \sim 120 \, \mu m)\). Numerical stability was verified by using finer mesh sizes and smaller time-steps, for which results do not differ from the original settings.

The results from these simulations show a maximum field enhancement factor of 35 at the sample location, and the longitudinal FWHM of the enhancement profile is 0.4 \(\mu m\). For context, the typical diameter of human cells is in the range of 10 – 100 \(\mu m\), and so the tip apex must be in very close proximity to the sample for it to see the enhanced THz field. Figure 5.4(d) show a photograph and diagram (inset) of the tip mounted in a cellular sample aligned with the THz field direction.

![Image](image_url)

Figure 5.4. *Simulations of THz near-field enhancement in water with a sharp conductive tip.* (a) The COMSOL geometry for tip-enhanced THz exposures, which consists of a free tip immersed in water, a polystyrene (-C_8H_8-) substrate, and port window located directly below the components. *Inset:* A zoomed image of the meshed tip apex region. (b) The horizontal (x) electric field component around the tip apex region at the time where the field peaks. (c) The field enhancement as a function of THz propagation distance through the tip apex at \(z=0 \, \text{mm}\). The peak field enhancement is 35 with a FWHM of 0.38 \(\mu m\). (d) A photo of the tip placed at the sample location. Silicon wedges are used to make a sample channel into which the tip is placed aligned with the THz field direction, as shown in the inset.
5.3.2 Sample housing

5.3.2.1 Sample holder

THz bio-exposures often require extended exposure times, from several minutes to tens of hours [12, 16, 21], during which time the bio-sample may be outside of the regulated environment of the storage incubator. While it is possible to put control samples through identical environmental agitation, complex biological processes may still deviate from expected variation. For example, the difference between treated and control samples at room temperature may not be the same as the difference between treated and control samples at physiological temperatures (37°C), even though environments were controlled for. Some exposure systems direct the THz beam into an environment-regulating incubator [8, 38]. While this is ideal to ensure minimal environmental agitation, it may not be practical for many laboratory configurations with commercial incubators. Instead, we have designed a sample holder that may monitor and tune the relevant environmental parameters, such as temperature and solution pH, that are typically incubator-regulated.

The sample holder is a thick copper dish, seen in the photo of Figure 5.4(d), fitted with a bracket for mounting to a 3D linear translation stage for precise sample positioning. Notched cut-outs accommodate culture dishes, wells, or slides centered over a 5 mm hole through which the THz beam is focused through the culture substrate from the rotating OAPM. Temperature regulation is performed via a feedback circuit to a resistor in thermal contact with the sample dish. Two probes on opposite sides of the holder monitor the temperature to ensure thermal uniformity. If the temperature readout falls below the set point, a current is delivered to the resistor until the desired temperature is reached.

Bio-incubators additionally regulate the pH of the sample media by maintaining a set ambient concentration of CO₂, typically 5 – 10%. In this system, this function is replaced by use of standard pH-regulating media buffers, such as HEPES, while samples are outside of the incubator environment [39].

5.3.2.2 Substrate transmission measurements

A suitable substrate for THz bio-exposure studies must satisfy three criteria: (1) Supportive of cellular growth and adherence, (2) Transmissive to visible wavelengths for standard microscopy or fluorescence characterization, and (3) Transmissive to THz frequencies, with minimal dispersion. The latter is particularly important, as many standard substrates used in biological studies (such as
borosilicate glass) have poor transmission and large index changes across the relevant THz frequencies.

Table 5.1 shows the peak field and energy transmission ratios through potential substrate candidates, including a standard glass slide, fused quartz and silica wafers (readily available in-lab), and proprietary optical plastic wells (Cat. 80286) and low-walled grid dishes (Cat. 80156) from the Ibidi company. From these data, the optimal transmission properties are best satisfied by the proprietary optical plastic material from the Ibidi company.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Energy transmission</th>
<th>Peak field transmission</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00 mm glass slide</td>
<td>0.19</td>
<td>0.38</td>
</tr>
<tr>
<td>0.17 mm fused quartz</td>
<td>0.78</td>
<td>0.86</td>
</tr>
<tr>
<td>0.16 mm fused silica</td>
<td>0.77</td>
<td>0.86</td>
</tr>
<tr>
<td>0.18 mm Ibidi μslide</td>
<td>0.92</td>
<td>0.96</td>
</tr>
<tr>
<td>0.18 mm Ibidi Grid500 dish</td>
<td>0.89</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Figure 5.5 shows the results of in-air transmission spectroscopy measurements for the five substrates in Table 5.1. The bio-exposure system is operated with the ROAPM at 90° for EO sampling (left in Figure 5.3), shown schematically in Figure 5.5(a). A THz pulse is transmitted through the test substrate, and the spectrum is computed and compared to the reference spectrum, as in the fused quartz example in Figure 5.5(b). The transmission spectrum is then calculated as the ratio of the sample to reference spectra. Ideally, a substrate that is visibly transparent and supportive of cell growth would have a flat THz transmission profile close to unity.

Figure 5.5(c) shows a comparison of the measured transmission for fused quartz relative to simulation (see Chapter 6), and Figure 5.5(d) shows a comparison of all transmission measurements. A 1 mm glass slide often used for exposure experiments is unsuitable for through-substrate THz exposure, due to large absorption, particularly at high frequencies. All thin substrates correspond to periodic oscillations in frequency space, indicating that a THz pulse reflection was contained within the analysis window at time \( t = 2d/c \), where \( d \) is the substrate thickness. This is to be expected, as the limitations of gating the main signal to reject this reflection results in inadequate frequency resolution in the transmission spectra. However, the reduced amplitude of these oscillations for the Ibidi substrates indicate the amplitude of the reflection is reduced relative to the quartz and silica wafers, and thus has an index closer to that of air. From simulation, a material of thickness \( d=0.195 \) mm and index \( n=1.5 \) reproduces the measured transmission spectra,
and so these are used as the effective properties of the optical plastic substrates. As these substrates correspond to the best matched indices and highest energy and field transmission (Table 5.1), the Ibidi optical plastic substrates were used for THz bio-exposure experiments.

**Figure 5.5. THz transmission spectroscopy for suitable substrate determination.** (a) The schematic for operation of the THz source for transmission spectroscopy analysis. A sample is placed in the beam path, THz pulses are detected via EO sampling, and compared to reference pulses without the sample. (b) Power spectra comparison of a reference pulse (black) and a pulse transmitted through 0.17 mm fused quartz (red). (c) Comparison of fused quartz transmission spectra to simulation. Oscillations in frequency correspond to reflections in the detected time window due to the thin substrate. (d) THz transmission (ratio of power spectra) of potential substrate candidates for bio-exposure experiments. The relatively low amplitude of modulations indicates reduced reflection amplitude for the Ibidi optical plastic wells and dishes.
It is important to note that these transmission measurements were performed in air. In realistic exposure scenarios, the incident THz pulses see a liquid medium following penetration through the substrate and interaction with the adherent bio-sample that may have complex dielectric or conductive properties. Theoretically, this significantly alters the THz field and energy deposition dynamics in the substrate and sample regions in complex ways, and therefore these measurements should be interpreted in this context. A method of simulating per pulse THz interactions in common bio-exposure geometries and materials, accounting for loss, dispersion, and internal reflection interference in these environments, is discussed in Chapter 6 to aid in accurate THz dose calculations.

5.3.3 Other sources used for biological exposure studies

Some biological exposure studies reported in this thesis were performed while the bio-exposure system described in this chapter was being designed and constructed. Therefore, during this time, a different source of intense THz pulses available in the laboratory was used for the tissue exposures in Chapter 7, and some microtubule exposures in Chapter 9. The generation technique of both sources are equivalent (optical rectification in lithium niobate of tilted-pulse-front infrared laser pulses), and utilize the same oscillator and amplifier systems for the pump and sampling beams. The intense THz pulses produced by both sources are similar, and measured waveforms and pulse parameters for all exposure studies are reported in the individual relevant sections.

5.4 Alignment procedure for sample exposures

For exposure and real-time fluorescence analysis, the various components of the THz bio-exposure system must all be aligned for each experiment that uses a new substrate, as variable thickness substrates will not coincide with a previously aligned configuration. Accurate alignment maximizes the likelihood of achieving sufficient pulse energy and field strength to induce significant biological effect, and additionally ensures that the sample under study sees the characterized pulse determined dosimetrically as closely as possible. In particular, the THz focus, sample plane, and microscope object plane must all be set coincident in space. For tip-enhanced exposures, the tip must be positioned with the apex at the THz focus and the shaft parallel to the field direction, with minimal obscuration of the microscope image FOV.
To satisfy these conditions, the following alignment procedure is employed, as outlined schematically in Figure 5.6. For the steps relying on microscope images, a 5x objective (Mitutoyo, 378-802-6) and 2x tube lens (Edmund Optics, MT-2, 56-863) provide a reasonably large field-of-view (FOV) with sufficient precision to finely position translation stages.

1. Aligning the THz focus to the sample holder

An alignment tool (the 1 mm pinhole alignment aperture shown in Figure 5.6) was designed to fit in the sample holder such that a 1 mm pinhole aperture is centred over the THz transmission window. Using a pyroelectric detector (Scienctech Inc., 6925-01) centred above the pinhole, and ensuring the sample holder is level, the THz pulse energy is maximized by 3D-translation of the sample holder to locate the longitudinal focus region.

2. Aligning the imaging plane to the THz focus

Next, the detector is removed, and the microscope is translated such that the 1 mm pinhole of the alignment aperture is brought into the brightfield focus. This centres the imaging FOV over the 2D THz spot, and longitudinally aligns the imaging plane to the THz focus plane.
3. Aligning the sample plane to the imaging plane and THz focus

As various substrates have different thicknesses, the sample plane may shift relative to the housing, and must be aligned separately. To ensure that a loaded sample is coincident with the THz focus and imaging plane, a sham sample using the relevant substrate is loaded into the sample housing, and the sample holder is translated longitudinally (not transversely!) until the substrate surface is in focus. This ensures the THz focus, imaging plane, and sample plane are aligned and centered.

4. Aligning the tip (for local tip-enhanced exposure scenarios only)

If local field-enhancement with a sharp conductive tip is desired, the tip apex must be coincident with the THz focus, and the tip shaft must be aligned parallel to the THz field direction. The tip is loaded into a custom tip holder mounted to a 3D translation stage. The shaft is aligned to the THz field direction, and the tip apex is centred and focused to the microscope image plane to ensure it is coincident with the THz focus. COMSOL simulations predict that for an optimally-aligned incident THz peak field of 640 kV/cm, the maximum enhanced field in water is 22.5 MV/cm in a localized region about the tip apex, with an enhancement FWHM of ~0.4 μm (from the profile in Figure 5.7).

5.5 Normal-incidence terahertz reflection spectroscopy

In addition to bio-exposure experiments, the THz exposure system in Figure 5.3 may also be used for normal-incidence reflection spectroscopy analysis with relatively simple modifications. Reflection spectroscopy operation mode may be used for explicit characterizations of the quantitative dielectric THz spectra of biological samples and substrate materials, or to monitor the change to the reflected THz waveform for the duration of a bio-exposure. These characterizations over extended exposures may be utilized to provide additional understanding of the structural or functional changes that may occur during exposure within the system under study.
Figure 5.7. **Schematic for real-time analysis of tip-enhanced THz exposure.** Fluorescence microscopy of propidium iodide-labelled adherent cell cultures with long-working-distance, infinity-corrected objectives (optics schematic adapted from [40]) allows real-time characterization of biological effects and provides sufficient space for placement of a sharp conductive tip for local field enhancement in target regions. The fluorescence excitation line is focused through a 1 mm hole in the rotating OAPM and propagates colinearly with the focusing THz beam to illuminate the sample plane at the THz beam waist. The tip is estimated to locally enhance the 640 kV/cm incident field to a maximum of ~22.5 MV/cm in a ~0.4 μm (FWHM) region near the tip apex. A bright-field microscope image of the tip placed in a monolayer cell sample is shown at top-right. The THz pulse propagates out of the page, and the tip shaft is aligned parallel with the THz field direction.

A 4” (102 mm) diameter fused quartz plate ($n=1.96$, 2 mm thickness) was mounted in the collimated section at a 45° angle to the incident THz Poynting vector, forming a THz beamsplitter (BS2 in Figure 5.8(a)) that transmits ~80% of the THz energy to the sample at normal incidence. The rotating OAPM is set to 0° (upwards in Figure 5.3) such that the THz beam is focused and is retro-reflected from the sample back to the beamsplitter and re-focused with a gold OAPM to the EO sampling module, along with a re-directed sampling beamline (BS1). Reference scans are acquired with a gold mirror (assumed to be a perfect THz reflector) placed face-down at the sample location, which is replaced with a sample of interest for analysis scans.
Figure 5.8. Operation of the THz source for normal-incidence reflection spectroscopy. (a) Schematic and photo of the modified THz source for normal-incidence THz reflection spectroscopy and field measurement at the sample location. The fused quartz beam splitter (BS2) is attached to the 4” (102 mm) OAPM and aligned as a single removable unit. Reference or sample materials are placed at the sample location and waveforms are acquired with a re-directed EO sampling line (beam splitter BS1). (b) Example waveform and power spectra for two different field strengths (blue and red) for time-domain THz reflection spectroscopy of an InGaAs crystal wafer. Pulses are offset in time due to varying thicknesses of Si wafers used for attenuating the THz beam. (c) The reflectance spectra of InGaAs (left) and GaP (right) for four THz pulses of varying field strength, with linear interpolation applied. Differential reflectance with incident field strength is a result of nonlinear material responses that are modulated by the THz field itself.
As an example, reflected waveforms and corresponding power spectra were acquired for InGaAs and GaP crystals (the low and high field scans for InGaAs are shown in Figure 5.8(b)). A total of four scans were acquired for varying degrees of THz attenuation, and the power reflectance spectra (ratio of sample to reference power spectra) for varying incident THz field strengths is determined as shown in Figure 5.8(c). These reflectance measurements show indications of nonlinear effects, due to the differential reflectance properties for varying THz field strength. In the InGaAs reflectance spectra, there is an enhanced reflection at high fields near 1.2 THz. In GaP, the reflectance spectra sees a broad maximum at high fields in the 0.7 THz band. These examples for InGaAs and GaP show simple power spectra ratios, however the complete time-domain information allows any level of sophistication in time-domain spectroscopy that may be applied in dedicated spectroscopy analysis systems, such as quantitative permittivity or conductivity determination, as reviewed in [41].

5.5.1 Quantitative calculation of field strength at the sample location

Operating the THz source for normal incidence reflection spectroscopy (Figure 5.8(a)) enables quantitative measurement of the THz pulse waveform and field strength at the actual sample location. This allows verification of the field measurements performed when the rotating OAPM is positioned for EO sampling (left, 90° in Figure 5.3), at the location that is physically occupied by the sample under study.

To determine the field at the sample location with the THz exposure system in reflection mode, a gold mirror (assumed a perfect THz reflector) is placed in the sample holder at the THz focus and a waveform is electro-optically sampled. Recall from Chapter 4, the THz field strength may be calculated directly from the measured EO signal \( I_{EO} \) in \( L=200 \) μm GaP \( (n_0=3.18, r_{41}=0.88 \) pm/V, \( t_{GaP}=0.46) \) as

\[
E_{THz} = \arcsin(I_{EO}) \cdot \frac{\lambda}{2\pi n_0^2 r_{41} t_{GaP}} \tag{5.1}
\]

where \( \lambda=800 \) nm is the sampling pulse central wavelength.

Quantitative determination of the THz field from Equation (5.1) is modified to account for the losses introduced by the 45° fused quartz beamsplitter (BS2) according to Snell’s law [42].
where \( n_k / \theta_k \) is the index/angle for the ray in the \( k^{th} \) material, and the Fresnel equations for \( s \)-polarized waves are

\[
\begin{align*}
\mathcal{r}_s &= \frac{n_1 \cos \theta_i - n_2 \cos \theta_t}{n_1 \cos \theta_i + n_2 \cos \theta_t} \\
\mathcal{t}_s &= \frac{2n_1 \cos \theta_i}{n_1 \cos \theta_i + n_2 \cos \theta_t}
\end{align*}
\]  

(5.3)

where \( r_s \) and \( t_s \) are the amplitude reflection and transmission coefficients for the \( s \)-polarized THz beams with incident/transmitted angle \( \theta_i / \theta_t \).

The THz pulse accumulates Fresnel reflection and transmission coefficients as it propagates through the BS, from the sample, and back to the EO sampling crystal as indicated by the light and dark purple beam paths in Figure 5.8(a). Using Equations (5.2) and (5.3), the refractive indices of air \((n_1 = 1)\) and fused quartz \((n_2 = 1.96)\), and neglecting absorption in the BS, the incident THz field is calculated to be modulated by [43]:

1. Transmission through BS2 face 1 (air to quartz) at \( \theta_i = 45^\circ \)
   \[
   \mathcal{t}_{s,1} = 0.68
   \]
2. Transmission through BS2 face 2 (quartz to air) at \( \theta_i = 21.1^\circ \)
   \[
   \mathcal{t}_{s,2} = 1.44
   \]
3. Reflection from BS2 face 2 (air to quartz) at \( \theta_i = 45^\circ \)
   \[
   \mathcal{r}_{s,1} = -0.44.
   \]

Thus, the THz pulse seen at the EO crystal is modulated by a total factor of \( \mathcal{t}_{s,1} \mathcal{t}_{s,2} \mathcal{r}_{s,1} = -0.43 \) relative to a direct EO signal measurement with no BS. Therefore, a peak field calculated by Equation (5.1) with the EO signal in this configuration may be scaled by an absolute factor of \( 1/0.43=2.33 \) to quantitatively determine the incident THz field strength that is physically seen by the sample under study.
5.6 Conclusion

In this chapter, considerations for the integration of a source of intense THz pulses with suitable sample housing and real-time analysis capabilities was presented. A review of existing THz bio-exposure systems was discussed, and various experiments using continuous-wave and pulsed generation technologies were outlined. The design of a new THz bio-exposure system in the Ultrafast Nanotools laboratory at the University of Alberta was detailed. A key innovation of this design is the rotating focusing mirror, allowing 360° control over the direction of the THz focus, and wide versatility for THz exposure operation with a relatively small table footprint. The operation modes currently in use were outlined, including through-substrate bio-exposures, direct in-air bio-exposures, and electro-optic sampling and energy detection of the THz beam. In the following chapters, dosimetry considerations and results of bio-exposure studies will be presented and analyzed.

5.7 References


6 Terahertz dosimetry for biological exposure studies: Simulation of coherent spatiotemporal pulse dynamics in many optically thin materials

6.1 Introduction

In Medical Physics, “dose” is a physical quantity defined in terms of ionizing energy absorbed per unit mass of tissue [1, 2]. For non-ionizing beams, biological effects are typically discussed in terms of the specific absorption rate (SAR) in a volume $V$ formally defined as

$$\text{SAR} = \frac{1}{V} \int \frac{\sigma(r)|E(r)|^2}{\rho(r)} \, dr$$

(6.1)

where $\sigma$ is the tissue conductivity, $E$ is the electric field, and $\rho$ is the sample density. SAR is used for frequencies in the range 100 kHz – 10 GHz [3]. According to the International Commission on Non-Ionizing Radiation Protection (ICNIRP), at frequencies greater than this range, SAR is not a good measure due to the small absorption volume, and incident power density (or average intensity), is a more appropriate dosimetric quantity.

Therefore, for the non-ionizing terahertz (THz) beam, “dose” ($u_A$) is used as a shorthand for the THz energy absorbed in the exposed region as pulse energy per unit area. Assuming all energy, $\varepsilon$, is absorbed in the exposed area, $A$, the THz dose rate (i.e., average intensity) is

$$u_A = \frac{\varepsilon}{A} \cdot f_{rep}$$

(6.2)

where $f_{rep} = 1/T$ is the repetition rate of a pulsed source with period $T$. For a 1 kHz train using the measured energy and spot size of our THz source (Table 1 of Chapter 4), the dose rate of the THz beam in optimal conditions is 125 mW/cm², or 7.5 J/cm²/min, and the total absorbed dose, $u_A$, is determined by scaling by the total exposure time.

In this chapter, considerations for accurate dose modelling of biological THz exposures are discussed, and methods for incorporating non-thermal, gradient, and field-induced biological effects into dose modelling that are not considered by Equation (6.2) are presented. Limitations of coherent pulse modelling when THz beams propagate through many optically thin materials affect
accurate dose characterizations, which motivates an adjusted simulation framework. A novel method of constructing a frequency-space transfer function by modelling radiation propagation with binary decision trees is presented, and results in THz dose simulations that are quasi-analytic up to causal constraints.

6.2 Terahertz dosimetry

For the THz exposure experiments described in Chapters 7 – 9, accurate characterization of the electric field strength and energy absorbed in the sample region is essential for a quantitative framework with which to contextualize observed biological effects. However, since Equation (6.2) only utilizes average energy associated with thermal effects, it is insufficient to capture the hypothesized non-thermal interaction mechanisms of coupling to natural oscillatory dynamics of biological structures, which may generally depend on the electric field strength/direction, gradient effects, or frequency content of the incident EM pulse. Therefore, a theoretical formalism for simulation of coherent pulse propagation was pursued to capture these relevant exposure parameters in dose simulations.

6.2.1 Boundary dose modulations in terahertz exposures

With coherent THz pulses, complications arise in dose calculations due to the comparable size of the pulse wavelength relative to interaction lengths in typical bio-exposure configurations. Recall, the 0.1 – 10 THz band corresponds to a 30 – 3000 μm wavelength range that is on the order of typical animal cell diameters (∼10 – 100 μm), epidermal tissue thickness (∼1 mm), and many standard substrate thicknesses (∼0.1 – 1 mm) [4]. Interactions in these conditions modulate THz energy deposition due to self-interference near material boundaries, as shown in Figure 6.1(a). Field lobes on the leading edge of the pulse reflect and interfere with the incoming tailing edge, and since these distances are on the order of material thickness, this modulation will affect the propagation characteristics and energy deposition in the region of dosimetric interest.
Figure 6.1. **Single-boundary modulation of coherent fields.** Single-cycle anti-symmetric THz pulse between air \((n = 1)\) and a material with index \(n = 1.5\). (a) Field modulation near material interfaces for a THz pulse propagating from low to high index (top) and high to low index (bottom). The leading lobe of the pulse will reflect and interfere with the tailing lobe, leading to field modulations within \(\lambda/2n\) of the boundary. The dotted red lines indicate the incident field strength range, and interference modulates the incident field outside of this range. (b) Relative energy (left) and maximum field strengths of the positive and negative lobes of a pulse propagating from air to glass (low-to-high index) and then from glass to air (high-to-low index). The modulations of energy and field near the boundaries are in the highlighted yellow bands.

When propagating from low to high index (Figure 6.1(a), top row), there is an energy enhancement a distance \(\sim \lambda/(2n_1)\) from the boundary that decreases to a “cold spot” at the surface, as highlighted in the yellow band of Figure 6.1(b). Conversely, when propagating from high to low index (Figure 6.1(a), bottom row) the effect is reversed: a field/energy enhancement is observed at the boundary surface, with a diminution a distance \(\sim \lambda/(2n_2)\) away.

### 6.2.1.1 Effect of sample thickness on boundary modulations

It is evident from the single-boundary example above that the presence of thin materials with closely spaced boundaries will result in complex interference. To see this, imagine reducing the thickness of the high-index material in Figure 6.1(b), such that both types of modulations are occurring simultaneously in the same region of space. Further, this effect is exacerbated as the
number of materials increases, each with potentially different dielectric properties, and therefore different reflection/transmission/attenuation/dispersion characteristics that will alter the precise nature of boundary effects. Importantly, these complex modulations occur in the region occupied by the sample in most standard THz exposure configurations. Therefore, accurate determination of the field, energy, and dose that is actually seen by the exposed sample requires accurate characterization of complex coherent pulse propagation through many layers of optically thin materials that accounts for these effects.

Figure 6.2(a) shows the energy of a THz pulse as a function of distance in epidermis (data from [5]), calculated for varying sample thicknesses from 10 μm to 1 mm, and additionally accounts for reflections from both a glass substrate and aqueous/water media surrounding the sample region to simulate realistic exposure materials. Sample thickness affects the absorbed energy in two ways: First, the interaction length dictates the absorbed energy according to the absorption coefficient as $e^{-\alpha(\omega)L}$. Second, for sufficiently thin samples, interfering reflections cause the energy profile to deviate from a simple exponential decay. For the thickest sample case (1 mm), multiple beam interference (MBI) is negligible, and results in pure exponential decay, as shown in the inset of Figure 6.2(a). The total energy in this thick 1 mm sample was fit to an exponential function, yielding an effective broadband decay length of $z_0 = 75.3$ μm; this is used as a reference for the modulated energy profiles in thin samples.

Figure 6.2(b) shows the entrance, exit, and absorbed energy in the sample region for varying thickness. Interference of the back-reflected waves when samples are sufficiently thin modulates the entrance energy as shown in the blue curve. The total dose absorbed is shown by the black curve, and typical animal cell diameters occupy the shaded region. The interaction length in the sample is the dominant influence of absorbed dose, and is additionally modulated in thin samples by MBI effects. Figure 6.2(c) shows the energy dose profiles with the thick-sample reference subtracted, and isolates only the contribution of MBI dose modulation. For samples $\leq 40$ μm, destructive interference of the initial pulse lobe reduces the electric field energy profiles in the sample region by an additional $\sim 5\% – 10\%$. If sufficient space is allowed for the reflection of the initial lobe to constructively interfere with the second lobe, this valley is shifted to larger distances, and an enhancement is seen at the boundary as shown for $L > 40$ μm. As the sample thickness increases, the modulation decreases to zero.

These large variations of energy absorption in the sample region are important considerations when investigating dose-/field-dependent THz-induced biological effects. Therefore, a formalism that accounts for interference effects in many thin materials was necessary.
Figure 6.2. **Energy absorption and multiple-beam interference (MBI) in the sample region for varying sample thickness.** (a) Relative energy vs. propagation distance through a sample region modelled as pure water. Individual curves represent different sample thickness. Multiple beam interference in thin samples results in absorption that deviates from pure exponential decay. *Inset:* Pure exponential decay is observed in thick (1 mm) samples where MBI is negligible. The effective broadband field penetration depth in water is 75.3 μm. (b) The relative energies at the input and output face of the sample region as a function of sample thicknesses, and the absorbed dose. There is large variation of absorbed dose within typical cell sizes, and MBI effects induce further modulation for small thicknesses. (c) Isolated MBI energy modulation for varying sample thickness. These are the curves from (a) with the pure reference exponential subtracted. Modulations due to interference with the reflected waves in the sample region lead to an additional 5% – 10% energy modulation in the sample region. In (b) and (c), the gray shaded regions represent a typical range of animal cell diameters.
6.2.2 Dose models inspired by coherent transfer function spectroscopy

In THz spectroscopy, the purpose of theoretical pulse interaction models is to fit measured pulse data and extract dielectric parameters [6]. In generalized time-domain spectroscopy, a reference waveform, $E_{ref}$, is incident on a sample whose dielectric properties are to be determined. The modulated (reflected or transmitted) field is measured, and a transfer function is determined that relates the modulated field, $E_{mod}$, to the reference field as

$$E_{mod}(\omega, \vec{r}) = TF(\omega, \vec{r}) \cdot E_{ref}(\omega, \vec{r})$$  \hspace{1cm} (6.3)

where $TF(\omega, \vec{r})$ is a frequency-domain transfer function at a point $\vec{r}$, that generally depends on the dielectric parameters [7]. Optimization techniques determine the dielectric parameters in the theoretical model that minimize the deviation from the experimental result.

For dosimetry, the goal of modelling is the inverse to that of spectroscopy: $TF$ is calculated from material dielectric properties that are known a priori, and the THz field propagation and energy deposition characteristics are calculated in complex geometries relevant for realistic biological exposure experiments. Biological responses observed in THz exposure experiments may be related to the simulated field dynamics in the sample region that may arise by non-thermal interaction mechanisms not considered by Equation (6.2), such as field strength or direction, gradient effects, or frequency content. Details on mathematical characterizations of transfer functions are presented in Section 6.3.1.

6.2.2.1 Approximation regimes of transfer function models

It is common to design experimental configurations for which approximations of the transfer function model may be applied [6]. Figure 6.3(a) shows one type of approximation for thick samples, for which only the first few terms of a transfer function are necessary in describing the modulated field within the acquired time window [8, 9]. Boundary reflections are separated in time by

$$\Delta t = \frac{2dn}{c}$$  \hspace{1cm} (6.4)

where $d$ is the sample thickness, $n$ is the refractive index, and $c=3\times10^8$ m/s is the speed of light. Therefore, a localized pulse with $\Delta t = 1$ ps requires $nd > 0.15$ mm for distinguishable reflections,
where $OPL = nd$ is the optical path length. These samples will produce pulse trains that are well-separated in time and can be easily gated in the acquired waveforms. However, for thin samples with $OPL \ll 0.15$ mm, many interfering reflections will not be distinguishable and cannot be gated and analyzed separately, as shown in Figure 6.3(b). These many internal reflections must be theoretically incorporated for accurate dose modelling.

One approach to model optically thin ($OPL \ll \lambda$) samples for configurations with no more than $N = 3$ propagation regions is to treat the internal region as a Fabry-Perot (FP) cavity [9, 10, 11]. This 3-region geometry is solvable because it reduces to solving a finite number of convergent sums. However, the addition of one or more regions/boundaries cannot be treated modularly with
a set of finite FP cavities, as these geometries are instead modelled by an infinite number of infinite sums (more on this in Section 6.3.2).

Exposure experiments are often limited to the samples and substrates utilized in standard biological assays, and adjusting experimental parameters like the number of regions or sample thickness is not feasible. Moreover, even the simplest bio-exposure configuration, such as an adherent cell line in a culture dish, requires simulating at least 4 regions (and often more), including multiple regions that are thin relative to THz wavelengths. This will lead to boundary modulations and interfering reflections discussed in Section 6.2.1 and Figure 6.3. These conditions are not consistent with the assumptions made in existing models, and therefore an adjusted framework for accurate characterization of coherent pulse propagation through many optically thin materials is necessary.

6.3 Theoretical formalism of coherent pulse dosimetry in many optically thin materials

Pickwell et al. have shown that THz interactions with biological tissue are well-modelled by their dielectric parameters in the THz band, as introduced in Chapter 2 [12]. Therefore, calculations of THz interactions with materials defined by dielectric parameter values from THz spectroscopy measurements are used to calculate the coherent pulse propagation within the sample region of interest. From these simulations, the field variation and energy deposition characteristics are determined for THz dose calculations in exposure geometries used in this thesis.

6.3.1 Spatiotemporal field dynamics in dissipative, dispersive, layered media

The theoretical formalism begins with a general spatiotemporal description of a wave propagating in a dielectric material [13]. A separable solution to Maxwell’s equations describing a monochromatic electric field is given by \( \vec{E}(\vec{r}, t) = \vec{E}_0(\vec{r}) e^{i\omega t} \), where the spatially-dependent field amplitude (taking \( \vec{r} = z \) as the propagation direction) is

\[
\vec{E}_0(z) = E_0 e^{-\delta(\omega) z}
\]

and \( \delta(\omega) \) is the spatial phase factor describing propagation and attenuation of a wave at frequency \( \omega \):
\[ \delta(\omega) = \frac{\omega}{c} [\kappa(\omega) + i n(\omega)] \] (6.6)

where \( \tilde{n} = n + i\kappa \) is the complex refractive index, \( n \) is the conventional refractive index, and \( \kappa \) is the extinction coefficient, related to the energy absorption coefficient from Beer’s Law as \( \alpha(\omega) = 2\kappa\omega/c. \)

Consider an electric field propagating through \( N \) regions of different \( \tilde{n} \), where the thickness of the \( k^{th} \) region is given by \( L_k \), and the material-dependent phase factor (Equation (6.6)) is \( \delta_k \). In each region, Equation (6.5) can be decomposed into positive/negative (forward/backward) propagation directions, given by:

\[
E_{0,+}^{(k)}(z, \omega) = E_0(\omega) \cdot \exp \left( -\delta_k(\omega) \left[ z - \sum_{s=1}^{k-1} L_s \right] \right)
\]

\[
E_{0,-}^{(k)}(z, \omega) = E_0(\omega) \cdot \exp \left( -\delta_k(\omega) \left[ \sum_{s=1}^{k} L_s - z \right] \right)
\]

(6.7)

where the sums in the exponential arguments initialize the phase in the \( k^{th} \) region of interest, and \( E_{0}^{(k)}(z, \omega) = E_{0,+}^{(k)} + E_{0,-}^{(k)} \) are the frequency-domain incident field amplitudes at each point in space. For a signal in the time domain, the amplitudes, \( E_0(\omega) \), and phases, \( \phi(\omega) \), of the monochromatic plane-wave components are given by the Fourier transform: \( F\{E(z,t)\} = E_0(z,\omega)e^{i\phi(\omega)}. \)

In addition to dispersion and attenuation, a \( p \)-polarized wave impinging normally on an interface between regions of differing \( \tilde{n} \) will undergo frequency-dependent reflection and transmission, described by [13]

\[
\frac{\tilde{E}_{0,\text{ref}}}{\tilde{E}_{0,\text{inc}}} \equiv \tilde{r}_{ij} = \frac{\tilde{n}_j - \tilde{n}_i}{\tilde{n}_j + \tilde{n}_i}
\]

\[
\frac{\tilde{E}_{0,\text{trans}}}{\tilde{E}_{0,\text{inc}}} \equiv \tilde{t}_{ij} = \frac{2\tilde{n}_j}{\tilde{n}_j + \tilde{n}_i}
\]

(6.8)
where $\tilde{r}_{ij}$ ($\tilde{t}_{ij}$) is the complex amplitude reflection (transmission) coefficient for a wave propagating in region $i$ from region $j$. Defining indices in this way establishes a coordinate system and encodes propagation direction: forward ($+z$) when $i > j$ and backward ($-z$) when $i < j$.

Together, Equations (6.5) – (6.8) provide a complete spatial description of modulation to the incident field, $E_{inc}$, as a function of frequency. As the component waves propagate, they will accumulate phase (Equation (6.7)) and reflection/transmission factors (Equation (6.8)) dependent on frequency and location, $z$, in the region of interest. These are used to construct the transfer function $TF$ for all regions of interest from the materials’ dielectric properties, as depicted in Figure 6.4. The transfer function for a given geometry is applied to the incident field distribution in the complex frequency domain, and the material-modulated spatiotemporal field, $E_{mod}$, is recovered via the inverse Fourier transform:

$$E_{mod}(z, t) = F^{-1}\{TF(z, \omega) \cdot E_{inc}(\omega) \cdot e^{i(\omega t + \phi(\omega))}\} \quad (6.9)$$

where the complex exponential factor contains the temporal and phase information from the incident field’s Fourier transform.

Figure 6.4. Transfer functions determined by accumulation of spatial phase factors and reflection/transmission coefficients. As an incident field, $E_0$, propagates through layered media, it will accumulate phase and reflection/transmission coefficients according to Equations (6.7) and (6.8). These comprise the transfer function, TF, that maps the incident field to the simulated modulated field in each region. The TFs for the principal transmitted ($TF^{(3)}$) and reflected ($TF^{(1)}$) fields typically used for spectroscopy are shown at right for Regions 1 and 3, for which only the first few terms are typically needed (the spatial propagation terms (Equation (6.5)) are not included for clarity). For geometries with many optically thin materials, thousands or potentially millions of TF terms may be required for accurate simulation of field modulation over a reasonable interaction duration.
Accurate determination of $TF(z, \omega)$ is therefore of critical importance in simulations of modulated field distributions. Of interest is the explicit determination of how the electric field and energy vary in time and space in the simulated configuration. Computationally, Equation (6.9) results in a 2D matrix of complex field values, $E_{mod}(z, t)$, for which the temporal (spatial) variation comprises the row (column) space. Conversion of the complex field to real amplitude or energy values is straightforward, and integration along the rows (columns) results in a 1D distribution of energy or field amplitude with respect to space (time).

Figure 6.5. Demonstration of complete spatiotemporal simulation of coherent field variation for a generalized spectroscopy geometry. (a) A 350 $\mu$m thick dispersive sample (green) is sandwiched between two 1 mm thick fused quartz windows (blue), with air regions on each side (gray). Plots show the spatial field variation in all five regions before ($t=-9.5$ ps) and after ($t=+6.6$ ps) interaction with the sample, with pulse reflection origins labelled. (b) Temporal field variation at different points in space. Interfering waves lead to a complex predicted field distribution in the sample region at 0 ps, and echo recombinations from secondary reflections at 15 ps and 30 ps.

An example demonstrating a complete spatiotemporal description of $E_{mod}(z, t)$ in Equation (6.9) for a general spectroscopy geometry is shown in Figure 6.5. A 350 $\mu$m thick dispersive sample is sandwiched between two 1 mm thick fused quartz windows, with air comprising the incident/ reflected and transmitted regions. Figure 6.5(a) shows the spatial field distribution at two points in time before ($t=-9.5$ ps) and after ($t=+6.6$ ps) sample interactions, while Figure 6.5(b)
shows the temporal variation at the input and output of the sample region (green, Region 3). From these simulations, complex field variation due to frequency dependent interaction and propagation, as well as interference with back-reflected waves inducing boundary modulations, are accurately modelled in all regions of interest. The maximum field in the sample region is shown in the middle plot of Figure 6.5(b), highlighting sub-picosecond determination of field dynamics.

6.3.2 Modelling the transfer function with binary decision trees

The propagation of radiation through layered media can be modelled as the sum of the set of traversals of a binary decision tree, as shown in Figure 6.6. Each node of the tree represents an interaction at a material interface, and bifurcation of each node represents the reflected and transmitted fraction of the incident wave. Each traversal of the tree represents a unique path an incident wave will take through the materials (e.g., the blue trajectory in Figure 6.6b), and the whole tree represents the set of all possible paths. By identifying all possible wave trajectories through the material (which becomes a question of identifying the set of all traversals of the decision tree), and applying relevant propagation, phase accumulation, and reflection/transmission factors at each node, all $TF$ terms are obtained and summed to form the total transfer function.
Figure 6.6. Decision tree representations of multiple beam interference through layered materials. Nodes represent interaction at a material interface, and bifurcations of each node represent the reflected and transmitted fractions of the field. Red indicates the incident field, grey indicates terminal regions. (a) In the case of N=3 materials, all bifurcations have a terminal node. There is only one traversal through the decision tree representing internal beam interference, and the system is analytically solvable as a Fabry-Perot (FP) cavity with a finite number of infinite geometric series. (b) Multiple beam interference for N=5 materials. For N>3 materials, there are an infinite number of traversals of the corresponding decision tree that cannot be modelled as a finite set of FP cavities, and so a different approach is required.

As above, consider a field propagating through N regions, where the thickness and phase factor of the kth region are given by L_k and δ_k, and assume no energy is reflected back into the system from the first or Nth regions. For an incident field impinging normally from the first region, all possible trajectories begin with \( t_{21} \) (for simplicity in computation, the principal reflection term \( r_{12} \) is dropped, and is manually added later). Following entry, this wave will accumulate phase in region 2 (\( e^{-\delta_2 L_2} \)) before bifurcating into a reflected (\( r_{23} \)) and transmitted (\( t_{32} \)) branch. Each of these branches will then accumulate phase in regions 2 and 3, respectively, before both bifurcating further (\( r_{23} \rightarrow \{r_{21}, t_{12}\} \) and \( t_{32} \rightarrow \{r_{34}, t_{43}\} \)). These new trajectories will accumulate phase and...

\[
TF^{(2)} = t_{21} \left( 1 + r_{23} \tilde{r}_{21} e^{-\delta_2 L_2} + (\tilde{r}_{23} \tilde{r}_{21})^2 e^{-\delta_2 L_2} + \ldots \right)
\]

\[
a \sum_{n=0}^{\infty} x^n = \frac{a}{1-x}
\]

where \( x = \tilde{r}_{23} \tilde{r}_{21} e^{-\delta_2 L_2} \)
bifurcate once more at the following interfaces, and so on. With each step, the decision tree grows exponentially larger (the tree size scales as $2^p$ for the $p^{th}$ step, neglecting terminal nodes). Trajectories are terminated when energy exits and cannot be reflected back into the system, which occurs at terminal nodes $\{\bar{t}_{12}, \bar{t}_{N,N-1}\}$. The product of amplitude coefficients, phase factors, and propagation terms for the $m^{th}$ traversal form a single term of the transfer function, $TF_m$, and the sum of all $M$ traversals form the total transfer function for the $k^{th}$ region:

$$TF^{(k)} = Pr_k \cdot \prod_{p=1}^{p} \left( Ph_p \right) \cdot \left( \hat{c}_p \right)$$

where $Ph_p$, $Pr_k$ and $\hat{c}_p$ are the phase accumulation, propagation, and reflection/transmission coefficients for the $p^{th}$ step of the $m^{th}$ sequence in the $k^{th}$ region given by Equations (6.6) – (6.8).

Equation (6.10) is the generalized form of $TF$ computation. As an example, consider the blue trajectory of Figure 6.6(b) that terminates in Region 5. From Equation (6.10), tracing this trajectory through the corresponding traversal of the decision tree results in a single term of the transfer function for the final step of:

$$TF^{(5)}_m = e^{-\delta_2[z-(l_1+l_2+l_3+l_4+l_5)]} \cdot (e^{-\delta_1 l_1}) \cdot (\bar{t}_{12} e^{-\delta_2 l_2}) \cdot (\bar{t}_{32} e^{-\delta_3 L_3}) \cdot (\bar{t}_{43} e^{-\delta_4 L_4}) \cdot (\bar{t}_{54} e^{-\delta_5 L_5})$$

Repeating this calculation stepwise for all traversals and for all $N$ regions results in a transfer function characterizing the field modulation over the entire spatial domain of interest. For completeness, the incident and principal reflection terms that were previously neglected can then be manually added to the $TF$ in the same format as Equation (6.10), as a zeroth term in Region 1

$$TF^{(1)}_0 = e^{-\delta_1 z} + e^{-\delta_1 (L_1-z)} \cdot (\bar{t}_{12} e^{-\delta_1 L_1})$$

In general, a binary decision tree is infinitely large. For $N = 3$, a significant simplification occurs: all tree bifurcations result in a terminal node (either $\bar{t}_{12}$ or $\bar{t}_{32}$), as shown in Figure 6.6(a). and there exists only a single non-terminating trajectory representing multiple beam interference in the $k = 2$ region. There is then a finite number of traversals allowing one to model this region as a
Fabry-Perot (FP) cavity, as discussed in Section 6.2.2. This model utilizes the geometric series to obtain an analytic solution of the field distribution in all 3 regions, as outlined in [13].

When considering more than 3 regions, there are an infinite number of trajectories within the diverging decision tree, and the FP cavity model breaks down as shown in Figure 6.6(b). An arbitrary global time window, $T_w$, of sufficient length relative to the interaction duration, serves to truncate the number of steps and traversals of the decision tree by rejecting terms that fall outside of the causal window (i.e., waves that originate at time $t > T_w$ are not considered). This treatment is therefore quasi-analytic; While not formally analytic, the computational results are identical to an analytic treatment, as all waves that could possibly contribute to the transfer function are accounted for. The only discrepancies are terms that violate causality, and so these rejections are of no consequence.

6.3.3 Recursive decision tree construction

All tree bifurcations can be constructed from summation of the basis “unit tree”, shown in Figure 6.7(a). The unit tree is a generalized node bifurcation according to the network’s stepping rules: Depending on wave propagation direction ($i > j$ or $i < j$), indices of the reflected branch update as $\{i, j\} \rightarrow \{i, j \pm 2\}$, and indices of the transmitted branch update as $\{i, j\} \rightarrow \{i \pm 1, j \pm 1\}$. Additionally, each step of a given traversal accumulates phase in the $i^{th}$ region, given by $e^{-\delta_i L_i}$. With these stepping rules, the total set of tree traversals is generated recursively, as outlined in the pseudo-code of Figure 6.7(b).

Each step of a given traversal is represented by a state array $\{C, i, j, t_{d,i}\}$, where $C = R$ or $T$ (branch type identifier), and $t_{d,i} = \text{Re}(\bar{n}_i) \cdot L_i / c$ is the time debt associated with that step. All traversals are initialized with the array $\{T, 2, 1, 0\}$, representing energy transmitting into the system from Region 1. A function accepts this initial state as an input and creates two new state arrays, representing the reflected and transmitted branches as outputs. These updated states are logged, then re-inserted into the function as new inputs to be updated again into new reflected and transmitted tree branches. This recursion continues until the termination criteria are met, which occurs when energy exits the system at terminal nodes $\{\tilde{t}_{12}, \tilde{t}_{N,N-1}\}$ or when $\sum t_{d,i} > T_w$. The resulting finite set of sequences represents all possible waves traveling within the causal window $T_w$. The product of terms corresponding to the steps of a given sequence results in a single term of the transfer function, and the sum of terms from all sequences is the total transfer function for the corresponding region, as in Equation (6.10).
Figure 6.7. Network step algorithm and pseudo-code for the recursion calculation that determines the set of all possible radiation paths from the decision tree model. (a) Block diagram of the algorithm stepping rules that dictates how indices of a reflected ($x \equiv r$) or transmitted ($x \equiv t$) node is updated, and generally depends on wave direction (positive when $i>j$, negative when $i<j$). Additionally, each step accrues a phase factor $\exp(-\delta_i L_i)$ for propagation in the $i^{th}$ region. This diagram forms a basis that can be used to recursively construct decision trees for propagation through an arbitrary set of materials. (b) Pseudocode of recursive network determination. For a provided initial state array, $start$, the function $traverse\_decision\_tree()$ generates two new tree branches according to the network stepping rules, and re-inserts the updated arrays as new inputs, which will each be updated again, etc. A given traversal is terminated when energy exits the system, or when a pre-defined cost function reaches a desired truncation threshold.
6.4 Terahertz pulse dose simulations

6.4.1 Comparison of dose model to transmission spectroscopy data

The dose model developed above can be validated by comparing measured sample-modulated pulse data from THz spectroscopy to the simulation predictions. Figure 6.8 shows a comparison of the simulated modulation to a measured THz pulse transmitted through two substrate materials introduced in Chapter 5 (0.17 mm fused silica with $n = 1.97$, and the Ibidi proprietary optical plastic with unknown properties) [14]. The black waveform in Figure 6.8(a) is the electro-optically sampled reference pulse with no material in the beam path, and the solid red is the measured pulse transmitted through the substrate. The corresponding power spectra are shown in Figure 6.8(b). While there is some discrepancy at lower SNR for $f > 1.5$ THz, the main features of the modulated pulse are well-characterized, including the temporal shift due to propagating through a higher-index material and the oscillations in frequency space due to pulse reflections in the acquired window. Figure 6.8(c) shows the simulated and measured transmission spectra (ratio of modulated to reference power spectra), highlighting the capability to capture the multiply-interfering waves that arise from the thin material. The blue transmission curves are a comparison to data for the proprietary Ibidi optical plastic slide (Cat. 80286), whose dielectric information was not known before-hand. Although the nominal thickness of the substrate is 0.18 mm [15], a manual fit to the oscillation period and amplitude of the transmission spectra determines a calculated thickness of 0.195 mm, with an effective refractive index of $n=1.5$ for the broadband THz pulse.
Figure 6.8. **Comparison of simulations to THz spectroscopy data.** (a) Comparison of simulated (dotted line) and measured (solid red line) THz pulses transmitted through 0.17 mm fused silica \((n=1.97)\), with the measured incident pulse in black. The transmitted pulses are offset by \(\Delta t = nd/c\) due to reduced wave speed in the quartz, \(v = c/n\). (b) The simulated power spectrum is in good agreement with measurement, with slight discrepancy at higher frequencies with reduced SNR. (c) Transmission profiles are the ratio of the transmitted spectrum to the reference spectrum. The time and frequency domain representations are in good agreement, and the oscillation in the transmission profile due to interfering reflections is recovered. The blue data shows results of a manual fit to transmission data for the proprietary Ibidi optical plastic substrate to determine effective material parameters.
6.4.2 Simulation of terahertz biological exposure experiments

Three geometries were simulated that are commonly utilized in THz-biology exposure experiments: (1) Monolayer cells grown on a 0.195 mm transmissive plastic well (Ibidi, Cat. 80286) with aqueous media above; (2) Monolayer cells grown on a 0.17 mm fused silica coverslip and placed on a 1 mm thick glass microscope slide, with aqueous media above; and (3) Direct exposure of 1 mm thick tissue (multi-cellular layers), with aqueous media below. For the former two cases, the THz field must propagate through substrate materials before interacting with the thin sample region. In the latter case, the field is directly incident on the cellular population that is thick relative to the radiation wavelength.

Figure 6.9. **THz dosimetry simulation for exposure of cells through a 1 mm glass substrate, grown on a 0.17 mm fused silica coverslip, with aqueous media above.** (a) The THz field in space before interaction with the biological sample (green), modelled as 100 μm thick epithelial cells with data from [5]. Below is the total energy in space over the entire simulation duration ($T_w=30$ ps), showing boundary modulations and THz energy decay. The zoomed sample region highlights the simulated energy in the sample region, compared to pure exponential decay (black dashed line) to highlight the effect of coherent field modulation due to optically thin samples in complex dielectric environments. (b) The THz energy (dashed line) and peak field strength (solid line) in the sample region during the interaction that begins at $t=0$ ps.
Figure 6.9(a) shows an example simulation for geometry #2 listed above, with the THz exposure of cells (100 μm thick) through a 1 mm glass slide substrate, grown on a 0.17 mm coverslip with aqueous media above. For the sample region (green), the complex refractive index data of epidermis as measured in reference [5] are used. The aqueous media is assumed to have similar dielectric parameters as water. The total energy vs. space over the entire simulated duration is shown in the bottom plot, with emphasis placed on the sample region in the zoomed plot. THz pulse modulation in the sample region due to the surrounding materials significantly alters the THz pulse energy absorbed in the sample region, relative to a pure exponential decay (black dashed curve). Figure 6.9(b) shows the THz energy and maximum field strength in the sample region over the sample interaction duration. Results from similar simulations for all relevant exposure geometries in the sample regions ($L_{\text{sample}} = 100 \mu m$) are summarized in Table 6.1.

Table 6.1. **Results of simulation for varying bio-exposure geometries.** Maximum field and energy seen by the sample region in real bio-exposure experimental configurations. Integrals are normalized to tissue values, in which all energy is absorbed by the sample, and MBI effects are negligible.

| Simulated geometry          | Tree size | Interaction time (FWTM ps) | Peak field | Field integral $\int |E(t)|dt$ | Energy integral $\int E(t)^2dt$ |
|----------------------------|-----------|---------------------------|------------|-------------------------------|--------------------------------|
| 3D tissue models           | 21        | 2.7                       | 0.6695     | 1.000                         | 1.0000                         |
| Monolayer cells in dish    | 643113    | 1.9                       | 0.5970     | 0.6953                        | 0.5634                         |
| Monolayer cells on glass slide | 79418    | 1.9                       | 0.5728     | 0.4356                        | 0.4366                         |

For the 3D tissue case, as the optical path length of the sample is large, only a small number of TF terms (i.e., the decision tree size) are relevant in the simulated window. This geometry absorbs virtually all of the transmitted THz pulse energy, and is therefore used as a reference for the two more complex geometries. For monolayer cell exposure cases, with thinner and more materials to consider, much larger decision trees (and thus more transfer function terms) are required to characterize the multiple interfering waves. The highest field is for the tissue case where the cells are directly exposed, seeing 67% of the incident field at the surface due to principal reflection loss. In addition to higher field and energy in the sample region, the thicker sample also corresponds to a larger interaction time and length in the sample region, which increases the total energy deposition (i.e., the “dose”) as shown in the last column of Table 6.1.

From these results, it is shown that the field and dose in the sample is modulated significantly from the expected values due to the geometry of surrounding materials during exposure. For monolayer cells in a plastic dish, the sample absorbed 56% of the estimated energy for each pulse, with a maximum field that is 60% of incident. For the glass slide substrate, the dose per pulse is
only 44% of nominal measurement, and the maximum field seen by the sample is 57% of incident. These results may be used to adjust the dosimetric parameters measured for biological exposure studies to accurately correlate observed biological effects to THz radiation exposure parameters. For example, when exposing monolayer cell samples on a plastic slide, the nominal average intensity (Equation (6.2)) should be scaled by 0.56, and the nominal peak field strength scaled by 0.60, to accurately characterize the THz field and dose in the sample region for this exposure configuration.

6.4.3 Transverse dose variation

An additional consideration is the variation of dose within the 2D Gaussian THz spot. The simulations presented above utilize either idealized functional forms of a THz pulse, or real THz pulse data as acquired by electro-optic sampling, and therefore represent the electric field variation and energy deposition characteristics near the center of the THz beam. However, for a realistic biological exposure experiment, a typical animal cell population will see a large variation in THz dose in space, as shown in the scaled overlay in Figure 6.10. Therefore, cells occupying the central region of the THz focus will be characterized by the dose adjustments discussed in Section 6.4.2, but the dose toward the edges of the THz spot must be adjusted by an additional dose factor given by the colourbar in Figure 6.10.

Figure 6.10. Scale comparison of 2D THz dose variation vs. human epithelial cell size. A-431 epithelial keratinocytes overlaid on a measured THz focus dose distribution. For a realistic exposure, dose adjustments presented in this chapter are accurate for cells near the centre of the focus, but an additional dose factor must be applied to account for intensity variation towards the fringes of the 2D dose distribution, given by the colourbar values.
6.5 Conclusion

In this chapter, THz interaction characteristics in typical biological exposure configurations were highlighted that render conventional non-ionizing dosimetry insufficient to capture the relevant interaction mechanisms. Further, boundary modulations in many optically thin materials were insufficiently treated by standard coherent models utilized in THz spectroscopy. Therefore, a simulation method inspired by coherent dielectric spectroscopy that captured the relevant THz interaction properties in many optically thin materials relevant for typical biological exposure studies was formulated. By modelling radiation propagation as a recursively-generated binary decision tree, a quasi-analytic transfer function is obtained that bypasses conventional limitations of optically thin samples, or many layers that are not simply modelled by cavity theory. Further, these simulations provide a guide for methods of controlling THz doses for free-space bio-exposure configurations of interest. For example, dose-enhancement in the sample region may be achieved with higher conductivity electrolytic media or gold-coated coverslips that increase reflected energy back into the sample region. Conversely, dose-diminution may be achieved by selecting materials of matched refractive indices to reduce back-reflected energy into the sample region. A table of dose adjustment factors was obtained (Table 6.1) for the exposure configurations utilized in this thesis project.

While the formalism presented was specifically applied to THz exposure dose modelling, the mathematical principles utilized and the results obtained are general, and may be equivalently applied to any type of coherent spatiotemporal field dynamics, as long as the relevant material properties are known. For example, this formalism may be applied for theoretical modeling of B1 transmit fields in magnetic resonance imaging/spectroscopy, or mechanical waves in ultrasound imaging, as long as the magnetic or acoustic impedances (respectively) are known.

6.6 References


7 Tissue-level effects: Dysregulation of cancer-related signaling pathways in human skin tissue models

“What we lack in knowledge, we make up for in data.”
– Ethem Alpaydin

A version of this chapter has been published in two articles:


7.1 Introduction

It is useful to begin the discussion of biological effects in skin by establishing the tissue scale of structure within the larger hierarchy of biological organization that was introduced in Table 1.3 in Chapter 1 [1, 2]. Molecules refers to systems of atoms or ions, and in biological contexts may be simpler molecular structures, such as water or guanosine triphosphate (GTP), or more complex macromolecular structures, such as proteins or DNA, that form the structural underpinnings of complex cells, recognized as the fundamental unit of a “living” system. Interacting cellular systems comprise tissues, which are the structural components of organs, and in turn organisms. In general, processes in lower-level structural systems regulate function observed in higher-level systems. This thesis reports investigations of the three highlighted levels in Table 1.3, and this chapter begins with the largest scale investigating effects in human skin tissue.

In this chapter, tissue-level biological effects of intense terahertz (THz) pulses in skin are investigated via bioinformatics “big data” approaches. Genomics databases such as the Kyoto
Encyclopedia of Genes and Genomes (KEGG) and the Gene Ontology (GO) Consortium are used to analyze differential gene expression measurements induced by THz exposure [3, 4], and modern algorithms for statistical over-representation and signal pathway perturbation analyses are applied to determine the cancer-related signaling processes that are likely to be dysregulated [5]. Importantly, several pathways that are commonly implicated in the initiation, development, and progression of cancer are predicted to be dysregulated by exposure to intense THz pulses. Downregulation of important oncogenes (e.g., Ras) and predicted suppression of pro-mitotic signaling are discussed in the context of potential therapeutic mechanisms of THz radiation.

First, general descriptions of signaling pathways as regulators of cellular function are provided. Processes regulated by the Ras and Calcium signaling pathways in human skin are discussed in anticipation of THz-induced signaling dysregulation to these networks. Section 7.3 describes our experiments of 3D human skin tissue exposed to extended trains of intense THz pulses. Global differential gene expression profiles are measured with fluorescent microarrays for varying THz intensities, and from these data, signaling pathways that are likely to be dysregulated are identified by utilizing known gene/protein interaction characteristics from the queried database information. Particular attention is paid to pro-mitotic and pro-inflammatory signaling pathways that are often implicated in human cancer. Genes that predominantly drive THz-induced dysregulation are identified, and transcript-level (i.e., mRNA) sources of dysregulation to cancer-related processes in skin are reduced from 1681 potential candidates to a subset of only 88. Results from these analyses provide a list of specific targets for designing investigative assays for mechanistic studies that are more practical than global transcriptomics; such studies represent the best candidates for understanding the biological mechanisms underlying THz-induced dysregulation of pro-mitotic and pro-inflammatory signaling in human skin.

7.2 Signaling pathways in cancer

In cellular systems, signaling pathways are a series of biochemical interactions that serve to communicate changes to or within the cellular environment in order to regulate higher-level biological function [6, 7]. For example, extracellular ligands such as growth factors may bind to a receptor protein in the cell membrane, initiating a conformational change that facilitates protein binding/activation through the intracellular space that eventually activates transcription factors in the nucleus. Abnormal activity of signaling pathways is associated with diseases such as cancer, and controlled modulation of signaling pathways is an effective method of treatment for certain genetic disorders [8, 9, 10].
Signaling pathways can be represented as network graphs, in which each node represents a gene/protein, and the edges represent the empirically determined interaction characteristics between relevant signaling proteins [11, 12]. This representation allows for prediction of the pathways and processes likely to be affected by an external agent (e.g., THz irradiation) from measurement of changes to the cellular system’s gene expression profile [3, 13]. As demonstrative examples, two pathways of particular relevance to cancer research and therapy are described, the Ras signaling and Calcium signaling pathways.

7.2.1 Ras signaling in cancer

The Ras signaling network is a ubiquitous and highly conserved pathway in almost all eukaryotic cells, and regulates proliferation, survival, growth, migration, and differentiation [10, 14, 15]. The Ras protein, a membrane-bound small GTPase of which there are three dominant forms (KRAS, NRAS, and HRAS), is a central node that regulates mitotic signal transduction by acting as a binary molecular switch to regulate Ras signaling activity.

The process of Ras activation is shown in Figure 7.1(a) [16, 17]. An extracellular growth factor (e.g., epidermal growth factor [EGF], or tumor growth factor α [TGFα]) binds to an epidermal growth factor receptor (EGFR), inducing a conformational change in the membrane protein structure, allowing trans-phosphorylation of intracellular EGFR domains that create a binding site for the Gab protein at the inner leaflet of the cell membrane. Son-of-sevenless (SOS) may then bind and convert inactive RAS-GDP to active RAS-GTP, which may then recruit downstream signaling targets, and initiate biochemical regulation of a wide variety of processes as shown in Figure 7.1(b).

Due to this pathway’s generalized mitotic function, it is one of the most commonly implicated pathways in the development of many human cancers [14]. Approximately 30% of all human cancers and 25% of melanomas are associated with a mutation in the central Ras protein [10, 14]. These mutations allow Ras to acquire resistance to hydrolysis by GTPase-activating proteins (the switch’s “off” signal), leading to perpetual pro-mitotic signaling that is a key feature in malignant transformation and metastatic invasion. For this reason, Ras and the related signaling components have been a key focus of cancer drug discovery research, with an emphasis on identifying and characterizing agents that inhibit the proliferative activity of Ras and the pathway’s related signaling molecules [10, 14, 15].
Figure 7.1. **Membrane-regulated Ras signaling activation and associated processes.** Adapted from [16, 18, 19]. (a) The epidermal layer of skin tissue is comprised of stratified layers of squamous epithelial keratinocytes (SC=stratum corneum, GL=granular layer, SL=squamous layer, BL=basal layer) latched to the basement membrane substrate for structural stability. Epidermal differentiation is partially regulated by the Ras signaling pathway, which is activated by a dimerized epidermal growth factor receptor (EGFR) binding to a growth factor ligand, inducing conformational change that provides binding sites for Ras activation via GTP binding. (b) Activated (GTP-bound) Ras regulates a diverse set of functions (green boxes) via binding to various downstream targets (circles). The canonical RAS-RAF-MEK-ERK axis (blue box) is one of the most well-characterized cellular differentiation and division pathways, and a popular target for anti-cancer therapy.
7.2.2 Calcium signaling in cancer

Of additional interest is the THz effect on the Calcium signaling pathway, as calcium ions (Ca\(^{2+}\)) are one of the most potent second messenger particles in biological systems. In this pathway, Ca\(^{2+}\) binds and activates calcium-binding proteins (CBPs) that regulate a diverse set of general cellular functions, including protein signaling, metabolism, enzyme function, cytoskeletal dynamics, proliferation, and apoptosis [20, 21]. In skin, epidermal differentiation is tightly regulated by a strong calcium gradient across the epidermis that triggers sequential expression of structural/binding proteins for stability and formation of the skin barrier. However, Ca\(^{2+}\) ions may also bind and activate CBPs that drive tumor growth and metastasis through oncogene activation or dysregulated proliferation, apoptosis, adhesion, or morphology. Control of calcium signaling dynamics has therefore attracted significant interest as a potential target for novel cancer therapies [21, 22].

The following experiments report intense-THz-pulse-induced gene expressions in human skin tissue that are predicted to suppress the signaling dynamics of these, and related, signaling pathways. The predicted suppression of pro-mitotic pathways that are often mutated or over-active in human cancer implies a potential therapeutic mechanism of THz radiation.

7.3 Differential gene expression and signaling pathway dysregulation in human skin tissue induced by intense terahertz pulses

7.3.1 Methods

7.3.1.1 Generation and detection of intense THz pulses

As introduced in Chapter 4, a 1 kHz train of single-cycle, picosecond-duration THz pulses was generated by optical rectification of infrared laser light (\(\lambda_0 = 800\) nm) in lithium niobate [23], followed by black polyethylene to filter residual infrared/visible wavelengths. The pulse energy and spatial intensity distribution were measured with a pyroelectric detector (Spectrum Detector, SPJ-D-8) and camera (Electrophysics, PV320), respectively. The temporal waveform was detected by free-space electro-optic sampling in GaP. The peak electric field was calculated by calibration to dielectric properties of the \(L = 200\) \(\mu\)m GaP detection crystal (\(n_0 = 3.18, r_{41} = 0.88 \times 10^{-12}\) m/V) as [24]
where \( t_{GaP} = 0.46 \) is the GaP transmission coefficient and \( \Delta I / 2 I_0 \) is the measured peak modulation of the electro-optic signal, as described in Chapter 3. Equation (7.1) was used for the highest field calculation before the system was aligned for biological exposure, and lower field strengths were determined by scaling as the square root of the pulse energy, which was verified to be accurate for these studies. Five exposure conditions were used by attenuating THz transmission through crossed wire-grid polarizers, resulting in pulse energies of 0.03 – 2.4 \( \mu J \), peak electric fields of 27 – 240 kV/cm, and a measured spot size (\( 1/e^2 \)) of 1.6\times2.7 mm\(^2\) (additional details are provided in Table 7.1). The THz pulse and spatial intensity distribution for the highest intensity pulse are shown in Figure 7.2(a), and the corresponding frequency spectrum is shown in Figure 7.2(b).

\[
E_{THz} = \frac{\lambda_0}{2\pi n_0^3 r_{41} t_{GaP}} \cdot \sin^{-1} \left( \frac{\Delta I}{2I_0} \right)
\]

(7.1)

---

**Figure 7.2.** Waveform and spectrum for the highest intensity THz pulse for skin tissue exposures (2.4 \( \mu J/pulse, 240 \) kV/cm, 74 MW/cm\(^2\)). (a) THz pulse electric field waveform at the beam focus. Inset: Intensity profile at the beam focus. The cyan outline represents the \( 1/e^2 \) boundary – 1.5\times2.6 mm\(^2\). (b) Corresponding power spectrum of the THz pulse. The peak-power frequency is 0.6 THz and the bandwidth is 1.8 THz FWTM.

**Table 7.1.** THz pulse parameters for each exposure condition

<table>
<thead>
<tr>
<th>Index</th>
<th>Pulse Energy (( \mu J ))</th>
<th>Peak Field (kV/cm)</th>
<th>Average Intensity (mW/cm(^2))</th>
<th>Pulse Intensity (MW/cm(^2))</th>
<th>Total Dose (J/cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03</td>
<td>26.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>49.1</td>
<td>3.1</td>
<td>3.1</td>
<td>1.8</td>
</tr>
<tr>
<td>3</td>
<td>0.94</td>
<td>150.5</td>
<td>28.9</td>
<td>28.9</td>
<td>17.4</td>
</tr>
<tr>
<td>4</td>
<td>1.45</td>
<td>186.9</td>
<td>44.6</td>
<td>44.6</td>
<td>26.8</td>
</tr>
<tr>
<td>5</td>
<td>2.40</td>
<td>240.5</td>
<td>73.8</td>
<td>73.8</td>
<td>44.3</td>
</tr>
</tbody>
</table>
7.3.1.2 Preparation of skin tissue samples

Full-thickness 3D human skin tissue models were acquired from the MatTek Corporation (EpidermFT, https://www.mattek.com/products/epidermft). These are a stratified co-culture of normal epidermal keratinocytes and dermal fibroblasts in a collagen matrix, and interact to form a mitotically and metabolically active 3D model of human skin. 3D tissue models have significant advantages over 2D cell monolayers as they allow the study to probe effects that arise due to more realistic intercellular interaction, cell-extracellular matrix interaction, and the impact of the microenvironment [25]. Upon delivery, tissue wells were transferred to 2.5 mL of pre-warmed media (DMEM, 10% FBS, 1X penicillin/streptomycin). The proprietary wells allow the tissue to absorb media from below through a porous membrane, leaving the epidermal layer exposed to air. This is particularly advantageous for THz exposure experiments, as this system allows for direct tissue exposure and bypasses constraints of attenuation losses when exposing through substrates or cell media. Tissues were incubated in this state for 16 hours for re-equilibration.

Tissue wells were removed from the incubator and placed vertically in a custom sample holder. To ensure precision of sample placement, the sample holder was first fit with a 1 mm alignment aperture and translated with a 3D linear stage such that THz energy was maximized, as described in Chapter 5. The tissue well was then mounted into the holder such that the epidermal surface was coincident with the pinhole, ensuring the centre of the tissue surface was repeatably coincident with the THz focus, allowing accurate determination of the exposed region.

7.3.1.3 Terahertz exposure of skin tissue wells

The THz beam was focused to the centre of the epidermal layer for 10 minutes. The average temperature increase in the irradiated region on the surface of these samples as measured with a thermal imager (Reed Instruments, R2100) was less than 1 K, and these are benchmarked with similar measurements in a pure water reference environment. Following exposure, wells were transferred to fresh, pre-warmed media, and returned to the incubator for 30 minutes to allow for acute (early) response of THz-induced gene expression. To isolate the variation of THz pulse energy as the sole independent variable, similar exposure and fixing times as previous investigations were chosen [26, 27]. The biochemical indicators of this response were fixed via snap-freezing in liquid nitrogen and transferring on dry ice to -80°C storage. This process was repeated for five different sets of THz pulse parameters (Table 7.1) and one identical sham-exposed
condition with the THz beam fully blocked. Each condition (5 exposed + 1 sham) was performed in quadruplicate for a total of 24 tissue samples.

### 7.3.1.4 Whole-genome expression profiling

The exposed region of the frozen tissue samples was excised with a 1.5 mm diameter sterile punch tool aligned to the centre of the tissue wells to ensure only the THz-exposed cells were analyzed. The workflow for measuring global differential gene expression is outlined in Figure 7.3. Total RNA was isolated (Zymo Research, Irvine), and UV spectroscopy quantified RNA quality and integrity, as per the manufacturers’ instructions (NanoDrop, Wilmington, DE; Agilent 2100 Bioanalyzer, Santa Clara, CA). Amplified cDNA was labelled (Encore Biotin, IL) and hybridized to the HumanHT-12_v4 Whole Genome Expression BeadChip Arrays (Illumina). Differential gene expression and corresponding p-values were determined from the fluorescence measurements (iScan & BeadStudio, Illumina). P-values were corrected for multiple hypothesis testing via the false discovery rate (FDR) method. Data was corrected for batch effects via the ComBat algorithm [28]. Significantly differentially expressed genes were identified by conventional significance thresholds ($|\log_2(\text{Expression ratio})| > 0.58$ and $p<0.05$). These data are used as inputs for the over-representation and pathway level analyses, described in the following sections.

### 7.3.1.5 Over-representation analysis – Gene Ontology

Gene ontology (GO) analysis attempts to utilize differential gene expression data to answer three questions: (1) What biological processes are THz-affected genes associated with? (2) What molecular functions are responsible for these processes? (3) What cellular components are involved? Lists of gene sets that regulate known biological processes, cellular components, and molecular functions were obtained from the Gene Ontology Consortium [4], a database of GO terms that contains nested sets of genes for given processes, structures, and functions.

Each GO term is uniquely identified by its GO ID, and contains the corresponding gene set that regulates the associated process, function, or component. The goal of GO analysis is to identify statistical over-representation of THz-affected genes within various biological processes, cellular components, and molecular functions, relative to the expected global background. Thus, all gene sets available from the GO consortium are checked against the genes that were identified by the microarray measurements as being significantly differentially expressed by intense THz pulses.
Figure 7.3. **Measurement of global differential gene expression with cDNA microarrays.** (a) Generalized steps in preparing the fluorescent DNA microarray. For illustration purposes, cells are shown with an artificially simplified genome – one chromatin fiber and 3 genes. Tissues are exposed to THz radiation, and altered gene expressions are activated to respond to the external stimulus. Messenger RNA (mRNA, i.e., gene transcripts) are extracted from the cells, labelled with a fluorescent molecule, and hybridized to an array of microbeads with probes that bind to all genes in the considered genome. A fluorescence image of the microbead array is acquired, and the intensity is related to the concentration of the corresponding mRNA transcript. Comparison of fluorescence signals between control and exposed populations is used to characterize the differential gene expression levels of the global genome. (b) A fluorescence image of a microbead array (vertical black bar) with ~47,000 human genome probes for transcript binding. The photo at top right shows a total of 36 microbead array (12 arrays each on 3 chips). Each gene is uniquely identified by its bead location, and the fluorescence intensity (see zoomed image) is related to the bound transcript concentration.

To perform the GO analysis, a contingency table is first constructed for each GO term, as demonstrated in Table 7.2.
Table 7.2. **Contingency table for GO over-representation analysis.** The symbols A, B, C, and D, represent number of genes in each category for a given GO term.

<table>
<thead>
<tr>
<th></th>
<th>In GO term</th>
<th>Not in GO term</th>
<th>Row total</th>
</tr>
</thead>
<tbody>
<tr>
<td>THz-affected</td>
<td>A</td>
<td>B</td>
<td>A+B</td>
</tr>
<tr>
<td>THz-unaffected</td>
<td>C</td>
<td>D</td>
<td>C+D</td>
</tr>
<tr>
<td><strong>Column total</strong></td>
<td>A+C</td>
<td>B+D</td>
<td>A+B+C+D</td>
</tr>
</tbody>
</table>

Statistical over-representation may be expressed in terms of the odds-ratio, $OR$, calculated as

$$ OR = \frac{A/B}{C/D} \quad (7.2) $$

where the numerator represents the odds of finding a THz-affected gene in the given GO term, and the denominator represents the odds of finding a THz-unaffected gene (i.e., a gene that did not meet significance criteria). The $p$-value associated with each $OR$ is calculated from binomial coefficients

$$ p = \frac{\binom{A+B}{A} \binom{C+D}{C}}{\binom{A+B+C+D}{A+C}} \quad (7.3) $$

and are adjusted for multiple hypothesis testing via the FDR method. GO terms for which $OR>1$ and adjusted $p<0.01$ are considered significantly over-represented within the set of THz-affected genes, and represent biological processes, structures, or functions that may be expected to be dysregulated, based on THz-induced gene expression measurements.

Gene set databases for biological processes, cellular components, and molecular functions are queried with an R-script using the R/BioConductor platform [29]. Upregulated and downregulated genes are analyzed separately, which increases the statistical power of GO associations [30]. Terms that are obsolete or did not contain any similar genes as the global THz dataset in control probes were removed, and the above statistical analysis was performed by applying Fisher’s exact one-sided test to each contingency table constructed as in Table 7.2 for each GO term, via the R function `fisher.test(Table, alternative = “greater”).`
While GO analyses provide broad associations based on significant genes, they do not account for direction of gene expression (i.e., upregulated vs. downregulated), nor interactions with other related genes. For these characterizations, signaling pathway models, such as Signal Pathway Impact Analysis (SPIA) may be used. These analyze gene expression data in the context of interactions within a specified signaling process, accounting for known interactions between related signaling proteins.

Pathway IDs, associated gene lists, and pathway topology information (i.e., interaction characteristics) were obtained from the Kyoto Encyclopedia of Genes and Genomes (KEGG) [3]. Pathways were filtered for relevance to human cancer (KEGG categories include Environmental Information Processing, Cellular Processes, Organismal Systems, and Human Diseases). Signal pathway perturbation analysis was performed with the R/Bioconductor package ROntoTools [5, 31]. This algorithm combines conventional over-representation analysis with modern topology-based analyses that additionally account for the magnitude and direction of gene expression (upregulation vs. downregulation), as well as how genes interact within a given signaling network. This results in a prediction of the perturbation status (activation vs. inhibition) of considered pathways, and provides information regarding potential phenotypic endpoints likely to be induced by intense THz pulses based on the gene expression measurements.

The workflow of Signal Pathway Impact Analysis (SPIA) is outlined in Figure 7.4. Initial perturbations as measured by gene expression profiles are propagated through signaling networks that regulate known biological functions, taking into account the interactions (edges) between each gene (node). For each gene, \( g_i \), in the network, a perturbation factor \( PF(g_i) = \alpha \cdot \Delta E(g_i) + A(g_i) \) is assigned, where \( \Delta E(g_i) \) is the measured differential gene expression ratio (log-transformed), and the accumulated perturbation is estimated from upstream perturbation factors as

\[
A(g_i) = \sum_{j<i} \beta_{ij} \cdot \frac{PF(g_j)}{N_{ds}}
\]  

(7.4)

where \( \beta_{ij} \) describes the interaction direction between the \( i^{th} \) and \( j^{th} \) gene in the network (+1 for activation/anti-inhibition, -1 for inhibition/anti-activation, or 0 for no interaction), \( N_{ds} \) is the number of genes downstream of \( g_j \), and the sum index of ‘\(<i\)’ indicates that signaling perturbation
may only come from upstream nodes. \( \alpha \) is a \( p \)-value-based weighting factor that allows for cut-off free analysis (COFA) as discussed in the Appendix [32]. All network nodes are sequentially assigned a value of \( A(g_i) \), and from this, a total accumulated perturbation score \( A_{\text{tot}} = \sum_i A(g_i) \) is determined for the considered pathway, along with associated \( p \)-values adjusted for multiple hypothesis testing. Significantly perturbed pathways \( (p < 0.05) \) are considered dysregulated by the relative magnitude, \( A_{\text{tot}} \). Positive (negative) values of \( A_{\text{tot}} \) imply the associated pathway activity is increased (decreased) by intense THz pulses.

7.3.1.7 Identification of “terahertz targets”

Not all genes differentially regulated by THz pulses (or any agent) affect a pathway uniformly. For example, in a given pathway, a node with many downstream effectors (i.e., a greater number of edges extending from the node) is more “important” for signal proliferation, and induced perturbation, \( A(g_i) \), of the node will contribute to the total accumulated perturbation, \( A_{\text{tot}} \), more so than genes with relatively few downstream effectors [5, 31]. Moreover, a single gene may have distinct regulatory roles across multiple pathways. Hence, signaling pathways in nature are rarely separate closed systems, but rather there is a potentially large degree of cross-talk between sets of pathways that share common signaling proteins. It is therefore of interest to identify the genes that are both differentially expressed by THz and also significantly drive pathway dysregulation, accounting for inter-pathway crosstalk between signaling systems containing common nodes. These represent genes that most significantly drive THz-induced changes of signaling processes in human skin, and are the best candidates for determining the gene-level mechanisms that lead to the predicted THz-induced effects to cancer-related signaling. These provide a convenient roadmap to motivate future hypotheses and experiments in THz-cancer research.
Figure 7.4. Signal Pathway Impact Analysis (SPIA) workflow for determining pathway-level dysregulation from gene-level expression measurements. (1) Measured global differential gene expression induced by intense THz pulses. (2) For each pathway, the KEGG database is used to filter the global data to include only the relevant genes. (3) Pathway topology information (node/edge interaction properties) is used to calculate the upstream accumulated perturbation $A(g_i)$ for each gene, and is presented as a two-way plot (expression vs. perturbation). (4) The total accumulated perturbation, $A_{tot}=\sum A(g_i)$, is determined (blue line) and compared to the simulated null distribution (black curve). If the accumulated perturbation is greater than the quantity corresponding to the pre-defined significance threshold determined from the null distribution (yellow circle), the calculated perturbation is considered statistically significant, and the pathway is predicted to be dysregulated by the relative magnitude, $A_{tot}$. 
To achieve this, the “pathway edge matrix” is constructed, for which the identified networks/pathways comprise the row-space, and the nodes/genes occupy the column-space. The matrix is populated by the number of edges extending from the node, normalized to the total number of edges in the corresponding network. Since nodes with a larger number of downstream effectors have greater potential to propagate node-level perturbation through the network, this is a measure of the relative importance of that node. Standard k-means clustering (k=2) is performed across rows/columns to group genes/pathways by matrix similarity [33]. This algorithm iteratively bisects each dimension by maximizing the difference of group means. Since the metric in the matrix is a measure of gene significance in regulating cancer processes, the resulting ordered gene list represents the dominant transcript-level sources of the predicted pathway dysregulation, and provides the best candidates for understanding mechanisms of the changes to cancer signaling dynamics induced by intense THz pulses.

7.3.2 Results

7.3.2.1 Intensity-dependent global gene expression and signaling pathway dysregulation

The global differential gene expression profiles for varying THz pulse intensities are shown in Figure 7.5(a). In general, expression magnitudes and statistical significance increases for increasing pulse energy. Figure 7.5(b) indicates the genes from the highest THz intensity (2.4 μJ/pulse, 74 MW/cm²) that meet conventional thresholds for significant gene expression. Of 9311 total genes detectable in control tissues, 1681 genes are identified as significantly differentially expressed, with 1088 downregulated and 593 upregulated.

7.3.2.2 Gene ontology analysis: Processes, structures, and functions statistically over-represented by terahertz-affected genes

Figure 7.6 shows the odds-ratio (OR) and corresponding p-values (negative log-transformed) of the GO terms found to be significantly over-represented in the set of THz-affected genes (Figure 7.5(b)), as calculated by Equations (7.2) and (7.3). These terms are categorized as biological processes, cellular components, or molecular functions, and are an indication of the processes that THz exposure may dysregulate based on the gene expression profiles.
Figure 7.5. **Intensity-dependent global differential gene expression induced by THz pulses in human skin tissue.** Dashed lines indicate conventional significance thresholds: |Log₂(Expression ratio)| > 0.58 and p<0.05. (a) Measured gene expression profiles for 5 THz pulse energies, showing intensity-dependent growth in expression magnitude and significance for THz-expressed genes. (b) Gene expression for the highest THz intensity. From 9311 total genes detectable in control tissues, conventional significance thresholds identify 1681 (1088 downregulated and 593 upregulated) significantly differentially expressed genes.

Of the 58 significant GO terms identified, 57 are due to the profile of THz-downregulated genes, while 1 (cytokine activity – a molecular function) is over-represented by upregulated genes. As expected, many of the GO terms are directly related to functional activity observed in skin. Many terms that broadly describe processes that take place in the multiple layers of skin (e.g., skin development, establishment of skin barrier, regulation of water loss via skin, multicellular organismal water homeostasis) were among the most significant GO terms identified. Specialized processes that only occur in the epidermal keratinocytes (e.g., keratinocyte differentiation, keratinization, epidermal cell differentiation, epidermis morphogenesis) were also significantly over-represented, which may be due to the majority of energy being absorbed in the superficial layers in the highly attenuating aqueous environment. Additionally, processes that specifically regulate the epidermal differentiation processes (e.g., peptide cross-linking, regulation of peptidase activity, intermediate filament-based process, hemidesmosome assembly) were identified. These are consistent with the previously observed effects of THz exposure to skin, which localized the effect to the “epidermal differentiation complex” [26].
Figure 7.6. Gene ontology (GO) terms significantly over-represented (p<0.01) by THz-affected genes. The odds-ratio (OR) is the magnitude of statistical over-representation of THz-affected genes compared to the total set of genes associated with each term, and the p-value (bars) is the associated statistical significance.
7.3.2.3 Signal pathway impact analysis: Dysregulation of cancer-related signaling networks

From the measured gene expression profiles (Figure 7.5), pathway-level dysregulation was predicted as described in Section 7.3.1.6. Of the 184 pathways available in the KEGG database, 54 were found to be significantly dysregulated by at least the highest THz pulse energy \((p<0.05)\). Of these, 8 are involved in regulating initiation, development, or progression of human cancer. These pathways are listed at left in Figure 7.7, and the magnitude, direction, and significance of the pathway-level dysregulation are displayed by plots at centre and right. These results indicate that intense THz pulses are predicted to dysregulate many important cancer-related signaling pathways, and generally depends on pulse energy.

![Figure 7.7. THz-induced dysregulation to cancer-related signaling processes.](image)

Figure 7.7. THz-induced dysregulation to cancer-related signaling processes. Dysregulation of 8 cancer-related signaling pathways, listed at left. The central bar plot shows the total accumulated perturbation \((A_{\text{tot}})\) as calculated by pathway perturbation analysis for each exposure condition. Associated p-values are shown at right, with points to the right of the shaded region indicating statistical significance \((p<0.05)\).

7.3.2.4 Transcript-level sources of terahertz-induced signaling dysregulation

Figure 7.8 summarizes the results of identifying the most significant genes in THz-induced cancer signaling dysregulation, as described in Section 7.3.1.7. As shown in Figure 7.8(a), of the 1681 differentially expressed genes that meet significance thresholds, all dysregulation related to cancer signaling processes is due to a subset of only 88. These can be broadly categorized as “pro-mitotic”, “cancer-specific”, and “pro-inflammatory” (Figure 7.8(b)), for which the latter is seen to
be nearly entirely genomically distinct. The pathway edge matrix (Figure 7.8(c)) shows the relative importance of the 88 genes within the 8 cancer-related pathways predicted to be dysregulated. Since the matrix is populated by a measure of nodes’ perturbative capacities, clustering these values leads to ordered grouping of genes based on relative importance across pathways.

The pathways are not independent signaling systems, but rather are regulated by many common genes/proteins. This crosstalk is evident in the discrete blocks that emerge in the structure seen in the clustered matrix: Blocks along rows indicate groups of genes that significantly regulate a given pathway, and blocks along columns indicate individual genes that regulate function across multiple pathways. In Figure 7.8(c), these groups are qualitatively indicated by the dendrograms at right (for pathways) and above (for genes). Due to these complex interactions, standard methods that identify dysregulatory sources within an individual pathway are insufficient: The effect to other unconsidered pathways are not easily predictable but may dominate the overall phenotypic response. Therefore, the complete analysis accounting for complex inter-pathway crosstalk as described in Section 7.3.1.7 is a statistical approach that allows one to identify an ordered list of primary sources of pathway-level dysregulation, taking inter-pathway signaling contexts into account.

For row-clustering (pathways), there are three broad pathway categories that emerge as expected from the Venn diagram in Figure 7.8(b): Pro-mitotic, pro-inflammatory, and cancer-specific. These categories, the corresponding pathways, and predicted total accumulated perturbation at the highest THz intensity ($A_{tot}$ from Figure 7.7) are listed in Table 7.3.

For column-clustering (genes), several discrete structures emerge in the clustered edge matrix. The pink box in Figure 7.8(c) are the genes with the largest clustering index, and indicate the genes that are both significantly differentially expressed by THz exposure, and significantly drive cancer signaling dysregulation in the associated pathways. Table 7.4 shows the top five gene clusters (containing 23 of the 88 genes), as well as associated processes and THz-induced expression measurements at the highest THz intensity. In Table 7.3 and Table 7.4, green (red) text represents downregulation/inhibition (upregulation/activation) of the gene/pathway for the highest THz intensity.
Figure 7.8. Identification of the dominant transcript-level sources of pathway-level dysregulation by clustering the pathway edge matrix. (a) Area plot indicating the number of genes involved in dysregulation of cancer-related signaling (88) relative to the total number of THz-affected (1681). (b) Venn diagram showing broad categorization of the 88 THz-affected cancer-related genes. The dysregulation of inflammatory processes is nearly entirely genomically distinct from the dysregulation to pro-mitotic pathways. (c) The pathway edge matrix, populated by the normalized number of edges extending from a node/gene (columns) in the corresponding pathway (rows). K-means clustering (dendrograms at top and right) identifies 42 THz-affected genes that predominantly drive cancer-associated signaling dysregulation (pink box).
Table 7.3. **Total accumulated perturbation in cancer-associated signaling pathways for the highest pulse energy.** Green (red) text represents inhibition (activation) of the pathway for the highest THz intensity.

<table>
<thead>
<tr>
<th>Category</th>
<th>Pathway Name</th>
<th>Total Accumulated Perturbation $A_{tot}$</th>
<th>p-value $\times 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pro-inflammatory</strong></td>
<td>Cytokine-cytokine receptor interaction</td>
<td>+23.27</td>
<td>0.41</td>
</tr>
<tr>
<td><strong>Pro-mitotic</strong></td>
<td>Ras signaling</td>
<td>-26.08</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>Rap1 signaling</td>
<td>-16.22</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>Regulation of actin cytoskeleton</td>
<td>-10.45</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>Calcium signaling</td>
<td>-6.91</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>cGMP-PKG signaling</td>
<td>-2.70</td>
<td>1.2</td>
</tr>
<tr>
<td><strong>Cancer-specific</strong></td>
<td>Glioma</td>
<td>-36.76</td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td>Proteoglycans in cancer</td>
<td>+21.63</td>
<td>1.6</td>
</tr>
</tbody>
</table>

Table 7.4. **Transcript-level terahertz targets.** THz-affected genes (top five clusters) that maximally drive cancer signaling dysregulation for the highest pulse energy. Green (red) text represents downregulation/inhibition (upregulation/activation) of the gene/pathway for the highest THz intensity.

<table>
<thead>
<tr>
<th>Gene Cluster</th>
<th>Gene Name</th>
<th>Log2-fold Expression</th>
<th>p-value $\times 10^{-2}$</th>
<th>Associated Pathways</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>KRAS</td>
<td>-1.10</td>
<td>0.86</td>
<td>Ras signaling pathway</td>
</tr>
<tr>
<td></td>
<td>MAPK3</td>
<td>-0.83</td>
<td>4.7</td>
<td>Rap1 signaling pathway</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Glioma</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Regulation of actin cytoskeleton</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Proteoglycans in cancer</td>
</tr>
<tr>
<td>2</td>
<td>CALML5</td>
<td>-3.49</td>
<td>0.73</td>
<td>Ras signaling pathway</td>
</tr>
<tr>
<td></td>
<td>CALML3</td>
<td>-3.52</td>
<td>1.5</td>
<td>Rap1 signaling pathway</td>
</tr>
<tr>
<td></td>
<td>CALM1</td>
<td>-0.88</td>
<td>0.84</td>
<td>Calcium signaling pathway</td>
</tr>
<tr>
<td></td>
<td>GNAI3</td>
<td>-1.04</td>
<td>1.4</td>
<td>cGMP-PKG signaling pathway</td>
</tr>
<tr>
<td></td>
<td>EDNRB</td>
<td>+1.52</td>
<td>3.1</td>
<td>Glioma</td>
</tr>
<tr>
<td></td>
<td>PPP3CC</td>
<td>+1.33</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>RAC2</td>
<td>-1.29</td>
<td>0.86</td>
<td>Ras signaling pathway</td>
</tr>
<tr>
<td></td>
<td>RRAS2</td>
<td>-0.69</td>
<td>4.3</td>
<td>Rap1 signaling pathway</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Regulation of actin cytoskeleton</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Proteoglycans in cancer</td>
</tr>
<tr>
<td>4</td>
<td>HGF</td>
<td>+1.37</td>
<td>0.82</td>
<td>Ras signaling pathway</td>
</tr>
<tr>
<td></td>
<td>RAP1B</td>
<td>+0.61</td>
<td>2.2</td>
<td>Rap1 signaling pathway</td>
</tr>
<tr>
<td></td>
<td>FGF2</td>
<td>+1.90</td>
<td>2.1</td>
<td>Cytokine-cytokine receptor interaction</td>
</tr>
<tr>
<td></td>
<td>FGF7</td>
<td>+1.54</td>
<td>2.2</td>
<td>Proteoglycans in cancer</td>
</tr>
<tr>
<td></td>
<td>EFNA1</td>
<td>-2.39</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PGF</td>
<td>-0.77</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>CXCL16</td>
<td>-1.08</td>
<td>3.6</td>
<td>Cytokine-cytokine receptor interaction</td>
</tr>
<tr>
<td></td>
<td>BMP7</td>
<td>-2.08</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CCL8</td>
<td>+3.39</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CXCL5</td>
<td>+2.73</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CCL20</td>
<td>+2.21</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IL6</td>
<td>+2.57</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IL24</td>
<td>+2.23</td>
<td>1.9</td>
<td></td>
</tr>
</tbody>
</table>
7.4 Discussion

In earlier studies using similar skin models, THz exposure parameters, and biological assays as those discussed in this study, Titova et al. observed differential expression of 442 genes induced by intense THz pulses [26]. Subsequent analysis showed a downregulation of genes in the epidermal differentiation complex (EDC) and predicted activation of an acute inflammatory response. The present study verifies both observations in the relevant tissue system (human skin) and further characterizes specific pathways, associated biological processes, and the THz-affected genes that most significantly drive the predicted dysregulation to important cancer signaling processes.

The predicted THz-induced dysregulation can be broadly categorized as activation of pro-inflammatory processes (positive $A_{hit}$ of the Cytokine-cytokine receptor interaction pathway) and suppression of pro-mitotic processes (negative $A_{hit}$ of the Glioma, Ras signaling, Rap1 signaling, Regulation of actin cytoskeleton, Calcium signaling, and cGMP-PKG signaling pathways). The suppression of pro-mitotic pathways, particularly within the Ras signaling and Calcium signaling networks, implies a potential therapeutic mechanism of intense THz pulses.

7.4.1 Activation of pro-inflammatory signaling

Cytokines are extracellular ligands that are released following inflammatory stimuli and participate in inter-cellular communication to regulate the growth, differentiation, and activation of immune cells [34]. Specific responses are triggered upon cytokines binding to cytokine receptors in the membranes of target cells. In addition to regulating the general inflammatory response in normal tissue, cytokines have an important role in the development of the tumor microenvironment, and have been observed to both suppress and drive the metastatic phenotype, dependent on the cytokines involved, or the type/stage of the cancer [34]. Emerging evidence shows that cytokines are involved in regulating tumor formation, and controlled modulation of this regulatory function may be exploited for cancer therapy [34, 35]. Early phase clinical trials investigating multiple components of the immune system as therapeutic targets have shown success in effective tumor response in neural tissue, as reviewed in reference [36].
7.4.1.1 Stimulation of cytokine/cytokine receptor interaction

The Cytokine-cytokine receptor interaction pathway is predicted to be the most strongly dysregulated by intense THz pulses, and is consistent with previous observations of a THz-induced inflammatory response [26, 27, 37, 38, 39, 40, 41]. 18 of 76 genes considered in this pathway are differentially expressed at the highest THz pulse energy, and these are largely localized to differential expression of the chemokine and inflammatory cytokine families (CCL, CXCL), interleukins (IL6), and interferons (IL24), as shown in Cluster 5 of Table 7.4. The predicted activation at the pathway level is due to accumulated perturbation at downstream nodes, which predominantly include the corresponding receptors of these ligand families (CCR, CXCR, ILR). Therefore, the dominant sources of pathway activation were not due to genes directly affected by THz exposures, but rather due to downstream targets of directly affected genes. This indicates that from a biological perspective, the extended exposure of skin tissue to intense THz pulses is recognized and responded to as an acute immune response. Kim et al. have compared the tissue response of mouse skin to varying inflammatory stimuli, and show that this inflammatory response to THz exposures is most genomically similar to a wound response, and dissimilar to responses stimulated by burns or exposure to other types of radiation (UV, neutrons) [37]. In our dataset, the activation of the inflammatory response is nearly entirely genomically distinct from the suppression of pro-mitotic signaling, evident in Figure 7.8(b) and (c).

7.4.2 Suppression of pro-mitotic signaling

The Glioma pathway is predicted to be the most strongly suppressed in Figure 7.7 and Table 7.3 \(A_{oo}=-36.8, p=0.004\) at highest THz pulse energy). This pathway is categorized as “cancer-specific”, and the predicted dysregulation is due to the distinct effect on sub-networks, in particular the Ras signaling and Calcium signaling pathway. As shown in Table 7.4, the most significant THz-affected genes driving predicted cancer signaling dysregulation are central signaling molecules in these pathways (most significantly KRAS, MAPK3, and calcium-binding proteins). The most strongly affected non-specific cancer pathway is the Ras signaling network.

7.4.2.1 Suppression of Ras signaling activity

The Ras signaling pathway, in particular the canonical RAS-RAF-MEK-ERK axis, is one of the most well-characterized signaling cascades in molecular biology, due to its ubiquity in nearly all eukaryotic cell types. As this pathway regulates general division, differentiation, and
proliferation processes, it is often implicated in many human cancers and is therefore a target of modern cancer therapy research.

Of the 100 genes considered in this network, 29 were significantly expressed at the highest THz pulse energy. THz-affected genes in the Ras superfamily include members of the Ras (KRAS, RAP1B, RRAS2), Rap (RAP1B), and Rho (RAC2) families. Associated Ras-dependent families (RASA1, RASA2, RASGRP1) additionally regulate the binding and activity of Ras-related proteins. Expression changes of these genes (KRAS and MAPK3) are the most significant sources of cancer-related dysregulation and predicted suppression of mitotic signaling. Many of the gene clusters associated with the Ras signaling pathway are also responsible for the predicted suppression of several other networks in the pro-mitotic group (Rap1 signaling, Calcium signaling, cGMP-PKG signaling, and Regulation of actin cytoskeleton), indicating the nested nature of these signaling processes that interact with significant crosstalk. Processes that this group of pathways regulate, such as division, differentiation, motility, and apoptosis, are all involved in various aspects of mitotic activity. The THz-downregulation of the KRAS oncogene, associated signaling genes, and subsequent prediction of inhibition of Ras signaling activity ($A_{\text{thr}}=-26.1, p=0.01$) indicates that intense THz pulses may find potential therapeutic application for some cancers, with the goal of targeted inhibition of pro-mitotic signaling in diseased tissue.

7.4.2.2 Suppression of calcium signaling activity

11 of 54 genes in this pathway were significantly expressed at the highest THz pulse energy, and these are largely represented by downregulation of calmodulin and calmodulin-like genes that encode for calcium binding proteins (CBPs; CALM, CALML, CAMK2D families, see Cluster 2 of Table 7.4). The genes affected in the pro-mitotic category are directly related: Many Ras-related proteins encoded by THz-affected genes are in turn calcium-regulated, and their proper function relies on regulatory activity of the listed CBPs [42]. Since calcium influx may be expected to dysregulate division and differentiation pathways that are closely correlated to calcium signaling, inhibition of associated signaling may be a genomic response to field-induced membrane permeabilization, as discussed subsequently in Chapter 8. As differential gene expression profiles represent the tissue response to the applied stimulus, expressing genes to attenuate calcium signaling is a feasible homeostasis-seeking response to increased calcium influx. This hypothesis is additionally corroborated by the pathway analysis in Figure 7.8(c), since the pro-mitotic pathways identified are also largely calcium regulated. For example, RAS activity is sensitive to changes in $Ca^{2+}$ concentration, since several Ras-activators (e.g., Rap1) are in turn calcium-
activated via binding of RASGRP [43]. In addition, studies investigating gene expression in skin following electroporation have reported activation of a local inflammatory response, including increased expression of the cytokine-related gene families upregulated by intense THz pulses (CCL and CXCL families), as discussed in Section 7.4.1 [44].

### 7.4.3 Consideration of thermal effects

An important consideration is the possibility of thermal effects in biological systems induced by THz radiation [38, 39, 45, 47, 48]. While recent studies have shown that thermal effects from relatively low powers of CW THz exposure is genomically distinct from general bulk heating processes [49], care has been taken in these experiments to ensure that the observed biological response is non-thermal by limiting the pulse train’s duty cycle (1 kHz train of picosecond-duration pulses). This minimizes the average power of the THz beam such that thermal effects are negligible, while maintaining high peak power for THz energy to propagate in high-attenuation aqueous environments [46].

Two effects are occurring: (1) Each pulse will cause some amount of temperature increase in a volume of space, and (2) the thermal energy is dissipated from this volume at a rate dependent on the sample’s thermal conductivity. These two contributions for the 1 kHz pulse train will reach a steady state of average heating. An estimate of the per-pulse temperature increase is ~4 mK, using \( \Delta Q = m c \Delta T \), where \( \Delta T \) is the temperature change due to a THz pulse with total energy \( \Delta Q \) in a volume of water of mass \( m = \rho V \) [\( \rho = 1 \text{ g/cm}^3 \)]; volume, \( V \), is calculated using the measured THz spot size and penetration depth; and \( c=4.2 \text{ J/g/K} \) is the specific heat capacity of water. The average steady-state heating due to the 1 kHz pulse train was measured with a thermal imager in water to be less than 1°C. This measurement is consistent with heating measurements induced in similar THz exposure systems when scaled by average power [47, 49, 50]. In terms of biological response, the heat shock factor (HSF, regulator of the heat shock response) was not differentially expressed, and other heat shock proteins were not upregulated [6]. No biological processes related to thermal stress or heat response were significantly identified by pathway or gene ontology analyses. It is therefore unlikely that the observed gene expression induced by intense THz pulses is thermal in origin. At minimum, intense THz pulses were not recognized biologically as a normal thermal stimulus.

An additional possibility that should be explored in future work is dependence on the pulse train’s repetition rate (1 kHz for this study). As argued above, both the per-pulse and train-averaged
temperature increase are biologically negligible. However, a small thermal energy input, while generally biologically insignificant, may induce a frequency-dependent effect by coupling to and altering structural or chemical dynamics. In addition to intense THz wave interaction with fast biomolecular motions, additional thermal kHz-coupling to slower dynamics may be another important interaction mechanism to explore.

7.5 Conclusion

In this chapter, it was shown that intense THz pulses cause significant changes in gene expression patterns in human skin. The expression magnitude and statistical significance generally increase with THz pulse intensity. From these data, intensity-dependent dysregulation of epidermal differentiation processes and cancer-related signaling pathways are predicted. Pro-inflammatory processes are predicted to be activated due to upregulation of common inflammatory cytokines, interleukins, and interferons, and is consistent with previous studies’ observations. Pro-mitotic pathways are predicted to be inhibited, largely due to downregulation of genes in the Ras superfamily or genes that encode for calcium binding proteins. Pathway topology information was used to identify 88 genes (of 1681 possible candidates) responsible for all predicted cancer-related dysregulation, with 42 genes dominantly responsible. The top clusters, containing the top 23 THz-affected genes that predominantly drive cancer signaling dysregulation, are presented as an ordered list in Table 7.4, along with their associated signaling pathways. These genes and associated processes represent the strongest candidates for future specific mechanistic studies in characterizing THz-induced dysregulation of the signaling processes of interest. Moreover, suppression of the Ras signaling and Calcium signaling pathways are of particular significance, as these are commonly implicated pathways in human cancers, and popular targets for existing and emerging cancer therapies.

7.6 References


8 Cellular-level effects: Investigations of membrane permeabilization induced by intense terahertz pulses

“...there is nothing so small as to escape our inquiry; hence there is a new visible World discovered to the understanding.”

– Robert Hooke, “Micrographia” (1665), in which the term ‘cell’ was coined.

8.1 Introduction

As in the previous chapter, it is again useful to begin by establishing cellular-level structure within the larger hierarchy of biological organization: Organisms are networks of interacting organ systems, and organs are comprised of systems of tissues, which are in turn comprised of interacting cellular systems. This classification schema also holds well for structural components like membranes, which is the cellular target of focus for our investigations of THz-induced biological effect in this chapter. Membrane structures provide protective barriers and regulate environmental sensing and chemical transport: Skin is a membranous organ that envelopes biological systems at the organism level, and epithelia are membranous tissues that envelop organ structures such as the heart or lungs [1]. At the cellular level, the plasma membrane establishes a mechanical boundary between the cell and its external environment, and smaller interior membranes envelope intracellular organelles such as the nucleus, mitochondria, or endoplasmic reticula, labelled in Figure 8.1.

In this chapter, cellular-level effects induced by THz radiation are considered, with a particular focus on the cellular plasma membrane (PM) as a key target of THz interaction. First, the structure and function of the PM is introduced, and a selection of biophysical models that relate structural dynamics of membrane components to regulatory biological activity are described. Next, the effects of external electric fields on membranes are discussed, and a theoretical formalism of field-induced electroporation is outlined. A selection of previous experimental investigations of membrane permeabilization by radiofrequency (RF), millimeter wave (MMW), and low-THz exposure are highlighted that motivate the key hypothesis of this chapter: Intense THz pulses may dysregulate cellular function via field-induced increase of membrane permeability. Finally, our experiments investigating this hypothesis in rat and human cancer cell lines are presented. Results indicate that the intense, broadband THz pulses utilized in these studies induce a small dose-dependent increase to membrane permeability, while bandpass exposures to isolate effects of individual frequency
bands were inconclusive. These investigations further the understanding of the physical interaction mechanisms between THz radiation and biological systems that may underlie observed phenotypic responses, and are important considerations in the design and implementation of biomedical and clinical THz technologies.

![Figure 8.1. Structure and transport mechanisms of the plasma membrane (PM) in animal cells [2].](image)

The plasma membrane (PM, zoomed window) may be modelled as a fluid mosaic, a phospholipid bilayer embedded with biomolecules and peripheral/integral proteins that assist in regulating membrane function. The diagram outlines various membrane transport mechanisms that regulate biomolecular and ionic transport into or out of the cell.
8.2 The plasma membrane

Several formulations for biophysical models of membrane structures have been developed that have informed our understanding of structurally-regulated membrane function, and these have been greatly aided by recent improvements in computational techniques [3, 4, 5, 6, 7, 8, 9, 10]. Classically, cellular membranes are most simply modeled by a fluid mosaic structure, a 2D sheet of bound phospholipids in the lamellar phase that provide a solvent for various membrane proteins and biomolecules, as shown in the zoomed window of Figure 8.1 [11, 12, 13]. Phospholipids are amphipathic (i.e., contain both hydrophobic and hydrophilic domains) molecules that form a dominant component of cellular membrane structures. In the presence of water, these molecules self-assemble into membranous structures in either a columnar or lamellar phase that minimizes free energy by sequestering the hydrophobic lipid tails in the structure’s interior [14, 15]. For the lamellar phase, a “phospholipid bilayer” forms that is characterized by phosphate head groups in the hydrophilic exterior, and fatty tails in the hydrophobic interior.

The phospholipid bilayer forms a 2D protective barrier around the entire cell (the “plasma membrane”, PM), as well as interior organelles such as mitochondria, lysosomes, rough and smooth endoplasmic reticula, Golgi apparatus, or the nucleus (Figure 8.1). In addition to structural support and environmental protection, these regulate chemical transport via membrane proteins or vesicle budding, and provide a sensory structure for external mechanical, thermal, or electrical stimuli [16]. The interior of the plasma membrane is anchored to the exterior of the nuclear membrane by the cytoskeleton network (including microtubules), described in Chapter 9.

A key regulatory property of the PM is selective permeability, which facilitates controlled transport of molecules or ions via several passive and active diffusion mechanisms dependent on particle size, charge, solubility, relative concentration, and energy availability, as depicted in the zoomed window of Figure 8.1 [17]. Small, lipid-soluble molecules (alcohols, fatty acids, steroids, gases [e.g., O2, CO2], etc.) may traverse the membrane directly via passive diffusion. Lipid-insoluble molecules must utilize transport proteins that provide unfacilitated (i.e., channel proteins) or facilitated (i.e., carrier proteins) diffusion across the PM, and may require external stimuli for mechanical, thermal, or voltage-gated channels [1, 16, 17]. In some cases, the membrane must transport molecules against their net electrochemical gradient, and this requires utilizing intracellular energy stores and active transport mechanisms such as ATP-regulated ion pumps (e.g., the sodium-potassium ion pump) to maintain the homeostatic resting potential, the trans-membrane voltage (TMV).
8.2.1 The membrane potential

In physiological conditions, a net voltage exists across the PM due to a slight excess of cations in the extracellular space and an excess of negatively charged species (predominantly intracellular proteins) in the cell interior [1, 17]. In animal cells, this is typically around -70 mV, but may range from -10 mV to -100 mV [16, 17, 18]. The TMV is maintained by a system of channels and ion pumps in the PM that provide selective passive and active chemical transport, as described above.

Three dominant ion species that are particularly important for cellular function, and whose intra-/extra-cellular concentrations are regulated by PM protein pumps, are sodium (Na⁺), potassium (K⁺), and calcium (Ca²⁺). The PM is a mechanical barrier that establishes large ionic concentration gradients of these species between intra-/extra-cellular space, and this is an important mechanism of cellular signaling regulation. For example, Ca²⁺ is a ubiquitous second-messenger signaling particle that influences virtually all biological processes via protein activation, cytoskeletal modification, or regulation of division and differentiation pathway activities [19, 20, 21].

In the presence of an external electric field, a phenomenon known as “electroporation” (or more generally, “electropermeabilization”) occurs, in which the permeability of the PM increases, and biomolecules or ions may bypass the membrane’s regulatory structures and flow along their electrochemical gradients unimpeded [22]. Due to the large influence on biological function, and the universality of this effect across all cell types (animal, plant, and bacteria), this suggests that the membrane may be an important cellular target for THz-induced biological effects observed at the cell and tissue level.

8.2.2 Membrane electroporation

External fields induce a TMV that superimposes on the existing transmembrane resting potential, and is maintained as long as the external field is present [23]. Sufficient field strength and durations can establish non-physiological membrane potentials (~0.25 – 1 V) that trigger dramatic structural rearrangement of the membrane lipids and bound water, and results in stable

---

1 As a historical aside: A TMV on the order of 100 mV across a d~10 nm gap corresponds to a field of ~100 kV/cm, far greater than the static dielectric breakdown field in most materials. This back-of-the-envelope calculation was the impetus that led Herbert Fröhlich to explore the as-yet unknown dielectric properties of biological systems, and develop the early biophysical models and experiments investigating THz dynamics in biological systems [68, 69].
formation of discrete nanoscopic pores [24, 25]. This phenomenon has found wide applicability in microbiology and medicine to increase cellular uptake of drugs, dyes, or genetic material in a localized target region [26, 27, 28, 29]. It is also a topic of recent research interest investigating the cell membrane as an important cellular target responsible for observed biological effects induced by RF, MMW, and THz waves [30, 31, 32, 33, 34, 35, 36].

8.2.2.1 Mechanism of membrane pore formation

Membrane electroporomeabilization arises due to structural or chemical modification of membrane lipids, or modulation of protein function, that lead to electrical breakdown of the membrane region, as illustrated in Figure 8.2(a) [22]. Pore formation is initiated when the field-induced TMV reaches a critical value, $\Delta V_C$, dependent on cell type, intra-/extra-cellular electrochemical environments, and local membrane structure, and is reversible if the field strength is below a second upper-limit sufficient to induce cellular damage.

Physically, electropores form in an external field due to re-established energy minimization demands in the altered electrochemical environment [36]. These manifest as intrusions of water into the membrane interior within $\sim 1$ ps, and subsequent re-ordering of the lipid bilayer structure into hydrophilic, conductive, permeable structures within $\sim 1$ μs. Generally, a $\text{TMV}>\Delta V_C$ will detectably decrease the membrane permittivity and increase the electrical conductivity, facilitating ion transport across the membrane.
Figure 8.2. **Mechanisms of field-induced permeabilization.** Adapted from [22]. (a) Mechanisms of membrane permeability changes induced by electric fields, with rows representing varying applied field strengths, indicated at right. For clarity, water is excluded from the membrane diagrams. (i) Electroporation: An applied field will induce water intrusion into the hydrophobic region of the bilayer, and lipids re-organize to form a meta-stable hydrophilic pore. (ii) Chemical alteration of membrane lipids, such as lipid peroxidation, that deform tails and increase bilayer permeability. (iii) Modulation of protein channel function. The open/close state of voltage-gated ion channels may be altered by an applied field. (b) Stages and timescales of electropore formation. The red curve indicates the applied step field, and the blue dashed curve indicates the induced change in $\Delta V_m = \Delta V_c$. Within 1 ps of an applied field, water molecules penetrate into the hydrophobic region and rotationally align with the applied field [36]. Within ~1 ns, these protrusions form a water bridge that guide phosphate head groups into the interior. Within 1 $\mu$s, the pore stabilizes, and continues to expand as long as the field is applied. For clarity, the lipid tail groups that form the membrane interior are excluded from the bottom diagram.
There are five steps in the initiation, formation, and decay of field-induced pores, each with associated timescales (the first two are depicted in Figure 8.2(b)) [18, 22]:

1. **Trigger (ns – μs)** – Pore formation initiates once the TMV reaches the critical value \( \Delta V_C \). The electrical conductivity of the membrane increases detectably.

2. **Expansion (~pulse duration, ps – ms)** – Pores continue to grow provided \( TMV > \Delta V_C \), and so is dependent on the applied field strength and shape. Conductivity and permeability continue to increase.

3. **Partial recovery (μs – s)** – When \( TMV < \Delta V_C \), membrane conductivity (~ μs) and permeability (~ms) decrease rapidly, but stabilizes at slightly elevated levels.

4. **Re-sealing (s – min)** – Original levels of permeability are eventually recovered, unless the cell was irreversibly damaged.

5. **Memory (hours)** – Some effects such as altered cytosolic ion concentration or hyper-active environmental stress responses persist for long periods following electroporation [36].

### 8.2.2.2 Theory of membrane electroporation

For a model of electroporation, consider a spherical cell in a homogenous external electric field that is immersed in an extracellular dielectric medium with permittivity and conductivity of \( \varepsilon_{ex} \) and \( \sigma_{ex} \), respectively (Figure 8.3(a)) [22]. The cell is comprised of two regions: a spherical shell membrane \( (\varepsilon_m, \sigma_m) \) with thickness \( d \), and an intracellular cytoplasm \( (\varepsilon_{in}, \sigma_{in}) \) with radius \( R \). Typical values in the literature for these parameters are provided in Table 8.1. An equivalent circuit that reproduces the frequency-response of the membrane electrical dynamics is shown in the inset of Figure 8.3(a). For sufficiently low membrane conductivity, the circuit is well-approximated by a charging/discharging parallel RC circuit.
Figure 8.3. **Continuum model of membrane electroporation of a single cell.** (a) An external electric field is applied to the cell which is immersed in the extracellular dielectric medium (permittivity/conductivity $\varepsilon_{ex}/\sigma_{ex}$), and comprised of two dielectric regions: The membrane ($\varepsilon_m/\sigma_m$) and intracellular cytoplasm ($\varepsilon_{in}/\sigma_{in}$). Right: An equivalent circuit model for the electrical properties of the membrane, in terms of dielectric relaxation parameters discussed previously in this thesis (Chapter 2), adapted from [37]. (b) Examples of calculated membrane response (blue axes) for varying field inputs (red axes) for physiological (solid blue line) and low-conductivity (dotted blue line) extracellular environments, adapted from [38]. Potentials are for polar angle $\theta = 0^\circ$, and normalized to the cell radius $R$ (see Equation (8.2)). (i) Extended pulses induce a saturation voltage of $\Delta V_m/R = 1.5$. (ii) Pulses shorter than the membrane charging rise time will not reach the maximum potential. (iii) Trains of short pulses with sufficiently high duty cycles will accumulate potential in the membrane, then fluctuate about a stable average potential. (iv) Sinusoidal fields induce a potential that settles at a lagged sinusoidal potential variation.
For each region, there are two voltage components: The conductive component that is proportional to the electric field, and the dielectric component proportional to the field derivative. Expressing the vector electric field in terms of its potential gradient \( \mathbf{E} = -\nabla V \), the induced electric potential, \( V \), is described by the Ampere-Maxwell equation [24, 38]:

\[
\nabla \cdot \left( \sigma + \varepsilon \frac{\partial}{\partial t} \right) \nabla V (x, y, z, t) = 0. \tag{8.1}
\]

Equation (8.1) is solved for the desired geometry and boundary conditions that enforce continuity of the potential and current density at interfaces [39]. The membrane voltage, \( \Delta V_m \), is determined by computing the difference between intracellular (\( V_{in} \)) and extracellular (\( V_{ex} \)) environments: \( \Delta V_m = V_{in} - V_{ex} \) [38]. From this solved potential difference, the time-evolution or frequency-dependence of the membrane response in terms of its dielectric parameters may be understood from models like the equivalent circuit in Figure 8.3(a).

### Table 8.1. Typical dielectric parameters for animal cells [16, 38, 40]

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extracellular conductivity</td>
<td>( \sigma_{ex} )</td>
<td>( 3.0 \times 10^{-1} ) S/m</td>
</tr>
<tr>
<td>Membrane conductivity</td>
<td>( \sigma_m )</td>
<td>( 3.0 \times 10^{-7} ) S/m</td>
</tr>
<tr>
<td>Cytoplasm conductivity</td>
<td>( \sigma_{in} )</td>
<td>( 3.0 \times 10^{-1} ) S/m</td>
</tr>
<tr>
<td>Extracellular permittivity</td>
<td>( \varepsilon_{ex} )</td>
<td>( 7.1 \times 10^{-10} ) F/m</td>
</tr>
<tr>
<td>Membrane permittivity</td>
<td>( \varepsilon_m )</td>
<td>( 4.4 \times 10^{-11} ) F/m</td>
</tr>
<tr>
<td>Cytoplasm permittivity</td>
<td>( \varepsilon_{in} )</td>
<td>( 7.1 \times 10^{-10} ) F/m</td>
</tr>
<tr>
<td>Membrane capacitance</td>
<td>( C_m )</td>
<td>( 1.0 \times 10^{-2} ) F/m²</td>
</tr>
<tr>
<td>Cell radius</td>
<td>( R )</td>
<td>10 – 100 μm</td>
</tr>
<tr>
<td>Membrane thickness</td>
<td>( d )</td>
<td>5 – 10 nm</td>
</tr>
</tbody>
</table>

*Intracellular conductivity \( \sigma_{in} \) set at a standardized value by convention [40].

For static fields, Equation (8.1) reduces to Laplace’s equation: \( \nabla^2 V = 0 \), and the induced TMV in the membrane for spherical non-interacting cells is the steady-state Schwan equation [38]

\[
\Delta V_m = f ER \cos \theta \tag{8.2}
\]

where \( R \) is the cell radius, \( \theta \) is the polar angle in spherical coordinates with respect to the field direction, and \( f = f(\sigma_{in}, \sigma_{ex}, \sigma_m; d, R) \) is a dimensionless factor related to the geometric and
electrical properties. In the non-conductive membrane regime \( (\sigma_m \ll \sigma_{in/ex}, \text{cf., Table 8.1}) \), \( f \approx 3/2 \).

The response to a step-change of a field in the low-\( \sigma_m \) regime may be represented as an RC circuit [38]

\[
\Delta V_m = fER \cos \theta \left[ 1 - e^{-t/\tau_m} \right]
\]  

(8.3)

where \( E \) is a step function in time, and \( \tau_m \) is the membrane relaxation time (~100 ns in physiological conditions for animal cells) [35]. Experimental validation of this model for long-duration step-inputs has been established for decades [41, 42].

To describe the membrane response to more complex environments or field distributions, the time-dependent Equation (8.1) is used, and an admittivity operator, \( \Sigma \), is defined for each cellular region as [38]

\[
\Sigma(t) = \sigma + \frac{\partial}{\partial t}
\]  

(8.4)

The Laplace transform converts the time-derivative operator to algebraic expressions of a complex frequency parameter, \( s \)

\[
\mathcal{L}\{\Sigma(t)\} = \Sigma(s) = \sigma + \epsilon s.
\]  

(8.5)

The frequency-space geometric/dielectric factor \( \mathcal{L}\{f\} = F \), which is now additionally a function of the regions’ permittivities, is

\[
F(\Sigma_{in}, \Sigma_{ex}, \Sigma_m) = \mathcal{L}\{f(\sigma_{in}, \sigma_{ex}, \sigma_m, \epsilon_{in}, \epsilon_{ex}, \epsilon_m)\} = \frac{a_1s^2 + a_2s + a_3}{b_1s^2 + b_2s + b_3}
\]  

(8.6)

where \( a_i \) and \( b_i \) are functions of the intracellular, extracellular, and membrane conductivities and permittivities, as detailed in the Appendix [38]. Therefore, provided the Laplace transform \( \mathcal{L}\{E(t)\} \) of the input field exists, the inverse Laplace transform
\[
\frac{\Delta V_m(t)}{R} = \mathcal{L}^{-1}\left\{\frac{\Delta V_m(s)}{R}\right\} = \mathcal{L}^{-1}\{F(\Sigma_{in}, \Sigma_m, \Sigma_{ex}; s)E(s)\}
\] (8.7)

returns \(\Delta V_m(t)\) normalized to the cell radius at \(\theta = 0^\circ\). Scaling by \(R\) and \(\cos \theta\) (cf. Equation (8.2)) describes the spatial distribution of the induced TMV for arbitrary fields, \(E(t)\).

Examples of calculated membrane responses to varying field inputs using Equation (8.7) are shown for single square pulses, pulse trains, and sinusoidal waveforms in Figure 8.3(b), where the red curves are the input field waveform and the blue curves are the induced TMV (dotted lines are for low extracellular conductivity, \(\sigma_{ex} \ll \sigma_{in}\)). Interestingly, lower extracellular conductivity significantly decreases the induced TMV amplitude, and increases the membrane relaxation time [40]. Empirical data suggests that the membrane relaxation rate is inversely proportional to environmental conductivity, and may increase up to \(\sim 1\) ms (cf. \(\sim 0.1 - 10\) \(\mu s\) in physiological conditions) [35, 42]. Cell electroporation is therefore expected to depend significantly on the conductive properties of its environment, and local conductivity variations in real cellular samples may significantly influence the dynamics of field-induced permeabilization.

For a 1 kHz train of picosecond-duration pulses as used in this thesis, the THz pulse may be approximated as an impulse function \((E(t) \approx \delta(t))\). Since typical decays of \(\Delta V_m\) are exponential with \(\sim \tau \sim 0.1 - 1\) \(\mu s\), each new pulse will see a fully relaxed environment in most experimental and physiological conditions [42]. This implies that for a 1 kHz train of intense THz pulses, each individual pulse must have sufficient field to achieve \(\Delta V_m > \Delta V_C\). As shown in statistical and molecular dynamics simulations, physical triggering of pore formation or general permeabilization is entirely stochastic, with the probability of pore formation increasing linearly with field strength and exponentially with number of pulses [36, 43, 44, 45]. However, as indicated by the dashed lines in Figure 8.3(b), the conductivity of the extracellular medium plays an important role in the relaxation dynamics of the induced TMV [46]. If the relaxation time increases to \(\sim 1\) ms, close to the repetition rate of the THz pulse train, a TMV build-up effect is feasible.

### 8.2.2.3 Membrane effects of picosecond/terahertz pulse exposure

Picosecond-duration pulses, while too short to allow appreciable ionic redistribution, may still increase the TMV and perturb membrane integrity, provided sufficient field strength and pulse numbers are applied, by similar mechanisms as those described above [18, 36]. An important characteristic of this regime is that the applied fields additionally induce TMVs on interior
organelle membranes, such as those enveloping the nucleus, mitochondria, endoplasmic reticula, and vesicles. With longer pulses, these structures are typically electronically screened by ionic redistribution in the PM, and the induced TMV on interior membranes with sub-nanosecond pulses may even exceed that of the cell PM [18, 46]. Therefore, the potential biological effects triggered by electropermeabilization in this regime are extended to the set of cellular processes regulated by these additional membrane structures’ permeabilities.

Using 500 ps, 190 kV/cm field pulses, Vernier et al. observed dose-dependent Ca$^{2+}$ transient spikes in rat glioma hybrid cells, but required thousands of pulses. This corroborates a stochastic mechanism having a probability of pore formation that depends on both field strength and number of pulses [25, 35, 36]. Interestingly, cytosolic Ca$^{2+}$ levels remained elevated for ~100 s post-exposure, a biochemical “memory” of the compromised membrane that is not explained by the purely physical field interactions [36].

Utilizing the $^2$H-NMR spectrum that is sensitive to water order at pore formation sites, Beneduci et al. observed reversible membrane permeabilization induced by low-power 50 – 70 GHz MMWs in phosphatidylcholine membrane models [30]. These were attributed to non-thermal coupling to bound water relaxation, while interaction with slower dynamics such as membrane fluctuations or water diffusion were excluded. The increase of permeability from these water dynamics is consistent with an isothermal gel-fluid phase transition, a known property of membrane permeability, and indicates additional dependence on the environmental influence of the systems’ phase transition points [31, 47].

Ramundo et al. have investigated the effects of 0.13 THz macropulse trains (50 ps micropulses separated by 330 ps within a 4 μs macropulse) at low macro-repetition rates (5 – 10 Hz) as generated by a free electron laser (see Chapter 5) [31, 34]. Significant increase of permeability was detected as measured by increased intravesicular catalytic activity, but no permeability changes were observed for dose-matched 0.15 THz CW exposures, indicating significant dependence on field delivery, pulse shape, and coupling to structural dynamics of membrane components that is not explained by thermal mechanisms.

The theory outlined in Section 8.2.2.2, and the experimental results observed in the RF, MMW, and low-THz bands outlined above, motivate the hypothesis that picosecond-duration THz pulses may induce similar electropermeabilizations, provided sufficiently high field strength and exposure time. Further, this may be a key interaction mechanism underlying the observed biological effects induced by intense THz pulses, such as observations of THz-induced alteration of membrane-
regulated signaling processes [48], or direct measurements of THz-induced increases of membrane permeability [31, 49], action potential firing rate [32], and ion flow [36]. It should be noted, however, that field-induced modulation of membrane-regulated biological function may occur through mechanisms other than electroporation, such as lipid peroxidation or modulation of membrane protein function, as shown in Figure 8.2(a) [46].

8.2.3 Pulse shape and field delivery

In most experiments investigating electroporation, square/trapezoidal voltage pulses are delivered by direct electrical stimulation with electrodes in contact with the biological sample, which may induce spurious electrolytic or mechanical effects [18, 50]. Approaches to avoid these effects include utilization of AC magnetic fields, which may induce strong intracellular electric fields in deep tissue that induce electroporation [51, 52] or free-space electromagnetic pulses, potentially coupled to antennae structures. As discussed in [18, 53], large-antenna-coupled field exposures are feasible for the sub-nanosecond duration range, as tissue may be targeted with sufficiently small resolution.

In the picosecond regime in particular, simulations suggest that the field strength required to permeabilize the cell membrane depends significantly on pulse frequency and shape [33, 36, 54]. Further, due to the stochastic nature of interaction, potentially due to low duty cycles as argued above, the probability of pore formation additionally depends on exposure time, or the total number of pulses. In the experiments to be discussed, the hypothesis that intense THz pulses induce detectable levels of membrane permeabilization is investigated. Long-term effects in human epithelial cancer cells are investigated 24 hours following extended exposures (1 – 30 minutes), and potentially transient/reversible changes of membrane permeability are investigated via real-time fluorescence microscopy in rat cancer cells during exposure. Results indicate that broadband exposures induce long-term changes to membrane permeability that scale with total THz dose. Utilization of a conductive tip to locally enhance the peak electric field for a target cell further corroborates the hypothesis of field-strength-dependence of electropereabilization.

8.3 Intense terahertz pulse source and exposure system

Here, the general aspects of cellular exposure studies are introduced, and experiment-specific details are provided in the relevant sections.
The THz bio-exposure system described in Chapter 5 is operated with the THz beam focused in the vertical orientation (rotational off-axis parabolic mirror (OAPM) set at 0°) for through-substrate exposures in the temperature-regulated sample holder. Samples were adherent monolayer cell lines, as in principle these minimize absorption losses to the aqueous extracellular medium, although small sample interaction lengths in flat monolayer cell cultures may detrimentally decrease the absorbed energy (see the dosimetry analysis of Chapter 6). Analyses of THz-induced effects were performed with fluorescence microscopy of labelled molecules whose positive fluorescence detection indicates compromised cell membranes. These analyses were either in real-time with long-working distance objectives, or following fixation with high-resolution contact objectives, as specified in the individual experiments.

8.4 Long-term effects of intense terahertz pulses to membrane permeability in A-431 epithelial carcinoma cells

8.4.1 Methods

8.4.1.1 Growing and passaging A-431 cells

A-431 cells (ATCC, CRL-1555) are an adherent human epithelial epidermoid carcinoma grown in Dulbecco’s Modified Eagle Media (DMEM) supplemented with 10% fetal bovine serum (FBS) and 1X penicillin/streptomycin according to the distributors’ instructions. Cells were thawed from liquid nitrogen, transferred to 10 mL of culture medium, and centrifuged (500g, 5 min) at room temperature. The supernatant was removed, cells resuspended in 10 mL media, and used to seed T75 flasks. Re-passaging was required every 2 – 3 days. Media was removed and cells were washed with 5 mL PBS (phosphate-buffered saline). To cleave the adherence molecules, 1 mL of 0.05% trypsin-EDTA was added to uniformly cover the growth surface, and incubated for 5 minutes at 37°C. Once all cells had detached, the trypsin-EDTA was neutralized with 5 mL of media and removed. 0.6 mL was transferred to a new flask and topped up with 12.5 mL of fresh media.

For exposure experiments, during passage a diluted volume of cells was plated in optical plastic tissue culture dishes (Ibidi μ-slide, 80281) and incubated overnight to allow the cells to adhere and re-equilibrate. Cell concentration and viability were determined with a hemocytometer and 0.4% trypan blue (Gibco, 15250061). The estimated concentration for confluency of the growth area (0.6 cm²) is estimated to be ~500 000 cells/mL. It was empirically determined that an initial seeding concentration of 200 000 cells/mL resulted in adequate confluency of 80-90% for exposure the
following day. Before exposure, cell media was removed and replaced with fresh media supplemented with 15 mM HEPES buffer to maintain physiological pH while cells are outside of the CO$_2$-regulated incubator environment.

8.4.1.2 Terahertz exposure of A-431 cells

Multiple THz exposures are performed in the double-well dishes to explore dependence on THz frequency and dose, as shown in Figure 8.4(a). One well is used to investigate frequency-dependence by filtering the broadband THz beam with bandpass filters (0.5, 1.5, 2.0 THz) directed towards different regions along the center of the well growth area. The total exposure times are adjusted as indicated to match the total dose and maximize exposure time, and was equivalent to 0.6 minutes of broadband exposure.

For broadband exposures, dose-response was investigated by varying the total exposure time from 1 – 30 minutes. The exposure parameters for each condition are summarized in Table 8.2. For the 2.0 THz band, the peak is at 1.3 THz due to side-leakage of the relatively small-amplitude spectrum seen on a log-scale in the inset of Figure 8.4(b).

| Table 8.2. THz pulse parameters for A-431 exposures |
|-----------------------------------------------|----------------|----------------|----------------|
|                                              | Broadband | 0.5 THz band | 1.5 THz band  |
| Pulse Energy (nJ)                           | 1000      | 66.5          | 71.3           |
| Peak field (kV/cm)                          | 430       | 49            | 92             |
| Peak frequency (THz)                        | 0.7       | 0.53          | 1.4            |
| Bandwidth FWHM (THz)                        | 0.7       | 0.07          | 0.3            |
| Pulse duration (ps)                          | 1.1       | 6.0           | 2.5            |

From the broadband pulse energy (1.0 μJ), measured circular spot diameter (1.3 mm), and THz pulse repetition rate (1 kHz), the average dose rate was 4.5 J/cm$^2$/min. Thus, for exposure times of 1, 5, 10, and 30 minutes, the corresponding deposited energy density was 4.5, 22.5, 45, and 135 J/cm$^2$. Each broadband pulse had a peak intensity of 68.5 MW/cm$^2$. When exposures were complete, cells were placed in the incubator for 24 hours prior to fixing and staining (described next) to investigate the long-term effects to membrane integrity of extended THz pulse exposures.
Figure 8.4. **Broadband and bandpass exposures of A431 monolayer cell cultures.** (a) Schematic of parameter variation for different regions of the cellular growth area. White squares indicate the microscope FOV at low magnification (10x), and red dots indicate the relative THz spot size. Sample fluorescence images of the DAPI channel are shown at right, with the broadband THz spot size indicated by the red circle. (b) EO-sampled THz pulses (vertically shifted as labelled for clarity) and power spectra. The energy transmittance for bandpass spectra are labelled in the spectra plot. *Inset:* Power spectra on a logarithmic scale.
8.4.1.3 DNA and viability staining of A-431 cells

Following exposure and incubation for the desired fixing time, cells were labelled with fluorescent DNA (4′,6-diamidino-2-phenylindole, DAPI) and viability (Zombie Green, ZG, BioLegend 423111) stains. The former binds to AT-rich regions of DNA in the nucleus and is utilized for cellular localization, while the latter is an amine-reactive fluorescent dye that is permeable to compromised cell membranes. Cells were removed from the incubator, washed in PBS, and incubated in 1:1500 ZG viability stain (0.5 mL PBS + 0.33 μL ZG) for 30 minutes at room temperature. The solution was then removed, cells washed again in PBS, and incubated in 1:2000 DAPI (0.5 mL PBS + 0.5 μL – 1 mg/mL DAPI) for 10 minutes at room temperature. Labelled cells were mounted with ~5 μL SlowFade and coverslip, and sealed with clear nail polish. Control dishes (positive and negative, shown in Figure 8.5) were treated equivalently to THz-exposed cells. For the positive death controls, the cells were fixed with 1 mL 10% formalin for 30 minutes at room temperature prior to fluorescent staining.

8.4.1.4 Fluorescence imaging and analysis of A-431 cells

Labelled cells were imaged with an Olympus IX81 fluorescence microscope and Q-Capture Pro 7 software. The ZG excitation wavelength was 488 nm, and the emission, peaked at 520±50 nm, was collected through a standard FITC fluorescence filter set. Analysis was performed with the open source image analysis software, ImageJ (https://imagej.nih.gov/ij/). The fraction of ZG-positive (ZG+) cells were identified by converting the image data to binary images, and using the cell counting plug-in “Analyze Particles”.

8.4.2 Results

Membrane permeable dyes are often utilized for apoptosis assays in which a key characteristic is a compromised membrane structure [55]. Here we are investigating THz-induced effects to membrane structure regardless of other biomolecular characteristics associated with cell death, such as annexin V expression or caspase activation [56], although future experiments correlating the membrane integrity to cell viability would be valuable. Figure 8.5 summarizes the results of the broadband and bandpass exposures outlined above. The DAPI channel (blue) indicates cell location, and the green channel indicates membrane integrity status as calibrated by the positive and negative death control images in Figure 8.5(a) used to set the fluorescence intensity scale of the microscope. Figure 8.5(b) shows the results of broadband THz dose-dependence for varying...
exposure times. Cell counting algorithms applied to these image data were used to calculate the fraction of ZG+ cells, and is shown for increasing THz dose/exposure time in Figure 8.5(c), with error bars representing standard Poisson counting error. A small but significant increase in the fraction of hyperintense cells are observed relative to sham-exposed controls, indicating compromised membranes that increases with total dose. Interestingly, this curve saturates at ~2% in approximately 10 minutes, with very little change up to 30 minutes of subsequent exposure (discussed further in Section 8.6). An exponential model was fit to the data in Figure 8.5(c) to extract a characteristic time for this saturation behaviour, and was found to be 3.5 min.

Figure 8.5. **Effect of free-space intense THz pulses to membrane permeability in A-431 epithelial carcinoma cells 24 hours post-exposure.** (a) Negative and positive cell death controls showing significant increase of the ZombieGreen (ZG) viability probe for chemically permeabilized membranes at low (10x, top) and high (40x, bottom) magnification. (b) Fluorescence images of THz-exposed cells for varying exposure times (number of pulses). The number of ZG+ cells increase with exposure time, indicating compromised cellular membranes. (c) Relative fraction of ZG+ cells compared to the DAPI reference image, with error bars propagated from standard Poisson counting uncertainty ($N \pm \sqrt{N}$). (d) Microscopy of bandpass exposures. No increase of ZG+ cells was observed.
For the bandpass exposures, during imaging it was found that the 0.5 THz, 20-minute exposure (see Figure 8.4(a)) was in a region close to the well wall with very sparse cellular population, and so only the 1.5 THz and 2.0 THz bands were analyzed. However, significant variation from the background fluorescence is not observed for either analyzed frequency band. As discussed in Section 8.6, this may be due to the relatively low field strength or total dose, as even the extended exposure times were equivalent to only 0.6 minutes of broadband exposure (2.7 J/cm²).

8.5 Real-time effects of intense terahertz pulses to membrane permeability in RBL-2H3 rat basophilic leukemia cells with tip-enhancement

In Section 8.4, results were presented that characterized membrane integrity changes induced by intense THz pulses 24 hours post-exposure for varying dose. However, evidence from simulations suggests that membrane integrity may be a transient, reversible effect, and so a real-time investigation characterizing membrane permeability during exposure to intense THz pulses was performed. In these studies, propidium iodide (PI) was utilized to probe membrane integrity. PI-permeable cells have been shown to recover viability when the membrane-porating stimuli are removed and the membrane is repaired, although this effect should be verified to ensure this property is non-specific with cell type [57].

The hypothesis of THz-induced membrane permeabilization is tested on Rat Basophilic Leukemia (RBL-2H3, ATCC CRL-2256) cells, a histamine-releasing cell line that activates a release of large granule stores that contain pro-inflammatory mediators. Since THz exposures have been shown to induce recruitment of inflammatory markers across multiple cell types, these cells were chosen to investigate THz-induced effects, including alterations to membrane structure and integrity. These cells offer other advantages, such as adherent growth, which minimizes attenuation loss in the surrounding aqueous medium.

8.5.1 Methods

8.5.1.1 Growing and passaging RBL-2H3 cells

RBL-2H3 cells are an adherent rat blood basophilic leukemia cell line grown in Essential Modified Eagle’s Media (EMEM) supplemented with 15% FBS and 1X penicillin/streptomycin. Cells were thawed from liquid nitrogen, transferred to 10 mL of culture medium, and centrifuged (200g, 5 min) at room temperature. The supernatant was removed, cells resuspended in 10 mL of
media, and used to seed T75 flasks. Re-passageing was required every 2 – 3 days. Media was removed and cells were washed with 5 mL PBS. 1 mL of 0.25% trypsin-EDTA was added to uniformly cover the growth surface, and incubated for 5 minutes at 37°C to detach the cells. Trypsin-EDTA was neutralized with 5 mL of media and removed. 0.6 mL was transferred to a new flask, and topped up with 12.5 mL of fresh media.

For exposure experiments, cells were plated in optical plastic tissue culture dishes (Ibidi μ-Dish, 35 mm low-wall Grid-500) and incubated overnight to allow the cells to adhere and re-equilibrate. Similar to the previous study, cell concentration and viability were determined with a hemocytometer and 0.4% trypan blue (Gibco, 15250061), and an initial seeding concentration of 200 000 cells/mL was empirically determined to result in adequate confluency of 80-90% for exposure the following day.

8.5.1.2 Fluorescence staining of RBL-2H3 cells

Cells were labelled immediately prior to THz exposure for real-time live-cell fluorescence monitoring of membrane integrity. Dishes were removed from the incubator, media removed, and cells washed twice in PBS. A 1:3000 propidium iodide (PI) staining solution was diluted with PBS from 1 mg/mL stock (Invitrogen, P3566). For the THz-exposed dishes, 0.33 μL PI was added to each well with 1 mL PBS, incubated for 5 minutes at room temperature, and stored in the incubator until exposure. Positive death controls were fixed with cold methanol and incubated at -20°C for 5 minutes, washed three time with PBS, and labelled with equivalent PI+PBS solution to calibrate the microscope fluorescence signal. Before exposure, cell media was removed and replaced with fresh media supplemented with 15 mM HEPES buffer to maintain physiological pH while cells are outside of the CO2 incubator environment.

8.5.1.3 Terahertz exposure and real-time fluorescence imaging of RBL-2H3 cells

The set of THz pulse exposure parameters for these exposures are summarized in Table 8.3. From the broadband pulse energy (0.55 μJ), circular spot diameter (1.7 mm), and THz pulse repetition rate (1 kHz), the average dose rate was 1.5 J/cm²/min. Each broadband pulse had a peak intensity of 17.5 MW/cm². For tip-enhanced exposures, a tip is loaded into a custom tip holder mounted to a 3D translation stage, as discussed in Chapter 5. The shaft is aligned to the THz field direction, and the tip apex is centred and focused to the microscope image plane to ensure it is coincident with the THz focus. COMSOL simulations predict that for an incident THz peak field...
of 186 kV/cm, the enhanced field in water will be 6.5 MV/cm, localized to a FWHM region of 0.4 μm about the tip apex.

Table 8.3. **THz pulse parameters for RBL-2H3 exposures**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse Energy (μJ)</td>
<td>0.55</td>
</tr>
<tr>
<td>Peak field (kV/cm)</td>
<td>186 (6500*)</td>
</tr>
<tr>
<td>Peak frequency (THz)</td>
<td>0.5</td>
</tr>
<tr>
<td>Bandwidth FWHM (THz)</td>
<td>0.3</td>
</tr>
<tr>
<td>Spot diameter (mm)</td>
<td>1.7</td>
</tr>
<tr>
<td>Pulse duration (ps)</td>
<td>1.4</td>
</tr>
</tbody>
</table>

*local tip-enhanced peak field

In the real-time exposure and analysis configuration, the THz beam propagates colinearly with the fluorescence excitation beam. Bright-field images were taken initially for cell localization. For real-time fluorescence imaging, the blue (473 nm) excitation laser line was used, and a 610 nm long-pass filter isolated the PI-emission peaked at 620 nm [58]. Images were taken every 2 minutes. For each timepoint, the fluorescence excitation laser exposed the samples for ~5 s per image set and a series of 15 images were averaged, each with an exposure time of no greater than 300 ms each.

8.5.2 **Results**

For free-space broadband exposures, no significant changes to PI fluorescence was observed up to 30 minutes of THz exposure. For tip-enhanced exposures, an increase in fluorescence is detected at the 8 minute timepoint, followed by a large increase within the following 2 minutes, as shown in Figure 8.6(b).

The mean pixel intensity from the raw image data in a region of interest (ROI) about the tip apex is shown in Figure 8.6(c). The ramp increase in PI fluorescence intensity indicates a sudden onset of compromised membrane structure.
Results of tip-enhanced THz exposures to membrane integrity in target RBL-2H3 cells. (a) Control brightfield images show a low-confluency population for single-cell targeting. The images at center and bottom show fluorescence images for sham-exposed and positive death controls, respectively. The positive death control shows a positive PI signal indicating compromised membranes immediately following the addition of 1 mL of cold methanol. (b) A zoomed FOV showing the tip apex positioned at the target cell. At 8 minutes of THz exposure, a small PI+ signal in the target cell is observed. Within 2 minutes of this initiating event, a dramatic increase in PI is detected, indicating a compromised membrane in the target cell. (c) The average pixel intensity (mean±SD) of raw images in the ROI surrounding the tip apex (dotted circle in (b)) over the THz exposure duration. The onset of PI fluorescence in the target cell occurs within 2 minutes of initiation, with relatively little further change up to 10 minutes later.

8.6 Discussion

Molecular fluorescence probes (Zombie Green (ZG) and Propidium iodide (PI)) were used to assess the permeability status of the cell membrane. PI in particular binds to DNA, and so must traverse both the PM and the two concentric inner and outer nuclear membranes. Therefore, a positive fluorescence signal in these studies additionally indicates that intense THz pulses interact with interior membrane structures, as hypothesized in Section 8.2.2.3.

Measurement of a THz dose dependence was observed 24 hours following broadband exposure of A-431 cells (Figure 8.5). At the 1-minute exposure timepoint (4.5 J/cm² total dose), a small increase of ZG+ cell fraction is observed relative to sham controls. Interestingly, the fraction of permeabilized cells increases with time, but saturates at approximately 10 minutes of exposure (45 J/cm²), with relatively little additional effect observed up to 30 minutes (135 J/cm²). A potential
explanation for this in the context of the hypothesized mechanisms is the influence of cell geometry and extracellular dielectric environment that influence both the critical voltage necessary for electroporation ($\Delta V_C$), as well as the dynamics and magnitude of the induced TMV for a given input field strength and duration ($\Delta V_m$) [35, 42, 46]. Due to large variability of geometric characteristics of individual cells, and the interaction with complex environments leading to local variations of extracellular conductivity, it may be that only a subset of the entire cellular population meets the criteria for which the THz pulse could possibly induce a TMV that exceeds $\Delta V_C$, either with variations that accommodate a relatively large TMV, or a relatively small $\Delta V_C$. If so, this may be reflected in the saturation behaviour seen in Figure 8.5(c). Once the membranes of these cells were compromised, since the field strength and duration of each subsequent pulse was fixed, no further cell permeabilization was observed, as the pulse was insufficient to achieve TMV>$\Delta V_C$ in the remaining cells.

An investigation of frequency dependence using bandpass-filtered exposures did not see any indication of THz-induced permeabilization of A-431 cells at equivalent fixing time, although this may be due to the low total dose (2.7 J/cm² total dose, equivalent to 0.6 minutes of broadband exposure) or insufficient field strengths (92 kV/cm and 65 kV/cm for 1.5 THz and 2.0 THz band, respectively). This is additionally corroborated by the study of Section 8.5, which similarly did not see compromised membrane integrity, even for extended exposure times with broadband fields of relatively lower strength (186 kV/cm, 0.55 μJ/pulse), while tip-enhanced fields (6.5 MV/cm) quickly compromised membrane integrity in the target cell (Figure 8.6). It is possible that the broadband field strengths utilized in the A-431 study (430 kV/cm, 1.0 μJ/pulse) are close to the minimum necessary parameters to induce membrane permeabilization. In the exposures of PI-labelled RBL-2H3 cells (Section 8.5), while no significant effect was observed for free-space exposures, in the tip-enhanced configuration the membrane integrity of the target cell at the tip apex was compromised within 10 minutes, as in Figure 8.6.

### 8.6.1 Relation to tissue-level effects

These cellular-level results may also be discussed in terms of THz-induced effects observed at a higher tissue-level of biological structure. In Chapter 7, measurements of global differential gene expression profiles induced by THz pulses in human skin were reported [48, 59]. In those investigations, 3D human skin tissue models were exposed to a 1 kHz train of intense THz pulses with similar exposure parameters (2.4 μJ/pulse, $E_{peak}=240$ kV/cm, $I_{pulse}=74$ MW/cm²) as used here for the permeability studies, and the changes to global gene expression relative to unexposed
tissues were measured with cDNA microarrays. Several features of these data indicate that the measured global differential gene expression profiles represent a genomic response to compromised membrane permeability status, corroborating the hypothesis that the cell membrane is an important target in the initiation of THz-induced biological effects.

Since the theory of cell-level THz interactions outlined in Section 8.2.2.2 assumes non-interacting cells in a dielectric medium, observation of tissue-level electroporation effects may deviate significantly from such simplistic models. While the electroporation dynamics of each cell are chemically coupled via cytosolic leakage that modifies the conductivity of the extracellular environment seen by the population, experimental results suggest that as long as the local electric field distribution is properly characterized, cells in a large assembly behave approximately consistently with individual cells. As a result, the qualitative aspects of theoretical electroporation may still be applicable to the tissue scale as well [18, 60].

Figure 8.7. The cellular structure of skin tissue, and calcium-regulated gene expression of epidermal differentiation. Skin is an organ comprised of epithelial epidermal and connective dermal tissues. The epidermis is comprised of four stratified layers: Basal layer (BL), spinous layer (SL), granular layer (GL), and the stratum corneum (SC). Snapshot in time of gene expression in the cellular layers during epidermal differentiation, adapted from [61, 62]. A calcium spike in the basal layer triggers a switch that expresses keratin 1 and 10 instead of keratin 5 and 14. A steep calcium gradient across the epidermis then regulates the sequential expression of genes that encode for structural proteins that provide mechanical stability of skin, as detailed in the text body.

The epidermis is an epithelial tissue structure comprised of four stratified layers of squamous epithelial keratinocytes: basal layer (BL), spinous layer (SL), granular layer (GL), and stratum corneum (SC), as labelled in Figure 8.7 [63, 64]. During epidermal differentiation, the proliferating cells in the basal layer exit the cell cycle as they move to suprabasal regions where they begin to express genes that encode for the enzymes and substrates required for differentiation and construction of the epidermal barrier. A snapshot of the spatiotemporal gene expression dynamics that are regulated by a steep calcium ($\text{Ca}^{2+}$) gradient across the epidermis is shown at right in Figure
8.7. These dynamics are responsible for the continual differentiation, stratification, and turnover of the epidermal layer. Some of the important genes are:

- **Keratin (KRT5, KRT14, KRT1, KRT10)**
  - A type of intermediate filament that provides rigidity and structural stability to the cytoskeleton of keratinocytes
- **Transglutaminase (TGM1, TGM3, TGM5)**
  - Cross-linking enzymes that act on target substrates (IVL, LOR, FLG, SPR) and anchor them to the cornified envelope
- **Involucrin (IVL), Loricrin (LOR), and Filaggrin (FLG)**
  - Substrates for transglutaminase (TGM) and major component of the cornified envelope

At low calcium concentrations near the basal layer, cells proliferate, but do not differentiate [64]. Differentiation is initiated by a sudden release of intracellular calcium stores in the basal layer, causing rapid morphological change, upward motility, stratification in higher layers, and initiation of expression of genes that encode for proteins that form cytoskeletal components and cell-cell contacts required for differentiation [65].

Increasing calcium concentration towards the suprabasal layers triggers sequential expression of KRT1/10, IVL, TGM1, LOR, and FLG in the spinous and granular layers. The cornified layer contains the enucleated, terminally differentiated keratinocytes (“corneocytes”) that have undergone keratinization. Keratinization (or “cornification”) is a form of programmed cell death in which keratinocytes release lipids and proteases required for impermeability and desquamation (respectively), and the crosslinking enzymes TGM1/3/5 act on substrates (LOR, SPR, IVL) by anchoring them to the cornified envelope (highly cross-linked proteins and lipids), which forms the outer mechanical barrier of skin tissue [63, 65, 66].

Out of 1681 genes significantly differentially expressed by exposure to intense THz pulses, the greatest expression magnitude (fold-change, FC) was downregulation of CLCA2 ($\log_2(FC) = -4.78, p<0.006$), a gene that encodes for a calcium-activated membrane chlorine channel subunit that transports chloride across the PM [67]. Other genes that were significantly expressed include SCNN1A (encodes for a nonvoltage-gated sodium channel) and CLIC3 (an intracellular chloride channel) [67]. Moreover, all gene families that regulate epidermal differentiation discussed above, including membrane-dependent junction proteins, are downregulated by THz exposure, as shown in Figure 8.8(a – b).
Figure 8.8. **Intense THz pulses significantly downregulate membrane-related genes that regulate epidermal differentiation in human skin.** Volcano plots display: (a) Significant downregulation of all gene families of Figure 8.7 involved in epidermal differentiation. (b) Genes that encode for membrane-bound cell-cell contacts (desmosomes, tight junctions, or adherens junctions). (c) Results of Gene Ontology analysis. There is significant over-representation of THz-downregulated genes in membrane-regulated biological processes and cellular structures. At right are examples of high-sigificance (top) vs. high odds-ratio (bottom) gene expressions that achieved significant over-representations within processes and structures that regulate epidermal differentiation.

Gene Ontology (GO) analysis, introduced in Chapter 7, was performed on the global gene expression dataset to identify statistical over-representation of all THz-affected genes within gene sets that regulate known biological processes, cellular components, and molecular functions [68]. 58 GO terms were identified as over-represented by the set of THz-affected genes, and a subset of
17 that are related to membrane-regulated processes and structures are summarized in Figure 8.7(c). GO terms significantly identified are predominantly related to membrane transport processes, membrane-embedded cell-cell contact structures, and cellular adhesion functions.

The formation of nanopores in the membranes of high-cellularity populations (e.g., in skin tissue) can be expected to dysregulate processes, components, and functions related to cell adhesion and binding, since these are dependent on membrane integrity. The downregulation of genes in stratified multi-cellular structures, and the over-representation of GO terms associated with membrane structural integrity, is consistent with this expectation. Further, ionic influx may also be expected to dysregulate pathways that are ion-regulated. As discussed in Chapter 7, bioinformatics analyses of the global differential expression data predict a significant inhibition of Calcium and Ras signaling pathways, pathways that are membrane-regulated. Since the processes identified in Figure 8.7(c) are also largely calcium-regulated, the predicted inhibition is again consistent with increased calcium influx as a potential initiating event. Taken together, these measurements may indicate a genomic response to ion influx, and are consistent with direct measurements of compromised membrane integrity as reported in Sections 8.4 and 8.5.

8.7 Conclusion

These data show that intense THz pulses are capable of permeabilizing membranes in large cellular populations. Comparison to exposure data in skin tissue indicates that similar mechanisms may be a dominant interaction underlying THz-induced biological effects, however more work establishing reproducibility for varying THz pulse parameters is necessary to understand the precise nature of the effect. In this chapter, data from investigations characterizing the prolonged and real-time (potentially transient) alteration of membrane integrity in cancer cells were presented. These data indicate that broadband intense THz pulses with fields exceeding 430 kV/cm are capable of permeabilizing membranes in cellular populations, while field strengths of 186 kV/cm were insufficient. These results are consistent with the stochastic interpretation of this regime discussed in Section 8.2.2, which predicts that the probability of pore formation scales with field strength and the number of applied pulses. While we did not observe any indication of frequency-dependence, this may be due to the relatively low field strength and total dose of the bandpass exposures. Future studies investigating frequency-dependence with larger field strengths is necessary to establish variation with spectral content, which may be expected to influence the membrane response.
In the experiments described, dose-dependence was investigated by varying the total exposure time. Future experiments with fixed exposure times that vary total dose by adjusting the pulse train repetition rate would assist in decoupling the dose-dependence observed from potential thermal effects, which may have relaxation times comparable to ionic relaxation. Additionally, experiments investigating specificity in regards to interior membranes with assays that probe specific organelle function (e.g., mitochondrial vs. nuclear) would assist in establishing the feasibility of the picosecond regime for biomedical applications that manipulate interior membranes, something that is typically not possible with longer pulses due to ionic screening [46]. Finally, we propose future experimentation correlating THz membrane effects to cell viability via multi-wavelength fluorescent labelling of a biochemical indicator of apoptosis (or other modes of cell death), in addition to membrane integrity probes.

The controlled modulation of membrane permeability has become a standard technique in microbiology to regulate cellular activity via the controlled uptake of microscopic material in target cells [26]. This mechanism is also of interest from a therapeutic standpoint: Electroporation leading to large Ca\textsuperscript{2+} influx leads to ATP depletion as cells work to re-establish chemical equilibrium, which increases the sensitivity to subsequent cytotoxic agents [69]. Electropermeabilized tissue has shown therapeutic efficacy in cells and mice, by increasing sensitivity to pharmacological agents in target cancer tissue. These THz-induced effects to cellular membrane structures therefore suggest a potential therapeutic mechanism of intense THz pulses, in addition to the interaction with the cytoskeleton (particularly microtubules), which is discussed in the next chapter.
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9 Molecular-level effects: Disassembly of microtubules by intense terahertz pulses

“If you want to understand function, study structure.”

– Francis Crick

A version of this chapter has been accepted for publication:


9.1 Introduction

THz radiation has been observed to induce significant effects at multiple scales of biological structure [1, 2, 3]. While the specific nature of the fundamental interactions is not yet understood, these phenotypic effects may be attributable to interaction with sub-cellular macromolecular structures such as DNA [4, 5, 6, 7] or cellular membranes [8, 9, 10]. However, experimental investigation of THz exposure effects to cytoskeletal protein complexes (actin, intermediate filaments, and microtubules) is still at a preliminary stage. Studies with actin show that THz exposures of relatively low intensity (~0.6 W/cm²) can stimulate polymerization, while highly intense THz pulses (~3 GW/cm²) resulted in actin disassembly [11, 12]. To date, no studies have investigated the structural changes to microtubules (MTs) irradiated by THz pulses, although there is some experimental precedent that motivates the hypothesis that MTs may be an important target of THz-induced biological effects [13, 14, 15, 16]. Hintzche et al. observed disturbance to the spindle apparatus (a mitotic structure comprised of microtubules) in hybrid animal cells [13], and Amicis et al. observed significant increase of micronuclei in irradiated human epithelial cells, which arise due to abnormal mitotic activity forming multiple nuclear envelopes in non-viable daughter cells [14].

In this chapter, evidence of intensity-dependent THz-induced disassembly of polymerized and chemically stabilized MTs within minutes of exposure to a train of broadband intense THz pulses is presented. Further, bandpass-filtered exposures suggest additional frequency-dependence. The results of these investigations are analyzed in the context of signaling dysregulation observed at the tissue scale of organization, for which structural modulation of the cytoskeleton may be the
underlying cause. Disruption of cytoskeletal dynamics may be a fundamental interaction mechanism underlying observed phenotypic response, and additionally suggests a potential molecular-level therapeutic mechanism of intense THz pulses with the goal of inhibition of pro-mitotic intracellular dynamics.

9.2 Biopolymers and the cytoskeleton

In animal cells, the cytoskeleton is a cytoplasmic network of interlinking filamentous protein polymers of three main types: intermediate filaments, actin, and microtubules (MTs) [17, 18]. These complexes form a dynamic structure that connect the cell physically and biochemically to the extracellular and intranuclear environments, facilitates chemical transport, provides mechanical stability, and regulates morphology and motility. MTs are the most mechanically rigid of the cytoskeletal polymers, and form the dominant component of the mitotic spindle, providing the structural framework and force-generation necessary to carry out mitosis [18]. General MT function depends on a dynamic instability between states of polymerization and rapid depolymerization known as treadmilling [17, 19].

![Microtubule structure and fluorescence microscopy image](image)

Figure 9.1. Microtubule structure and fluorescence microscopy image. (a) Bound αβ-tubulin dimers comprise the hydrogen-bonded protofilaments [20]. 13 protofilaments laterally bind to form a hollow cylindrical polymer with a 25 nm diameter. (b) Fluorescence image of rhodamine-labelled polymerized microtubules. The average length is 10 μm.
MTs are comprised of tubulin dimer subunits, which are themselves a complex of bound α and β tubulin proteins, as shown in Figure 9.1(a). Structurally, αβ-tubulin dimers spontaneously polymerize to form thirteen 1D protofilaments that bind laterally to form cylindrical MTs; they depolymerize via GTP (guanosine tri-phosphate) hydrolysis of tubulin dimers on the positive end [21]. Importantly, dimers and protofilaments bind via hydrogen-bonding, for which the natural oscillatory frequencies occupy a broad region of the THz band (0.1 – 10 THz), as discussed in Chapter 2 [21, 22, 23, 24]. External excitation of MTs with intense THz pulses may efficiently couple to these oscillations and dysregulate structural dynamics, which may in turn affect important MT functions such as polymerization and de-polymerization.

Simulation studies investigating MT structure in nanosecond-duration pulsed electric fields have been reported, and show significant structural dysregulation for field strengths in the range of 50 – 750 kV/cm [25, 26, 27]. These studies predict reduction of MT stability proportional to field strength through conformational changes to key loops involved in lateral protofilament contact (Figure 9.1(a)), or alteration of local electrostatic properties at the GTP binding site. These results theoretically motivate the hypothesis that intense picosecond-duration pulses may also induce similar field-induced structural effects; however, more work simulating tubulin/MT response specifically to intense picosecond-duration fields is necessary. Simulation studies of THz fields for other macromolecular structures, such as membranes, offer insight into the expected interaction with intracellular environments [8]. For long-duration pulses (>~10 ns), membrane interactions are predominantly due to ionic redistribution, as the field variations allow sufficient time for these motions to occur [28, 29]. In contrast, for fast, short-duration pulses (<~1 ns), the interaction is predominantly dielectric, arising from faster dipole reorientation dynamics. Importantly, this suggests that picosecond-duration pulses with sufficient field strength may interact with interior cellular structures, since the electronic screening effect in the membrane does not occur [28].
9.3 Terahertz-induced disassembly of polymerized and chemically stabilized microtubules

9.3.1 Methods

9.3.1.1 Growth of fluorescently labelled microtubules

Rhodamine-labelled fluorescent tubulin (excitation/emission at 543/590 nm) was obtained from Cytoskeleton Inc. (Denver, USA), and MTs were polymerized according to the manufacturers’ instructions [30]. One aliquot of rhodamine tubulin (Cytoskeleton, TL590M) was resuspended to 5 mg/mL (45.5 μM) in 4.0 μL of general tubulin buffer (Cytoskeleton, BST01) supplemented with 0.01 volumes of 100 mM GTP (Cytoskeleton, BST06) and 1 μL of MT cushion buffer (Cytoskeleton, BST05) to facilitate polymerization. This solution was mixed with 70 μL of an equivalent solution using unlabeled tubulin (Cytoskeleton, T240) for a final labelling ratio of 1:15. Aliquots were placed in an incubator at 37°C for 20 minutes to allow the tubulin to polymerize to MTs of appropriate length (average ~10 μm). Upon polymerization, the MTs were removed from the incubator and stabilized with 100 μL of taxol/MT buffer solution (20 μM taxol in general tubulin buffer). These were stored at room temperature as recommended, and the MTs were verified to be stable in this state for several hours. Further dilutions of this stock solution with taxol/MT buffer were performed as experimentally required. A fluorescence image of rhodamine-labelled polymerized MTs is shown in Figure 9.1(b).

9.3.1.2 Generation and detection of intense THz pulses

Intense THz pulses were generated by optical rectification of tilted-pulse-front laser pulses in lithium niobate (LiNbO₃), as introduced in Chapter 3, and schematically shown in Figure 9.2(a). An oscillator/amplifier (Coherent Micra/Legend, Santa Clara, USA) generated a 1 kHz train of 800 nm, 50 fs, 3.6 mJ infrared laser pulses. An 1800 mm⁻¹ reflective diffraction grating (RDG) established a pulse-front-tilt in the pump laser to satisfy velocity-matching conditions in the LiNbO₃ generation crystal with a 63° cut output face [31]. Two cylindrical focusing lenses (f₁=100 mm, f₂=60 mm) in a 4f configuration imaged both the laser pulse front and grating surface onto the crystal output for optimal THz emission, as described in [32].
Figure 9.2. THz source generation and exposure schematics. (a) The intense THz pulse source for tilted-pulse-front optical rectification in lithium niobate (LN, LiNbO$_3$), using an 1800 mm$^{-1}$ reflective diffraction grating (RDG) and a pair of 4f-imaging lenses (L1 and L2), as described in [32]. Cross-absent bandpass filters (BPF) are used to isolate individual frequency bands. The THz beam is focused to either the sample location (beam propagating in the $+z$ direction out of the page), or to the EO sampling system (beam in the $-x$ direction) with a rotating gold off-axis parabolic mirror (ROAPM). A fraction of the pump pulse energy from a beamsplitter (BS) is attenuated (AT) and propagated colinearly with the THz beam for EO sampling in gallium phosphide (GaP). (b) The ROAPM is set at 0° ($+z$, upwards) for through-substrate exposure of MTs in solution. The fluorescence excitation line is focused through the hole in the mirror and propagates to the sample colinearly with the focusing THz beam. The sample fluorescence emission is collected by long-working distance objectives, passed through a 578±16 nm bandpass filter, and analyzed in real-time with a CCD camera. For EO sampling, the ROAPM is set to 90°.

The collimated THz emission from the LN crystal was filtered with black polyethylene to remove pump leakage. The beam was magnified and re-collimated by a pair of gold off-axis parabolic mirrors (OAPM) with focal lengths of $f_{OAPM1}=15$ mm and $f_{OAPM2}=101.6$ mm for a total magnification of 6.8. The expanded, collimated beam is directed towards a 76.2 mm focal length OAPM mounted to a programmable rotation stage (Thorlabs, PRM1Z8) as shown in Figure 9.2(b). This provided 360° control of the THz focus in a 76.2 mm radius annulus to focus to either the sample location (0°), or to the electro-optic (EO) sampling module for waveform detection (90°).

Temporal waveforms were detected by free-space EO sampling in a 200 μm (110) gallium phosphide (GaP) crystal mounted to a 2 mm (100) GaP substrate. Peak electric fields, $E_{THz}$, were calculated directly from the normalized EO signal, $\Delta I/I_0$, from balanced photodetectors (BPD) according to the equation,
\[
\frac{(\Delta I/2)}{I_0} = \sin \left( \frac{2\pi L}{\lambda_0} n_0^3 r_{41} t_{GaP} E_{THz} \right) 
\]  
(9.1)

where \( \lambda_0 = 800 \text{ nm} \) is the vacuum wavelength, and \( L = 200 \mu\text{m} \), \( n_0 = 3.18 \), \( r_{41} = 0.88 \text{ pm/V} \), and \( t_{GaP} = 0.46 \) are the thickness, nominal index, EO coefficient, and amplitude transmission coefficient for GaP, respectively [32].

The pulse energy and transverse intensity distribution were measured with a pyroelectric detector (Spectrum Detector, SPJ-D-8) and camera (Electrophysics, PV320), respectively. Focused spot sizes were calculated as the \( 1/e^2 \) width of the Gaussian fits to 1D line profiles, and pulse durations were determined as the \( 1/e \) width of the waveform Hilbert transform. For investigations of frequency dependence, THz bandpass filters (Thorlabs, FB19M590/FB19M200, 19.6 mm inner diameter) were used as additional filtration to isolate the 0.5 THz and 1.5 THz bands. The broadband and bandpass waveforms, power spectra, and spatial intensity distributions at the focus are shown in Figure 9.3. Details on the quantitative parameters for representative THz pulses are summarized in Table 9.1.

### Table 9.1. THz pulse parameters for MT exposures

<table>
<thead>
<tr>
<th></th>
<th>Broadband</th>
<th>0.5 THz band</th>
<th>1.5 THz band</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse Energy (( \mu\text{J} ))</td>
<td>1.20±0.07</td>
<td>0.10±0.03</td>
<td>0.14±0.02</td>
</tr>
<tr>
<td>Peak field (kV/cm)</td>
<td>409</td>
<td>37</td>
<td>100</td>
</tr>
<tr>
<td>Peak frequency (THz)</td>
<td>1.0</td>
<td>0.52</td>
<td>1.5</td>
</tr>
<tr>
<td>Bandwidth FWHM (THz)</td>
<td>0.6</td>
<td>0.07</td>
<td>0.2</td>
</tr>
<tr>
<td>Pulse duration† (ps)</td>
<td>1.0</td>
<td>6.3</td>
<td>2.9</td>
</tr>
<tr>
<td>Spot size* (mm)</td>
<td>1.5</td>
<td>2.1</td>
<td>1.0</td>
</tr>
<tr>
<td>Avg. intensity (mW/cm²)</td>
<td>68 ± 4</td>
<td>3.0 ± 0.9</td>
<td>18 ± 3</td>
</tr>
<tr>
<td>Peak intensity (MW/cm²)</td>
<td>68 ± 4</td>
<td>0.5 ± 0.1</td>
<td>6.2 ± 0.9</td>
</tr>
</tbody>
</table>

†Pulse durations are the \( 1/e \)-width of the Hilbert envelope
*Spot sizes are the \( 1/e^2 \)-diameter of the circular THz focus.
Figure 9.3. **Waveforms and spot areas for the intense THz pulse beam.** (a) Broadband and bandpass EO sampled THz waveforms, shifted vertically as labelled for clarity. The peak broadband field and pulse energy is 409 kV/cm and 1.2 μJ, respectively. (b) The corresponding power spectra and total energy transmission factors. (c) Pyroelectric camera image of the focused THz spot. Gaussian fits to horizontal (top) and vertical (left) line profiles define the $1/e^2$ broadband spot size as $1.5 \times 1.5$ mm$^2$. The contours (right) represent the $1/e^2$ boundaries corresponding to the labelled frequency bands. For diffraction limited broadband beams, individual frequency bands focus to different areas of space.

### 9.3.1.2.1 Alignment procedure for real-time analysis

To ensure the THz focus, sample location, and microscope imaging plane were coincident in space, the following alignment procedure outlined in Chapter 5 was employed. Briefly, the THz pulse energy was first maximized through a 1 mm pinhole alignment aperture placed at the sample location with a pyroelectric detector (ScienceTech Inc., 6925-01) centered above. Once this signal was maximized, the detector was removed, and the microscope field-of-view (FOV) was focused to the pinhole to ensure the imaging plane and THz focus were longitudinally aligned and centered.
Next, a sham sample was loaded into the holder and longitudinally translated until the sample was in focus. This achieves coincidence of the sample and image planes with the THz beam focus for the real-time fluorescence analysis of MTs.

### 9.3.1.3 Microtubule exposures

MT solutions were loaded onto double-well microscope slides of optical plastic that were verified to be transmissive ($T=0.92$) to THz wavelengths (Ibidi µ-slide, Cat. 80281), with sufficient volume to fully cover the focused THz spot once compressed with a coverslip (1 – 3 µL). The MTs were left for several minutes to 1 hour to settle to the substrate and ensure stability. For exposure, the THz beam was focused through a 5 mm diameter hole in the sample holder with the rotating OAPM to one of the wells, and the second well provided matched, unexposed control solutions. Similar to the recommended MT stock storage conditions, exposures were carried out at room temperature.

#### 9.3.1.3.1 Tip-enhanced exposure

For local field enhancement with a sharp tip as described in Chapter 5, a tip is loaded into a custom tip holder mounted to a 3D translation stage aligned to the THz field direction, and the tip apex is centred and focused to the microscope image plane to ensure it is coincident with the THz focus. For these exposures, the free-space THz pulse energy was 0.5 µJ, with a peak field strength of 191 kV/cm. From COMSOL simulations, the tip-enhanced field in water is estimated to be 6.7 MV/cm in a 0.4 µm FWHM region about the tip apex.

### 9.3.1.4 Real-time fluorescence imaging and image analysis

THz-exposed rhodamine-MTs were imaged in real-time with a fluorescence microscope aligned to the beam focus. The fluorescence excitation laser (532 nm CW diode-pumped solid-state laser) was focused from below through a 1 mm hole in the rotating OAPM, and uniformly excites the sample growth area. Short pass filters eliminated any residual 805 nm and 1064 nm emissions, and a neutral density filter wheel tuned the incident power. A programmable shutter connected to the imaging camera via USB blocked the laser and allowed fluorescence excitation to be controlled within the imaging software. Fluorescence emission (~590 nm) from the sample plane was collected by long-working distance 5x/20x objectives (Mitutoyo, 378-802-6/378-804-3) and a 2x
tube lens (Edmund Optics, MT-2, 56-863), passed through a 578±16 nm bandpass filter, and collected by a 2.8 MP monochrome CCD microscopy camera (Lumenera, Infinity 3-3URFM).

For each timepoint acquired during THz exposure, a series of 15 images were averaged with an exposure time of no greater than 300 ms each. The excitation laser therefore exposed the samples for no more than ~5 s for each image set. Excitation control images were acquired, and a photobleach calibration curve was experimentally determined. It was verified that the timescale for the fluorescent label to experience significant levels of photobleaching was much greater than the excitation exposure times utilized in this study. For imaging, auto-exposure control (AEC) was enabled when investigating general structural effects. In cases where the pixel intensity values were utilized for quantitative calculations (Section 9.3.2.2), AEC was disabled. Sample fluorescence images for low and high tubulin concentrations are shown in Figure 9.4. Low initial tubulin concentrations result in individually resolvable MTs, while large tubulin concentrations form large aggregate structures.

![Figure 9.4](https://imagej.net)

**Figure 9.4. Real-time fluorescence images for real-time imaging of THz-exposed MTs.** At low concentration ($C_{\text{tub}}$, left), MTs are individually resolvable and are stabilized at ~10 μm in length. At high $C_{\text{tub}}$ (right), MTs form large aggregate structures and are not individually resolvable.

Image processing and analysis was performed using the open-source software, ImageJ (https://imagej.net). Fluorescence images were background-subtracted with a rolling-ball algorithm. For the frequency-dependent studies, the structural change to MTs were quantified by the area fraction of the image space occupied by MTs. MT area fractions were determined by first creating a binary image mask for each timepoint with a common pixel intensity threshold. As MTs disassemble, intensity per unit area reduces, which reduces the total fraction of fluorescence intensity above the chosen threshold for a given imaging region. The MT area fractions were determined with the ImageJ plugin “Analyze Particles” applied to the masked images, which
algorithmically contours the masked MTs and determines the enclosed areas. Each set of MT area fractions were normalized to the initial timepoint.

9.3.2 Results

9.3.2.1 Intensity-dependence of broadband THz pulses on microtubule structure

Figure 9.5 shows three sets of time-series images from broadband THz exposures for varying exposure conditions. Differing combinations of imaging magnification (M) and tubulin concentration (C\text{tub}) were utilized to analyze either single or aggregate MT structures in either uniform or non-uniform intensity distributions.

High-M and low-C\text{tub} experiments (40x, 0.25 mg/mL) provide detailed structural resolution to individual MTs. As shown in Figure 9.5(a), disassembly of a single MT is shown to occur within 11 minutes with 0.8 μJ pulses and 230 kV/cm peak field strength.

Low-M and high-C\text{tub} (10x, 5 mg/mL) experiments with similar exposure parameters show the large-scale effects to MT aggregates (Figure 9.5(b)). The large FOV allows analysis of intensity-dependence within a single exposure: By analyzing structural effects to MTs for varying distances from the center of the THz focus, differential effects to MT structure for varying energy densities are investigated. From within the total imaging FOV of 870×655 μm², three 100×100 μm² FOVs were selected for analysis, corresponding to different regions of the THz intensity distribution (shown at right in Figure 9.5(b)). In the central region, the energy density reaches 80 μJ/cm², and the largest qualitative change to MT structure is observed. Near the beam edge ~0.5 mm from center, the energy density falls to ~30 μJ/cm², and no significant structural change is observed.

High-M and high-C\text{tub} (40x, 5 mg/mL) experiment shows structural effects to MT aggregates in a nearly uniform THz intensity profile at higher THz energy (1.2 μJ) and field strength (400 kV/cm and 409 kV/cm), depicted in Figure 9.5(c). In both time-series, MT disassembly and aggregate destruction occurs significantly faster than the previous exposure cases, within ~5 minutes, further corroborating the evidence for intensity-dependence that was indicated in the differential effects seen in the low-magnification images.
Figure 9.5. **Broadband MT exposure results.** (a) High magnification (40x) fluorescence images of low tubulin concentration (0.25 mg/mL) show detailed structural disassembly to individual MTs. A single motion-tracked MT disassembling within 11 minutes of THz exposure. The ImageJ hillshade algorithm is utilized to enhance edge contrast. (b) Low magnification (10x) images of high tubulin concentration (5 mg/mL) show large-scale disassembly of MT aggregate structures in a varying intensity distribution. The three sets of time-series images correspond to three 100×100 μm² regions indicated in the THz spot image (right), having approximate energy densities of 80, 50, and 30 μJ/cm². Greater disassembly is observed in the highest intensity central region. (c) High magnification (40x) and high tubulin concentration (5 mg/mL) show MT aggregates in a nearly uniform intensity FOV. Both time series are separate results with similar pulse energy (1.2 μJ) and peak field (409 kV/cm [top] and 400 kV/cm [bottom]). At larger THz energy and field strengths, significant MT disassembly is observed within 5 min. Red labels highlight regions of MT polymer breakage.
9.3.2.1.1  Tip-enhanced microtubule exposures

While the above parameters are sufficient to induce MT disassembly within ~5 – 10 minutes, higher-intensity regimes may be investigated by locally enhancing the THz field strength with a sharp conductive tip to an estimated $E_{THz}=6.7$ MV/cm in a region ~0.4 μm about the tip apex. Figure 9.6 shows a time-series of fluorescent images of tip-enhanced THz-exposed MTs. Images were acquired with the THz beam off for 10 minutes, during which time the MTs appeared to migrate to the conductive tip leading to fluorescence intensity increase, particularly near the tip apex. The THz beam was turned on at $t = 10$ min as indicated. Within 1 minute of intense THz pulse excitation, the aggregated MTs were dramatically ejected up to 20 μm from the tip apex.

Figure 9.6. Fluorescence imaging of tip-enhanced MT exposures. When the THz beam is off, the labelled MTs aggregate on the conductive tip. Within 1 minute of THz exposure, a dramatic ejection and disassembly of MTs (red circles) from the tip apex is observed.

9.3.2.2  Exposures with terahertz bandpass filters

From the broadband exposure results in Sections 9.3.2.1, it is not possible to conclude that the observed effects are strictly only intensity-dependent, since wavelength-dependent focusing induces spatial variation in frequency for the broadband pulse, in addition to the power-density variation. The central intense region of the beam contains a larger fraction of high frequency energy relative to the low-intensity beam regions, and so the differential effect to large MT aggregates for varying location in the THz focus may additionally be influenced by the frequency distribution associated with the region of space under consideration.

To isolate the potential effects for varying spectral content, THz bandpass filters are used to transmit narrow 0.5 THz and 1.5 THz bands, and compared to broadband exposure, adjusted for intensity differences. For these analyses, THz-induced MT disassembly is quantified using the MT area fraction. As shown in Figure 9.7(a), contours determined with the analysis algorithm (Section 9.3.1.4) define this area fraction, which decreases over time as the fluorescence signal from disassembled MTs falls below the mask threshold. The results in Figure 9.7(b) show that the
decrease in MT area generally follows an exponential decay. For comparison, an equivalent analysis with images of unexposed MTs is included. The curves are labelled with characteristic times from fitting these data to an exponential function to establish quantitative timescales of THz-induced effect for varying spectral content. The top plot of Figure 9.7(b) shows the total pixel intensity of the images for each timepoint. The maximum loss of total fluorescence signal was ~5%, and so the decrease in MT area fraction of THz-exposed samples is not due to photobleaching of the rhodamine label, but rather to MT disassembly, as illustrated in the second column of Figure 9.7(a).

While there is a large range of characteristic times for varying spectral content from the fits in Figure 9.7(b), this could be due to differences in pulse energy and focused spot area between the separate THz pulses (Figure 9.3, Table 9.1). To correct for these differences, the MT area fraction is plotted as a function of the total dose, \( D = I_{avg}t \), as shown in Figure 9.7(c). The total dose is reported in units of J/cm², and is distinct from the per-pulse energy density (\( \mu \)J/cm²) in Figure 9.5. The difference in characteristic doses indicate that THz-induced disassembly of MTs is significantly influenced by the pulse frequency content, as discussed in the following section.
Figure 9.7. **Analysis and results of MT exposures with varying spectral content.** (a) An example image analysis of MT structural change. By converting quantitative fluorescence images (column 1) to a binary image with a common threshold (column 2), the disassembly of MTs over time may be quantified by the change of area fraction with rhodamine signal above a common intensity threshold. The area fractions are determined by algorithmic contours with the ImageJ plugin, “Analyze Particles”. The reduction of area fractions follow an exponential decay curve. (b) Fractional MT area calculated using the procedure in (a) for varying THz bands, with dashed curves representing exponential fits, and \( \tau \) is the associated characteristic time. Each dataset was normalized to the initial relative MT area. The exponential fit qualities \( (R^2) \) are 0.99, 0.96, and 0.92 for the broadband, 0.5 THz, and 1.5 THz fits, respectively. An equivalent analysis on unexposed MTs is included for reference. Top: The total pixel intensity of the raw images. The total rhodamine signal of all images does not degrade significantly (<5%) over the exposure duration, indicating the MT area fraction decay is not due to photobleaching. (c) The MT area fraction vs. total dose \( (J/cm^2) \), which corrects for differences in pulse energy and focused spot area (see Table 9.1). \( D_X \) is the characteristic dose for the corresponding curve \( (e^{-D/D_X}) \). The characteristic total dose for the low-frequency 0.5 THz band (1.4 J/cm^2) is significantly lower than both the broadband and high-frequency 1.5 THz band (13 J/cm^2 and 23 J/cm^2, respectively), indicating frequency-dependence of THz-induced MT disassembly, with greater disassembly induced by low-frequency THz energy (~0.5 THz).
9.4 Discussion

9.4.1 Intensity dependence

Exposures at higher magnification (40x) and low tubulin concentration (0.25 mg/mL) provide an opportunity to observe detailed effects resolvable to single MTs (Figure 9.5a). Conversely, analysis of low-magnification (10x), high-concentration (5 mg/mL) MT samples provides an opportunity to investigate intensity-dependence in a single exposure by analyzing separate regions of the imaging FOV for varying locations in the Gaussian intensity distribution (Figure 9.5(b)). In the former case, disassembly of a single MT polymer is observed to occur within 11 minutes of THz exposure. In the latter configuration, significant variation in THz-induced change to MT structure is observed for varying locations within the THz focus. The strongest effect is observed in the central region with the highest intensity (top row of Figure 9.5(b)), in which the blurring of large aggregate structures is attributed to single MTs disassembling, as in Figure 9.5(a). As the analysis window moves to the outer fringe of the beam, the magnitude of this differential effect over the 30-minute exposure diminishes. While low magnification exposures provide an opportunity to observe intensity-dependent effects in a single exposure, it sacrifices specificity of identifying structural effects to individual MTs, and only broad effects to aggregate structure are visible.

The above cases were exposed with a relatively attenuated THz beam (0.8 μJ/pulse, 230 kV/cm), and the disassembly to MTs occurred in 11 minutes. Figure 9.5(c) shows high-concentration exposures with higher pulse energy (1.2 μJ/pulse) and field strength (400 kV/cm and 409 kV/cm), and at high magnification such that the THz intensity profile is roughly uniform across the imaging FOV. Here, MT structure changes are observed to initiate within 4 – 6 minutes, further supporting the intensity-dependence observed above.

Tip-enhancement provides a higher-intensity exposure in a localized region, and the dramatic ejection of aggregate structures near the tip apex within 1 minute is consistent with the intensity-dependence of THz-induced MT disassembly. Due to the aggregation of fluorescently-labelled protein at the tip apex saturating the signal at the region of maximal field enhancement, analyzing the change to the finer structure of the MTs that comprise the aggregates is challenging. Future experiments utilizing reduced labelling ratios in anticipation of fluorescence amplification due to tip aggregation are suggested.
9.4.2 Frequency dependence

Exposures at high magnification (40x) and high tubulin concentration (5 mg/mL) with THz bandpass filters investigated coarse frequency-dependence within an approximately uniform intensity distribution across the imaging FOV. The characteristic times for MT disassembly extracted from the exponential fits in Figure 9.7(b) are \(8 \pm 2\) min \((R^2=0.9626)\) and \(22 \pm 6\) min \((R^2=0.9223)\) for the 0.5 THz and 1.5 THz bands, respectively. While these are significantly longer than the broadband reference case (\(\tau=3.1 \pm 0.6\) minutes, \(R^2=0.9854\)), they also correspond to significantly lower pulse energy, intensity, and peak electric field, as summarized in Table 9.1.

Figure 9.7(c) shows the MT area fraction curves in terms of dose delivered (J/cm\(^2\)), which corrects for differences in pulse energy and area (but not peak electric field). If effects depended only on intensity, the corrected curves are expected to overlap. However, the characteristic dose for the 0.5 THz band is \(1.4 \pm 0.3\) J/cm\(^2\), relative to \(23 \pm 6\) J/cm\(^2\) for the 1.5 THz band. Additionally, the field strength of the 0.5 THz band (37 kV/cm) is significantly lower than the 1.5 THz field strength (100 kV/cm). Since the 0.5 THz disassembly occurs faster not only at a lower dose, but also a lower peak field strength, these data indicate that MT disassembly is significantly influenced by frequency content. The broadband curve corresponds to a characteristic dose of \(13 \pm 3\) J/cm\(^2\), intermediate to the curves for the low and high frequency bands. This suggests that the observed broadband MT disassembly is predominantly due to low-frequency energy, while much of the high-frequency content is not utilized for MT disassembly, but is likely instead absorbed by the media or thermalized.

Other effects may potentially explain the observed frequency dependence as well, such as differential absorption in the aqueous media environment prior to MT interaction. In water, the absorption coefficients at 0.5 THz and 1.5 THz are approximately 159.4 cm\(^{-1}\) and 295.3 cm\(^{-1}\), respectively, and so more of the high-frequency band will be absorbed in aqueous media rather than the MTs [33]. Additionally, in MTs the calculated absorbed energy at 1.5 THz is also roughly twice the energy absorbed at 0.5 THz, and so these competing effects obscure one another experimentally [22]. Future studies investigating concentration dependence (i.e., varying probabilities of THz absorption in MT structures relative to surrounding media) or variation of aqueous media layer thickness (i.e., varying interaction distance in the MT solution) will assist in contextualizing these apparent frequency-dependent effects to better understand the precise nature of this interaction.
9.4.3 Considerations of thermal or shockwave interaction mechanisms

An important consideration is the potential for other interaction mechanisms, such as thermal effects or field-induced shockwaves, to influence the biological response in THz exposure studies [1, 12]. In our experiments, the duty cycle is limited (1 kHz train of picosecond-duration pulses) to ensure negligible heating in the biological media. An estimate of the maximum per-pulse temperature increase from the broadband THz pulse is roughly 5 mK, using \[ \Delta Q = mc\Delta T = \rho Vc\Delta T, \]
where \( \Delta T \) is the temperature change due to a pulse energy \( \Delta Q \), and assuming similar properties to water (density \( \rho = 1 \) g/cm\(^3\), specific heat capacity \( c = 4.2 \) J/g/K). The volume \( V = Az \) is calculated from the THz spot area and penetration depth. The average steady-state heating due to the 1 kHz pulse train is measured with a thermal imager (Reed Instruments, R2100) to be less than 1°C in water, and is consistent with measurements of other similar THz exposure systems [34, 35, 36]. These are also consistent with the THz-water heating model from Kristensen et al., which predicts a maximum temperature change at the beam center of 2°C for our broadband beam parameters [37].

In addition to the measurements above, experiments with taxol-stabilized MTs inherently control for thermal effects, as they are verified to be stable for several hours at room temperature, and higher temperatures assist MT polymerization (indeed, it is the mechanism exploited to polymerize MTs from tubulin by placing them into a 37°C incubator, as described in Section 9.3.1.1). Therefore, disassembly by THz represents the opposite effect to that expected from increasing sample temperature. This implies that the dominant interaction mechanism is non-thermal and may instead be explained by coupling to natural oscillatory dynamics of MT structures.

Using intense THz pulses generated by a free electron laser, Yamazaki et al. induced dramatic disassembly of actin polymers that was attributed to an acoustic shockwave formed in the aqueous medium that penetrates significantly deeper than EM THz energy [12]. While this represents an exciting new interaction mechanism to explore that may play a significant role in THz-induced biological effects, we cannot claim with confidence that similar shockwave phenomena are occurring in the present study. Tsubouchi et al. show that the acoustic shockwave amplitude is expected to scale linearly with the product of absorption coefficient and fluence, \( \alpha F \), with significant shockwave amplitude requiring \( \alpha F \) on the order of \(~0.1 - 1\) J/cm\(^3\) [38]. The relatively lower values in our work \( (\alpha F \sim 0.02\) J/cm\(^3\)\) may not be sufficient to produce acoustic waves with significant amplitude, although this should be explored as a potential mechanism in future.
investigations. Nevertheless, we observed MT disassembly within minutes at similar fluence, but with lower acoustic generation efficiency.

9.4.4 Relation to tissue-level biological effects

In Chapter 7, differential gene expression induced by intense THz pulses in human skin, and identified biological processes predicted to be dysregulated were reported [39, 40]. In these experiments, 3D human skin tissue models were exposed using similar beam parameters (2.4 μJ/pulse, $E_{\text{peak}} = 240 \text{ kV/cm}$, $I_{\text{pulse}} = 74 \text{ MW/cm}^2$) as those outlined in Section 9.3.1.2. Here, we emphasize features of these data that are consistent with the MT exposure data presented in Section 9.3.2, and provide insight into the higher-level processes that may be dysregulated by THz interaction with MTs. Specifically, these are the THz-induced gene expression of microtubule-associated genes in human skin, and the predicted dysregulation of cytoskeleton-related processes at the tissue-level of biological organization.

Figure 9.8(a) shows the differential gene expression induced by intense THz pulses of all genes in the tubulin superfamily and genes that encode for microtubule-associated proteins (MAPs). Intense THz pulses largely downregulate expression of tubulin and other genes related to MT structure and function. There is a particularly large suppression of genes in the $\alpha$ and $\beta$ subfamilies (TUBA and TUBB), which encode for the principal structural components of MTs as described in Section 9.2. Gamma and delta tubulin, which play critical roles in MT nucleation, were unaffected. In the context of the significant disassembly of MTs induced by THz pulses presented in this study, this differential gene expression may represent the cell’s genomic response to a disassembled and disrupted cytoskeletal network.

Downregulation of TUBA and TUBB following chemical disassembly of MTs in human cells has been established for decades [41, 42, 43, 44], further corroborating the significance of THz-induced MT disassembly as a key mechanism driving the tissue-level biological response in skin in Figure 9.8(a). However, more work needs to be done to elucidate the precise nature of this potential THz interaction mechanism. Among the other microtubule-regulating genes affected by THz are the microtubule-associated protein (MAP) family that regulate MT growth, and PLK4, a serine/threonine kinase that regulates mitotic centriole dynamics [45]. With the exception of TTL, a cytosolic enzyme responsible for post-translational modifications of alpha tubulin, all significant THz-induced effects on MT-associated gene expression were inhibitory.
Figure 9.8. **Intense THz pulses significantly downregulate several members of tubulin/MT gene families**. (a) Volcano plot showing differential expression of the tubulin superfamily and other microtubule-associated genes induced by intense THz pulses in human skin. Dashed lines indicate conventional thresholds of expression significance ($|\log_{2}(I/I_0)| > 0.58, p < 0.05$). Genes that encode for structural $\alpha/\beta$ tubulin (TUBA/TUBB) subunits are significantly downregulated. (b) Gene Ontology (GO) analysis of the global expression dataset identifies significant over-representation in eight cytoskeleton-related processes, components, and functions.
Some of these THz-affected genes have also been investigated for therapeutic application in gene therapy: Knockdown of class II, III, or IV β-tubulin family genes (TUBB2A, TUBB2C, TUBB4Q, and TUBB3 in Figure 9.8(a)) has been shown to enhance the effectiveness of tubulin-binding pharmacological agents via suppression of MT dynamics and sensitization to apoptosis induction [46, 47]. These data motivate the hypothesis that intense THz pulses may enhance the sensitivity of diseased cells to similar drugs via interaction with MTs and potentially other cytoskeletal structures.

Gene Ontology (GO) analysis was performed on the measured expression dataset to identify statistical over-representations of biological processes, cellular components, and molecular functions among the set of significantly differentially expressed genes, relative to expected global background rates [48]. 58 total GO terms were identified as over-represented by the THz-induced expression profile ($p<0.01$). These were largely related to epidermal processes (as the sample under study was skin), however, 8 GO terms were associated with general or specific cytoskeletal processes, components, and functions. The GO terms, odds-ratios (OR), and p-values are shown in Figure 9.8(b), and include over-representation of THz-affected genes in several important cytoskeleton-regulated processes. Thus, intense THz pulses may dysregulate these cytoskeletal-related functions leading to phenotypic changes observed at cellular or tissue levels. Future studies that explicitly investigate the correlation between THz-induced disassembly of MTs and the corresponding gene expression profiles will assist in clarifying the precise nature of the cellular response to THz-MT interactions.

These data show that intense THz pulses are capable of dissociating cellular concentrations of polymerized, taxol-stabilized MTs within minutes of application, and are consistent with differential gene expression measured in cellular systems. The onset of MT disassembly is dramatic and clearly triggered by THz power input, as seen in repeated, controlled experiments. Nonetheless, several exposures have also been performed in which no effect to MT structure was observed, even in similar exposure conditions that had previously induced disassembly. Since MTs are verified to be stable at room temperature for hours, spontaneous disassembly in controlled exposure studies is likely not occurring. The most likely explanation is that our current THz sources, while sufficient to induce MT disassembly under optimal conditions, are close to the levels necessary for detectable MT disassembly, as suggested by the diminished effect near the outer regions of the beam, but still within the defined THz focus (Figure 9.5(b)). Small variations in the MT environment may significantly affect the THz energy and field such that the pulse seen by the sample is rendered insufficient for significant MT disassembly. These data suggest that THz-induced disassembly
requires pulse energy density in the range of \(30 - 80 \mu J/cm^2\), total dose on the order of \(~1 - 10\) J/cm\(^2\), a peak-field strength \(> 37\) kV/cm, and a further dependence on spectral content of the THz pulse, with faster disassembly for low-frequency THz bands \((\sim 0.5\) THz\). More research investigating the THz parameter space for differential structural change is necessary.

The inhibition of MT dynamics is a standard mechanism of action for several types of pharmacological agents used in chemotherapy. Paclitaxel (also known as taxol, the MT stabilizing agent used in these experiments) is an early chemotherapy drug that inhibits MT dynamics by stabilizing polymerized filaments such that necessary cycles of polymerization/depolymerization (“treadmilling”) are suppressed [19, 49]. Similarly, colchicine is an experimental anti-cancer (and anti-inflammatory) drug that inhibits tubulin dimers from polymerizing into MT filaments [50]. Several other types of tubulin-binding pharmacological agents such as vinblastine, demecolcine, or nocodazole, similarly inhibit MT dynamics and reduce polymer mass [51].

### 9.5 Conclusion

In this chapter, microtubule disassembly by intense THz pulses was investigated. Significant disassembly of MTs is observed within several minutes of THz power input, and these effects are not explained by heating or shockwave formation. Significant intensity dependence was observed in the rate of MT disassembly. Moreover, exposures using THz bandpass filters suggest that the frequency content has a significant influence on the detected structural changes. However, more work is required to isolate confounding variables in exposure experiments, such as the reduction in THz energy transmitted through aqueous media, relative to the increased absorption in MTs at higher frequencies. Our results were analyzed in the context of our previous THz exposures performed in skin tissue, introduced in Chapter 7, and suggest that MT disassembly by intense THz pulses may be a key interaction mechanism driving the biological response observed in higher-level systems like multicellular tissue.

As MTs are essential mitotic structures and popular targets of anti-cancer therapies, the THz-induced effects to MT structure reported in this paper suggest a potential therapeutic mechanism of intense THz pulses, possibly in combination with existing pharmacological interventions. Future research investigating these effects in higher-level cellular and tissue systems is necessary to establish the prospective clinical feasibility.
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10 Summary and Conclusions

10.1 Thesis summary and contribution

The investigations and results reported in this thesis advanced the study of the interaction of biological systems with THz radiation primarily along two avenues: (1) Design and implementation of an intense THz pulse source dedicated to real-time biological exposure analysis, including comprehensive beam characterization and a novel quantitative dosimetry framework, and (2) Contributions of experimental datasets of biological effects induced by intense THz pulses at three scales of biological structural organization, in the context of potential therapeutic mechanisms of intense THz pulses for cancer. The former comprised the topics discussed in Chapters 3 – 6, while the latter was the focus of Chapters 7 – 9. Chapters 1 and 2 provided introductory, background, and review material to contextualize the project’s precedent and goals.

The primary goals of this thesis stated above were achieved. A radiation source that generates single-cycle, picosecond-duration EM pulses with high pulse energy and peak electric fields (1.5 μJ, 640 kV/cm), and a broad low-frequency energy spectrum (~0.1 – 2 THz), was designed and constructed. This source was integrated into a biological exposure system with multiple modes of exposure operation, and several types of real-time analysis capabilities. Biological exposure studies were performed on skin tissue models, cells, and microtubules.

The THz bio-exposure system described in Chapter 5 was designed to integrate a laser-based radiation source with a system for real-time analysis of multiple types of biological samples (protein complexes in solution, cell culture, or 3D tissue models). Intense THz pulses were generated by optical rectification of tilted-pulse-front infrared laser pulses in lithium niobate, and coherently detected by electro-optic sampling in gallium phosphide, as described in Chapters 3 and 4. A novel component of the system design was the rotating off-axis parabolic mirror, which allowed the ability to direct the THz focus in a 360° annulus, providing multiple modes for source operation with a relatively small table footprint. Real-time biological effects were monitored via fluorescence microscopy from above the sample location (with THz exposure from below), and the system may also be operated for normal-incidence THz reflection spectroscopy of biological samples. The use of long-working-distance objectives with the microscope provided sufficient space to place a sharp conductive tip for local THz field enhancement, which induced dramatic structural change to microtubules and cell membranes.
In Chapter 6, a theoretical formalism of quantitative dose calculation for coherent THz pulse interactions was outlined. By modeling radiation propagation through stratified media as a binary decision tree, a set of all relevant transfer function terms may be recursively generated, and used to simulate coherent THz propagation and interaction in many optically thin materials, which is relevant to our exposure studies. Comparison to conventional spectroscopy models and measured THz transmission data showed good agreement, and simulations of real exposure scenarios predict that the exposure environment significantly impacts the THz field and energy seen by the sample.

For the exposure experiments, significant biological effects were observed at all investigated levels of biological structure. At the tissue level (Chapter 7), global differential gene expression measurements were performed for varying THz pulse energies. Of 9311 genes present in control probes, 1681 were significantly differentially expressed by intense THz pulses. These data were used as inputs for bioinformatics analyses. Signal Pathway Impact Analysis (SPIA) and Gene Ontology (GO) analysis predicted cellular signaling pathways and processes likely to be dysregulated, and THz effects were generally categorized as activation of pro-inflammatory and inhibition of pro-mitotic signaling. Clustering analysis of the pathway edge matrix identified particularly important genes that dominantly drive the predicted dysregulation to cancer-signaling, as discussed in the next section. These phenotypic effects were related to more fundamental interaction mechanisms with biomolecular and cellular structures.

At the cellular-level (Chapter 8), in THz-exposed human and rat cell lines, changes to cell membrane permeability were monitored with membrane-traversing fluorescent probes. Mathematical descriptions of field-induced membrane electropermeabilization were discussed, and provided a framework to understand the measured data. In A-431 epithelial carcinoma cells, THz exposure resulted in a significant but small (~2%), dose-dependent increase of membrane permeability that persisted for 24 hours post-exposure. In RBL-2H3 rat leukemia cells, utilizing a sharp conductive tip for local field-enhancement, evidence of dramatic, potentially reversible membrane permeabilization was observed in the target cell in real-time. These results were discussed in the context of the gene expression measurements from the previous chapter, and suggest that the predicted suppression of mitotic activity in skin may arise due to compromised cellular membranes.

At the molecular level (Chapter 9), in microtubules (MTs), intensity- and frequency-dependent disassembly at room temperature was observed within minutes of THz irradiation. Exposures with THz bandpass filters additionally indicated significant dependence on the pulse frequency content. These results were discussed in the context of measured downregulation of MT-related genes in
tissue (Chapter 7), and suggest that the biological effects observed in higher-level systems may arise in response to THz-induced disruption of essential cytoskeletal structures like MTs or actin.

In all cases, biological effects were not explained by the calculated or measured levels of heating associated with the beam exposure parameters. Thus, effects are attributed to non-thermal interaction mechanisms, such as the coupling and dysregulation of structural dynamics that occur in cellular systems at similar frequencies.

The dominant fundamental interaction mechanisms underlying phenotypic effects observed in cells and tissues remain to be elucidated. This is a difficult question to answer; due to the prevalence of a large range of oscillatory dynamics, THz excitations couple to a wide variety of potentially important biological structures that may influence the overall cellular response. Results from this thesis identified three key targets of THz interactions: microtubules, cellular membranes (including the outer plasma membrane and interior organelle membranes), and gene/protein targets for regulation of pro-mitotic gene expression that encode for proteins in the Ras and calmodulin superfamilies.

Observations of biological effects induced by intense THz pulses were often discussed in the context of potential therapeutic applications for skin diseases. The suppression of pro-mitotic signaling in target tissue, potentially via interaction with mitosis-regulating structures like microtubules or membranes, is the most promising avenue of novel therapeutic technologies utilizing THz radiation. If a predictable, repeatable effect can be established that is therapeutically effective, it may provide promising alternative treatment options for some cancers in the future, and should therefore be further explored.

10.2 Proposed future directions

There are many opportunities for academic, industrial, or clinical research and application that follow from the discussions presented in this thesis. Results motivate continuation along several particularly promising avenues, as discussed in the following sections.
10.2.1 Targeted protein expression assays for “terahertz targets”

In Chapter 7, it was shown that intense THz pulses induce a large genomic response in human skin, with 1681 genes significantly differentially expressed at the highest THz intensity. Of those, a subset of 23 genes were identified as the dominant drivers of THz-induced dysregulation of cancer signaling, termed “terahertz targets” (see Table 7.4). However, these experiments only characterize gene expression at the mRNA transcript level, and so future experiments investigating expression dynamics at the functional protein level is a natural progression to pursue these exciting results. Immunofluorescence assays that counter-stain for these target proteins in single cells is one potential method of directly assessing the functional role these gene targets potentially play in THz-induced skin dysregulation (and potentially other cell types). Fluorescence detection modalities may then be used to quantify spatiotemporal protein expression dynamics that are affected by THz exposure, and differential effects may be studied for varying THz dose, pulse repetition rate, pulse intensity, field strength, or spectral content.

Results from the analyses reported in Chapter 7 suggest that, for skin studies, THz-induced effects on mitotic and inflammatory processes are likely to be fruitful research avenues. For the former, central or terminal node proteins in the Ras signaling pathway (KRAS, MAPK3), calmodulin-/calmodulin-like calcium-binding proteins in the Calcium signaling pathway (CALML, CALML), or growth factors (HGF, FGF, PGF) are predicted to be dominant drivers of THz-induced suppression of mitotic activity. For inflammatory processes, chemokines, cytokines (CCL, CXCL), interleukins (IL6), and interferons (IL24) are the likely gene-level sources of THz-induced immune responses, as well as the associated receptors (CCR, CXCR, ILR).

10.2.2 Terahertz spectroscopy of cell media solutions: Influence of media conductivity on biological response to intense terahertz pulses

One experimental parameter that may significantly influence the biological response to intense THz pulses is the conductivity of the surrounding environment. Recall that microtubules (Chapter 9) were grown in an electrolytic tubulin buffer (80 mM PIPES, 2 mM MgCl\textsubscript{2}, 0.5 mM EGTA), and 1 mM guanosine triphosphate (GTP) to facilitate polymerization. Epithelial tissues (Chapter 7) and cell cultures (Chapter 8) were grown in DMEM/EMEM supplemented with fetal bovine serum and penicillin/streptomycin. Further, recall from Chapter 2 that cellular and tissue systems themselves are broadly dispersive with conductivity increasing to ~100 S/m in the THz band. Therefore, samples studied in this thesis were in highly complex dielectric and conductive environments.
As described in Chapter 8, in cells, reduction in media conductivity increase the transmembrane voltage (TMV) decay constant in membranes. Further, in Chapter 6 it was demonstrated that the reflection properties of the materials surrounding the sample region significantly modulate the THz field and energy in the sample region. Therefore, variation of media conductivity may affect outcomes of THz exposure experiments in two ways: First, the alteration of back-reflected waves influences interaction duration and absorbed dose of the THz field in the sample region. Second, sufficiently low conductivity media increases cell membrane relaxation time from \( \sim \mu s \) to potentially \( \sim ms \) timescales. Therefore, a pulse train at 1 kHz repetition rate may induce a TMV build-up due to slower membrane relaxation that was not possible at higher conductivities.

For future experiments, it would therefore be useful to characterize the THz dielectric spectra of the sample media liquids, including verification of constancy of media conductivity over the course of an experiment duration. Moreover, media conductivity should be explicitly investigated as a variable in a controlled study due to the potential influence it may have on THz-induced outcomes, such as microtubule disassembly rate or cell membrane permeabilization. Measurements of media conductivity may be performed by operating the THz bio-exposure system in normal-incidence reflection spectroscopy mode, as described in Chapter 5.

10.2.3 Time-resolved, quantitative dielectric characterization of ionizing dose deposition in cells and tissue

THz spectroscopy may also provide useful characterizations of the structural or chemical changes that occur in cells or tissue in response to ionizing radiation. Due to the low penetration depth corresponding to large absorbed energy fractions within 10 – 100 \( \mu m \) of the tissue surface, and the sensitivity of THz spectral probes to chemical structures and concentrations, THz probes are well-suited to provide quantitative, high-SNR spectral measurements of dielectric parameter changes induced by ionizing radiation dose absorption in tissue. These studies may be performed with reflection spectroscopy on skin \textit{in vivo}, or transmission spectroscopy with thin samples prepared \textit{ex vivo}.

This concept can be extended to a pump-probe experimental scheme to characterize the time-evolution of the chemical and structural changes following absorption of ionizing photons. Photons interacting with atoms in tissue result in ejected electrons and scattered photons (typically via the photoelectric, Compton, or pair production effects, dependent on photon energy) \[1, 2\]. As the electrons travel, more ionizations occur as the charged particles’ kinetic energies are absorbed by the medium, resulting in the creation of more scattered electrons and photons, and so on. The
electron-induced ionizations cause chemical change to tissue molecules either directly or via the production of free radicals [3]. These interact with essential biomolecular structures (e.g., DNA) causing cellular damage. Cellular systems activate response pathways and may attempt to repair radiation-induced damage. If the damage is sufficiently severe, the cell will activate a death protocol, resulting in the breakdown and recycling of cellular components in the final stage of the cell’s life.

Therefore, during the dose deposition process, significant structural and chemical modifications occur in the tissue, predominantly during the phases in which biomolecules are chemically damaged and carrying out repair, which occur over ~ns – ms timescales following absorption [3]. Since THz spectroscopy is sensitive to chemical structure and concentrations [4, 5], and molecular signatures are often identifiable in the THz spectra [6], the dynamics of a THz spectrum of various tissues during dose deposition may be a novel approach to characterizing fundamental biochemical mechanisms of tissue/radiation interactions.

Several possibilities for medically interesting investigations exist. Quantitative dielectric information from THz spectroscopy could be used to:

- Characterize skin/surface dose,
- Correlate changes in the measured THz spectra to survival curve parameters (e.g., $\alpha/\beta$ ratio, BED, etc.) induced by varying dose, dose rate, fractionation, or LET (photons, electrons, protons, ions, or neutrons),
- Investigate differential THz spectra for varying cell and tissue types, cell cycle phase, or degrees of radiosensitization,
- Correlate differences in spectra modification to biological effectiveness and therapeutic efficacy.

### 10.2.4 Terahertz radiation as a sensitizing agent

Some observations reported in Chapters 7 – 9 suggest that THz irradiation may act as a sensitizing agent, or an agent combined with primary pharmacological or radiotherapy regimens that increases the therapeutic effectiveness by “sensitizing” the tissue to cytotoxic effects. For example, increased permeability of cell membranes is known to increase sensitivity to cytotoxic agents via ATP depletion, and so THz-induced permeabilization (Chapter 8) may influence the sensitivity of cellular response via similar mechanisms [7]. Similarly, disassembly of microtubules, or knockdown/inhibition of microtubule-related gene expressions, is a known anti-cancer
mechanism utilized in several forms of therapy, and increases sensitivity of cells to microtubule-targeting drugs [8, 9]. Therefore, THz-induced microtubule disassembly (Chapter 9) should be studied in the presence of these drugs to determine the existence of a combined effect.

10.2.5 Homogenizing the intensity and frequency distribution with raster-scan exposures

Maximizing the THz pulse intensity and field strength requires focusing the free-space THz beam to the smallest possible spot on the order of ~1 mm diameter, producing an approximately Gaussian intensity distribution. Moreover, it was shown in Chapter 4 that there is significant frequency variation within the focused spot. Therefore, the THz beam exposes a relatively low number of cells (~1000), and the cells that are exposed see differential energy and frequency distributions. Commonly utilized statistical assays that analyze the total population will therefore have compromised quality, as there is a small number of cells to begin with, and potentially large variations in exposure parameters that are pooled together in the global analysis.

This limitation may be addressed with single-cell assays, as suggested in Section 10.2.1. Another approach is to uniformly distribute the THz power to a larger area such that many more cells (~10^5) see similar intensity and frequency profiles, and effects may be interpreted statistically with confidence. This can be achieved by raster-scanning the THz pulse train across the cell population, as commonly performed in THz imaging.

The following calculations may be used to design a programmable raster-scanning stage for implementation of the THz bio-exposure system.

First, the total exposure time can be expressed in terms of incremental step-scans as:

\[ T = R \cdot N_{tot} \cdot \Delta t_{tot} \]  \hspace{1cm} (10.1)

where \( R \) is the number of whole-scan repetitions and \( N_{tot} = N_x \cdot N_y \) is the total number of step-and-shoot points determined by the desired step size of the sample stage (\( \Delta x/\Delta y \)) and exposure area. The total time between steps can be separated as \( \Delta t_{tot} = \Delta t + t_{dwell} \), where \( \Delta t \) is the time for the stage to move between points, and \( t_{dwell} \) is the dwell time at a given point. The stage motion time can then be expressed as

\[ \Delta t = \frac{T}{N_x N_y R} - t_{dwell} \]  \hspace{1cm} (10.2)
which can then be related to the stage velocity and step size via \( \nu = \Delta x / \Delta t \).

Figure 10.1. **Raster-scanning a gaussian THz spot uniform THz intensity/frequency distributions of arbitrary growth areas.** (a) 1D superposition of gaussian pulses with a step size of \( \Delta x = 0.5 \) mm, showing the creation of an approximately uniform energy distribution (black curve) from a raster-scanned THz pulse at dimensions suitable for large cell populations. (b) 2D superposition of Gaussian THz pulses showing uniform energy coverage of the desired geometry, and an enhanced intensity relative to single-spot exposures.

Therefore, by specifying the dish geometry and desired stage speed, step size, total scan time, and whole-scan repetition number, the optimal dwell time \( t_{\text{dwell}} \) is calculated by Equation (10.2) to determine the parameters leading to a uniform energy distribution for a given exposure area. Figure 10.1 shows a simulated energy distribution for a 10 minute single-scan \( (R = 1) \) exposure, using the geometry of the Ibidi optical plastic wells appropriate for THz exposures \( (L_x = 24 \) mm, \( L_y = 22 \) mm), a step size of \( \Delta x = 0.5 \) mm, and a typical commercial stage velocity of \( \nu = 2.4 \) mm/s [10]. The optimal dwell time is found to be \( t_{\text{dwell}} = 52.5 \) ms. These parameters correspond to a high degree of uniformity \( (\sigma_i / \bar{I} = 1.8\%) \), and an increase of overall THz energy deposition (Figure 10.1) without significantly increased heating to any single area of the dish.

### 10.3 Concluding statements

Recent innovations in THz generation have led to a renewed interest in THz interactions in biological systems. Intense THz pulses with high peak electric field strengths are capable of inducing biological effects via non-thermal mechanisms unique to the THz band, and these may be exploited for clinical application. However, even with the high intensity pulses utilized in this thesis, the biological effects induced in cellular and tissue systems were often relatively small, and required extended exposure times. Therefore, innovation in THz generation techniques and
efficiencies that allow higher intensities and peak field strengths, with high spectral density, particularly at lower THz band frequencies (0.1 – 0.5 THz), will predominantly drive the progression of biological effects research in the coming decades.

The investigations of this thesis led to observations of significant tissue-level effects of intense THz pulses, and identification of potential molecular or cellular mechanisms underlying these effects. However, the measurements, analyses, and interpretations are only directly relevant for the stated THz pulse parameters and biological systems under the stated exposure conditions. These may be generalizable to broader experimental parameters and cell-/tissue-types, but this must be verified case-by-case, rather than assumed. Therefore, much more work remains to be done, not only in establishing the existence of non-thermal biological effects at varying structural scales, but also the exploration of the THz parameter space that will assist in characterizing the precise nature of interaction.

The study of biological systems with terahertz radiation is a field still in its infancy, and is therefore a wide open research landscape. The significant growth of clinical interest in THz technologies observed in recent decades will only continue, and I am very excited to witness these progressions unfold. While the fruits of research science are their own reward, I cannot help but hope that these small additions may one day contribute in some way to improving the lives of cancer patients, or easing the burden that cancer continues to impose on the global population.
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A. Appendix

Here, additional details on calculations, derivations, analyses, or discussions that were not included in the main body of the thesis are provided.

A.1 Fourier series expansion

The Fourier transform, and the computational Fast Fourier Transform (FFT), are used extensively throughout this thesis to characterize the frequency-space THz exposure parameters, and to model THz pulse propagation in experimental geometries. Fourier series expansion is a set of mathematical operations that decomposes a given function into a superposition of sinusoids expressed in the original functions’ conjugate space (e.g., \( f(r) \rightarrow F(k) \), or \( f(t) \rightarrow F(\omega) \)). For time-domain signals, the FT determines the harmonic content of the waveform in terms of a set of amplitudes and phases for each frequency component.

Consider a time-series signal \( f(t) \) that is defined (along with its derivative \( f'(t) \)) in the interval \(-T \leq t \leq T\) and is periodic with period \(2T\). The Fourier series expansion is [1]

\[
f(t) = \frac{1}{2} A_0 + \sum_{n=1}^{\infty} \left[ A_n \cos \left( \frac{n\pi t}{T} \right) + B_n \sin \left( \frac{n\pi t}{T} \right) \right]
\]

which converges assuming \( f(t) \) and \( f'(t) \) are continuous on \((-T, T)\). Multiplying by \( \cos mt \) (\( \sin mt \)) and integrating solves for the series coefficients \( A_n \) (\( B_n \))

\[
A_m = \frac{1}{\pi} \int_{-T}^{+T} f(t) \cos \left( \frac{m\pi t}{T} \right) dt, \quad m = 0, 1, ...
\]

\[
B_m = \frac{1}{\pi} \int_{-T}^{+T} f(t) \sin \left( \frac{m\pi t}{T} \right) dt, \quad m = 1, 2, ...
\]
or in terms of complex exponentials, since $e^{\pm int} = \cos(nt) \pm i \sin(nt)$,

$$f(t) = \frac{1}{\sqrt{2\pi}} \sum_{n=-\infty}^{\infty} C_n \exp\left(\frac{in\pi t}{T}\right)$$  \hspace{1cm} (A.3)

with complex coefficients given by

$$C_m = \frac{1}{T} \sqrt{\frac{\pi}{2}} \int_{-T}^{T} f(t) \exp\left(-\frac{im\pi t}{T}\right) dt$$  \hspace{1cm} (A.4)

where the pre-factor in front of the integral sign is chosen with foresight to simplify integration factors from the exponential term.

### A.1.1 The Fourier transform

For practical purposes, any signal may be arbitrarily defined as pseudo-periodic by defining a finite single-period time window, $T$. While this sacrifices continuity of frequency-space representations, the time window may be chosen such that the transformed space has sufficient resolution, $\Delta f$, and the sampling width, $\Delta t$, may be chosen such that sufficiently high frequencies are achieved. To exactly reconstruct a time-domain signal from frequency-domain data, the Nyquist criterion requires that the sampling frequency be at least twice the maximum frequency, $f_{\text{max}}$ \cite{2,3}. The corresponding expressions relating time and frequency space steps and windows are:

$$f_{\text{max}} = \frac{1}{2\Delta t}$$  \hspace{1cm} (A.5)

$$T = t_{\text{max}} - t(0) = \frac{1}{2\Delta f}$$

An example of typical time-domain parameters for THz pulse acquisition as described in this thesis may be $\Delta t = 100$ fs and $T = 20$ ps. By the above equations, the resulting frequency-space
parameters are $f_{\text{max}} = 5 \text{ THz}$ and $\Delta f = 0.025 \text{ THz}$, which are sufficient for practical experimental scenarios presented in this thesis.

A.1.1.1 Fast fourier transform of terahertz pulse data in Matlab

The following Matlab code computes and displays the measured THz pulse and associated power spectrum from raw data collected from the electro-optic sampling LabView VI in the THz lab.

```matlab
function [t y f Y enr]=ComputePulseFFT(file)
%file - a string filename containing data from electro-optic sampling
%acquisition. Column 1 is the time vector, column 2 is the field
%amplitude data

data=dlmread(file);
t=data(:,1);
y=data(:,2);

%shift pulse maximum to t=0
[val ind]=max(y);
t=-t+t(ind);

% determine frequency vector
NFFT=2^nextpow2(length(t));     % fft length
Fs=1/mean(diff(t));            % sampling frequency
f=Fs/2*linspace(0,1,NFFT/2+1);% frequency array from DC to Nyquist

% compute amplitude/power spectra, and total energy
Y=fft(y-mean(y),NFFT);         % subtract any DC offset
Y=Y(1:NFFT/2+1);              % keep the positive part
P=abs(Y).^2;                  % compute power spectrum
enr=trapz(f,P);               % compute total energy as integral of the power
% spectrum, via the trapezoidal method
P=P./enr;                     % normalize power spectrum to total energy

% display the pulse and power spectrum
figure
subplot(1,2,1)
plot(t,y,'b-','linewidth',2)
xlim([-5 15])
xlabel('Time (ps)')
ylabel('Field (arb.)')
set(gca,'fontsize',13,'fontname','Timesnewroman')

subplot(1,2,2)
```
A.1.1.2 The Laplace transform

In Chapter 8, a model of cell membrane electroporation was introduced that utilized convenient properties of the Laplace transform (a generalized frequency-space transformation of which the Fourier transform is a special case) [4]. The Laplace Transform (LT) of a function $g(t)$ is computed by

$$\mathcal{L}\{g(t)\} = G(s) = \int_0^\infty g(t) \exp(-st) dt$$  \hspace{1cm} (A.6)

where $s$ is a complex frequency parameter $s = s_0 + i\omega$. The LT is therefore a generalization of the Fourier transform, for which only the imaginary component of the transformation parameter is utilized to extract harmonic information from $g(t)$. Preserving the real part additionally extracts first-order amplitude-decay information, and characterizes relaxation processes.

A.1.1.3 Laplace transforms for modeling cellular trans-membrane voltages (TMVs)

The property of LTs relevant for the analysis of cell membranes is the transformation of the derivative operator [4, 5]. The $n^{th}$-order derivative of a function $g(t)$ is expressed as an algebraic polynomial in powers of the complex frequency parameter $s$:

$$\mathcal{L}\{g^{(n)}(t)\} = s^nG(s) - s^{n-1}g(0) - \cdots - g^{(n-1)}(0).$$  \hspace{1cm} (A.7)
In Chapter 8, the Ampere-Maxwell equation was used to determine solutions for the potential, $V$, in various cellular regions with permittivity $\varepsilon$ and conductivity $\sigma$ [6]:

$$\nabla \cdot \left( \sigma + \varepsilon \frac{\partial}{\partial t} \right) \nabla V(x,y,z,t) = 0.$$  \hspace{1cm} (A.8)

Recall, in the steady state, Equation (A.8) reduces to Laplace’s equation, $\nabla^2 V = 0$, and the induced TMV from a step-on field, $E$, for spherical cells with radius $R$ is the Schwan equation:

$$\Delta V_m = f ER \cos \theta$$  \hspace{1cm} (A.9)

where $f$ is the purely conductive form-factor [6]

$$f = \frac{3\sigma_{ex}[3dR^2\sigma_{in} + (3d^2R - d^3) (\sigma_m - \sigma_{in})]}{2R^3(\sigma_m + 2\sigma_{ex})(\sigma_m + \frac{\sigma_m}{2}) - 2(R - d)3(\sigma_{ex} - \sigma_m)(\sigma_{in} - \sigma_m)}$$  \hspace{1cm} (A.10)

and $\sigma_{ex}$, $\sigma_{in}$, and $\sigma_m$ are the conductivities of the extracellular space, intracellular space, and membrane, respectively, as defined in Chapter 8.

Equation (A.10) can be expressed as a functional differential operator by substituting $\sigma$ with an admittivity operator associated with Equation (A.8), defined as $\Sigma = \sigma + \varepsilon \frac{\partial}{\partial t}$ for each region, as

$$f = \frac{3\Sigma_{ex}[3dR^2\Sigma_{in} + (3d^2R - d^3) (\Sigma_m - \Sigma_{in})]}{2R^3(\Sigma_m + 2\Sigma_{ex})(\Sigma_m + \frac{\Sigma_m}{2}) - 2(R - d)3(\Sigma_{ex} - \Sigma_m)(\Sigma_{in} - \Sigma_m)}$$  \hspace{1cm} (A.11)

which accounts for the region’s permittivity and preserves the model’s time-dependence.

By the property of the LT in Equation (A.7), the frequency-space admittivity operator is $\Sigma(s) = \sigma + \varepsilon s$. With this, applying the LT to Equation (A.11) returns an expression of the form
with coefficients [6]:

\[
\begin{align*}
a_1 &= 3d\sigma_{ex}[\sigma_{in}(3R^2 - 3dR + d^2) + \sigma_m(3dR - d^2)], \\
a_2 &= 3d[\sigma_{in}\epsilon_{ex} + \sigma_{ex}\epsilon_{in}](3R^2 - 3dR + d^2) + (\sigma_m\epsilon_{ex} + \sigma_{ex}\epsilon_m)(3dR - d^2)], \\
a_3 &= 3d\epsilon_{ex}[(\epsilon_{in}(3R^2 - 3dR + d^2) + \epsilon_m(3dR - d^2)], \\
b_1 &= 2R^3(\sigma_m + 2\sigma_{ex})\left(\sigma_m + \frac{1}{2}\sigma_{in}\right) + 2(R - d)^3(\sigma_m - \sigma_{ex})(\sigma_{in} - \sigma_m), \\
b_2 &= 2R^3 \left[\sigma_{in}\left(\frac{1}{2}\epsilon_m + \epsilon_{ex}\right) + \sigma_m\left(\frac{1}{2}\epsilon_{in} + 2\epsilon_m + 2\epsilon_{ex}\right) + \sigma_{ex}(\epsilon_{in} + 2\epsilon_{m})\right] \\
&\quad + 2(R - d)^3 ... \\
&\times [\sigma_{in}(\epsilon_m - \epsilon_{ex}) + \sigma_m(\epsilon_{in} - 2\epsilon_m + \epsilon_{ex}) - \sigma_{ex}(\epsilon_{in} - \epsilon_m)], \\
b_3 &= 2R^3(\epsilon_m + 2\epsilon_{ex})\left(\epsilon_m + \frac{1}{2}\epsilon_{in}\right) + 2(R - d)^3(\epsilon_m - \epsilon_{ex})(\epsilon_{in} - \epsilon_m).
\end{align*}
\]

The induced TMV is computed in complex frequency space as

\[
\frac{\Delta V_m(s)}{R \cos \theta} = F(s)E(s).
\]

Therefore, as long as the Laplace transform of the incident field \( \mathcal{L}[E(t)] = E(s) \) exists, the normalized TMV is determined by the inverse Laplace transform of the product \( F(s)E(s) \). The result is then be scaled by the cell radius and \( \cos \theta \) to determine the spatial distribution of \( \Delta V_m(t) \).

The advantage of this approach relative to Equation (A.9) is that it allows the mathematical model of membrane electroporation to be generalized from strictly step-on/off square fields to one that can characterize the more complex electrical dynamics resulting from more complex fields.
These time-dependent solutions provide significant insight into fast, complex field interactions that may result from realistic THz pulses.


A.2.1 Pathway perturbation analysis in R

The following script was created for implementation in R (RStudio platform) to perform the signal pathway perturbation analysis (or “signal pathway impact analysis”, SPIA) [7]. From measured gene expression data (gene name, expression magnitude, and p-value), this script accesses pathway information from the Kyoto Encyclopedia of Genes and Genomes (KEGG) [8], and calculates the total accumulated pathway perturbation, $A_{tot}$, using the software package, ROntoTools, as described in Chapter 7.

```r
# Differential gene expression data is prepared as columns in a #text or csv file, “ExpressionData.csv”. Pathways perturbation #utilizes the KEGG database functions in the ROntoTools package

#Access R/Bioconductor platform
source("http://www.bioconductor.org/biocLite.R")
biocLite()

#install ROnetoTools
biocLite("ROntoTools")
library(ROntoTools)

#load pathway data
kpg<-keggPathwayGraphs("hsa", updateCache = T, verbose=T)
kpg<-setEdgeWeights(kpg, edgeTypeAttr = "subtype", edgeWeightByType = list(activation=1, inhibition=-1, expression=1, repression=-1), defaultWeight = 0)
kpn<-keggPathwayNames("hsa")

#load data
allgeneData<-read.csv("~/ExpressionData.csv", sep="","header=TRUE")

#Define fold-change and p-value data
fc<-allgeneData$logFC
pv<-allgeneData$P.Value

#Define reference set of Entrez gene IDs
```
ref<-as.character(allgeneData$ENTREZ_GENE_ID)

### Implementation of ROnto1Tools
# Set node weights based on p-value
kpg<-setNodeWeights(kpg,weights=alphaMLG(pv,threshold=max(pv)),default Weight=1)

# Calculate perturbation scores (using pathway express - pe)
peRes<-pe(x=fc,graphs=kpg,ref=ref,nboot=5000,verbose=TRUE)

# Print the results, sort by magnitude of total accumulated perturbation
Summary(peRes, pathNames = kpn,order.by="pAcc")

# Save data as a comma-separated file for later analysis
write.csv(peRes,"peRes.csv")

A.2.2 Details on transcript-level dysregulation of cancer-related signaling pathways

In Chapter 7, eight signaling pathways related to the initiation, progression, or development of human cancer were identified that are predicted to be dysregulated from the differential gene expression profiles induced by exposure to intense THz pulses. Here, each of these pathways is described, and plots of the transcript-level sources of dysregulation that result from THz exposure are provided. Figure A.1 below provides an illustrative example to assist the interpretation of the similar figures associated with each of the pathway discussions in following subsections. The magnitude of gene expression of significantly upregulated and downregulated genes at the highest THz intensity will be shown in the left plot, along with the ratio of THz-affected to total genes in the considered pathway. The two-way plot at right will show the perturbation of the genes in the context of the larger pathway interaction. The vertical axis indicates magnitude of THz-expression, and the horizontal axis represents the corresponding perturbation magnitude of that gene in the pathway under consideration.
Figure A.1. **Plot legend to assist the following pathway discussions.** *Left:* A bar plot displaying the expression magnitude of genes within the considered pathway determined to be significantly differentially expressed by the highest THz intensity. In the top-right corner of each plot is the ratio of THz-affected genes to the total number of genes in the pathway. *Right:* A two-way plot, displaying expression levels of all genes in the pathway, and the resulting accumulated perturbation assigned to each gene. Blue datapoints indicate genes that were affected by intense THz pulses and did not receive additional perturbation from upstream genes, but may contribute to downstream perturbation. Green points are genes that were not affected by THz, but were affected by upstream perturbations in the relevant network (but cannot cause further downstream perturbation). Red points are genes that were both expressed by THz exposure (and so may contribute to downstream perturbation) and were further affected by upstream perturbations in the associated gene interaction network.

### A.2.2.1 Cytokine-cytokine receptor interaction

The cytokine-cytokine receptor interaction pathway regulates the immune response to acute inflammatory stimulus, and is predicted to be activated by intense THz pulses. Several studies have reported observation of THz-induced inflammatory responses at the cellular [9], tissue [10], and organism [11] level in epidermal cell and tissue systems.
18 of 76 genes considered in this pathway are differentially expressed by the highest THz intensity, and these are largely localized to differential expression of the chemokine and inflammatory cytokine families (CCL, CXCL), interleukins (IL6), and interferons (IL24). From this initial perturbation, the predicted activation of the cytokine-cytokine receptor interaction pathway is due to the accumulated perturbation at downstream nodes, which predominantly include the corresponding receptors of the aforementioned ligand families (CCR, CXCR, ILR). Therefore, the dominant source of the predicted activation of an inflammatory response were not due to genes that were directly affected by THz exposures, but rather due to downstream targets of directly affected genes. This indicates that extended exposure to intense THz pulses is recognized and responded to as an acute immune response. Previous studies comparing responses to varying inflammatory stimuli in mouse skin have shown that the inflammatory response to THz exposures is most genomically similar to a wound response, and dissimilar to responses stimulated by burns or exposure to other types of radiation (UV, neutrons) [11].

Figure A.2. Transcript-level sources of THz-induced dysregulation to Cytokine-cytokine receptor interaction signaling.
A.2.2.2 **Proteoglycans in cancer**

Proteoglycans (i.e., glycosolated proteins) are found in connective tissues such as the dermis, and regulate molecular motility, protein activity/stability, and signaling [12]. Although they are key molecules in regulating cancer progression, relatively little information in skin is available in the literature. Proteoglycans have been observed to amplify tumor growth via interaction with growth factors, cytokines, and enzymes, as well as inhibit tumor growth via activation of tumor suppressor proteins [8].

![Figure A.3. Transcript-level sources of THz-induced dysregulation to Proteoglycan signaling in cancer.](image)

28 of 114 genes in this pathway were differentially expressed at the highest THz intensity, and the pathway is predicted to be activated.

A.2.2.3 **cGMP-PKG signaling**

Protein kinase G (PKG) is a signaling protein activated by intracellular cyclic guanosine monophosphate (cGMP). Limited information in skin is available, however some individual studies have found that in skin cancer, cGMP influences anti-proliferative and pro-apoptotic mechanisms,
and downregulation of PKG-activated genes induces pro-apoptotic effects [13, 14]. The activity of this pathway is predicted to be suppressed by intense THz pulses.

Figure A.4. Transcript-level sources of THz-induced dysregulation to cGMP-PKG signaling.

14 of the 68 genes considered in this network are differentially expressed by intense THz pulses, predominantly in the Ras and Calcium-binding family (MAPK3, CALM1, CALML3, CALML5).

A.2.2.4 Calcium signaling

The Calcium signaling pathway refers to the regulatory function of calcium-binding proteins (CBPs), or proteins that are activated upon binding a calcium ion. CBPs regulate a wide range of cellular functions such as protein phosphorylation, cytoskeleton dynamics/motility, viability, and proliferation/apoptosis [15]. In skin, epidermal differentiation is regulated by a strong calcium gradient across the epidermis that triggers sequential expression of essential structural and binding proteins necessary for stability and formation of the skin barrier.
11 of 54 genes in this pathway were significantly expressed at the highest THz intensity, and these are largely represented by downregulation of calmodulin and calmodulin-like proteins (CAMK2D, CALM1, CALML3, CALML5). This gene expression profile, and resulting inhibition of associated signaling, may be a genomic response to field-induced membrane permeation and increased influx of calcium ions into the intracellular space, as suggested in Chapter 8.

A.2.2.5 Regulation of actin cytoskeleton

Actin is one of three main protein complexes that comprise the cellular cytoskeleton (along with microtubules and intermediate filaments) and is abundant in all cell types. These complexes provide structural support, shape, and resistance to mechanical stress, and additionally regulates division, motility, and intracellular chemical transport. The actin structure is regulated by the Rho family (a subfamily of the Ras superfamily), while actin dynamics are calcium-regulated [8].
18 of 99 genes in this network were significantly affected by intense THz pulses. The majority of THz-induced suppression is due to perturbation accumulation at genes associated with Ras activation: DOCK1 (“dedicator of cytokinesis 1”, encodes for a GEF-activator for the Rho family), and RHOA (“ras homology family member A”, a small GTPase that acts as a molecular switch in signal transduction). Overexpression of these are associated with tumor proliferation and metastasis [16].

A.2.2.6 Rap1 signaling

The Ras-associated protein-1 (Rap1), like Ras, is a small GTPase that functions as a molecular switch to regulate signal transduction activation. The Rap1 signaling pathway has diverse cellular functions, regulating cell adhesion, cytoskeletal dynamics, motility, migration, and polarization [17].
23 of the 90 genes in this pathway were differentially expressed by intense THz pulses. Genes directly affected by intense THz pulses in this pathway include growth factors (upregulation of FGF and HGF, and downregulation of PGF), Ras family (KRAS, MAPK3), and CBPs (CALM1, CALML3, CALML5). The majority of the negative perturbation in this pathway occurs at nodes/genes that are not directly expressed by intense THz pulses (RAP1A, RAP1B, RAPGEF1, RAPGEF2).

A.2.2.7 Ras signaling

The Ras signaling network regulates cell division, proliferation, and survival, and is found in nearly all eukaryotic cell types [18, 19]. The Ras protein is a small GTPase and central hub protein that acts as a molecular “on/off” switch to regulate signal transduction in the network. Due to the ubiquitous general function in regulating cell division, it is also one of the most commonly implicated pathways in the development of human cancer [20].
Of the 100 genes present in the network, 29 were significantly affected by the highest THz intensity. THz-affected genes in the Ras superfamily include members of the Ras (KRAS, RAP1B, RRAS2), Rap (RAP1B), and Rho (RAC2) families. Associated Ras-dependent families (RASA1, RASA2, RASGRP1) additionally regulate the binding and activity of Ras-related proteins.

A.2.2.8 Glioma

The Glioma pathway describes the gene-level signaling responsible for the initiation and development of gliomas, a common primary brain tumor, and is the pathway that is predicted to be most inhibited by intense THz pulses, as quantified by the total accumulated perturbation score, $A_{tot}$, as discussed in Chapter 7. This is a cancer-specific network that contains the more general Calcium and MAPK/Ras Signaling pathways ubiquitous in nearly all cell/tissue types to promote cell cycle progression [8].
Of the 44 genes in the network, 10 are significantly differentially expressed by the highest THz intensity. Although the Glioma pathway describes gene/protein signaling in cell types belonging to neural tissue, the THz-induced suppression of this pathway is due to individual suppression of distinct signaling pathways that are ubiquitous in nearly all cell/tissue types. Suppression of this network is predominantly due to downregulation of the Ras family (KRAS, MAPK3), calcium-binding proteins in the Calcium signaling pathway (CAMK2D, CALM1, CALML3, CALML5), and tumor growth factor α (TGFα).

A.2.3 Conventional thresholds vs. cut-off free analysis (COFA)

Pathway analysis techniques often utilize a subset of “significant” genes that rely on arbitrary thresholds, typically $|\log(FC)| > 0.58$ and $p < 0.05$, where $FC$ is the expression fold-change, and $p$ is the associated p-value (adjusted for multiple hypothesis testing, if necessary). Measurements for genes that do not meet these criteria are excluded from significance-based analyses. However, since small variations of these chosen thresholds may influence the results, accuracy is often dependent on the choice of threshold. An advantage of Signal Pathway Impact Analysis (SPIA) is
the opportunity to use cut-off free analysis (COFA) [7, 21]. This is achieved by modifying the original SPIA equation:

\[
P F(g_i) = \Delta E(g_i) + A(g_i)
\]  

(A.15)

where \(PF(g_i)\) is the total perturbation factor for \(i^{th}\) gene in the network, \(\Delta E(g_i)\) is the measured gene expression (log-fold change), and

\[
A(g_i) = \sum_{j < i} \beta_{ij} \frac{PF(g_j)}{N_{ds}}
\]  

(A.16)

is the accumulated perturbation from upstream nodes.

In COFA, gene significance is incorporated by weighting gene expression measurements [21]

\[
P F(g_i) = \alpha \cdot \Delta E(g_i) + A(g_i)
\]  

(A.17)

where \(\alpha\) is a p-value-based weighting factor

\[
\alpha = -\log\left(\frac{p}{p_{max}}\right).
\]  

(A.18)

In Equation (A.18), \(p\) is the adjusted p-value associated with the pathway dysregulation result, and \(p_{max}\) is the maximum (i.e., least significant) value in the dataset. In this formalism, there are no “significant” or “insignificant” genes, but rather the pathway perturbation contribution from all genes is weighted by the measured significance.

To test the validity of this method, both conventional thresholds and COFA were performed on gene expression profiles measured from the highest intensity THz exposure, as described in
Sections 7.3.1.1 – 7.3.1.4 of Chapter 7. A comparison between the results of the two methods is shown in Figure A.10. 99 significantly dysregulated pathways were identified using conventional significance thresholds, and 42 pathways were identified using node-weighting in COFA. There is near-total inclusion (40 of the 42) of the pathways identified by COFA (see Venn diagram in inset of Figure A.10). Further, the calculated total accumulation \( A_{tot} = \sum A(g_i) \) are approximately consistent for most identified overlapping pathways, as seen by the bar chart in Figure A.10. The overlapping pathways, total accumulated perturbation \( A_{tot} \), and associated p-values are given in Table A.1. Pathways identified by only one of the individual analyses are listed in Table A.2 and Table A.3.

The correspondence shown in Figure A.10 verifies consistency of COFA when compared with pathways identified using conventional thresholds. Moreover, COFA identifies a relatively smaller number of significantly dysregulated pathways \((p<0.05)\), and is therefore a conservative estimate of signaling pathways that may be dysregulated by THz exposure. As COFA is shown to be consistent with conventional methods for the THz exposure with the highest dose, it is assumed to be valid for calculation using all measured gene expressions for lower doses (see Figure 7.5).
Figure A.10. Correspondence between SPIA analysis using conventional thresholds compared to cut-off free analysis (COFA). The main plot shows comparisons of the total accumulated perturbation between 40 pathways identified using both of the two methods ($p<0.05$). The activation/inhibition status are consistent, with the exception of one pathway (Axon guidance; see Table A.1). Inset: The Venn diagram shows near total overlap of pathways identified using COFA with those identified with conventional thresholds.
<table>
<thead>
<tr>
<th>Path ID</th>
<th>Pathway Name</th>
<th>Accumulated Perturbation</th>
<th>p-value</th>
<th>Thresholds</th>
<th>Cut-off Free</th>
<th>Thresholds</th>
<th>Cut-off Free</th>
</tr>
</thead>
<tbody>
<tr>
<td>05034</td>
<td>Alcoholism</td>
<td>-51.98</td>
<td>0.0031</td>
<td>-44.48</td>
<td>-44.48</td>
<td>0.0043</td>
<td></td>
</tr>
<tr>
<td>04014</td>
<td>Ras signaling pathway</td>
<td>-44.38</td>
<td>0.0011</td>
<td>-26.08</td>
<td>-26.08</td>
<td>0.015</td>
<td></td>
</tr>
<tr>
<td>05214</td>
<td>Glioma</td>
<td>-37.78</td>
<td>0.0045</td>
<td>-36.76</td>
<td>-36.76</td>
<td>0.0041</td>
<td></td>
</tr>
<tr>
<td>04713</td>
<td>Circadian entrainment</td>
<td>-34.39</td>
<td>0.0023</td>
<td>-31.34</td>
<td>-31.34</td>
<td>0.0043</td>
<td></td>
</tr>
<tr>
<td>04722</td>
<td>Neurotrophin signaling pathway</td>
<td>-26.78</td>
<td>0.0022</td>
<td>-25.40</td>
<td>-25.40</td>
<td>0.0041</td>
<td></td>
</tr>
<tr>
<td>05152</td>
<td>Tuberculosis</td>
<td>-24.31</td>
<td>0.0094</td>
<td>-22.20</td>
<td>-22.20</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>04921</td>
<td>Oxytocin signaling pathway</td>
<td>-24.06</td>
<td>0.0013</td>
<td>-21.64</td>
<td>-21.64</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>04925</td>
<td>Aldosterone synthesis and secretion</td>
<td>-22.95</td>
<td>0.0045</td>
<td>-21.87</td>
<td>-21.87</td>
<td>0.0077</td>
<td></td>
</tr>
<tr>
<td>04270</td>
<td>Vascular smooth muscle contraction</td>
<td>-21.04</td>
<td>0.0011</td>
<td>-13.03</td>
<td>-13.03</td>
<td>0.0043</td>
<td></td>
</tr>
<tr>
<td>04810</td>
<td>Regulation of actin cytoskeleton</td>
<td>-20.77</td>
<td>0.0050</td>
<td>-10.45</td>
<td>-10.45</td>
<td>0.048</td>
<td></td>
</tr>
<tr>
<td>05161</td>
<td>Hepatitis B</td>
<td>-20.48</td>
<td>0.025</td>
<td>-11.86</td>
<td>-11.86</td>
<td>0.016</td>
<td></td>
</tr>
<tr>
<td>04015</td>
<td>Rap1 signaling pathway</td>
<td>-19.62</td>
<td>0.0029</td>
<td>-16.22</td>
<td>-16.22</td>
<td>0.023</td>
<td></td>
</tr>
<tr>
<td>05130</td>
<td>Pathogenic Escherichia coli infection</td>
<td>-18.50</td>
<td>0.0081</td>
<td>-23.97</td>
<td>-23.97</td>
<td>0.016</td>
<td></td>
</tr>
<tr>
<td>04261</td>
<td>Adrenergic signaling in cardiomyocytes</td>
<td>-16.83</td>
<td>0.0011</td>
<td>-17.37</td>
<td>-17.37</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>05031</td>
<td>Amphetamine addiction</td>
<td>-16.09</td>
<td>0.0074</td>
<td>-15.34</td>
<td>-15.34</td>
<td>0.0043</td>
<td></td>
</tr>
<tr>
<td>05010</td>
<td>Alzheimer's disease</td>
<td>-15.27</td>
<td>0.0074</td>
<td>-11.92</td>
<td>-11.92</td>
<td>0.0043</td>
<td></td>
</tr>
<tr>
<td>04020</td>
<td>Calcium signaling pathway</td>
<td>-11.49</td>
<td>0.0046</td>
<td>-6.91</td>
<td>-6.91</td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td>05133</td>
<td>Pertussis</td>
<td>-11.24</td>
<td>0.0017</td>
<td>-7.46</td>
<td>-7.46</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>04370</td>
<td>VEGF signaling pathway</td>
<td>-11.20</td>
<td>0.0048</td>
<td>-12.77</td>
<td>-12.77</td>
<td>0.048</td>
<td></td>
</tr>
<tr>
<td>04933</td>
<td>AGE-RAGE signaling pathway in diabetic</td>
<td>-10.97</td>
<td>0.012</td>
<td>-12.44</td>
<td>-12.44</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>04022</td>
<td>cGMP-PKG signaling pathway</td>
<td>-10.04</td>
<td>0.0046</td>
<td>-2.69</td>
<td>-2.69</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>04970</td>
<td>Salivary secretion</td>
<td>-8.30</td>
<td>0.0023</td>
<td>-10.24</td>
<td>-10.24</td>
<td>0.0041</td>
<td></td>
</tr>
<tr>
<td>04924</td>
<td>Renin secretion</td>
<td>-7.25</td>
<td>0.0026</td>
<td>-8.40</td>
<td>-8.40</td>
<td>0.0043</td>
<td></td>
</tr>
<tr>
<td>04971</td>
<td>Gastric acid secretion</td>
<td>-7.25</td>
<td>0.0011</td>
<td>-6.68</td>
<td>-6.68</td>
<td>0.0077</td>
<td></td>
</tr>
<tr>
<td>04728</td>
<td>Dopaminergic synapse</td>
<td>-5.62</td>
<td>0.0023</td>
<td>-3.13</td>
<td>-3.13</td>
<td>0.0043</td>
<td></td>
</tr>
<tr>
<td>04360</td>
<td>Axon guidance</td>
<td>-5.35</td>
<td>0.0011</td>
<td>6.61</td>
<td>6.61</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>04922</td>
<td>Glucagon signaling pathway</td>
<td>-5.23</td>
<td>0.0046</td>
<td>-0.61</td>
<td>-0.61</td>
<td>0.0041</td>
<td></td>
</tr>
<tr>
<td>04114</td>
<td>Oocyte meiosis</td>
<td>-0.07</td>
<td>0.010</td>
<td>-2.48</td>
<td>-2.48</td>
<td>0.016</td>
<td></td>
</tr>
<tr>
<td>04010</td>
<td>MAPK signaling pathway</td>
<td>0.10</td>
<td>0.0021</td>
<td>5.65</td>
<td>5.65</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td>04071</td>
<td>Sphingolipid signaling pathway</td>
<td>2.44</td>
<td>0.0023</td>
<td>10.76</td>
<td>10.76</td>
<td>0.036</td>
<td></td>
</tr>
<tr>
<td>04916</td>
<td>Melanogenesis</td>
<td>2.51</td>
<td>0.014</td>
<td>1.50</td>
<td>1.50</td>
<td>0.036</td>
<td></td>
</tr>
</tbody>
</table>
### Table A.2. Pathways identified by Cut-off Free Analysis not identified using Conventional Thresholds

<table>
<thead>
<tr>
<th>Path ID</th>
<th>Pathway Name</th>
<th>Accumulated Perturbation</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>04610</td>
<td>Complement and coagulation cascades</td>
<td>-5.81</td>
<td>0.026</td>
</tr>
<tr>
<td>04950</td>
<td>Maturity onset diabetes of the young</td>
<td>-6.81</td>
<td>0.035</td>
</tr>
</tbody>
</table>

### Table A.3. Pathways identified using Conventional Thresholds not identified using Cut-off Free Analysis

<table>
<thead>
<tr>
<th>Path ID</th>
<th>Pathway Name</th>
<th>Accumulated Perturbation</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>04657</td>
<td>IL-17 signaling pathway</td>
<td>2.85</td>
<td>0.00095</td>
</tr>
<tr>
<td>03320</td>
<td>PPAR signaling pathway</td>
<td>-2.17</td>
<td>0.0011</td>
</tr>
<tr>
<td>04530</td>
<td>Tight junction</td>
<td>0</td>
<td>0.0017</td>
</tr>
<tr>
<td>04972</td>
<td>Pancreatic secretion</td>
<td>0</td>
<td>0.0017</td>
</tr>
<tr>
<td>04976</td>
<td>Bile secretion</td>
<td>0</td>
<td>0.0017</td>
</tr>
<tr>
<td>05202</td>
<td>Transcriptional misregulation in cancer</td>
<td>-1.37</td>
<td>0.0021</td>
</tr>
<tr>
<td>05418</td>
<td>Fluid shear stress and atherosclerosis</td>
<td>-2.45</td>
<td>0.0021</td>
</tr>
<tr>
<td>05323</td>
<td>Rheumatoid arthritis</td>
<td>0</td>
<td>0.0023</td>
</tr>
<tr>
<td>05412</td>
<td>Arrhythmogenic right ventricular cardiomyopathy (ARVC)</td>
<td>-1.95</td>
<td>0.0026</td>
</tr>
<tr>
<td>04080</td>
<td>Neuroactive ligand-receptor interaction</td>
<td>-1.94</td>
<td>0.0032</td>
</tr>
<tr>
<td>05206</td>
<td>MicroRNAs in cancer</td>
<td>0</td>
<td>0.0032</td>
</tr>
<tr>
<td>04668</td>
<td>TNF signaling pathway</td>
<td>-3.17</td>
<td>0.0045</td>
</tr>
<tr>
<td>04024</td>
<td>cAMP signaling pathway</td>
<td>-8.14</td>
<td>0.0045</td>
</tr>
<tr>
<td>05415</td>
<td>Human papillomavirus infection</td>
<td>25.73</td>
<td>0.0057</td>
</tr>
<tr>
<td>05203</td>
<td>Viral carcinogenesis</td>
<td>-0.46</td>
<td>0.0074</td>
</tr>
<tr>
<td>04371</td>
<td>Apelin signaling pathway</td>
<td>-18.81</td>
<td>0.0074</td>
</tr>
<tr>
<td>ID</td>
<td>Pathway</td>
<td>Ratio</td>
<td>p-value</td>
</tr>
<tr>
<td>--------</td>
<td>----------------------------------------------</td>
<td>-------</td>
<td>---------</td>
</tr>
<tr>
<td>05144</td>
<td>Malaria</td>
<td>1.37</td>
<td>0.0074</td>
</tr>
<tr>
<td>04912</td>
<td>GnRH signaling pathway</td>
<td>-16.51</td>
<td>0.0074</td>
</tr>
<tr>
<td>05160</td>
<td>Hepatitis C</td>
<td>0.85</td>
<td>0.0078</td>
</tr>
<tr>
<td>04913</td>
<td>Ovarian steroidogenesis</td>
<td>0</td>
<td>0.0078</td>
</tr>
<tr>
<td>04218</td>
<td>Cellular senescence</td>
<td>-16.67</td>
<td>0.0083</td>
</tr>
<tr>
<td>05164</td>
<td>Influenza A</td>
<td>2.01</td>
<td>0.0089</td>
</tr>
<tr>
<td>04630</td>
<td>Jak-STAT signaling pathway</td>
<td>5.97</td>
<td>0.0094</td>
</tr>
<tr>
<td>04611</td>
<td>Platelet activation</td>
<td>-25.66</td>
<td>0.011</td>
</tr>
<tr>
<td>05200</td>
<td>Pathways in cancer</td>
<td>11.32</td>
<td>0.012</td>
</tr>
<tr>
<td>04390</td>
<td>Hippo signaling pathway</td>
<td>-6.28</td>
<td>0.012</td>
</tr>
<tr>
<td>04512</td>
<td>ECM-receptor interaction</td>
<td>2.78</td>
<td>0.013</td>
</tr>
<tr>
<td>04216</td>
<td>Ferroptosis</td>
<td>0</td>
<td>0.013</td>
</tr>
<tr>
<td>04724</td>
<td>Glutamatergic synapse</td>
<td>3.87</td>
<td>0.013</td>
</tr>
<tr>
<td>04910</td>
<td>Insulin signaling pathway</td>
<td>-6.39</td>
<td>0.013</td>
</tr>
<tr>
<td>05132</td>
<td>Salmonella infection</td>
<td>-6.78</td>
<td>0.014</td>
</tr>
<tr>
<td>04152</td>
<td>AMPK signaling pathway</td>
<td>2.57</td>
<td>0.014</td>
</tr>
<tr>
<td>04960</td>
<td>Aldosterone-regulated sodium reabsorption</td>
<td>-1.10</td>
<td>0.015</td>
</tr>
<tr>
<td>05150</td>
<td>Staphylococcus aureus infection</td>
<td>0</td>
<td>0.018</td>
</tr>
<tr>
<td>04720</td>
<td>Long-term potentiation</td>
<td>-18.81</td>
<td>0.030</td>
</tr>
<tr>
<td>05142</td>
<td>Chagas disease (American trypanosomiasis)</td>
<td>9.86</td>
<td>0.030</td>
</tr>
<tr>
<td>04923</td>
<td>Regulation of lipolysis in adipocytes</td>
<td>2.25</td>
<td>0.030</td>
</tr>
<tr>
<td>04623</td>
<td>Cytosolic DNA-sensing pathway</td>
<td>0</td>
<td>0.031</td>
</tr>
<tr>
<td>04072</td>
<td>Phospholipase D signaling pathway</td>
<td>-1.92</td>
<td>0.032</td>
</tr>
<tr>
<td>04115</td>
<td>p53 signaling pathway</td>
<td>3.65</td>
<td>0.034</td>
</tr>
<tr>
<td>04380</td>
<td>Osteoclast differentiation</td>
<td>-13.26</td>
<td>0.034</td>
</tr>
<tr>
<td>05140</td>
<td>Leishmaniasis</td>
<td>-0.83</td>
<td>0.034</td>
</tr>
<tr>
<td>04742</td>
<td>Taste transduction</td>
<td>-1.11</td>
<td>0.035</td>
</tr>
<tr>
<td>05221</td>
<td>Acute myeloid leukemia</td>
<td>-3.73</td>
<td>0.036</td>
</tr>
<tr>
<td>01523</td>
<td>Antifolate resistance</td>
<td>1.12</td>
<td>0.036</td>
</tr>
<tr>
<td>05414</td>
<td>Dilated cardiomyopathy (DCM)</td>
<td>0</td>
<td>0.037</td>
</tr>
<tr>
<td>05134</td>
<td>Legionellosis</td>
<td>-4.94</td>
<td>0.037</td>
</tr>
<tr>
<td>05168</td>
<td>Herpes simplex infection</td>
<td>-1.37</td>
<td>0.037</td>
</tr>
<tr>
<td>05231</td>
<td>Choline metabolism in cancer</td>
<td>-4.66</td>
<td>0.039</td>
</tr>
<tr>
<td>04730</td>
<td>Long-term depression</td>
<td>-2.91</td>
<td>0.039</td>
</tr>
<tr>
<td>04918</td>
<td>Thyroid hormone synthesis</td>
<td>0</td>
<td>0.041</td>
</tr>
<tr>
<td>04664</td>
<td>Fc epsilon RI signaling pathway</td>
<td>-7.82</td>
<td>0.047</td>
</tr>
<tr>
<td>04723</td>
<td>Retrograde endocannabinoid signaling</td>
<td>-0.087</td>
<td>0.049</td>
</tr>
<tr>
<td>04620</td>
<td>Toll-like receptor signaling pathway</td>
<td>0.18</td>
<td>0.049</td>
</tr>
<tr>
<td>05162</td>
<td>Measles</td>
<td>-8.04</td>
<td>0.049</td>
</tr>
<tr>
<td>04217</td>
<td>Necroptosis</td>
<td>-1.50</td>
<td>0.049</td>
</tr>
<tr>
<td>04151</td>
<td>PI3K-Akt signaling pathway</td>
<td>12.36</td>
<td>0.049</td>
</tr>
<tr>
<td>04622</td>
<td>RIG-I-like receptor signaling pathway</td>
<td>-0.64</td>
<td>0.050</td>
</tr>
<tr>
<td>04650</td>
<td>Natural killer cell mediated cytotoxicity</td>
<td>-13.54</td>
<td>0.050</td>
</tr>
</tbody>
</table>
A.3 References


