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Abstract 

Airborne pathogen transmissions have played critical roles in the previous COVID-19 

pandemic and various respiratory epidemics, such as influenza, severe acute respiratory 

syndrome (SARS), etc. Inhaling airborne pathogens can cause adverse health effects, 

resulting in respiratory infections, severe illnesses, and, in some cases, fatalities. One 

practical approach to combat airborne transmission is to use ultraviolet-C (UVC) lamps. 

When integrated with ventilation and filtration measures in heating, ventilation, and air 

conditioning (HVAC) ducts or room settings, these systems effectively inactivate airborne 

microorganisms and mitigate airborne pathogen transmission. However, its broader 

implementation in commercial, residential, and industrial buildings has been limited by the 

complexity of designing systems for optimal UV inactivation efficiency. Specifically, for 

the in-duct UV germicidal irradiation (UVGI) systems (this thesis’s focus), the effects of 

system designs, operating conditions, and bioaerosol characteristics on the inactivation 

efficiency are insufficiently investigated or interpreted. Therefore, the main objectives of 

this study are twofold: first, to investigate the effects and underlying mechanisms of 

influencing factors, including the lamp arrangements, duct wall materials, relative 

humidity (RH), bioaerosol particle size, and microorganism species, on UV inactivation 

efficiency through comprehensive experimental and modeling works; and second, to 

integrate the insights into a practical flowchart, supplemented with a case study, to guide 

the design and implementation of UVGI technology in HVAC ducts. 

For this purpose, a pilot-scale duct system with twin-tube low-pressure mercury UV lamps 

emitting 254 nm radiation was designed and constructed. This study experimentally 
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examined the impacts of the abovementioned influencing factors on UV inactivation of 

airborne microorganisms. Airborne MS2 and E. coli, commonly used surrogates for 

pathogenic viruses and bacterium, were employed in the UV disinfection tests. 

Additionally, a comprehensive mathematical model was developed to characterize the in-

duct UVGI system. This model integrated a new view factor-based model to predict 

irradiance distribution and an improved genomic model to predict UV rate constants of 

airborne single-strand RNA (ssRNA) viruses. The UV irradiance model considered 

multiple factors, such as direct emissive irradiance, specular reflection irradiance, diffusive 

reflection irradiance, and shadowing effects caused by the arrangement of multiple lamps. 

The UV rate constant model considered genomic damage, protein capsid damage, and the 

ratio of aerosol and liquid to represent the UV-induced inhibition of genome replication 

inside host cells, the prevention of the virus attachment, entry, and genome penetration into 

the host cell, and the bridge of the UV rate constant between the liquid-based matrix and 

the airborne state. Finally, computational fluid dynamics (CFD) simulation was utilized to 

calculate the average received UV dose and predict the disinfection efficiency of the in-

duct UVGI system. The mathematical model and CFD simulations were validated using 

experimental data.  

The results demonstrated effective inactivation of airborne microorganisms by UV 

irradiation, as measured by reduction in live virus/bacteria titers (using conventional 

culturing methods) and damage to viral genomes (using quantitative polymerase chain 

reaction (qPCR)). The design of the duct system played a crucial role in regulating 

irradiance distribution inside the duct. The combination of increasing the number of UV 

lamps, placing them perpendicular to airflow in the same row (2 lamps scenario), and using 
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more diffusively reflective duct materials resulted in a higher and more uniform irradiance 

distribution inside the duct, thus providing better disinfection performance. In addition, 

operating conditions significantly impacted UV inactivation performance, where 

increasing RH (25% to 60%) initially increased and then decreased inactivation efficiency 

due to the combined effects of the bioaerosol water sorption and viral structural damage. 

Moreover, bioaerosol characteristics critically determined the performance of the UVGI 

system. Larger bioaerosols posed a more significant challenge for inactivation than smaller 

bioaerosols due to potential virion aggregations, particle aggregations, and larger salt 

crystals. In addition, different microorganisms exhibit distinct UV rate constants, thus 

critically defining the UV inactivation efficiency.  

In the end, this thesis proposed a comprehensive UVGI system design flowchart, 

integrating with the abovementioned insights. A case study was included to demonstrate 

the practical application of the flowchart. It summarized existing in-duct UVGI system 

designs from the literature and predicted their germicidal performance, specifically 

focusing on mitigating possible airborne transmissions of ssRNA viruses. Ten designs were 

identified as suitable for achieving 90% inactivation of all potential airborne ssRNA 

viruses. 
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1 Introduction 

1.1 Background 

The coronavirus disease (COVID-19) pandemic, caused by the severe acute respiratory 

syndrome coronavirus-2 (SARS-CoV-2), has had a profound global impact, resulting in 

over 771 million cumulative cases and 6.9 million deaths as of October 2023. Analogous 

to other contagious respiratory pathogenic viruses, SARS-CoV-2 is mainly transmitted 

through droplet, contact, and airborne modalities. The short-range droplet-based (large 

droplets deposited on a surface within 1–2 m) and contact transmission routes have been 

well recognized, and adequate precautions have been implemented, including maintaining 

a physical distance and washing hands frequently. However, the long-range transmission 

route in bioaerosols is gaining attention, and mitigating the spread via this route is the most 

challenging [1–6].  

Engineering controls, such as ventilation with fresh outdoor air or filtered/purified air, are 

suggested to prevent long-range airborne contaminant transmission [7]. However, fully 

intaking fresh outdoor air or entirely shutting down air recirculation is not feasible in most 

building heating, ventilation, and air conditioning (HVAC) systems due to the extensive 

energy consumption required and limited heating/cooling capacities to provide a 

comfortable indoor environment. Thus, practical air purification technologies, such as 

filtering or using ultraviolet germicidal irradiation/germicidal ultraviolet (UVGI/GUV) to 

remove or inactivate potential viral contaminations, are proposed [8]. Among them, UV 

inactivation is recognized and recommended for efficient bioaerosol elimination in indoor 

environments [9]. It uses short-wave ultraviolet energy (UVC, 200–280 nm) to inactivate 
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viral, bacterial, and fungal organisms by disrupting the genetic materials and structural 

components, thus preventing their expressions and replications  [10,11].  

Germicidal ultraviolet systems can be applied in various ways for air disinfection. The 

oldest implementation of UVGI to disinfect air is the “upper room” system, in which wall-

mounted or pendant fixtures create a disinfection zone above the occupied zone. Such 

systems were first used in the 1930s and demonstrated excellent effectiveness against 

measles and other childhood diseases in schools [12]. Germicidal UV is also effective for 

airstream disinfection in HVAC systems [13]. Airstream disinfection systems installed in 

air handling units can simultaneously prevent microbial growth on cooling coils, which in 

return reduces maintenance cost and energy use [14]. In addition, UVGI can also be 

incorporated into a stand-alone (portable) air cleaner in the indoor environment [15]. 

Despite the well-recognized effectiveness of UVGI systems, their broader implementation 

in commercial, residential, and industrial buildings has been hindered. This delay is 

attributed to the need for specialized expertise and comprehensive knowledge in designing 

systems that ensure adequate UV inactivation efficiency is achieved within complex built 

environments. The disinfection performance of UVGI systems is contingent on two critical 

parameters: the UV dose delivered to airborne microorganisms and the microorganisms' 

susceptibility to UV exposure (termed as the UV rate constant). Various engineering and 

biological factors substantially influence these parameters. For instance, in this thesis’s 

focus, the in-duct UVGI system, various design elements, such as duct dimensions, 

materials, and lamp configurations, significantly affect UV radiation distribution [16]. 

Similarly, operational conditions, including air velocity, temperature, and relative humidity 

(RH), impact UV radiation distribution [16–19], UV exposure duration of airborne 
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microorganisms [16], and their survivability, infectivity, and UV rate constants [20–23]. 

Additionally, the characteristics of bioaerosols, such as composition, size, and the 

microorganism species, determine the UV rate constants [17,20,24–26]. Therefore, a 

detailed understanding of how these factors influence UVGI system performance is crucial. 

Additionally, how to utilize this knowledge to design an effective UVGI system is critical, 

especially considering the varying operating conditions and the diverse characteristics of 

bioaerosols in complex built environments. 

This thesis aims to explore the effects and underlying mechanisms of various influencing 

factors on UV inactivation of airborne microorganisms. It specifically addresses those 

factors that have been insufficiently investigated or inadequately interpreted in existing 

literature, including the impacts of lamp arrangements, duct wall materials, environmental 

RH, bioaerosol particle size, and microorganism species. This thesis goes beyond 

theoretical analysis to integrate practical findings into a comprehensive flowchart. A case 

study is included to demonstrate the application of this flowchart, focusing on the 

inactivation of potential airborne ssRNA viruses within HVAC ducts. Ultimately, this 

thesis aims to provide valuable insights and tools to enhance the design and implementation 

of UVGI technology in HVAC ducts, thereby contributing to mitigating airborne disease 

transmissions.  

1.2 Research Objectives 

The principal objective of the thesis is to thoroughly investigate the effects and underlying 

mechanisms of diverse influencing factors on UV inactivation. It concludes with a detailed 

presentation of practical implications, accompanied by a flowchart. This flowchart serves 
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as a guide, illustrating the application of the research findings to optimize the design and 

implementation of UVGI technology in HVAC systems. To achieve these objectives, this 

thesis undertakes systematic experimental investigations and develops comprehensive 

mathematical models to characterize the performance of in-duct UVGI systems. The 

detailed objectives are summarized below: 

a) Identifying understudied influencing factors in UV inactivation of airborne 

microorganisms through literature review: The first objective is to pinpoint key 

factors that influence the inactivation performance of in-duct UVGI systems, yet 

insufficiently investigated or inadequately interpreted, from both engineering and 

biological perspectives.  

b) Assessing inactivation efficiency variations in the in-duct UVGI system under 

varying influencing factors through experiments: The following objective is to 

assess inactivation efficiency variations in the in-duct UVGI system under various 

previously identified influencing factors, including in-duct UVGI system designs, 

operating conditions, and bioaerosol characteristics, through systematic 

experimental investigations. 

c) Developing mathematical models and using numerical simulations to 

characterize the in-duct UVGI system: This objective is to predict the UV 

irradiance field inside the in-duct UVGI system and UV rate constant of airborne 

microorganisms through a novel view factor-based UV irradiance model and an 

enhanced genome damage-based model. Further, this object includes the use of 

computational fluid dynamics (CFD) simulations to obtain the average 

accumulative UV dose at the UVGI system outlet. 
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d) Analyzing the underlying mechanisms of the influencing factors on the UV 

inactivation in the in-duct UVGI system: This objective is to provide a detailed 

analysis of the underlying mechanisms of how influencing factors, including in-

duct UVGI system designs, operating conditions, and bioaerosol characteristics, 

affect the UV inactivation performance in the in-duct UVGI system. 

e) Integrating the research outcomes on the influencing factors into the design of 

an effective in-duct UVGI system in the real world: The final objective aims to 

integrate the practical findings from the thesis into a comprehensive flowchart. This 

flowchart will be a valuable tool for facilitating the effective design and 

implementation of UVGI technology in controlling bioaerosol hazards within built 

environments. To demonstrate its utility, a case study will be presented, illustrating 

its application in targeting the inactivation of potential airborne ssRNA viruses 

within HVAC ducts in North American cities.  

1.3 Outline of the thesis 

The thesis is structured into eight chapters, with the introductory chapter providing the 

foundational background and objectives of the research. 

Chapter Two: Literature Review 

Chapter Two offers a thorough literature review that provides a comprehensive exploration 

of UV inactivation of bioaerosols. It identifies critical engineering and biological 

parameters influencing in-duct UVGI system inactivation efficiency and delves into their 

effects. This chapter also critically analyzes current research gaps, laying the groundwork 

for the subsequent research presented in this thesis. 
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Chapter Three: Experimental Evaluations of the In-duct UVGI System 

Chapter Three presents the systematic experimental evaluations of a pilot in-duct UVGI 

system. It commences by detailing the system's design and prequalification tests. The 

chapter then explicates the experimental methodology and presents the results. 

Specifically, this chapter experimentally examines the impacts of duct system designs (UV 

lamp arrangements and duct wall materials), operating conditions (air RH), and bioaerosol 

characteristics (bioaerosol particle size and airborne microorganism genome sequences) on 

UV inactivation efficiency. The study employs airborne MS2 and E. coli as surrogates for 

pathogenic viruses and bacteria in the UV disinfection tests. 

Chapter Four: UVGI Modeling: Prediction of the UV Doses for the In-duct UVGI 

Systems 

Chapter Four introduces a comprehensive modeling approach to characterize and predict 

the UV dose of an in-duct UVGI system. This model incorporates a novel view factor-

based model for predicting irradiance distribution and utilizes CFD simulations to calculate 

the average accumulative UV dose of the UVGI system. The mathematical model and CFD 

simulation are validated using experimental data in this study. This chapter reports and 

examines the impacts of duct system designs (UV lamp arrangements and duct wall 

materials), operating conditions (air velocity), and bioaerosol characteristics (bioaerosol 

particle size) on the average accumulative UV dose at the UVGI reactor outlet.  

Chapter Five: UVGI Modeling: Prediction of the UV Rate Constants for the ssRNA 

Viruses  
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Chapter Five develops an enhanced genomic model for predicting UV rate constants of 

ssRNA viruses in both liquid and airborne states. This model accounts for genomic 

damage, protein capsid damage, and the ratio of aerosol to liquid, which characterize the 

UV-induced inhibition of genome replication within host cells, the prevention of virus 

attachment and entry, and the bridge of UV rate constant between liquid-based and airborne 

matrices. The UV rate constant prediction model is rigorously validated using experimental 

data from the literature and this study.  

Chapter Six: Analysis of Influencing Factors Affecting the In-duct UVGI System 

Inactivation Efficiency 

Chapter Six provides a detailed analysis of the essential factors that influence the 

performance of in-duct UVGI systems. It offers in-depth engineering and biological 

insights into the fundamental mechanisms at play. This chapter analyzes how various 

elements of duct system design, such as UV lamp arrangements and duct wall materials, 

impact the average accumulated UV dose. The chapter also explores how operating 

conditions (air RH) and bioaerosol characteristics (bioaerosol particle size and 

microorganism species) influence the UV rate constant for airborne microorganisms. These 

insights shed light on the factors affecting UV inactivation efficiency in in-duct UVGI 

systems. 

Chapter Seven: Engineering Implications: A Case Study Aiming at Airborne ssRNA 

Viruses’ Inactivation 

Chapter Seven goes beyond theoretical analysis to integrate practical findings from Chapter 

Six into a comprehensive flowchart. This flowchart is a practical tool for designing and 

implementing UVGI technology to mitigate bioaerosol hazards. Furthermore, the chapter 
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presents a case study to demonstrate the application of the flowchart, focusing on the 

inactivation of potential airborne ssRNA viruses within HVAC ducts. 

Chapter Eight: Conclusion and Recommendations 

The final chapter, Chapter Eight, summarizes the thesis and offers insights into potential 

future research directions, building upon the knowledge and discoveries presented 

throughout the preceding chapters. 
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2 Literature Review 

2.1 UV inactivation mechanisms  

UVGI/GUV uses short-wave ultraviolet energy (UVC, 200 – 280 nm) to inactivate viral, 

bacterial, and fungal organisms, making them unable to replicate themselves and spread 

diseases. It has been a validated disinfection technology for microorganisms in water, air, 

and on the surface for several decades [26,27]. Mainly, the UVC photon absorptions from 

the intercellular components of microbes (i.e., Deoxyribonucleic acid (DNA), Ribonucleic 

acid (RNA), and proteins) are responsible for the detrimental effects on microbes [26,28]. 

Within the UVC range, the germicidal efficiency peaks at about 260 – 265 nm due to the 

same peak of UV absorption by DNA/RNA [26].  

For ssRNA viruses, the main target microorganisms in this thesis, their infection 

mechanisms are complicated and comprise three main steps (Figure 1): attachment to the 

host, entry or genome penetration into the host, and genome replication inside the host. 

During the host attachment and entry or genome penetration processes, viral proteins on 

capsid are a key component for a successive infection, whereas the viral genome plays a 

vital role during replication [29,30]. Accordingly, damage caused by UV damage to either 

of these viral components can inactivate the viruses by interrupting these steps in the 

infectivity processes.  
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(a) 

 

(b) 

Figure 1 illustrative schematic of (a) virus infection steps and (b) photodimer formations 

on the RNA upon the UV illumination 

In detail, UV effectively inactivates viruses mainly by damaging their genetic materials, 

thereby inhibiting gene expression and viral replication (steps 4 and 5 in Figure 1 (a)) [31]. 

The nitrogenous bases in nucleic acids absorb UV radiation and result in photochemical 
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reactions between adjacent pyrimidine bases (Figure 1 (b)) [26,32]. Commonly 

characterized photoproducts include cyclobutene pyrimidine dimers (CPD), pyrimidine-

pyrimidine adducts (6-4 PP), and their Dewar valence isomers. Among these, CPD 

photoproducts are the predominant contributors to genome damage due to their high 

quantum yields [33–37]. The UV254 genome reactivity is influenced by genome size and 

sequence in several ways: (1) larger genomes lead to more sites for photodimerization and 

CPD formation, resulting in increased genome damage [26,36,38]; (2) pyrimidine bases 

(thymine (T), cytosine (C), and uracil (U)) are more photoreactive than purine bases 

(adenine (A) and guanine (G))[26,32,36]; (3) and pyrimidine dimers display varying 

degrees of photo-reactivity, in the order TT > TC > CT > CC [34,38]. While strand breaks, 

interstrand cross-linking, and protein-nucleic acid linkages are also observed, their 

quantum yields are comparatively lower than those of CPD photoproducts [36].  

In addition to the genome damage, UV radiation also affects capsid proteins, which can 

obstruct the virus’s attachment, entry, and genome integration into host cells, and 

sometimes even the process of genome integration itself (steps 2 and 3 in Figure 1 (a)) 

[30,39]. For some particular types of viruses, for instance, double-strand DNA (dsDNA) 

viruses, there is dark genome repair after the UV illumination. The unique phenomenon is 

due to twofold reasons: one is because the genome repair enzymes in the host cell, which 

are meant to repair the host cell, can also be used to repair viral dsDNA once the virus 

genome is injected into the host cell; and another one is certain viruses encode one or more 

repair enzymes in their own virus genomes (e.g., T-even and T5 phages). 
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2.2 UVGI system modeling 

2.2.1 Characterizing UV inactivation efficiency   

UV disinfection is invariably a logarithmic process, as is microbial growth [26]. 

Quantifying disinfection performance of a UVGI reactor varies widely among different 

microorganisms and is subject to many complexities, including shoulder effects, second-

stage decay, etc. The primary used quantification for disinfection performance is the single-

stage inactivation efficacy: 

1 1kD kIte e − −= − = −                                                 ( 1 ) 

where k is the species-dependent microorganism UV rate constant (m2/J), D is the UV dose 

(J/m2) delivered to the microorganisms, I is the irradiance (W/m2), and t is the exposure 

time (s). The single-stage decay model is generally adequate for most in-duct UVGI design 

purposes, provided the UV dose is within first-order parameters. However, there are a few 

scenarios that do not entirely comply with the single-stage decay model. For instance, it is 

commonly observed that during UV disinfection, a tiny fraction of the microbial population 

exhibits a higher level of resistance than the rest of the microbes [26,40]. This effect will, 

of course, only be apparent if the inactivation efficiency is very high, sometimes as much 

as six logs of disinfection. This phenomenon is called two-stage decay, where the 

susceptible portion of the microbial population will define the first stage of decay (fast 

decay), and the second stage of decay (slow decay) will be defined by the resistant 

microbial population. To describe such a case, people defined the inactivation efficiency 

as: 
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( ) 1 21 1
k D k D

two stage two stagef e f e − −

− −
 = − − +
 

                                                                                    (2) 

where ftwo-stage is fractions of microbial population that is more resistant to UV illumination, 

k1 is the first stage (fast decay) UV rate constant (m2/J), and k2 is the section stage (slow 

decay) UV rate constant (m2/J). Besides two-stage decay, there is a potential shoulder effect 

for some microorganisms that exhibit the lag in response to the UV illumination, which 

implies that either a threshold dose is necessary before measurable effects occur or that 

repair mechanisms actively deal with low-level damage at low doses [26]. 

Correspondingly, the multi-hit model is introduced to address this phenomenon as: 

multitarget(1 )
nkDe −= −                                                                                                                 (3) 

where nmultitarget is the multitarget exponent, which can be found by extrapolating the first-

stage data to the y-intercept. It presumably represents the number of discrete critical sites 

that must be hit to inactivate the microorganism. In theory, n is an integer, but in practice, 

this is not always the case. The value of n is unique to each species. Occasionally, microbial 

UV disinfection data can display both a shoulder and two stages of decay. The 

mathematical model for this combined curve can be expressed as [26]: 

( ) multitarget-1 multitarget-21 21 1 1 (1 ) 1 (1 )UV UV
n nk D k D

two stage two stagef e f e − −

− −
   = − − − − + − −
   

         (4) 

Nevertheless, in the case of ssRNA viruses within the in-duct UVGI system, they 

predominantly exhibit single-stage inactivation efficiency, as represented by Eq. (1). This 

is primarily due to their relatively simple inactivation mechanisms and limited UV doses 

arising from the short UV exposure time inside the duct. Therefore, the UV rate constant 
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and inactivation efficiency delineated by Eq. (1) are consistently applied throughout the 

thesis. 

2.2.2 UV rate constant models 

The UV inactivation rate constant (k), which describes the UV dose-response behaviors 

upon UV illumination, differs among viruses [26]. With the UV rate constant known, under 

any given UV dose, the inactivation efficiency can be estimated using Eqs. (1) – (4) 

considering different microorganism decay scenarios. To date, various models, spanning 

empirical, semi-empirical, and experimental models, have been proposed based on the 

photochemical behaviors of nucleic acid components and compositions. For instance, Lytle 

et al. [41] introduced the concept of “size-normalized sensitivity” by multiplying the D37 

value (UV dose needed for 37% survival) by the genome size. This model revealed 

relatively constant values for “size-normalized sensitivity” among viruses sharing similar 

genetic compositions. Taking a semi-empirical approach, both Kowalski et al. [42–44] and 

Pendyala et al. [38] introduced “dimerization values”, derived by merging the number of 

counted CPDs on the specific virus genome with dimer proportionality constants. These 

values were found to correlate closely with D90 values (UV dose yielding 90% 

inactivation). In addition to these approaches, physics-based models have also been 

developed to estimate UV-induced damage to specific sequences or entire genomes. These 

models combine experimentally determined molar absorption coefficients and quantum 

yields for different CPDs and nucleotide monomers (T, C, U, G) with the counted number 

of dimers/monomers [32,33]. Alternatively, experimental-based methods have 

extrapolated whole genome damage from quantitative polymerase chain reaction (qPCR)-

detected amplicon damage using a linear correlation 
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( ), showing good consistency with viral 

infectivity loss [45–48]. Delving into statistical methods, Rockey et al. [31] evaluated four 

types of statistical learning models, namely, multiple linear regression, elastic net 

regularization, boosted trees, and random forests. Among these models, multiple linear 

regressions performed best when trained on a selected subset of predictors, such as virus 

nucleic acid type, genome length, genome composition, genome repair mode, and host cell 

type [31].  

2.2.3 UV dose models 

The UV dose is inherently the product of UV irradiance and UV exposure time. It appears 

quite simple. However, its application can be complicated, being critically affected by the 

UVGI system designs and operating conditions (e.g., when calculating the dose received 

by a microorganism following a tortuous path through a device with spatial variations in 

irradiance). UV irradiance field and airborne microorganism transport (UV exposure time) 

are the two significant parts of the in-duct UVGI system simulation. CFD simulation has 

gained popularity in recent years owing to its ability to simulate complex in-duct airflows, 

providing a microscopic view of the fluid/thermal physical phenomenon and detailed 

information on the physics quantity field [49].  

For the UV irradiance modeling, there are two types of commonly used radiation models: 

the radiative transfer equation (RTE) physical model and the trigonometric models 

(point/line-source lamp emission model and view factor model). The former describes 

radiation propagation with energy loss (absorption), gain (emission), and redistribution 

(scattering), and the latter predicts UV irradiance based on the inverse square law and 

, ,pre genome PCR region

total genome length
k k

PCR region length
= 
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geometric relationship of irradiation surfaces and angles [50]. The RTE approach, which 

considers varying isothermal conditions, such as absorption, reflection, and refraction, 

numerically solves the irradiance field and is popular in simulating a complex environment 

(such as upper-room/whole-room UVGI systems with complex room layouts and light 

fixtures and louvers) [51–54]. Commonly used RTE models include the P1 model [55], the 

surface-to-surface model (S2S) [72], and the discrete ordinates (DO) model [55,57–60]. 

While the trigonometric models obtain analytical solutions of the irradiance distribution 

and require less computational resources; thus, they can effectively predict the irradiance 

field in simple scenarios [61–66].  

In particular, for in-duct UVGI systems, the view factor model, which was initially derived 

from calculating the radiative heat transfer between two different areas under different 

configurations [67], has been widely used to predict the irradiance field within the duct 

enclosure [61–64]. In detail, the primitive view factor model is developed from the well-

addressed theory of the radiation view factor “from a differential planar element 

perpendicular to a finite cylinder”, which is readily applied for simulating the direct 

emissive irradiance from a single luminous cylinder UV lamp [62,64]. Then, considering 

that the ventilation duct walls are commonly made of reflective metals (i.e., galvanized 

steels) with multiple reflections (specular and diffuse reflections) within the duct, the 

reflective irradiation needs to be implemented. Notably, the specular reflection irradiance 

was considered as the direct emissive irradiance from the mirror-reflected “virtual lamp 

image” by using the primitive view factor “from a differential planar element perpendicular 

to a finite cylinder” [61,62]. While the diffuse reflection irradiance was calculated by the 

theory of radiation view factor “from a differential area parallel to a finite wall element” 
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and using the direct irradiance on the duct wall as the new diffusely emitting energy source 

[61,63]. Then, summing the direct emissive irradiation with the specular and diffuse 

reflective irradiation, the total received irradiation from a single luminous cylinder UV 

lamp within the duct can be obtained. Further considerations were made for the twin-tube 

UV lamps, which are constructed with two luminous tubes and a connecting tube at the 

top. Simplifications were made to treat them as two independent luminous cylinders and 

two luminous cylinder-end circles, and the final irradiance was combinedly obtained from 

the four luminous objects [61]. 

As for airborne microorganism transport, CFD simulation with the discrete phase model 

(DPM), which solves the particle trajectory based on Newton’s second law and accounts 

for gravity, drag force, and momentum coupling between the particle and the fluid, is 

commonly used [68]. By solving the DPM equations along with the velocity vector of air, 

the motions of airborne organisms can be tracked, and the spatial and temporal 

concentrations (number of particles in each computational cell at any time t) can be 

determined. By further combining the UV irradiance field with the bioaerosol trajectories, 

the cumulative UV dose of individual particles and the average UV dose (standard 

deviation) of the system can be computed.  

The average UV doses (standard deviations) and dose distributions are the critical indices 

that CFD simulations provide for UVGI system evaluation. CFD has been successfully 

applied in the literature to provide an accurate overall average UV dose for a system. For 

instance, the EPA 600/R-06/050 test [69] experimentally rated the performance of a single-

lamp UV system of 2.47 J/m2 from B. atrophaeus. However, CFD simulation shows that 

the average UV dose should be 10.97 J/m2, a more accurate dose value that gives closer 
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disinfection efficacy for MS2 with the experimental results [70]. In the same manner, the 

average UV dose for EPA 600/R-06/051 [71]  was corrected from 2.95 to 18 [11], 18.3 

[72] and 18.45 J/m2 [70] using CFD simulations. The UV dose differences in the three 

simulation results are attributed to the particle trajectories within the system, the used wall 

diffusive reflectivity (25% or 15%), and the different particle characteristics. In addition to 

estimating the average UV dose of a UVGI system, the CFD simulation with the DPM can 

reveal the cumulative UV dose distribution with respect to particle counts and the standard 

deviation of the system's average UV dose, which is particularly important from the 

perspective of inactivating an individual microorganism. For instance, a study shows that 

an arrangement of four vertical lamps has an average UV dose and standard deviation of 

18.3 and 4.17 J/m2 [72]. In reality, the overdosed UV irradiance on one particle will not 

transfer to and average with other underexposed particles, resulting in the wasted energy 

input for the overdosed bioaerosols and insufficient characterization of a system with the 

average UV dose. Furthermore, research shows that a system with the highest average UV 

dose (regardless of the standard deviation) performs better on a strongly resistant 

microorganism. In contrast, for a weak microorganism, a system with a more evenly 

distributed UV dose (lower standard deviation) is needed, even with a lower average UV 

dose [73]. 

With the provided accurate average UV dose and standard deviation along with its 

advantages in terms of cost and time compared to experimental investigations, the CFD 

analysis was applied to conduct the parametric studies and UVGI system design 

optimizations. For instance, the three-lamp array optimization was conducted in six 

arrangements (detailed arrangements see Capetillo et al. [73]), which resulted in average 
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UV doses (standard deviations) of 28.33 (10.06), 28.21 (5.39), 27.91 (16.32), 30.18 

(12.60), 26.45 (5.37) and 31.05 J/m2 (5.45 J/m2), respectively [73]. From a UVGI system 

design perspective, a higher average UV dose and a single sharp peak (lower UV dose 

standard deviation) with all particles receiving the required UV dose are expected 

[70,72,73]. Thus, the lamp array with all three lamps located at the center of the duct and 

distributed across its height provides the best performance (average UV dose of 31.05 J/m2 

and standard deviation of 5.45 J/m2). In addition to the lamp array arrangements, other 

design parameters, such as the number of lamps, lamp orientations, and duct materials, can 

be numerically evaluated using CFD simulations. Table 1 summarizes the numerical 

analysis and the design suggestions from CFD simulations in the literature.  

Table 1 In-duct UVGI system design suggestions from the CFD studies in the literature 

Paper 

Duct size 

W×H×L 

(m×m×m) 

Lamp arrangement 

(lamp numbers, 

direction) 

Average UV 

dose (standard 

deviation) (J/m2) 

Conclusions 

[74] 
0.61×0.61

×2.74 

4, perpendicular  53.19-6479.66 
1. Without considering the thermal effect on the 

lamp output, placing UV lamps in a crossflow 

gives higher UV irradiance.  

2. Considering the wind chill effects, arranging 

lamps in parallel flow provides a higher average 

irradiance for a system with lower temperatures 

and higher airflow. 

4, parallel 121.30-3732.26 

[73] 
0.61×0.61

×1.83 

1, perpendicular, 6 

locations in the duct 
7.87-9.51 

1. Placing the UV lamp at the duct center 

(height and length) provides the best average 

UV dose.  

2. The lamp located at the beginning of the duct 

performs better than that located at the end of 

the duct. 

1, center of the duct, 

perpendicular 

1, center of the duct, 

parallel 

10.97 (4.39) 

17.36 (16.27) 

1. A lamp located parallel to the airflow 

provides a higher average UV dose. 

2. A higher standard deviation of the UV dose 

is observed for parallel scenarios, indicating 

that some particles receive a considerably lower 

UV dose than the average of the system. 
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3 lamps, perpendicular 

(six arrangements see 

Capetillo et al. [73]) 

28.33 (10.06) 

28.21 (5.39) 

27.91 (16.32) 

30.18 (12.60) 

26.45 (5.37) 

31.05 (5.45) 

1. The best performance is achieved by locating 

all three lamps at the center of the duct and 

distributing them across the height of the duct. 

2. The more even the UV dose distribution is, 

the more efficient the system is. 

3. Increasing the lamp numbers increases the 

UV dose distribution uniformity and indicates 

better energy usage. 

[72] 
0.61×0.61

×1.83 

4, perpendicular  18.3 (4.17) 

1. UV dose distribution non-uniformity (UV 

dose standard deviation) increases when 

changing the lamp array configuration from 

vertical to horizontal. 

4, 30 degrees 

perpendicular  
18.49 (4.60) 

4, 60 degrees 

perpendicular  
19.12 (6.75) 

4, parallel  18.39 (7.89) 

[75] 
0.02×0.02

×0.12 

48 LEDs (at the floor 

and ceiling of the duct) 
- 

1. The use of highly reflective surfaces 

significantly increases microbial inactivation 

and minimizes the impact of LED positions on 

inactivation levels. 

2. Four-wall reflection results in higher 

inactivation rates than solely side-side or top-

bottom surface reflection.  

3. The number of LEDs controls the maximum 

inactivation level when there are more than 

three reflection walls. 

2.3 Factors affecting the UV inactivation efficiency for 

airborne microorganisms 

As mentioned in Section 2.2.1, the UV inactivation efficiency is critically defined by the 

UV dose and UV rate constant. This section is aimed at discussing how the critical factors, 

including the in-duct UVGI system designs, operating conditions, and bioaerosol 

characteristics, affect the UV dose and UV rate constant, thus determining the inactivation 

efficiency of a UVGI system. 
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2.3.1 In-duct UVGI system designs 

2.3.1.1 Germicidal sources 

Mercury-based UV lamps, which are filled with mercury and a starting gas (typically 

argon), have a long history in UVGI devices. The commonly used low-pressure mercury 

germicidal UV lamp has a peak irradiance of 253.7 nm (more than 90% radiative emissions 

[76]), which is close to the peak germicidal effectiveness wavelength of 265 nm and out of 

the ozone-producing region (<240 nm) [11]. Furthermore, to eliminate ozone generation 

thoroughly, a soft glass coating is used to filter out the ozone-forming irradiance (185 nm 

here) and avoid potential ozone hazards in the air [77].  

The lamp output is a critical influencing factor for UV inactivation as it is directly 

associated with the UV irradiance distribution in a UVGI system. The output of the low-

pressure mercury lamp is determined by the coldest spot on the lamp surface, which 

controls the mercury vapor pressure of the lamp. For instance, Philips mercury lamps have 

optimum UV emitting efficiency (100%) when the bulb wall temperature reaches 

approximately 40 °C and only 20% and 58% efficiency when the lamp surface temperature 

is 10 °C and 80 °C, respectively [77]. The temperature dependency leads to concerns for 

the in-duct UVGI apparatus, as the heat transfer between the lamp and the ambient airflow 

strongly affects the lamp surface temperature and the lamp output, which is commonly 

called the “wind-chill” phenomenon. Thus, it is critical to identify the relationship between 

the HVAC operating conditions and the UV lamp working efficiency (lamp surface 

temperature). A previous study [78] introduced empirical correlations of lamp output for 

three types of low-pressure mercury lamps (cylindrical hot cathode, twin-tube hot cathode, 

and cylindrical cold cathode) under common HVAC operating conditions (air temperature: 
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5–35 °C; air velocity: 0.5–4 m/s). The correlations successfully predicted the lamp output 

under different air velocity and temperature conditions, where insufficient (low air velocity 

and high air temperature) or excess (high air velocity and low air temperature) convective 

heat transfer between the UV lamp and duct airflow results in overheating or overcooling 

of the lamp, thus lowering its output.  

Despite the extensive use of conventional mercury-type UVC devices, they have 

disadvantages: the short lifespan and frequent replacement (4000-10000 h), large size light 

fixture, uncertain lamp surface temperature, a requirement of warm-up time (about 5 

minutes), and mercury as a toxic environmental contaminant [79,80]. Thus, UVC light-

emitting diodes (LEDs) are alternative materials to replace conventional mercury-

containing UV lamps.  

UVC-LEDs can produce UV light in different wavelengths compared to the peak 

irradiation (254 nm) produced by conventional mercury-based UV lamps. The lamp-

emitting wavelength is another critical influencing factor for UV inactivation, as it is 

directly associated with the UV rate constant of microorganisms. For instance, we 

summarized studies in the literature that compare the UV rate constants for airborne 

microorganisms in UV-LED systems with different emitting wavelengths (Table 2). For 

bacteria, all the data report higher UV rate constants in the UV-LED system than those in 

the conventional mercury-type UVGI system, whereas, for two viruses (bacteriophages 

MS2 and ΦX174), opposite trends are found. This variation is attributed to the different 

wavelengths in the two systems, where the radiation peaks at 270.8 nm [79,81] and 280 

nm [82] for the LEDs compared to 253.7 nm for the conventional mercury-type UV lamps. 

For bacteria, DNA destruction is the primary reason for inactivation, and the DNA of most 
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microorganisms has a peak absorption between 260 nm and 270 nm [83]. Thus, one expects 

that the bacteria show higher UV rate constants within a 271 nm UV-LED system [79,81] 

than within a 254 nm conventional mercury-type UVGI system. Moreover, 254 nm and 

280 nm fall away from the peak UV absorption spectrum. Thus, minor differences are 

observed for these two wavelengths [83]. As for the bacteriophage, previous research 

shows that the loss of MS2 viral infectivity is mainly due to RNA damage [84]. The spectral 

sensitivity of the MS2 RNA shows lower UV absorbance and viral infectivity at 280 nm 

than at 254 nm [10], thus resulting in the lower UV rate constants of MS2 and ΦX174 for 

the 280 nm UV-LED system than for the 254 nm conventional mercury-type UVGI system.  

Table 2 UV rate constants for the airborne microorganisms in UV-LED and low-pressure 

mercury UV lamp systems 

 Wavelength 

(nm) 

LED 

device 

D range 

(J/m2) 

kLED (m2/J, LED UV 

lamps) 

kMV (m2/J, low-pressure mercury UV lamps) 

From the study [79] 
Average from 

literature1 

[79,81] 271 

10 UVC-

LEDs, 9V, 

350 mA 

24.5-318 

1.068 (E. coli) 

1.148 (S.marcescens) 

0.156 (S.epidermidis) 

0.034 (E. coli) 

0.0417 (S.marcescens) 

0.0143 (S.epidermidis) 

0.1958 (E. coli) 

0.3949 (S.marcescens) 

0.097 (S.epidermidis) 

[82] 280 
16 UVC-

LEDs, 12V 
0-453.9 

0.028 (MS2) 

0.202 (ΦX174) 

0.471 (E. coli) 

0.264 (S.aureus) 

- 

0.3629 (MS2)2 

0.62 (ΦX174) 

0.1958 (E. coli) 

0.2303 (S.aureus) 

1: Data extracted from [11]. 

2: Data averaged from [82,85–89] with outlier excluded. 

Furthermore, it is expected that by adjusting the LED peak emitting radiation at 260 -270 

nm, a higher UV rate constant can be obtained owing to higher UV absorption. At present, 

UV-LED-based in-duct UVGI systems exist in the prototype stage only, mainly due to 

limited LED output power. With the development and production of higher-output LEDs, 

it is expected that UV-LED devices will take a substantial share of the present market, 

which is occupied by traditional vapor discharge lamps. 
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2.3.1.2 In-duct UVGI system designs 

In-duct UVGI systems with different lamp arrangements (number of lamps, lamp power, 

lamp placement, etc.) and duct designs (duct size, duct wall materials, etc.) have distinct 

UV inactivation efficiencies as they are directly associated with the UV irradiance 

distribution in a UVGI system. In addition to Table 1 which presents in-duct UVGI system 

design suggestions from the CFD simulations, we summarize all the constructed and tested 

in-duct UVGI system designs (both full-scale and pilot-scale setups) in the literature in 

Table 3 to provide insights into the real-life designs. 

Thirty-three different designs are listed. These designs encompass typical operating 

conditions, with air velocities ranging from 0.16 to 6.5 m/s, temperatures from 10 to 30 °C, 

and RH between 31% and 62%. Notably, the U.S. Environmental Protection Agency (EPA) 

has conducted comprehensive research on in-duct UVGI (designs #1 – 8 [69,71,90–95]) 

with varied lamp arrangements, forming critical guidelines for system designs. Generally, 

to obtain a higher UV inactivation efficiency, a higher UV dose shall be delivered in a 

UVGI system. Designs #4, 5, 7, 17, 31, 32, and 33 provide high UV doses (>13 mJ/cm2), 

which is ten times the required UV dose for 99% of SARS-CoV-2 inactivation (1.222 

mJ/cm2) in air applications as recommended by ASHRAE epidemic task force [9]. 

Furthermore, these designs share common characteristics as (1) using high-power UV 

lamps or increasing lamp numbers (3 – 12 UV lamps and 180 – 1100 W total energy input), 

thereby enhancing UV irradiance within the ductwork; (2) using reflective duct materials 

to increase UV irradiance in the duct further; and (3) maintaining slow to intermediate air 

velocities (0.16 – 3 m/s) to prolong the UV exposure time for microorganisms. 

 



25 

 

Table 3 All available in-duct UVGI system designs in the literature 

Design details 

Reported inactivation 

efficiencies in the literature No. 

Duct 

W×H×L 

(m×m×m) 

Lamp arrangement (numbers, 

direction) 
Power (W) 

UV dose 

(mJ/cm2) 

Airflow 

(m/s) 

Environmental 

conditions (T, RH) 

#1[90]  

0.61×0.61 

×4.61 

122, reflective duct material  720 7.651 

2.5 

23.2 - 24.1°C MS2: 98% 

#2[69]  1, perpendicular  58 0.247 22.7 – 22.9°C MS2: 39% 

#3[71] 4, perpendicular  100 0.295 23 – 23.2°C MS2: 46% 

#4[91]  6, perpendicular3, reflective  420 19.826 25.3 – 25.8°C MS2: 99% 

#5[92] 5, parallel 1100 16.439 24.4 - 24.8°C MS2: 99% 

#6[93] 4, perpendicular 240 0.582 23- 23.2°C MS2: 75% 

#7[94] 
0.3×0.3 

×4.6 
6, parallel, reflective 750 42.342 1.56 21.2 - 24.1°C MS2:100% 

#8[95] 
0.61×0.61 

×4.6 
12, pulsed, perpendicular 7020 0.447 2.72 23.6 – 25.2 °C  MS2: 59% 

#9[96] 
0.2×0.2 

×1.4 
1, perpendicular  9 

0.735 3 

23°C, 55% 

SM: 99.925%; PA: 99.909%; 

EC: 98.168%; SE1: 93.607%; 

SE2: 92.935% 

#10[96] 0.490 4.5 - 

#11[96] 0.368 6 - 

#12[97] 
0.2×0.2 

×1.4 
1, perpendicular  9 

0.652 3 

20°C, 50% 

SE2: 81.73%; PA: 99.75%; 

EC: 95.92% 

#13[97]  0.391 5 - 

#14[97] 0.301 6.5 - 

#15[19] 

0.61×0.61 

×2.74 

4, perpendicular  

240 

6.687 2 20°C - 

#16[19] 4.458 3 10°C - 

#17[19] 13.374 1 30°C - 

#18[19] 
4, parallel  

5.511 2 20°C - 

#19[19] 3.674 3 10°C - 
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#20[19] 11.021 1 30°C - 

#21[98] 
0.64×0.64 

×2.44 
4, parallel  240 0.630 0.93 22.7°C; 31% 

MS2: 99.21%; BB: 99.94%; 

FH: 43.77%; CD: 96.84% 

#22[99] 

0.61×0.61 

×3.54 

1, perpendicular 145 1.341 

1.27 24°C, 50% 

SM: 99%; SE: 81%; 

#23[99] 3, perpendicular 435 3.197 
BS: 50.5%; AV: 10.5%; PC: 

0.5%; CS: 9.5% 

#24[99] 6, perpendicular  870 7.509 
BS: 85%; AV: 74.5%; PC: 

13.5%; CS: 16% 

#25[16] 

0.127 

×0.127 

×1.16 

1, perpendicular, stainless steel 

5 

1.537 0.5 

24°C, 40% 

E. coli: 99.98%; MS2: 93.04% 

#26[16] 1, perpendicular, stainless steel 0.921 0.9 E. coli: 98.36%; MS2: 71.36% 

#27[16] 1, perpendicular, stainless steel 0.607 

1.35 

E. coli: 95.60%; MS2: 61.87% 

#28[16] 1, perpendicular, galvanized steel 0.897 E. coli: 97.25% 

#29[16] 
2, perpendicular, 2 lamps in 2 

rows, stainless steel 
10 

1.426 E. coli: 99.81% 

#30[16] 
2, perpendicular, 2 lamps in 1 

row, stainless steel 
1.279 E. coli: 99.59% 

#31[100] Diameter: 

0.298 

Length: 0.724 

3, parallel 180 

13.92 0.56 

57% - 62% 

PRCV: 99.37% 

#32[100] 20.28 0.38 PRCV: 99.96% 

#33[100] 49.63 0.16 PRCV: 99.98% 

SM: S.marcescens; PA: P.alcaligenes; SE1: S.enterrica; SE2: S.epidermidis; EC: E. coli; BB: B.broncbiseptica; FH: feline herpesvirus-1; CD: canine distemper virus; 

BS: Bacillus subtilis; AV: Aspergillus versicolor; PC: Penicillum chrysogenum; CS: Cladosporium sphaerospermum; PRCV: Porcine respiratory coronavirus 

1: Duct length estimated by ASHRAE standard 52.2 [101]. 

2: Lamp arrangement details in [102]. 

3: Lamp arrangement details in [86]. 
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2.3.2 In-duct UVGI system operating conditions  

For the same UVGI system operating under different conditions, e.g., air velocity, 

temperature, RH, and bioaerosol characteristics, the inactivation efficiency varies in 

several ways.  

The effect of air velocity is well-recognized and twofold. Air velocity determines the 

microorganisms’ UV exposure time; thus, the higher the air velocity, the lower the UV 

reaction time and inactivation efficiency [16]. On the other hand, air velocity also affects 

UV lamp output. As mentioned in Section 2.3.1.1, low air velocity and high air temperature 

or excess high air velocity and low air temperature results in overheating or overcooling of 

the low-pressure mercury lamp, thus lowering its output [16]. 

The primary effect of air temperature is regulating the UV lamp output along with air 

velocity, as mentioned [17–19]. While there is a potential effect that high indoor 

temperatures combined with high humidity may affect the survivability, infectivity, and 

UVC susceptibility of airborne microorganisms [20–23], most building ventilation systems 

maintain air temperatures in a narrow range (23–26 °C and 20– 23.5 °C for the cities in 

North America during the summer and winter seasons [103,104]). Thus, air temperature 

itself has a negligible impact on the microorganisms’ UV rate constants in real-life 

applications. 

Air RH may vary significantly in the duct environment (below 60% RH and around 20% - 

30% RH for the room recirculating air during the summer and winter seasons [103,104] to 

over 90% in proximity to cooling coil locations [105]), which impact on the airborne 

microorganisms’ the UV rate constants. It is widely recognized that higher RH levels tend 
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to reduce the UV rate constant, particularly in moderate to humid environments with over 

50% RH [22,26,106–109]. Conversely, in dry conditions where RH is less than 30% RH, 

the UV rate constant appears to decrease as RH decreases [22,106]. The diminished 

inactivation rate at high RH levels is attributed to increased UV absorption by the water 

content in bioaerosols [20,23,26,109]. However, the literature does not explain the 

decreased UV susceptibility in low RH conditions.  

2.3.3 Bioaerosol characteristics 

Overall, bioaerosol characteristics, including their composition, size, and the contained 

microorganism species, determine the received UV radiation and how susceptible a 

microorganism is to UV illumination. For example, (i) UV absorption properties vary with 

different bioaerosol compositions, affecting the UVGI efficiency [20,24,25], (ii) bioaerosol 

particle size impacts UV absorption, but the effect varies with different suspending media 

[25], (iii) potential cell aggregations in the bioaerosol particles increase resistance to UV 

inactivation [20,110], and (iv) different microorganisms exhibit varying levels of 

susceptibility to UV radiation [17,26]. 

2.3.3.1 Bioaerosol particle size 

For the bioaerosol particle size, several studies have investigated its impact on the 

performance of UVGI systems, demonstrating varying trends with different airborne 

microorganisms in the various suspending media. For airborne Serratia Marcescens, the 

inactivation efficiencies increased as the particle size increased (aerodynamic diameter: 

0.65–3.3 µm) when suspended in phosphate-buffered saline (PBS) [25] or synthetic saliva 

[25], yet when the bacterium was aerosolized from serum or beef-broth culture, the 
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inactivation efficiencies decreased with an increasing particle size (aerodynamic diameter: 

0.65–2.1 µm for serum [25] and aerodynamic diameter: 0.65–10 µm for beef-broth culture 

[111]). In contrast, for vaccinia virus aerosolized from water or synthetic respiratory fluid, 

the virus’s susceptibility did not appear to be a function of particle size (aerodynamic 

diameter: 0.7–3.3 µm); the particle size distribution remained unchanged before and after 

UV illumination [107]. 

2.3.3.2 Airborne microorganism species 

Microorganisms are inherently susceptible to UVC light, and the term UV rate constant (k, 

m2/J) has been widely used to characterize the microorganisms’ susceptibility to UV 

illumination. The higher the UV rate constant of a microorganism is, the more reactive it 

is to UV light. Different microorganism species, with different genetic materials and 

structures, inherently react differently upon UV illumination. This, in return, results in 

different UV rate constants. Generally, it is recognized that fungi tend to be the most 

resistant to UV illumination, followed by bacteria spores, bacteria vegetative cells, and 

viruses as the most sensitive to UV light [26].  

Several studies have summarized the UV rate constants of different bacteria, viruses, and 

fungi, and a comprehensive UV rate constant database was established [11]. However, 

most of the collected data are liquid matrix-based. In general, the susceptibility of airborne 

microbes to UV is much greater than that of microbes in liquid suspensions or in films on 

the surfaces. This phenomenon is attributed to (1) the UV absorptivity of liquid media, 

which impacts the effectiveness of UV exposure; (2) the increased turbulence and diffusion 

in the air compared to water, resulting in more evenly exposed microorganisms; (3) the 

aerosolization process, which reduces the microbial survival potential through physical 
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damage; (4) the presence of oxygen in the air, which contributes to increased vulnerability 

[17,26]; and (5) potential differences in virion aggregation in bioaerosols and in liquid 

[20,112]. Thus, aiming at UV inactivation of airborne ssRNA viruses, the core target 

microorganisms for this thesis, we summarize the available UV rate constant data in the 

literature in Table 4, and as expected, it shows very distinct UV rate constants for different 

microorganisms.    

Table 4 UV rate constants for the infectivity loss of airborne ssRNA viruses 

Microorganisms 
UV rate constant k (cm2/mJ) 

Average  Studies in the literature 

Phage MS2 1.604±1.780 

5.45 [113] 

1.133 [69,71,90–95] 

0.43 [114] 

1.361 [112] 

1.119 [115] 

0.057 [116] 

Coxsakievirus 1.110 1.110 [117] 

Sindbis virus 1.040 1.04 [117] 

Influenza A virus 2.248±0.661 
2.9 [108] 

2.7 [108] 

2.2 [108] 

Porcine reproductive and respiratory syndrome 

virus 
4.507 4.507 [106] 

Porcine respiratory coronavirus* 0.186 0.186 [100] 

SARS-CoV-2 9.904 9.904 [118] 

Murine hepatitis virus 3.77 3.77 [114] 

Bovine coronavirus* 1.105 1.105 [115] 

*: The reported UV rate constant was underestimated due to the virus titers under UV-on conditions 

falling below the detection limits. 

2.4 Critical research gaps  

A thorough literature review regarding the UV inactivation mechanisms, UVGI system 

modeling, and factors affecting the UV inactivation efficiency is provided. Despite 

extensive research on the characterization of the UV disinfection for airborne 
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microorganisms, several research gaps have been defined in alignment with the primary 

objectives of this thesis. 

2.4.1 The UV irradiance model 

As mentioned in Section 2.2.3, the current view factor model can characterize well for 

some in-duct UVGI systems. However, it faces several challenges, such as duct wall 

reflections and multiple-lamp arrangements, which must be addressed to predict the UV 

irradiance distribution inside the duct for real-world applications. Notably, different duct 

walls have different dominating reflection types, and the effects of each reflection type 

have not been thoroughly discussed. Furthermore, multiple UV lamps must be installed to 

increase the germicidal effects within the duct, where shadowing effects between the UV 

lamps (luminous cylinders) occur. However, no view-factor model has quantified the 

shadowing effects of multiple UV-lamp scenarios inside the duct enclosure. Thus, in this 

thesis (Section 4.1), a new view-factor-based mathematical model was developed to 

calculate the irradiation distribution for a typical twin-tube UV lamp, in which the 

contributions from direct emissive irradiance, specular reflection irradiance, and diffuse 

reflection irradiance were quantified. Furthermore, the “projection area” method was 

introduced to mathematically estimate the shadowing effects between the two lamps by 

considering multiple-lamp scenarios in in-duct UVGI system designs. 

2.4.2 The UV rate constant model 

As mentioned in Section 2.2.2, several UV rate constant models have been introduced, 

using different approaches such as physical-based, empirical, and semi-empirical methods. 

However, these models each have their strengths and weaknesses. For instance, empirical 
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and semi-empirical models excel in correlating genome features (such as sequence length 

and base compositions) directly with viral infectivity loss [31,38,41–44]. However, they 

sideline the contributions from protein (capsid) damage. Moreover, model parameters 

obtained from data fitting often lack interpretable physical meaning. On the other hand, the 

physics-based approaches that attempt to predict genome damage and CPDs with 

experimentally measured quantum yield values for different photoreactions [32,33] suffer 

from lower accuracy, possibly due to the limited availability and significant variations in 

quantum yield data and the oversimplified assumption that genome damage equals 

infectivity loss. Thus, in response to these challenges, this thesis (Section 5.1) introduces a 

UV rate constant prediction model that integrates both genome damage (estimated by an 

improved genomic model) and capsid protein damage and strives to ensure that the model 

parameters resonate with physical interpretation.  

2.4.3 The effect of RH on UV inactivation efficiency 

As mentioned in Section 2.3.2, the effect of RH on airborne virus UV inactivation is 

complex, and the mechanisms behind it are unclear. Additionally, there is inconsistency in 

the reported UV inactivation behaviors of MS2 at different RH levels in the literature. One 

study found that the UV rate constant of MS2 (aerosolized from deionized water) decreased 

with increasing RH (from 55% to 85% at 25 – 28 ℃) [109], while another study reported 

the increased UV rate constant for MS2 (aerosolized from PBS with 0.01% Tween) with 

increasing RH (32% - 50% to 74% - 82%, with the temperature not reported) [114]. Both 

studies had limitations; the former did not examine the dry environment [109] and the latter 

used only a single UV dose to determine the UV rate constant, not reporting air temperature 

[114]. These limitations hinder providing informed recommendations for implementing 
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UVGI systems in complex in-duct environments (i.e., below 60% RH and around 20% - 

30% RH for the room recirculating air during the summer and winter seasons [103,104] to 

over 90% in proximity to cooling coil locations [105]). Thus, we conducted UV 

disinfection experiments on airborne MS2 and compared the UV rate constants for airborne 

MS2 under three RH conditions (25%, 40%, and 60%) with a detailed analysis of potential 

mechanisms behind this phenomenon.  

2.4.4 The effect of bioaerosol particle size on the UV inactivation 

efficiency 

As mentioned in Section 2.3.3.1, the airborne microorganisms carried by bioaerosol 

particles with different sizes have distinct sensitivity towards UV illumination. In practice 

settings, the bioaerosol concentrations peak at different particle sizes. For instance, SARS-

CoV-2 RNA was primarily detected in both sub-micrometer (0.25–1.0 µm) and super-

micrometer (>2.5 µm) bioaerosols (in aerodynamic diameter) in Wuhan hospitals[119]. 

Similarly, a Singapore hospital reported a higher or equivalent particle concentration in 

size >4 µm than the 1–4 µm size range (aerodynamic diameter) [120]. Moreover, more 

positive SARS-CoV-2 were found in the samples of 2.5–10 µm particles than in <2.5 µm 

or >10 µm particles (aerodynamic diameter) in Kuwait hospitals[121]. Hence, when we 

use the UV rate constants reported in labs for bioaerosol particle sizes that do not match 

the target size, one can expect differences in inactivation efficiency. Importantly, no 

available UV rate constant data exists in the literature for virus-containing bioaerosols with 

a particle size larger than 3.3 µm. Therefore, this thesis investigates the effect of particle 

size on the UV inactivation of airborne MS2 across a broad particle size range (0.65 – 7 

µm). 
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3 Experimental Evaluation of the In-duct UVGI System 

3.1 Pilot HVAC system and in-duct UVGI reactor design 

American Society of Heating Refrigeration and Air Conditioning Engineers (ASHRAE) 

has developed a standard testing method for evaluating UV-C lights for use in air-handling 

units or air ducts to inactive airborne microorganisms (ASHRAE Standard 185.1-2020 

[122]). In this research, a pilot HVAC system (Figure 2(a) and Figure H1) was designed 

and constructed at the Built Environment Technology Lab following the guidance of 

ASHRAE Standard 185.1-2020 [122]. It consists of a main duct section, three chambers, 

and round ducts that connect chambers and main ducts. The in-duct UVGI rector (Figure 

2(b)) was installed in the main duct section at the location of reactor system #1. It had a 

cross-sectional area of 12.70×12.70 cm2 and a length of 1.35 m, allowing the installation 

of necessary devices (such as fans, UV lamps, and injection and sampling ports) and 

sensors (such as the humidity/temperature sensor and flowmeters).  

A feedback control system (Opto 22) was developed to record and control ventilation 

conditions (airflow velocity, temperature, and RH) inside the duct system. It allows the 

precise control of the airflow rate from 0 to 95 L/s, the relative humidity from room RH to 

100%, and the temperature from the room temperature to 50 ℃. Furthermore, cross-shaped 

injection and sampling probes (each tube consisting of four branches and five sampling 

holes on each branch) were designed to maximize the injection and sampling uniformity 

across the duct cross-section [123]. Moreover, the mixing baffle was designed to have 40% 

open area in its plate surface, in accordance with the ASHRAE Standard 52.2-2017 [124], 

to provide good mixing of the airflow. 
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For the bioaerosol’s UVGI test, a 1-jet nebulizer (Collision Nebulizer, BGI) and diffusion 

dryer (Silikagel, DDU 570, TOPAS) were connected before the injection tube, and the six-

stage Andersen cascade impactors (TE-10-800, TISCH Environmental, USA) or SKC 

BioSamplers (20ml, BioLite + Pump, SKC Inc, USA) were connected to the downstream 

sampling probes for simultaneous bioaerosol generation and sampling. Prior to testing the 

UVGI device, the UV lamps (OSRAM GCF5DS 5 W) were operated for a standard 100 h 

“burn-in” period to obtain a stable output.  

 

(a) 
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(b) 

Figure 2 The schematic of (a) the pilot HVAC system and (b) in-duct UVGI reactor 

3.2 In-duct UVGI system prequalification tests 

Prequalification tests of the in-duct UVGI system have been conducted to quantitatively 

verify that the test rig is able to be used to test bioaerosol UV disinfection technology 

following the requirements of ASHRAE Standard 185.1-2020 [122].  

3.2.1 Leakage Test 

Keeping leakage within an acceptable range is vital for quality control of the experiment 

and operator safety. Therefore, leakage of the main duct section was assessed in this 

research. The diagram of the leakage test of the main duct section is illustrated in Figure 3. 

All sensors and tubes were removed from the main duct, and all round-ducts were 

disconnected from the square main duct section. All holes, inlet, and outlet of the duct 

system, and the edge of the duct were sealed by aluminum foil and paper boards. 
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Figure 3 Schematic of the leakage test 

Firstly, the maximum operating velocity and pressure drop were measured based on the 

components installed inside the setup. Specifically, pressure drops of all components, such 

as the mixing baffle, prefilters, and HEPA filters, were detected by a manometer 

(TSI/Alnor Model 5825) when installed inside the UVGI reactor. During the leakage test, 

the compressed air was fed into the duct to keep the system under the targeted pressure 

(obtained maximum pressure drop). To reach the concentration uniformity of the tracer 

gas, the inlet and outlet of the duct were connected by a pump running at 28 L/min. Besides, 

the inlet and outlet of the Fourier transform infrared spectroscopy (FTIR iS50, Thermal 

Fisher Scientific) were connected to the setup. Thus, the whole system could be a closed-

loop system. 

Once the system reached the desired pressure, 2 μL pentane was injected into the system 

by a syringe. The FTIR analyzed concentrations of pentane in the duct system when the 

gas samples were passing through it. Concentration decay was recorded by 40 mins to 

obtain the decay curve. Assuming the natural decay of pentane in the duct system is 
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negligible, the leakage airflow (Qleak) and leakage ratio (RL) could be obtained by the 

following equations: 

0

leakq
t

VC C e
−

=   

max

100%leakq
leakage ratio

q
=                                                                                         (5) 

where C0 is the initial concentration (ppm), C is the concentration (ppm) at time t (min), 

and V is the duct volume (110.6 L). qMax is the maximum operating flow rate (1.30 m3 

/min) of the developed setup. 

The maximum pressure drop of the in-duct UVGI reactor is mainly from filters and a 

mixing baffle in the system. According to ASHRAE Standard 185.1-2020 [122], setups 

used in the bio-experiments should include at least one HEPA filter (prefilter) and one 

mixing baffle. They have 170 Pa and 160 Pa pressure drops at the maximum operation flow 

rate of 1.30 m3/min in this research. With the consideration of adding one HEPA filter at 

the outlet of the system (final filter) and potential pressure drop for UV lamp and 

injection/sampling tubes, the most significant pressure drop requirement in the single-pass 

mode should be larger than 500 Pa. Figure 4 shows decay curves of the pentane 

concentration under the duct testing pressure of 652 Pa. According to Eq. (5), leakage was 

determined as 0.94%, which was within the leakage ratio requirement of the ASHRAE 

Standard 185.1-2020 (<1.0%) [122]. 
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Figure 4 Pentane decay curves during the leakage test 

3.2.2 Aerosol uniformity test  

The aerosol uniformity test was conducted using KCl aerosols. The aerosols were 

generated by the particle generation system composed of compressed air, a 1-jet Collison 

nebulizer (Collision Nebulizer, BGI), a Kr-85 charge neutralizer (3077A, TSI Inc., USA), 

and a diffusion dryer (Silikagel, DDU 570, TOPAS), then introduced into the duct system 

through the injection tube. In addition, an optical particle sizer (OPS Model 3330, TSI Inc., 

USA) was used to detect particle concentration with sizes ranging from 0.3 µm to 10.0 µm, 

referring to ASHRAE Standard 52.2-2017 [124]. It should be noted instead of following 

the single-point sampling procedure as set forth in the ASHRAE Standard 52.2-2017 [124], 

we designed cross-shaped sampling probes (45° and 90°, design details can be seen in our 

previous work [123] and Figure H2) to facilitate the uniform sampling of the bioaerosols 

across the duct cross-section. Each sampling tube contains four columns with five-hole 
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openings, and the hole sizes vary along the column to maintain the approximate pressure 

drop of each hole (difference < 15%) under the desired sampling flow rate (28.3 L/min) 

according to the preliminary CFD simulations [123]. Therefore, the aerosol uniformity was 

determined by measuring concentration differences of using 45° and 90° sampling probes 

at 0.6m/s, 1.0 m/s, and 1.35m/s air velocity. 

Table 5 Aerosol concentration differences between 45° and 90° sampling tubes in the 

duct system 

Air 

velocity 

(m/s) 

Aerosol diameter range (µm) 

0.3-0.4 
0.4-

0.55 

0.55-

0.7 

0.7-

1.0 

1.0-

1.3 

1.3-

1.6 

1.6-

2.2 

2.2-

3.0 

3.0-

4.0 

4.0-

5.5 

5.5-

7.0 

7.0-

10.0 

0.6 3% 4% 5% 4% 4% 6% 6% 5% 8% 10% 4% 20% 

1.0 1% 3% 1% 1% 1% 5% 4% 7% 9% 10% 1% 18% 

1.35 2% 2% 4% 5% 5% 7% 2% 3% 8% 7% 4% 32% 

The aerosol concentration differences between the two sampling tubes for each aerosol size 

range were included in Table 5. All differences were smaller than 15% (requirement of 

ASHRAE Standard 185.1-2020 [122]), except for aerosols larger than 7.0 µm. This is 

attributed to the relatively low aerosol concentration for this size inside the duct (lower 

than 10 particles/cm3) and, thus, cannot be detected steadily. For this reason, the large 

bioaerosols (> 7.0 µm) were not collected nor analyzed in this thesis. 

3.2.3 Isokinetic sampling test 

The isokinetic sampling at upstream and downstream sampling tubes was evaluated by 

connecting a flow calibrator (Defender 510H, Measalabs) with the isokinetic sampling 

probes and optical particle sizer (OPS Model 3330, TSI Inc., USA) or six-stage Andersen 
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cascade impactor (TE-10-800, TISCH Environmental, USA). The PBS aerosols were used, 

and the tests were conducted under 0.5m/s, 0.9m/s, and 1.35m/s. The results showed a 

smaller than 0.7% difference (when using an optical particle sizer) and 1.6% difference 

(when using an impactor) between the upstream and downstream samplings for all three 

velocities, indicating the sampling system can maintain isokinetic sampling (<10% as 

required by ASHRAE Standard 185.1-2020 [122]). 

3.2.4 Microorganisms’ decay in the nebulizer 

There is potential inactivation for microorganisms during the aerosolization due to the 

physical stress resulting from the acceleration/deceleration and impaction inside the 

nebulizer [125]. Thus, despite not being required by the ASHRAE standard, 

prequalification tests quantifying the microorganisms' (MS2 and E. coli) concentration 

changes inside the nebulizer during the long-time aerosolization were conducted.  

In detail, the nebulization suspension was prepared by adding 200 µL of purified MS2 stock 

(concentration around 1011 – 1012 PFU/mL, preparation method sees in Section 3.3.2.1) 

into 50 mL PBS or 10 mL of purified E. coli stock (concentration around 108 – 109 

CFU/mL, preparation method sees in Section 3.3.2.1) into 40 mL PBS. The nebulization 

(with 20 psi compressed air) was initiated once the duct system stabilized. At around 0 

minutes, 25 minutes, 30 minutes, 1 hour, 1.5 hours, 2.5 hours, and 4 hours, the compressed 

air was turned off, and samples (1000 µL) were aseptically extracted from the nebulizer 

using a pipette. Then, the titers of MS2 or E. coli were obtained through serial tenfold 

dilution and compared. The results showed small changes (Figure 5, maximum 13.5% for 

MS2 and maximum 16.1% for E. coli) in microorganisms’ concentration in the nebulizer. 
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Thus, we assume insignificant MS2 and E. coli decay during the 4 hours of nebulization in 

this research.  

 

(a) 

 

(b) 

Figure 5 The (a) E. coli and (b) MS2 concentration in the nebulizer during the 

nebulization 
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3.2.5 Aerosols particle size distribution stability 

The aerosol particle size distribution stability prequalification test was conducted to 

determine if there were variations of PBS aerosols at the downstream sampling port during 

a 3-hour experiment period under the UV light-off condition. In detail, the test was 

conducted under the operation conditions of 1.35m/s, 25°C, 25% RH, and UV-off. Once 

the duct system stabilized, nebulization (with 20 psi compressed air) commenced using the 

PBS solution and allowing for 10 min of the system equilibration. The sampling was 

conducted downstream using the TSI 3330 and measured the aerosol concentration across 

the 0.3 – 10 µm particle size range. The samplings were repeated continuously 10 times, 

and each sample lasted 15 minutes, thus covering a 3-hour experiment period.  

The results showed insignificant variations (Figure 6, the maximum difference between the 

ten samples was 5.2%) of the PBS aerosol concentrations for the particle sizes < 7.0 µm, 

indicating the PBS aerosol concentrations and particle size distributions were stable during 

the test. 
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Figure 6 The normalized PBS aerosol particle size distributions for ten samples that are 

collected for a 3-hour experiment period 

3.2.6 Bioaerosols light-off loss (correlation ratio test) 

Another prequalification test was conducted to determine if there were variations of E. coli 

or MS2 bioaerosol concentrations along the duct (upstream and downstream samplings) 

and throughout the 2.5-hour testing period. In detail, the test was conducted under the 

operation conditions of 0.5m/s, 25°C, 25% RH, and UV-off. Once the duct system 

stabilized, nebulization (with 20 psi compressed air) commenced using the mixture 

suspension media (10 mL purified E. coli stock into 40 mL PBS solution or 100 µL purified 

MS2 stock into 50 mL PBS solution, preparation method seen in Section 3.3.2.1), allowing 

for 10 min of the system equilibration. Upstream and downstream samplings were 

conducted simultaneously using two 6-stage impactors with sterile double nutrient-agar-

layer plates inserted. As mentioned before, the bioaerosols with particle sizes greater than 
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7.0 µm (MS2, stage 1) and greater than 2.1 µm (E. coli, stages 1, 2, 3, and 4) were not 

studied. Thus, the sampling times of each stage for MS2 bioaerosols were 0.5 min (stage 

6), 0.5 min (stage 5), 7 min (stage 4), 30 min (stage 3), and 30 min (stage 2) due to the 

concentration difference of various MS2 bioaerosol sizes, and for E. coli bioaerosols were 

0.5 min for both stages 6 and 5. The first sampling occurred 25 minutes after nebulization 

began, followed by subsequent sampling at 1 hour and 45 minutes. The total experimental 

time was around 2.5 hours. Then, the sampled agar plates were incubated overnight at 

37°C, and the numbers of colonies or plaques formed on the plates were counted and 

compared. 

The results showed insignificant variations of bioaerosol concentrations between the 

upstream and downstream sampling ports for both E. coli (Figure 7(a), maximum 17.7% 

and 11.7% for stages 5 and 6 between all four sampling scenarios) and MS2 bioaerosols 

(Figure 7(b), maximum 18.5%, 15.7%, 19.4%, 12.6%, and 11.5% for stages 2, 3, 4, 5, and 

6 between all four sampling scenarios). It should be noted that the particle size distribution 

for E. coli with bioaerosol size greater than 2.1 µm and for MS2 with bioaerosol size greater 

than 7 µm were unstable or low concentration during the test, thus not discussed in this 

research. The results met the requirements of ASHRAE Standard 185.1-2020 [122] for the 

correlation ratio test and showed the stable operation of the pilot HVAC system during the 

UVGI experiment. 
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(a) E. coli 

 

(b) MS2 

Figure 7 Particle size distributions for (a) E. coli and (b) MS2 bioaerosols at the upstream 

and downstream of the UVGI reactor (0.5m/s and 25% RH), with #1 and #2 representing 

the testing times of 25 minutes and 1 hour and 45 minutes since the start of nebulization 
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3.2.7 Other prequalification tests 

Previous sections have presented the details of the tests that are related to the UV 

disinfection of the bioaerosols, including the leakage test, aerosol concentration 

uniformity, isokinetic sampling, microorganisms’ decay in the nebulizer, aerosols 

concentration and particle size distribution stability inside the duct, and bioaerosols light-

off correlation ratio test. There are a few other tests that control the pilot HVAC system 

operation yet are not directly related to the bioaerosols, including air velocity uniformity 

test, 100% efficiency test, airflow verification test, flow control verification test, etc., 

which can be referred to our previously published work [123,126]. Furthermore, all the 

prequalification test results and brief introductions are summarized in Table 6.  
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Table 6 Pilot HVAC system pre-qualification test results 

Parameter Requirements1 Results Comments 

Air velocity uniformity2 

CV (coefficient 

of variation) < 

10% 

<7.7% 
Based on traverse measurements taken across a 9-point equal-area grid (UV 

lamp location) at velocities of 0.585 m/s, 2.487 m/s, and 3.745 m/s. 

Aerosol uniformity2 < 15% 
 <10.3% for particle size <7 µm; 

<32.3% for particle size > 7 um 

Based on the KCl aerosol concentration difference (averaged from upstream 

and downstream sampling) using two types of sampling tubes (45° and 90°) 
at velocities of 0.6 m/s, 1.0 m/s, and 1.35 m/s. 

100% efficiency test2 >99% >99.0% 
Based on the HEPA filter test of the removal efficiency for KCl aerosols 

(upstream and downstream sampling) at 0.585 m/s, 2.487 m/s, and 3.745 m/s. 

Duct leakage2 < 1.0 <0.9% 
The leak rate ratio was assessed at the max velocity (1.35 m/s) and pressure 

(652 Pa) in a closed-loop mode. 

Isokinetic sampling < 10% 
<0.7% for TSI 3330;  

<1.6% for Impactor 

Based on the downstream sampling airflow rate measurements of the 

samplers (TSI 3330 or 6-stage Andersen impactor) at velocities of 0.5 m/s, 

0.9m/s, and 1.35 m/s. 

Virus decay in the nebulizer – <13.5% 

Based on the titration of the MS2 suspension in the nebulizer during the 4-

hour testing period, samples were collected at 15 minutes, 30 minutes, 1 hour, 

1.5 hours, 2.5 hours, and 4 hours after initiating the system. 

Aerosol generator response 

time2 
– 2 min 

Based on the continuous sampling at the upstream sampling point to examine 

the time interval for aerosol concentrations to transition from background to 

steady test levels. 

Aerosol concentration and 

particle size distribution 

stability 

– 
 < 5.2% for particle size <7 µm; no 

readings for particle size> 7 um 

Based on the continuous sampling (sampling ten times, each sample 15 

minutes) of the PBS aerosol concentration at the upstream sampling port 

during a 3-hour experiment period under the UV light-off condition. The TSI 

3330 measured the aerosol concentration across 0.3 – 10 um particle sizes.  
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Bioaerosols light-off loss 

(correlation ratio test) 
0.7 – 1.3 0.81 – 1.14 

Based on the sampled bioaerosols at upstream and downstream sampling 

ports for all five impactor stages under the UV light-off condition. This test 

assessed the no-light loss within the duct and the system’s stability during the 

2.5-hour experiment period. Samples were taken at 20 minutes and, 1 hour 

and 45 minutes after initiating the system. The sampling durations for each 

stage were: 0.5 min (stage 6), 0.5 min (stage 5), 7 min (stage 4), 30 min (stage 

3), and 30 min (stage 2). 

1: Per the requirements of ASHRAE Standard 52.2-2017[124] and ASHRAE Standard 185.1-2020[127]. 

2: For details, refer to our previous study[126]. 
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3.3 Experimental evaluation of the in-duct UVGI system 

The performance of an in-duct UVGI system was evaluated by the engineering metrics of 

the UV irradiance and the biological metrics of the airborne microorganism’s inactivation 

efficiency. The following sections give the details of the investigating cases, experimental 

methodology, and the results and discussions of the experimental evaluations.  

Briefly, the effects of duct system designs (UV lamp arrangements and duct wall materials) 

were investigated based on the UV irradiance distribution and bioaerosol (airborne E. coli) 

inactivation efficiency, the effects of operating conditions (RH) and bioaerosol 

characteristics (particle size and target genome sequence) were evaluated based on the 

bioaerosol (airborne MS2) inactivation efficiency for infectivity loss and genome damage.  

3.3.1 UV irradiance measurement 

For a start, the emission wavelength distribution of the used twin-tube UV lamp was 

measured using a spectrometer (ILT960, International Light, USA). 

Then, the UV irradiance inside the duct was measured using a Radiometer RM-12 at 

multiple locations and was used for irradiance model validations in Section 4.3.1. The 

irradiance was measured at a total of 36-points (Figure 8), which were uniformly 

distributed in four cross-sections.  
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Figure 8 Schematic illustration of the irradiance measurement locations inside the duct (a: 

measured four cross-sections under the one-lamp stainless steel scenario, b: measured 

four cross-sections under the one-lamp galvanized steel and multiple-lamps scenarios) 

Since the spatial irradiance inside the duct is the sum of the direct emissive irradiance from 

the UV lamp and the reflected irradiance from the duct walls, the irradiance measurements 

consist of two parts. First, the direct emissive irradiance was measured in an open-air lab 

environment (19.5°C±2°C and 25%±5% RH) without duct wall enclosures and reflections 

(Figure 9(a)). Then, the overall total irradiance at the relative exact spatial locations was 

measured inside the duct with the wall reflections (Figure 9(b)).  

To ensure the same lamp output during the measurements of the direct emissive irradiance 

and the overall total irradiance, we directly applied the radiometer probe to the UV lamp 

surface (Figure 9(c)). We measured the lamp surface emitting irradiance for both open-air 

lab environment and in-duct environment under different ventilation conditions. It was 
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found that the in-duct environment under T (25°C±0.2°C), U (0.9 m/s±0.06 m/s), and RH 

(40%±5%) has the same lamp emission irradiance (lamp output) as the open-air lab 

environment (19.5°C±2°C and 25%±5% RH). Thus, the measurements of the overall total 

in-duct irradiance were conducted under the airflow conditions of T (25°C±0.2°C), U (0.9 

m/s±0.06 m/s) and RH (40%±5%).  

 

(a) 
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(b)                                                                                 (c) 

Figure 9 (a) The direct emissive irradiance measurement in an open-air environment 

setup; (b) the overall total irradiance measurement inside the duct; and (c) lamp surface 

emitting irradiance at the bottom point 

In addition to the measurements of the one lamp at the duct center scenario, the overall 

total irradiance of other duct system designs, including different lamp arrangements (one 

lamp at the center, two lamps in two rows, and two lamps in one row) and duct wall 

materials (specular reflection-dominated mirror-like stainless steel and diffuse reflection-

dominated galvanized steel), were studied. The schematic of the lamp arrangement can be 

seen in Figure 10. 
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(a)                                         (b)                                                 (c) 

Figure 10 Schematic of lamp arrangements inside a duct: (a) one lamp at the center, (b) 

two lamps per row (one row), and (c) one lamp per row (two rows) 

3.3.2 UVGI disinfection tests 

In addition to the UV irradiance measurements, the performance of an in-duct UVGI 

system was evaluated by the inactivation efficiency as well, which was characterized by 

the genome damage (qPCR assay) and infectivity loss (culturing assay). In this study, 

airborne E. coli and MS2 were chosen as target microorganisms in the UVGI tests. They 

are average-size Gram-negative bacterium (~ 1.0 – 2.0 µm long and 0.5 µm radius cylinder) 

and small-size non-enveloped single-stranded viruses (23 – 28 nm diameter sphere), which 

were commonly used as surrogates for pathogenic viruses and bacterium in the literature 

[16,17,26,128,129]. Note that airborne E. coli UVGI tests were conducted to investigate 

the effects of the UVGI system designs, and the airborne MS2 UVGI tests were conducted 

to investigate the effects of system operating conditions and bioaerosol characteristics. 
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3.3.2.1 Microorganisms’ preparation 

E. coli strain (C3000, ATCC 15597) was cultured in lysogeny broth (LB) within a constant 

temperature shaking incubator (Corning 6750) at 37 °C and 170 rpm for 16 hours. Then, 

the stock was harvested by centrifuging the overnight suspension at 1920 relative 

centrifugal force (rcf) for 5 min and washing it three times with PBS solution. The final 

pellet was resuspended in 10 mL PBS, corresponding to approximately 108–109 CFU/mL 

[16] and ready for microbial nebulization in the aerosol generator. 

The MS2 bacteriophage (ATCC 15597-B1) was propagated using E. coli C3000 in an LB 

solution. Initially, freeze-dried MS2 phage stock was dissolved in 1 × PBS at 1 mg/mL. 

Then, 50 µL of the resulting MS2 suspension was added to a 10 mL log-phase E. coli LB 

culture, which was prepared by inoculating the E. coli strain in LB and incubating in a 

constant temperature shaking incubator (Corning 6750) at 37 °C and 170 rpm for 2 – 4 

hours with an optical density at 600 nm wavelength (OD600) 0.1 – 0.4. Then, the MS2 

culture was incubated at 170 rpm and 37 °C for 16 hours. After propagation, the mixture 

was centrifuged at 4300 rpm (1750 rcf) for 25 mins to separate the MS2 suspension from 

bacterial cells and the debris. The supernatant (MS2 suspension) was then filtered through 

a 0.22 µm pore membrane filter (Syringe Filter PES, Fisher brand, USA) and stored in a 

4°C refrigerator for future use. The filtered MS2 stock has a concentration of around 1011 

– 1012 PFU/mL and was ready for microbial nebulization in the aerosol generator. 

3.3.2.2 Bioaerosols preparation 

Microbial nebulization was performed using a 1-jet nebulizer (Collision Nebulizer, BGI), 

in which high-velocity compressed airflow generated aerosols from liquid suspensions. 
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The aqueous solution in the nebulizer was prepared by adding the microbial suspension 

from the previous step to PBS (details see in Table 7). The resulting bioaerosols passed 

through a dryer and were introduced into the duct via an injection tube. Note that the 

starting microbial concentrations in the nebulizer for the UVGI infectivity loss test and the 

UVGI genome damage test were different, which were due to different detection limits of 

the culturing assay (using Andersen impactor) and qPCR assay (using Biosampler). 

3.3.2.3 Bioaerosols sampling 

For the UVGI infectivity loss test, the culturing assay was used to count the functional 

microorganisms and calculate the UV inactivation efficiency. Bioaerosols were collected 

using six-stage Andersen cascade impactors (TE-10-800, TISCH Environmental, USA) 

downstream of the UVGI reactor at a flow rate of 28.3 L/min. The Andersen impactor had 

six ranges of aerodynamic diameters: ≥7 µm (stage 1, not included in this study), 4.7–7 

µm (stage 2), 3.3–4.7 µm (stage 3), 2.1–3.3 µm (stage 4), 1.1–2.1 µm (stage 5), and 0.65–

1.1 µm (stage 6), thus, able to capture the particle size-resolved UV inactivation efficiency. 

During UVGI experiments, separate sterile impactors were used for UV-off and subsequent 

UV-on samplings to prevent cross-contamination. Different sizes of bioaerosols were 

deposited on the Glass Petri dishes inside the impactors. The Glass Petri dishes were 

prepared with nutrient agar (for E. coli cultivation) or double nutrient agar layers based on 

the plaque assay method in ISO 10705-1 (for MS2 cultivation) [130]. In brief, for preparing 

the single nutrient agar layer, 27 mL of 1.5% broth agar was directly poured onto a sterile 

glass Petri dish and allowed to solidify. While preparing the double nutrient agar layer, 22 

mL of 1.5% broth agar was poured onto a sterile glass Petri dish and allowed to solidify 

first. Then, a 5 mL mixture of 0.5% broth agar (50 mL) and E. coli C3000 culture 
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suspension (1875 µL, cultivated for 2–4 h and OD600 0.1–0.4) was uniformly spread on the 

1.5% broth agar surface and left to solidify. Note that the Andersen Cascade Impactor 

operation manual [131] requires 27 mL of solidified agar in the Glass Petri dishes to 

maintain the correct distance between the jet orifice and the collection surface of each 

stage. Once the glass Petri dishes were prepared, they were placed beneath the impactor 

stages for sampling. The sampled agar plates were then incubated overnight at 37°C, and 

the number of colonies or plaques formed on the plates was counted and converted to the 

corresponding corrected particle counts using the positive-hole conversion table [132]. 

For the UVGI genome damage test, the qPCR assay was used for relative quantification of 

the undamaged viral genome and to calculate the UV inactivation efficiency. Bioaerosols 

were collected using SKC BioSamplers (20ml, BioLite + Pump, SKC Inc, USA) at the 

downstream sampling port at a flow rate of 12.5 L/min for 30 minutes, which had the cutoff 

size around 0.3 µm[133]. Separate sterile Biosamplers were used for UV-off and 

subsequent UV-on samplings to prevent cross-contamination. After sampling, the 

microbial suspension in the Biosampler was aseptically pipetted into 1.5 mL 

microcentrifuge tubes and stored in a -80 °C freezer for further qPCR analysis. 

In addition to bioassay sampling, MS2 bioaerosols (from stage 4) were also collected for 

Transmission Electron Microscopy (TEM) imaging and Energy-Filtered Transmission 

Electron Microscopy (EFTEM) analysis to provide insights into the bioaerosol internal 

structures. Formvar/Carbon 75 mesh (Advanced microscopy facility, University of 

Alberta, Canada) was placed on a polytetrafluoroethylene (PTFE) filter (SKC Inc., USA) 

inside an agar Petri dish (27 mL of nutrient agar) (Figure 11). These were then inserted into 

stage 4 of the Andersen impactor and sampled for 30 min. After sampling, the TEM grid 
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was air-dried overnight, stained with 4% uranyl acetate, and prepared for imaging analysis. 

This study utilized two TEM devices because the electron beam damages the bioaerosol 

salt crystals (alkali halide crystals are highly beam-sensitive [134]). One device, with a 

lower electron beam density (Morgagni 268, Philips-FEI, with Gatan Orius charge-coupled 

detector camera), operated at 80 kV and was used to observe the internal structure of the 

bioaerosols. The other device, with a high electron beam density (JEOL F2100, Gatan 

Orius camera with a digital micrograph), operated at 200 kV and was employed for the 

energy-filtered TEM (EFTEM) analysis to show the elemental distributions of sodium 

(Na), potassium (K), and chlorine (Cl) ions (main components of PBS aerosols) in the 

bioaerosol. 

 

Figure 11 The setup of sampling bioaerosols on the TEM grid 
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3.3.2.4 UVGI test procedures 

There was a total of eighteen UVGI tests conducted to investigate the effects of the in-duct 

UVGI system designs, operating conditions, and bioaerosol characteristics on the UV-

induced airborne microorganism infectivity loss and genome damage. Each UVGI test was 

conducted with three replicates. Detailed information for the system design, environmental 

conditions, nebulizer solution concentrations, and sampling times are tabulated in Table 7. 

Before and after each UVGI test, 50 mL of 70% ethanol was added to the nebulizer to 

generate an ethanol mist, which disinfected the entire duct system along with the clean air 

stream (1 h disinfection) [16,97,135]. For each experiment, nebulization commenced after 

the pilot HVAC system had stabilized under the desired operating condition. The system 

was then equilibrated for 10 min with the UV lamp turned off.  

Due to the different microorganism concentrations across different particle sizes, prior to 

UVGI experiments, the MS2 bioaerosol aerodynamic diameter distributions for each RH 

condition (at 0.5 m/s and 25°C) were initially determined using a six-stage Andersen 

impactor. The obtained bioaerosol concentrations at different stages were then used to 

adjust the sampling times in the UVGI test to improve statistical reliability. In addition, 

multiple sampling times were conducted in each UVGI test for the UV lamp-on condition 

due to the unknown efficiency of the UVGI system and to decrease the observational error.  

During the UVGI tests, samplings were collected downstream of the UV device for the 

UVC-off and subsequent UVC-on conditions (10 mins UV lamp warmup before sampling). 

Consequently, the effective UV disinfection region is between the mixing baffle and the 

downstream sampling port (Figure 2(b)). Due to the varying sampling times with different 

stages to account for the virus concentration difference, sequential sampling was conducted 



60 

 

in this study. Taking experiment #15 UV-off condition as an example, the initial samplings 

of stages 5 and 6 were carried out for one minute, followed by the sampling of stage 4 for 

15 minutes, and finally, sampling of stages 2 and 3 for 30 minutes. Additionally, it should 

be noted that during the sampling, agar plates were inserted in all the stages to ensure the 

aerosol flow inside the impactor was not affected by the absence of plates. For instance, 

when sampling on stages 5 and 6, agar plates were also inserted in stages 4, 3, 2, and 1, 

which would not be incubated and counted. Moreover, to ensure the stability of the entire 

system during the experiment, the duration of each bio-experiment was kept within 2.5 

hours. 
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Table 7 The operating conditions and the sampling times for the E. coli and MS2 UVGI experiment 

No. 
Test type 

(microorganisms) 

UVGI system designs 

(lamp arrangements, duct 

wall materials) 

Operating conditions 
Nebulizer solution 

(mL)a 
Sampling time (min)b 

T (°C) U (m/s) RH 
Microbial 

suspension 
PBS 

Stages 2 & 3 Stage 4 Stages 5 & 6 

UV off UV on UV off UV on UV off UV on 

#1 

Infectivity loss 

(E. coli) 

One lamp at the center, 

stainless steel 

25.1 ± 0.2 

0.49 ± 0.03 

40.7% ± 5.0% 10 40 - 

0.5   15 

#2 0.88 ± 0.08 1  10 

#3 1.34 ± 0.10 1   10 

#4 
One lamp at the center, 

galvanized steel 
1.35 ± 0.12 1  10 

#5 
Two lamps per row (one 

row), stainless steel 
1.35 ± 0.13 1  10 

#6 
One lamp per row (two 

rows), stainless steel 
1.35 ± 0.11 1  10 

#7 

Infectivity loss  

(MS2) 

One lamp at the center, 

stainless steel 
24.8 ± 0.4 

0.49 ± 0.02 

24.9% ± 1.2% 

0.025 – 0.035 

50 

30  30 15  15, 30  0.67 0.5, 1  

#8 0.92 ± 0.05 0.06 – 0.065 30 30 10  15, 30 1 0.5, 1  

#9 1.34 ± 0.07 0.075  30  30 10   15, 30 1 0.5, 1  

#10 0.51 ± 0.03 

41.2% ± 4.7% 

0.02 – 0.03 30 30 15  15, 30 0.67 2, 5  

#11 0.93 ± 0.06 0.03 – 0.05 30  30 3 5, 10 1 1, 2  

#12 1.33 ± 0.08 0.04 – 0.05  30 30 6  5, 10 1 0.5, 1 

#13 0.51 ± 0.03 

62.1% ± 5.0% 

0.02 – 0.04 30  30 15 15, 30 0.67 2, 4  

#14 0.92 ± 0.07 0.01 – 0.02 30  15, 30  15  15, 30 1  1, 2  

#15 1.35 ± 0.07 0.015 – 0.02 30  15, 30  15  15, 30 1  1, 2  

#16 
Genome damage  

(MS2) 

 

24.9 ± 0.3 

0.31 ± 0.03 

39.5% ± 4.3% 2 48 Biosamplerc: lamp off: 30 min; lamp on: 30 min #17 One lamp at the center, 

stainless steel 

0.49 ± 0.04 

#18 0.92 ± 0.06 

a: The volume of added filtered MS2 suspension varies according to the recovered plaque results from the previous day’s experiment. 

b: The sampling time varies according to the change in the MS2 concentration in the nebulizer. At least two sampling times were conducted for UVC-on downstream sampling to account for 

the unknown UVGI efficiency and to decrease the observational error. 

c: The biosamplers were used for the sample collection in the UVGI genome damage test due to the requirement of the qPCR assay. 
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3.3.2.5 qPCR assay 

RNA extraction 

RNA was extracted from 200 µL samples of MS2 using the GeneJET Viral DNA and RNA 

Purification Kit (Thermo Scientific, USA) following the manufacturer’s instructions. In 

particular, 2 µL in vitro transcribed green fluorescent protein (GFP) mRNA from 

pCDNA3.1-GFP plasmid using T7 RNA Polymerase (Invitrogen™ 18033019) was spiked 

into the lysis buffer in each batch prior to adding MS2 samples. The GFP transcript is 

assayed by a pair of primers (forward: GGAGCGCACCATCTTCTTCA, reverse: 

AGGGTGTCGCCCTCGAA) and serves as an external reference to normalize the 

variation of RNA extraction efficiency and sample loading. Extracted RNA was eluted 

using 50 µL of RNase-/DNase-free water (supplied with the kit). 

Primers 

Seventeen sets of primers (Table 8) that cover the entire MS2 coding region were designed 

to assay the UV-induced genome damage in different regions of the MS2 genome. All the 

primers used in this study were designed using the Primer Blast 

(https://www.ncbi.nlm.nih.gov/tools/primer-blast/) and synthesized by Integrated DNA 

Technologies (IDT, USA). A qPCR standard curve was generated to determine the 

amplification efficiency of each primer pair. A standard curve program with a melting 

curve was used to determine the amplification efficiency and specificity of the primers. 

The complete genome of MS2 was taken from the NCBI GeneBank database (accession 

number NC_001417.2). 



63 

 

Table 8 Seventeen primer sets used for airborne MS2 UV inactivation tests 

Primer 

set 
Direction Primer sequence Target location/ encoding proteins 

1 
Forward 

Reverse 

GTGCGAGCTTTTAGTACCCTTG 

TCGATGTGACACTTAACGCCC 
130 – 337 A-protein 

2 
Forward 

Reverse 

GGGGGCGTTAAGTGTCACATC 

TGGGTGACCTTTTGCAGGAC 
315 – 530 A-protein 

3 
Forward 

Reverse 

CCTGCAAAAGGTCACCCAGGG 

TGCAACTCCAACCACCTGCCG 
513 – 728 A-protein 

4 
Forward 

Reverse 

TTGGAGTTGCAGTTCGGTTGG 

AACCATATCACGATACGTCGCG 
718 – 923 A-protein 

5 
Forward 

Reverse 

GATGCACGTTTGGCATGGTTG 

ACGCTTATGATGGACTCACCCG 
934 – 1133 A-protein 

6 
Forward 

Reverse 

ATAAGCGTTGACGCTCCCTAC 

AGCCATGCTTCAAACTCCGG 
1126 – 1340 A-protein 

7 
Forward 

Reverse 

ACTGTCGCCCCAAGCAACTTC 

ATGCGGCTACAGGAAGCTCTAC 
1392 – 1581 Coat protein 

8 
Forward 

Reverse 

CGCAGAATCGCAAATACACCATC 

AGTAGATGCCGGAGTTTGCTG 
1495 – 1725 Coat protein 

9 
Forward 

Reverse 

ATTCCCTCAGCAATCGCAGC 

AAGTCGTCACTGTGCGGATC 
1689 – 1885 

Lysis protein/ 

Replicase protein 

10 
Forward 

Reverse 

TTCCTCGCGATCTTTCTCTCG 

TCGCCTCGTCATTACCAGAAC 
1804 – 1959 

Lysis protein/ 

Replicase protein 

11 
Forward 

Reverse 

CTATCGCTAAGCTACGGGAGG 

ATAGGAGCACCGTTGGAGAAC 
1975 – 2164 Replicase protein 

12 
Forward 

Reverse 

GATCGTCGTTGTTTGGGCAATG 

ACACTCCGTTCCCTACAACGAG 
2119 – 2340 Replicase protein 

13 
Forward 

Reverse 

ATAGATCGGGCTGCCTGTAAG 

GGAGATGGAATCGGATGCAGAC 
2364 – 2561 Replicase protein 

14 
Forward 

Reverse 

TCTGCATCCGATTCCATCTCC 

CCCCGTAGATGCCTATGGTTC 
2541 – 2781 Replicase protein 

15 
Forward 

Reverse 

TCCATTTTGGTAACGCCGGAAC 

GGGCGAAGAGATTGTCAACAG 
2743 – 2970 Replicase protein 

16 
Forward 

Reverse 

CAATCTCTTCGCCCTGATGCTG 

TTGGTGTATACCGAGACTGCC 
2957 – 3151 Replicase protein 

17 
Forward 

Reverse 

TTCCGTCTTGCTCGTATCGCTC 

ACTCCTGAGGGAATGTGGGAAC 
3195 – 3372 Replicase protein 

qPCR 

A one-step reverse transcription (RT)-qPCR assay was used to measure the RNA damage. 

Briefly, 10 µL reactions were set up using the EXPRESS One-Step SYBR GreenER kits 

(Thermo Scientific, USA) according to the manufacturer’s instruction with 0.2 μM primers 
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and 2.5 µL RNA template.  The RT-qPCR reactions were run on a QuantStudio 7 Pro Real-

Time PCR instrument (Applied Biosystems) using a fast-cycling program: 5 minutes at 25 

°C for uracil DNA glycosylase (UDG) digestion, 5 minutes at 50 °C for reverse 

transcription, 20 seconds at 95 °C for initial denaturation, 40 cycles of 1 second at 95 °C 

and 20 seconds at 60 °C for amplification and followed by melting curve step. No-template-

controls were included for each primer set during the qPCR, and sample cycle threshold 

(Ct) values were obtained under 30 to ensure positive results. 

3.3.2.6 Data analysis 

For the UVGI tests using Andersen Impactor and subsequent culturing method, the 

disinfection efficiency of each stage and the UV rate constant are defined as [109,135,136]: 

, ,

s,exp

, ,

1 100%
s downstream light on

s downstream light off

C

C


−

−

 
= −  
 
 

                                                                               (6) 

( ),exp

,exp

ln 1 s

sk
D

−
= −                                                                                                          (7) 

Here, s,exp  is the experimentally measured disinfection efficiency; , ,s downstream light onC −  and 

, ,s downstream light offC −  are the average cultivable bioaerosol concentrations (PFU/m3) from 

different downstream sampling times under light-on and light-off conditions, respectively; 

s represents the impactor stage number; D denotes the UV dose received by airborne 

microorganisms during UV exposure (J/m2), which is obtained using CFD simulation; and 

,expsk  presents the UV inactivation rate constant (m2/J), which is obtained using regression 

analysis. In addition to each stage, the overall disinfection efficiencies and UV rate 
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constants for stages 2 – 6 (MS2) or stages 5 – 6 (E. coli) are calculated using total cultivable 

bioaerosol concentrations summed from all the target stages [25] as: 

2, , 3, , 4, , 5, , 6, ,

2, , 3, , 4, , 5, , 6, ,

1
s down UV on s down UV on s down UV on s down UV on s down UV on

overall

s down UV off s down UV off s down UV off s down UV off s down UV off

C C C C C

C C C C C
 − − − − −

− − − − −

 + + + +
= − 
 + + + + 

 

                                                                                                                                           (8) 

Furthermore, one-way ANOVA followed by Tukey’s multiple comparisons tests was 

performed to evaluate the statistical significance of differences in UV rate constants across 

different particle sizes and RHs. 

As for the UVGI tests using the Biosampler and subsequent qPCR method, the disinfection 

efficiency (genome damage) and corresponding UV rate constants of the target genome 

regions were obtained based on the single-stage decay model with the internal reference 

correction included: 

i,qPCR 1 100%
i

GFP

Ct

iprimer
Ct

GFP

AF

AF






 
= −  
 

                                                                            (9)                                     

( ),

,

ln 1 i qPCR

i qPCRk
D

−
= −

                                                                                                   (10) 

where AF is the amplification factor of the primer set, ∆Ct is the difference of cycle 

threshold between the UV-off and -on samples, k is the UV rate constant (cm2/mJ), D is 

the UV dose (mJ/cm2), and iprimer and GFP represent the primer sets for MS2 samples and 

GFP, respectively. Since the biosample is a non-particle-size resolved sampling device, the 

obtained disinfection efficiency was the overall disinfection efficiency. 
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3.4 Results and discussions 

3.4.1 UV irradiance distribution inside the duct 

3.4.1.1 UV lamp emitting wavelength distribution 

The emitting UV wavelength spectra of the UV lamp in this study were measured and 

confirmed the irradiance wavelength peaks at 253.7 nm, as expected for the low-pressure 

mercury UV lamp. 

 

Figure 12 The emitting UV wavelength spectra of the low-pressure mercury UV lamp in 

this thesis 

3.4.1.2 Effects of lamp arrangements and duct wall materials 

Three lamp arrangements, one lamp at the duct center, two lamps per row (one row), and 

one lamp per row (two rows), were investigated with stainless steel plates. Furthermore, 

two duct wall materials, including stainless steel plate and galvanized steel plate, were 
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investigated under the one lamp at the center arrangement. Table 9 presents the 

experimental data of the measured irradiance inside the duct for different scenarios. 

The experimental data of irradiance at 36 points will be primarily used for model 

validations in Section 4.3.1, and a more detailed discussion of the effects of the lamp 

arrangements and duct wall materials on the irradiance distribution inside the duct will be 

included in Section 6.1 as well. In this section, several conclusions can still be drawn from 

the preliminary analysis. Firstly, regardless of the lamp arrangement and duct wall 

materials, the irradiance decreased along the duct length away from the UV lamp, i.e., the 

average irradiances of sections 2 and 3 were consistently higher than those of sections 1 

and 4. Secondly, comparing the two lamp arrangements, the average irradiance of all 36-

points for placing two lamps in the same row (0.695 mW/cm2) is slightly higher than 

placing them in two rows (0.682 mW/cm2), indicating a better irradiance distribution and 

potential better disinfection performance.  

Table 9 Experimental data of the measured irradiance (direct emissive irradiance and 

overall total irradiance) under different lamp arrangements and duct wall materials 

CS1 CS2 CS3 CS4 

One lamp at the center, open-air lab environment (direct emissive irradiance), mW/cm2 

0.07 0.07 0.07 0.20 0.21 0.20 0.64 0.80 0.59 0.12 0.12 0.12 

0.07 0.07 0.07 0.21 0.23 0.21 0.66 0.82 0.72 0.12 0.12 0.12 

0.07 0.07 0.07 0.20 0.22 0.20 0.53 0.65 0.69 0.12 0.12 0.12 

One lamp at the center, in-duct environment, stainless steel (total irradiance), mW/cm2 

0.22 0.27 0.27 0.45 0.39 0.41 1.06 1.09 1.09 0.38 0.38 0.41 

0.22 0.26 0.27 0.53 0.48 0.43 0.99 1.06 1.04 0.34 0.34 0.40 

0.24 0.26 0.26 0.51 0.47 0.43 0.88 0.95 0.93 0.34 0.36 0.40 

One lamp at the center, in-duct environment, galvanized steel (total irradiance), mW/cm2 

0.30 0.27 0.26 0.54 0.59 0.55 0.46 0.54 0.54 0.27 0.24 0.23 
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0.30 0.27 0.25 0.59 0.61 0.57 0.49 0.55 0.57 0.27 0.25 0.23 

0.28 0.27 0.25 0.53 0.59 0.55 0.49 0.55 0.54 0.25 0.24 0.22 

Two lamps per row (one row), in-duct environment, stainless steel (total irradiance), mW/cm2 

0.47 0.44 0.43 0.98 1.00 0.94 0.90 0.92 0.93 0.42 0.40 0.39 

0.49 0.44 0.45 1.03 1.02 0.97 0.92 0.93 1.01 0.44 0.40 0.41 

0.50 0.46 0.46 0.95 0.96 0.91 0.91 0.91 0.95 0.45 0.41 0.41 

One lamp per row (two rows), in-duct environment, stainless steel (total irradiance), mW/cm2 

0.48 0.42 0.48 1.23 1.15 1.18 0.74 0.66 0.71 0.43 0.38 0.43 

0.47 0.43 0.47 1.18 1.12 1.18 0.78 0.68 0.73 0.43 0.39 0.42 

0.47 0.46 0.49 1.03 1.03 1.04 0.76 0.68 0.72 0.44 0.41 0.44 

3.4.2 UV inactivation efficiencies 

The effects of the UVGI system designs (lamp arrangements and duct wall materials), 

operating conditions (RH), and bioaerosol characteristics (bioaerosol particle size and 

genome sequence) on the inactivation efficiency were investigated using airborne E. coli, 

airborne MS2, and airborne MS2, respectively. 

3.4.2.1 Effects of lamp arrangements and duct wall materials 

The airborne E. coli inactivation efficiencies under different UVGI system configurations 

and supply air velocities are listed in Table 11. Generally, the E. coli disinfection 

experiment showed the same conclusions as the UV irradiance measurements. 

Under the same duct system operating conditions (T, U, and RH), increasing UV lamp 

numbers increased the inactivation efficiency regardless of the lamp arrangements and duct 

wall materials (from 95.60% ~ 97.25% to 99.59% ~ 99.81%). As for multiple-lamp 

scenarios, placing UV lamps in the same row (99.81%) resulted in higher inactivation 

efficiency than placing them in two rows (99.59%), which agrees with the observation of 

the measured average irradiance inside the duct (0.695 mW/cm2 compared to 0.682 
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mW/cm2). With respect to the duct wall materials, it was noticed that diffuse reflection-

dominated galvanized steel plates (97.25%) provided a better bacterial inactivation 

efficiency than the specular reflection-dominated stainless-steel plates (95.60%). A 

detailed discussion will be included in Section 6.1. 

3.4.2.2 Effect of RH 

The effect of RH on the UVGI system inactivation efficiency was investigated using 

airborne MS2 under three RH conditions (24.9% ± 1.2%, 41.2% ± 4.7%, and 62.1% ± 

5.0%) at a temperature of 24.8°C ± 0.4°C and velocities of 0.50 ± 0.03, 0.92 ± 0.06, and 

1.34 ± 0.07 m/s. The environmental RH impacted the UV inactivation efficiency. As seen 

from Figure 13, for a given temperature, velocity, and particle size, the inactivation 

efficiency showed an initial increase and then a decrease as the environmental RH rose 

from 25% to 60%. A detailed discussion of the mechanisms behind it will be included in 

Section 6.2.2. 
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Figure 13 Experimental data of inactivation efficiencies for airborne MS2 across different 

impactor stages at different RHs at a temperature of 24.8°C ± 0.4℃ (error bars represent 

the standard deviations from the triplicate experiments) 

3.4.2.3 Effect of bioaerosol particle size 

The effect of bioaerosol particle size on the UVGI system inactivation efficiency was 

investigated using airborne MS2 with PBS as the suspending medium at RH levels of 

24.9% ± 1.2%, 41.2% ± 4.7%, and 62.1% ± 5.0%, a temperature of 24.8°C ± 0.4℃, and 

velocities of 0.50 ± 0.03, 0.92 ± 0.06, 1.34 ± 0.07 m/s. Bioaerosol particle size impacted 

the UV inactivation efficiency as well. As shown in Figure 13, for a given temperature, 

velocity, and RH, Larger bioaerosols (2.1–7 µm, stages 2, 3, and 4) exhibited lower 

inactivation efficiency compared to smaller ones (0.65–2.1 µm, stages 5 and 6). A detailed 

discussion of the mechanisms behind it will be included in Section 6.3.1. 

3.4.2.4 Effect of genome sequence 

The effect of genome sequence on the UV-induced genome damage was investigated using 

airborne MS2 with PBS as the suspending medium at RH of 39.5% ± 4.3%, temperature of 

24.9°C ± 0.3℃, and velocities of 0.31 ± 0.03, 0.49 ± 0.04, 0.92 ± 0.06 m/s. The genome 

damage on seventeen primer sets that covered different MS2 genome fractions, thus 

different genome sequences, were experimentally obtained through qPCR analysis. The 

genome sequence impacted the UV-induced genome damage (results see in Table 10). The 

experimental data will be primarily used for validating the genome damage model in 

Section 5.3.2.  
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Table 10 Experimental data of inactivation efficiencies of seventeen primer sets used for 

airborne MS2 UVGI tests 

Primer 

set 
Locations  Encoding proteins 

Genome damage 

0.3m/s 0.5m/s 0.9m/s 

1 130 – 337 A-protein 40.56%±28.78% 27.15%±6.24% 26.97%±19.48% 

2 315 – 530 A-protein 42.44%±9.50% 22.66%±8.70% 15.48%±26.36% 

3 513 – 728 A-protein 46.54%±23.93% 51.83%±3.98% 11.62%±7.87% 

4 718 – 923 A-protein 48.69%±15.80% 33.90%±3.63% 19.90%±33.02% 

5 934 – 1133 A-protein 29.94%±37.86% 12.87%±9.10% 8.64%±5.80% 

6 1126 – 1340 A-protein 40.52%±12.85% 19.46%±14.03% 11.21%±6.23% 

7 1392 – 1581 Coat protein 22.26%±33.04% 20.58%±12.81% 13.17%±6.57% 

8 1495 – 1725 Coat protein 37.60%±23.30% 23.06%±18.21% 30.26%±28.83% 

9 1689 – 1885 
Lysis protein/ Replicase 

protein 
36.47%±17.07% 37.73%±6.67% 12.04%±23.43% 

10 1804 – 1959 
Lysis protein/ Replicase 

protein 
43.22%±13.99% 33.72%±3.60% 9.80%±6.53% 

11 1975 – 2164 Replicase protein 19.24%±51.91% 10.58%±18.24% 5.42%±2.46% 

12 2119 – 2340 Replicase protein 42.34%±27.84% 21.08%±9.94% 7.90%±16.09% 

13 2364 – 2561 Replicase protein 23.32%±24.32% 26.5%±15.96% 16.39%±33.91% 

14 2541 – 2781 Replicase protein 41.47%±24.09% 26.50%±15.96% 16.39%±20.47% 

15 2743 – 2970 Replicase protein 42.40%±15.68% 31.04%±15.84% 21.97%±20.47% 

16 2957 – 3151 Replicase protein 18.74%±58.87% 14.55%±20.06% -0.51%±21.37% 

17 3195 – 3372 Replicase protein 18.73%±37.26% 10.05%±26.97% 5..57%±54.66% 
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Table 11 Experimental data of inactivation efficiencies of UVGI tests under different UVGI system designs and operating conditions 

for airborne E. coli and MS2 

Micro 

organism 
T (℃) U (m/s) RH Lamp configuration 

Inactivation efficiency 

Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Overall (Eq. (8))  

E. coli 25.1 ± 0.2 

0.49 ± 0.03 

40.7%±5.0% 

One lamp at the center, 

stainless steel 

- 

99.99%±0.03% 99.98%±0.01% 99.98%±0.02% 

0.88 ± 0.08 99.34%±0.17% 96.84%±0.28% 98.36%±0.27% 

1.34 ± 0.10 96.40%±0.54% 95.12%±1.34% 95.60%±1.31% 

1.35 ± 0.12 
One lamp at the center, 

galvanized steel 
97.99%±0.33% 97.05%±0.64% 97.25%±0.53% 

1.35 ± 0.13 

Two lamps per row 

(one row), stainless 

steel 

99.97%±0.13% 99.50%±0.29% 99.81%±0.46% 

1.35 ± 0.11 
One lamp per row (two 

rows), stainless steel 
99.64%±0.10% 99.37%±0.26% 99.59%±0.75% 

MS2 24.8 ± 0.4 

0.49 ± 0.02 

24.9% ± 1.2% 

One lamp at the center, 

stainless steel 

62.71%±1.99% 61.50%±1.91% 57.25%±5.06% 75.55%±4.11% 75.46%±1.01% 75.18%±2.26% 

0.92 ± 0.05 55.95%±2.60% 60.04%±2.24% 50.82%±8.73% 66.83%±3.51% 67.03%±2.76% 66.70%±3.19% 

1.34 ± 0.07 40.31%±5.08% 48.22%±4.68% 46.83%±7.25% 64.37%±6.41% 61.63%±5.61% 62.38%±5.98% 

0.51 ± 0.03 

41.2% ± 4.7% 

83.49%±1.92% 80.42%±8.65% 72.12%±12.65% 95.34%±2.47% 93.71%±3.21% 93.83%±3.36% 

0.93 ± 0.06 63.88%±4.17% 64.04%±5.45% 61.01%±7.09% 71.40%±4.40% 71.77%±3.82% 71.43%±4.11% 

1.33 ± 0.08 54.61%±2.44% 51.74%±7.27% 44.82%±5.50% 62.05%±2.11% 62.47%±3.54% 61.94%±3.09% 

0.51 ± 0.03 

62.1% ± 5.0% 

76.59%±3.62% 78.15%±6.97% 66.81%±8.74% 84.76%±1.86% 81.56%±2.35% 82.19%±2.48% 

0.92 ± 0.07 58.83%±8.35% 63.20%±10.32% 58.25%±8.97% 75.26%±10.97% 73.13%±8.23% 73.26%±9.42% 

1.35 ± 0.07 41.90%±8.12% 49.83%±8.35% 47.23%±5.96% 60.28%±4.01% 57.38%±9.27% 58.05%±6.87% 
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4 UVGI Modeling: Prediction of the UV Doses for the 

In-duct UVGI Systems 

The disinfection of airborne microorganisms through ultraviolet (UV) light is a 

sophisticated procedure encompassing physical, chemical, and biological interactions. 

Ensuring the optimal design and enhanced application of in-duct UVGI systems within 

indoor spaces necessitates a precise understanding and characterization of these 

multifaceted interactions. In this chapter, we focus on modeling the average cumulative 

UV dose of the in-duct UVGI system and estimating the UV rate constant with the 

experimental data of inactivation efficiency from the previous chapter.  

Section 4.1 presents a view-factor approach-based UV irradiance model to predict the 

irradiance distribution inside the duct. Further incorporating CFD simulations (Section 4.2), 

the UV dose of an in-duct UVGI system can be computed, and the UV rate constant can 

be estimated through the regression analysis. The proposed models are validated by the 

experimental data in this research and in the literature (Section 4.3). Finally, the predicted 

UV doses and estimated UV rate constants with different in-duct UVGI system designs, 

operating conditions, and bioaerosol characteristics are presented in Section 4.4.  

4.1 UV irradiance model 

The UV irradiance model consists of the lamp output prediction and the spatial irradiance 

distribution prediction. In this research, we introduced a new concept of the “ratio of 

convective heat dissipation to radiative heat dissipation” to predict the UV output of the 

low-pressure mercury lamp. Then, we developed a new mathematical model based on the 

view factor approach to predict the irradiance field (direct emissive irradiance and diffuse 
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and specular reflection irradiance) of a pilot in-duct UVGI system. The spatial irradiance 

distribution for different UVGI system configurations, including the number of lamps, 

multiple lamp positions, and duct wall materials, were predicted and validated using 

experimental measurements.  

4.1.1 Lamp output prediction: r method 

To generalize the correlation between different lamp characteristics and wind-chill effects 

(i.e., different lamp diameters, lengths, and working powers), this thesis introduced the 

concept of the “ratio of convective heat dissipation to radiative heat dissipation” for the 

low-pressure mercury UV lamps. The dimensionless ratio rQ is written as follows: 

conv
Q

rad

Q
r

Q
=                                                                                   (11) 

where Qconv and Qrad are the lamp’s convective and radiative heat losses, which are 

calculated by: 
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                                                                        (12) 

Nu is the Nusselt number, which has different forms for different flow regimes and lamp 

shapes. For a cylindrical UV lamp (type 1), the Nusselt numbers of natural and forced 

convection [74,137,138] are given as: 
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1 2/3 1/4
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  
= + +  

+    

                                                (13b) 
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For the twin-tubes UV lamp (type 2), the Nusselt numbers for the natural and forced 

convections were approximated by the correlation for an ellipse [74,139] as: 

( )

1/10
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2

1/4

1

1.85
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1.85
ln 1
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NNu Ra

C Ra
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  
  = +   
 +       

                                                     (13c) 

0.37 0.6

2 0.27Pr ReFNu =                                                                                             (13d) 

Based on natural and forced convection, the Nusselt numbers for the mixed convection are 

obtained by introducing the “effective Reynolds number” (Reeff), which is calculated as the 

geometric mean of the imaginary Reynolds number (Rei) for natural convection and real 

duct Re [74]: 

1/0.471

2 2

0.471

Re
0.583

Re Re Re

0.583Re

N
i

eff i

M eff

Nu

Nu

 
=  
 

= +

=

                                                                                 (13e) 

With the Nusselt number known, implementing Eqs. (12) – (13) into Eq. (11), we have: 

( )sur amb
Q

rad

Nu k A T T
r

dQ

−
=                                                                       (14)   

Once the lamp surface temperature is known, the r can be calculated using Eq. (14). It 

should be noted that the ratio rQ contains the characteristics of both the lamps and duct 

airflow field; thus, it is expected that for the same type of UV lamps (even different 

dimensions) under the same ventilation conditions (air velocity and temperature), the r 

remains the same. That is to say, if the ratio rQ of a UV lamp under a ventilation condition 
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is known, the lamp surface temperature of another same type of UV lamp under the same 

ventilation condition can be estimated using the following equation:  

(1 )
Q Qrad total

sur amb amb

d dr Q r Q
T T T

Nu k A Nu k A r
= + = +

+
                                                                 (15) 

where Qtotal is the total heat dissipated by the lamp, which equals the input power minus 

the fraction of input emitted as UVC and other non-thermal radiation. Once the lamp 

surface temperature is known, the corresponding UV lamp output can be obtained using 

the manufacturer’s data sheet (Figure 14). 

 

Figure 14 UV lamp output as a function of lamp surface temperature 

4.1.2 Mathematical model of in-duct spatial irradiance 

4.1.2.1 One lamp scenario 

A new mathematical model based on the view-factor approach to predict the spatial 

irradiance distribution inside a duct was developed. The complex twin-tube-shaped UVC 
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lamp (OSRAM GCF5DS 5W) was simplified to a combination of three short luminous 

cylinders and two luminous circles, with dimensions of 51 mm length (L1) and 12 mm 

diameter (dcylinder) for the vertical luminous tubes (cylinders 1 and 2), and 3 mm length (L2) 

and 12 mm diameter (dcylinder) for the horizontal luminous tube (cylinder 3) (Figure 15). 

The luminous parts were installed inside the duct, and the transformer of the lamp and other 

accessories were placed outside the duct. However, the lamp manufacturer’s installation 

guideline requires part of the unilluminated lamp base within the duct to minimize duct air 

leakage (cuboid #4 in Figure 15). A UV lamp was installed at the center of the duct to 

maximize irradiance uniformity within the duct. Because a mirror finish-polished stainless 

steel plate and galvanized steel plate were used to construct the duct, both specular 

reflection and diffuse reflection were considered in the model. Thus, the spatial irradiance 

(Ii) for a given grid cell i in the computational duct domain can be expressed as the sum of 

the direct emissive irradiance (Ie,i) from the UV lamp and the specular reflection irradiance 

(Irs,i) and diffuse reflection irradiance (Ird,i) from the duct walls as follows: 

, , ,i e i s rs i d rd iI I a I a I= + +                                                                   (16) 

where as and ad are the fractions of the specular and diffusive reflection irradiances, 

respectively, out of the total reflection irradiance. 
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Figure 15 One UV lamp scenario layout in the duct and the schematic illustration of the 

view factor calculations 

4.1.2.1.1 Direct emissive irradiance from the UV lamp 

Yang et al.’s study predicted the irradiance field of a similar twin-tube lamp by simplifying 

it to a double configuration of UV luminous tubes, neglecting the short tube (cylinder #3) 

that connects the twin tubes [61]. However, in our study, part of the lamp base was inside 

the duct because of the installation requirement, which is different from that in the previous 



79 

 

study. Thus, this study completes the view factor model for a more complicated lamp 

structure by considering the lamp-connecting tube and lamp base. Therefore, the received 

direct-emissive irradiance at any viewpoint (P) at cell i from a single luminous tube has the 

following form [61,63]: 

,

cylinder

e i P

cylinder

w
I F

A
=                                                                                 (17) 

where wcylinder is the power of each cylinder (W), Acylinder is the surface area of the cylinder 

(m2), and FP is the view factor from point P to the luminous cylinders (cylinders #1, #2, 

and #3) or the circles (circles #1 and #2). Analytical solutions of the view factor between 

a spatial viewpoint and a single cylinder or a circle were well developed and adopted here 

(see Appendix A). Thus, the overall direct emissive view factor of the twin-tube lamp could 

be built by “brick-stacking” of the three single cylinders and two circles. For the one-lamp 

case, there were four scenarios (Table 12, “One-lamp case: direct emissive irradiance”) for 

an arbitrary viewpoint P receiving the irradiance from the twin-tube UV lamp, which are 

combinations of the three-cylinder view classifications (Appendix A). 

4.1.2.1.2 Specular reflection from the duct walls 

Specular reflection dominates in the duct walls that are highly polished with a mirror-like 

finish, wherein the incident light is reflected from the wall with functions of both surface 

location and orientation. Furthermore, when all four duct walls are specularly reflective, 

the radiation reflection bounces between the surfaces and contributes to the final irradiance 

field in the duct. A previous study [11] introduced a theory of the virtual image model that 

treats the specular reflection from an object as a direct emission from a virtual image that 

is symmetrically formed in a mirror (Figure 16), thus converting the specular reflection to 
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direct emissive radiation. The total specular reflection irradiance is the summation of the 

final steady reflections from the four walls. 

 

Figure 16 A specular reflector shows a virtual image of a lamp at an equivalent distance 

behind the reflector surface 

Analogous to the direct emissive radiation from the UV lamp, specular reflection is 

calculated as the direct emissive radiation from the virtual UV lamp with virtual distance 

and surface reflectivity. More specifically, the surface reflectivity is considered to be the 

reduction of the virtual lamp output; that is, 90% wall reflectivity results in 90% virtual 

lamp output. In addition, as mentioned before, the reflections bounce between the surfaces, 

go through absorption/reflection, and finally become stable. Lastly, the theoretical 
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calculation yields the final specular reflection between two parallel surfaces as follows 

[140,141]: 

, 1 21
R final R

R
I I

R
=

−
                                                                          (18) 

where IR,final is the final stable irradiance, IR1 is the irradiance contributed by the first 

reflection, and R is reflectivity. Thus, by summing the specular reflection from all four duct 

sidewalls and applying the stable specular reflection correlation, we obtain the spatial 

irradiance from the reflection at any point P, expressed as follows: 

( )

24 4
( )

, 1 2 2
1 11 1

s

tube dw P virtual tube

rs i R

dw dw tube

w R FR
I I

R A R

−

= =

= =
− −

                                                              (19) 

where dw represents the four sidewalls, R is the duct wall reflectivity, and 
( )

s

dw P virtual tubeF −
 

is the specular view factor from the virtual tube (dwth wall reflection) to viewpoint P (grid 

i). 

4.1.2.1.3 Diffuse reflection from the duct walls 

Diffuse reflection was considered as the secondary diffusely emitting irradiance from the 

finite wall element to the spatial point differential area, using the primary direct emissive 

irradiance from the lamp transported to the duct wall element as the energy source. The 

view factors 
( )

d

we P weF −
 for any two differential elements are organized in Supplementary 

Material Appendix A. Thus, the diffuse reflection from the duct wall surfaces to a given 

spatial cell i can be written as follows: 

4

, , ( )

1 1

te
d

rd i we wall direct we P we

dw we

I RI F− −

= =

=                                                                (20) 
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where we and te are the weth face grid cell and the total number of face grid cells of the 

dwth duct wall, respectively. Iwe,wall-direct is the primary emissive irradiance of the first grid 

cell adjacent to the weth wall face grid, which is directly obtained from the UV lamp. 

( )

d

we P weF −
 is the view factor of P and the weth wall face cell. The radiometer RM-12 

(Opsytec, Germany) was used in the irradiance measurement, which is capable of 160° 

radiation detection. Thus, only the forward diffuse reflection from the face boundary cells 

that were in front of the sensor could be detected, whereas the backward diffuse reflection 

from the face boundary cells behind the sensor was blocked. Thus, the radiometer rotated 

180° to measure the backward incident reflection irradiance at all four measuring cross-

sections (nine points at each cross-section see Figure 8), and the readings were 0 W/m2 

(±0.1 W/m2 for the detection limitation) for both mirror-like stainless steel plates and 

galvanized steel plates, indicating negligible contributions from the backside reflection. 

Hence, the contributions from the face boundary cells behind viewpoint P were neglected 

in the model calculation. The direct emissive irradiance and specular reflection irradiance 

were not affected by the 180° radiation detection because these irradiances only traveled 

forward without direction reversal as diffuse reflection.  

Finally, analogous to specular wall reflection, inter-reflected diffuse wall reflections were 

considered using the overall first-time diffuse reflection irradiance at the duct wall as the 

energy source to compute the second-time in-duct spatial irradiance, as well as the third-

time diffuse reflection. Due to each reflection's energy loss, less than 10% of the energy 

remained after the fifth diffuse reflection [141]. Thus, up to the sixth diffuse reflections 

were computed sequentially in this study. 
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4.1.2.1.4 Total irradiance received at the spatial viewpoint P 

Summing the direct emissive irradiance, specular reflection irradiance, and diffuse 

reflection irradiance, we obtain the total irradiance received at viewpoint P as follows: 

( )

24 4
( )

, ( )2
1 1 1

4 4

, 1 ( ) , ( )

1 1 1 1

1

...

s te
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− − −

= = =

− − − −

= = = =
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 

 

                (21) 

However, the view factor method only considers the geometric transmission between the 

two surfaces while neglecting the radiation transport (absorption and scattering) along the 

path within the transport medium. Thus, adding the extinction coefficient for the non-

negligible media absorption and scattering effects is essential to consider both geometric 

and transportation light losses [142,143]. Eq. (21) is modified using the Beer-Lambert law 

as follows: 
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          (22) 

where 
 is the UV extinction coefficient (cm-1) at a specific wavelength, PLP-tube, PLP-virtual 

tube, and PLP-we are the radiation transport path length of viewpoint P and luminous tube, 

viewpoint P and specular reflection virtual image tube, and viewpoint P and wall surface 

element, respectively. The path length was calculated as the distance between point P and 
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the midpoint of the cylinder to simplify the path-length calculation between the cylinder 

and infinitesimal area P.  

4.1.2.2 Two lamps’ scenarios 

Multiple lamps are often present inside the duct to deliver more UV energy for sufficient 

antiviral disinfection. However, spatial radiation is not a simple summation of the emitting 

irradiance from each lamp owing to the inter-lamp shadowing effects. Therefore, this study 

considered the geometrical shadowing effects between the two lamps and validated them 

using experimental data for the two commonly used lamp arrangements inside the 

ductwork (Figure 17). 

 

Figure 17 Schematic of two-lamp arrangements inside a duct: (a) two lamps per row (one 

row) and (b) one lamp per row (two rows) 
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4.1.2.2.1 Two lamps per row (one row) 

Two twin-tube UV lamps were placed inside the duct and arranged in one row, facing the 

incoming airflow, as shown in Figure 17(a). There were no shadowing effects between the 

two lamps in most of the regions. Thus, the total irradiance can be considered the simple 

sum of the two single-lamp irradiances (direct emissive irradiance, specular reflection 

irradiance, and diffuse reflection irradiance). For the region

3 1 3&r x r L L L z L L−   − −   −  indicated in Figure 19(f), partial shadowing effects 

must be considered, and the schematic illustration and mathematical equations are 

presented in Table 12. 

4.1.2.2.2 One lamp per row (two rows) 

Two twin-tube UV lamps were placed at the duct center and arranged in two rows along 

the airflow direction, as shown in Figure 17(b). Shadowing effects must be considered 

owing to the geometrical relationships. The “projection area” method was introduced to 

compute the shadow effects of lamp #1 on lamp #2. For viewpoint P in front of lamp #1, 

the projections of lamp #1 from P create a shadow area on the lamp #2 plane (shadowed 

area in Figure 18). For different P locations, the shadow varied, and different sections of 

lamp #2 were blocked (yellow area in Figure 18). Thus, the projected shadow areas from 

viewpoint P to the lamp #2 plane were calculated and compared with the luminous area of 

lamp #2, and the attenuation ratios (fraction of the luminous cylinder that was not blocked) 

were estimated accordingly. A schematic illustration of the shadow area calculation for 

different viewpoint P scenarios is presented in Table 12. The shadowing effect-corrected 

irradiance from lamp #2 due to the presence of lamp #1 was calculated as follows:  
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where , , 2 1e i lamp cyI  and , , 2 2e i lamp cyI  are the direct emissive irradiances from cylinders 1 and 2 

of lamp #2, _ , , 2'rs left i lampI , _ , , 2'rs right i lampI , _ , , 2'rs top i lampI  and _ , , 2'rs bottom i lampI  are the left-wall 

reflection irradiance from lamp #2, and , , 2rd i lampI  is the diffuse reflection irradiance from 

lamp #2. They are represented as follows: 
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, , 2 2e i lamp cyI  has a symmetrical distribution with , , 2 1e i lamp cyI . 
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_ , , 2'rs right i lampI  has a symmetrical distribution with _ , , 2'rs left i lampI . 
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(27) 

Summing the total irradiance from lamp#1 (Eq.(22)), we obtain the total irradiance for the 

case of one lamp per row (two rows). 

 

Figure 18 Schematic illustration of the shadowing effects between Lamp1 and Lamp2 

placed in two rows
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Table 12 Schematic diagram and model equations of the viewpoint P receiving the radiation from the twin-tube UV lamp 

Scenarios View factor model equationsI 

Figure 19 (a) – (k) Schematic of the view factor calculations for different lamp arrangements and scenarios 

One-lamp case: direct emissive irradiance 
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Figure 19(a) 
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For the cases of P is vertically below cylinder #1 or #2’s (Figure 

19(b)), above the top of the UV lamp (Figure 19(c)), and below the 

bottom of the UV lamp, and vertically beside cylinders #1 and #2 

(Figure 19(d)), the model equations are concluded in the Appendix 

A Table A4.  

Note: I: Only the equations of the right half of the computational domain are listed here, where the left half of the computational domain is symmetrical to the right half. 

One-lamp case: Specular reflection irradiance (direct emissive irradiance from the virtual lamp) 

One-lamp case: Diffuse reflection irradiance (refer to Supplementary Material Appendix A) 

Two lamps per row (one row) case: direct emissive irradiance 

||x r x r  −  Summation of the total direct emissive irradiance from the two UV lamps 

r x r−    3 1z L L L − −  Total direct irradiance from lamp #2 cy1 

Figure 19(d) Figure 19(b) 

Figure 19(c) 
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light

L L r
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= − − − 

+ + −
 for 3 1 2 3L L L z L L− −   −  and 

1lightz L=  for 2 3z L L −  

23 4 2y L L r + +  

Full direct irradiance from lamp2’ cy3, lamp1’ cy3, lamp2’ circle1 and 2, 

lamp2’ circle1 and 2, partial lamp1’ cy2 ( #1' 2

1

light

lamp cy

z
I

L
), where 

Figure 19(e) 
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L L r y

− −
= − − − 

+ + −
 for 3 1 4 3L L L z L L− −   −  and 

1lightz L=  for 4 3z L L −  

Two lamps per row (one row) case: right wall specular reflection irradiance has the symmetrical distribution as the left wall specular reflection irradiance 

Two lamps per row (one row) case: top wall specular reflection irradiance is the summation of the total direct emissive irradiance from the two virtual UV 

lamps 

Two lamps per row (one row) case: bottom wall specular reflection irradiance is the summation of the total direct emissive irradiance from the two virtual UV 

lamps 

Two lamps per row (one row) case: diffuse reflection irradiance is the summation of the diffuse reflection irradiance from the two UV lamps 

One lamp per row (two rows) case: Direct emissive irradiance 

10x L r −  

L10 is the distance 

between the center 

of lamp1 and the mid 

of lamp1 and lamp2 

along the x-axis 

Summation of the total direct emissive irradiance from the two UV lamps.  

Note: for the region between the two cylinders of the UV lamp1 or lamp2, which only receives the direct emissive 

from the two cylinders without the contributions from lamp2 or lamp1 due to the narrowed gap (significant 

shadowing effects). 

Figure 19(f) 
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10x L r − : Fraction of z blocked by cylinders #1 and #2 (the viewpoint P is either vertically within the lamp length or below the lamp). 
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10x L r − : Fraction of z block by cylinder #3 (the viewpoint P is vertically below the UV lamp). For other cases, refer to Supplementary Material Table S4. 

Figure 19(g) 

Figure 19(h) 
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10x L r − : Fraction of y block by cylinders #1 and #2 (the viewpoint P is on the right side of the lamp1). For other cases, refer to Supplementary Material Table S4. 

 

1
2 2

7 7

7
3

7

4 1 3 2 3 1

5
2 2

8 8

8
6

8

7 6 5 8 6 5

arcsin ;
( ) ( )

( )
arctan ;

( )

; ;

arcsin ;
( ) ( )

( )
arctan ;

( )

; ;

cylinder

cylinder

r

x x y y

abs y y

abs x x

r

x x y y

abs y y

abs x x





     





     

 
 =
 − + − 

 −
=  

− 

= + = −

 
 =
 − + − 

 −
=  

− 

= − = +

 

1 2 4

2 2 2

3 2 8

4 2 7

( ) tan

( ) tan

( ) tan

( ) tan

lamp

lamp

lamp

lamp

y y x x

y y x x

y y x x

y y x x









= + −

= + −

= + −

= + −

 

4 5 _

6 4 5 3 5 _ 4_ 5

4 6 3 5 _

4 6 6 3 5

_ 3_ 6

4 6 3 6 2 5

_

: 0

; :

; :

; :

; ; :

0

y block

y block

y block cylinder

y block

y block

y y l

y y y y y l L

y y y y l d

y y y y y

l L

y y y y y y

l

 =

   =

  =

  

=

  

=

 

(35) 

One lamp per row (two rows) case: left wall specular reflection irradiance 

Figure 19(j) 

Figure 19(i) 
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(36) 

One lamp per row (two rows) case: right wall specular reflection irradiance has the symmetrical distribution as the left wall specular reflection irradiance 

One lamp per row (two rows) case: top wall specular reflection irradiance is the summation of the total direct emissive irradiance from the two virtual UV 

lamps 

One lamp per row (two rows) case: bottom wall specular reflection irradiance is the summation of the total direct emissive irradiance from the two virtual UV 

lamps 

One lamps per row (two rows) case: diffuse reflection irradiance is the summation of the diffuse reflection irradiance from the two UV lamps 

Figure 19(k) 
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4.2 UV dose and inactivation efficiency simulation 

4.2.1 CFD models for UV dose estimation 

CFD simulations were conducted to obtain the detailed flow field and track the bioaerosol 

trajectories within the duct. Further, combining the computed in-duct spatial irradiance 

distribution (using the mathematical model from Section 4.1), the average accumulated UV 

dose at the duct outlet and the corresponding UVGI disinfection efficiencies can be 

calculated.  

The Eulerian-Lagrangian method was used to model the transport of air and airborne 

microorganisms, and the CFD model used in this research has been widely used and 

validated in other previous studies in the literature [144]. The steady state conservation 

equations of mass and momentum have the forms: 

( ) mu S =                                                                                                                    (37a) 

( ) ( )

( ) 2

3

T

unit

uu p g F

where u u uI

  

 

 = − + + +

 
=  + −  

 

                                                                                           (37b) 

where  , u , 
mS , p,  , g , F ,  , and unitI   denote air density, air velocity, source term, 

static pressure, stress tensor, gravitational body force, external body forces, molecular 

viscosity, and unit tensor, respectively. In addition, realizable k-  model was employed to 

close the governing equations [145]: 
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(38) 

where turbulentk , t , ju ,  , t , kG , bG , MY , kS , and S  are the turbulent kinetic energy, 

turbulent dissipation rate, velocity, molecular viscosity, turbulent viscosity, generation of 

turbulence kinetic energy due to the mean velocity gradients, generation of turbulence 

kinetic energy due to buoyancy, contribution of the fluctuating dilatation in compressible 

turbulence to the overall dissipation rate, source term for turbulentk , and source term for t . 

And 1 1.44
t

C  = , 2 1.9C = , 3 0.33
t

C  = − , 1.0k = , 1.2
t

 = . Once the flow field is 

solved, the routes of pathogen carriers are computed by discrete phase modeling (DPM) on 

the base of the obtained flow map. Each pathogenic particle trajectory is calculated in the 

Lagrangian reference frame as [68]: 
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gdu
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−
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=

                                                                          (39)                                                               

where u is the fluid phase velocity, up is the particle velocity,   is the molecular viscosity 

of the fluid,   is the fluid density, 
p  is the density of the particle, dp is the particle 

diameter, ( )P f pD u u−  is the drag force per unit particle mass of which CD is the drag 
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coefficient, Re is the relative Reynolds number, and 
aF  is the additional forces such as the 

thermophoretic force, Saffman’s lift force, Brownian force, which are neglected here [145–

147]. The steady particle tracking was conducted with the maximum number of time steps 

as 50,000 to avoid termination of particles’ tracking too early before reaching the walls or 

outlet. With the known bioaerosols trajectories and spatial irradiance distributions inside 

the duct, the accumulative UV dose for each particle and the average accumulative UV 

dose of all the tracked particles (arithmetic mean) at the duct outlet were given as [148]: 

( )1

1 2

ti n
i i

UV

i

dt I I
D

=
+

=

 +
=                                                                                                   (40a) 

N

i UV

UV

D
D

N
=


                                                                                                              (40b) 

where dt is the time interval, nt is the number of total time steps that a particle moves from 

the inlet (start of UV illumination) to the outlet (end of UV illumination) of the duct, 
iI  

and 
1iI +
 are the UV intensities in the computational cell at the beginning and end of the 

time step, and N is the total bioaerosol particles in the UVGI system, respectively.                                                      

4.2.2 UV rate constant calculation 

With the average cumulative UV dose of the in-duct UVGI system known, combined with 

the experimentally obtained disinfection efficiencies under different UV doses (under 

different air velocities in this research), the UV rate constant for an airborne microorganism 

can be estimated as: 

( )expln 1 erimen

UV

k
D

−
= −                                                                                                            (41) 
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where k is the microorganism-specific UV rate constant (m2/J) upon the UV irradiation. 

On the other hand, if the k is and 
UVD  of a UVGI system are known, the average UV 

inactivation efficiency of the system can be predicted as: 

1 UVk D

prediction e −
= −                                                                                                    (42) 

4.2.3 Numerical methodology 

Based on the design of the ductwork for the in-duct UVGI system, the structured mesh was 

generated for the effective UVGI reactor region (1.16m × 0.127m × 0.127m, length from 

the mixing baffle to the downstream sampling port) using ANSYS ICEM 19.2. Three grid 

resolutions, 126k (coarse), 273k (medium), and 501k (fine), were generated for the mesh 

independence test, and the grid convergence index (GCI) was tested for the average air 

velocity and average irradiance at the outlet plane for operating condition #3 (Table 7). The 

calculated GCIs (Table 13) with safety factor (Fs=1.25) were within 5%, and the 

refinement was in the asymptotic range of convergence (≈ 1). Thus, the grid convergence 

was reached, and the medium mesh (273k) was adopted to reduce the calculation time 

while ensuring accurate results, and the numerical grid is shown in Figure 20. 
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Figure 20 Numerical grid of the in-duct UVGI system with a single lamp 

Table 13 Mesh independence test 

Mesh 
Number of 

mesh elements 

Grid independence analysis for the average velocity at the outlet 

Average velocity 

(m/s) 

Order of 

convergence (p) 

Grid convergence 

index (GCI) 

Asymptotic range 

of convergence 

Fine (1) 501k 1.3504 

1.74 

- 

0.9982 Medium (2) 273k 1.3494 0.040% 

Coarse (3) 126k 1.3497 0.012% 

Mesh 
Number of 

mesh elements 

Grid independence analysis for average incident radiation at the outlet 

Incident 

radiation (W/m2) 

Order of 

convergence (p) 

Grid convergence 

index (GCI) 

Asymptotic range 

of convergence 

Fine (1) 501k 3.2191 

1.76 

- 

1.0142 Medium (2) 273k 3.1423 1.280% 

Coarse (3) 126k 3.1201 0.373% 

Calculating example for average velocity: 
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The in-duct airflow field was obtained by solving the continuity, momentum, and 

turbulence equations. Subsequently, the air velocity was monitored at the center of the duct, 

and the simulation stopped once a converged flow field was obtained. The trajectory of the 

airborne particles was then obtained by integrating the Lagrangian force balance equations 

(Eq. (38)) based on the computational airflow field [149]. The spatial irradiance within 

each numerical grid cell was calculated using the view factor model implemented into the 

ANSYS Fluent solver as a user-defined function (UDF, example see in Appendix B). 

Finally, the accumulated UV dose received by each particle as it passed through the UV 

field and the corresponding UVGI inactivation efficiency were calculated using the 

ANSYS Fluent solver by implementing Eqs. (39) – (40) as UDFs. The UDF codes for the 

UV irradiance model and UV dose calculation were included in Appendix C. 

In detail, the steady-state CFD simulations with steady particle tracking were conducted. 

The airflow was assumed to be isothermal, with turbulence approximated using the 

realizable k-epsilon model with standard wall functions [70,72,149]. For the airflow 

boundary conditions, supply air was introduced at the inlet at the prescribed inlet velocity 

according to the experimental conditions (Table 7). The outlet was set as the outflow, and 

all the other walls were set as stationary walls with no-slip boundary conditions. 

With respect to the DPM particle tracking, one thing to be noted is that the simulated 

bioaerosols have particle sizes ranging from 0.65 – 7 µm and 0.65 – 2.1 µm for airborne 

MS2 and E. coli, respectively. Therefore, preliminary CFD simulations with different 

bioaerosol particle sizes were conducted to determine how variations in particle size impact 

the average accumulative UV dose at the UVGI reactor outlet (details see in Appendix D). 

The results (Table D1) indicate that variations in particle size within the submicrometer 
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scale (< 10 µm) have a minimal effect, accounting for less than 5.1% of the average 

accumulative UV dose at the UVGI reactor outlet. Thus, the bioaerosols were treated as 

liquid droplets with a representative diameter of 1 µm and were injected at the duct inlet 

with a total of 11250 injection particles for each CFD simulation. Furthermore, for the 

particle tracking boundary conditions, the duct inlet and outlet were set as “escaped,” and 

all other boundaries, including the duct walls and UV lamp walls, were set as “trapped”, 

respectively.  

4.3 Model validations 

4.3.1 UV irradiance model 

4.3.1.1.1 Lamp output prediction: r method  

As we mentioned before, the dimensionless r contains the characteristics of both UV lamps 

and the duct airflow field. Thus, it is expected that the r remains the same for the same type 

of lamps (single cylinder, twin tube, etc.) with different dimensions that are working under 

the same ventilation conditions. To verify the hypothesis, we selected three studies in the 

literature that conducted UVGI tests under similar ventilation conditions [19,97,99] and 

compared their calculated r by using Eqs. (11) – (14). Then, to verify the predicted lamp 

output using the r method, we extracted the r of a twin-tube UV lamp from the study of 

Lau et al. [19] and reversely calculated the lamp surface temperature of the twin-tube UV 

lamp that is used in this research, and compared the measured the lamp surface temperature 

with the prediction.  

For validating r, three studies in the literature [19,97,99] with two types of UV lamps under 

two types of convection scenarios were compared (Figure 21). It is observed that the lamp 
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surface temperature varies significantly with different lamp characteristics (lamp length, 

diameter, power input, and UVC output) even under the same ventilation conditions, 

resulting in lamp output variation. However, the convective heat loss ratio rQ remains 

constant among different studies under the same operating conditions (variations from 

0.03% to 7.04%). This result is reasonable, as the ratio rQ is a dimensionless parameter that 

incorporates the lamp shape and working power. Furthermore, the ratio rQ is much larger 

for a lamp operating under forced convection (Figures 21(b) and 21(c)) than for that under 

mixed convection (Figure 21(a)), which indicates more substantial convective heat 

transfer. This observation is confirmed by the higher lamp surface temperature in Figure 

21(a), which shows that overheating is an issue for mixed convection, whereas the wind-

chill effects are dominant for forced convection (Figures 21(b) and 21(c)). However, 

uncertainty may arise when applying the r method correlating lamps from different 

manufacturers, as the r difference in Figures 21(a) and 21(b) (one lamp from Philips and 

one lamp from Steril-Aire) is higher than that in Figure 21(c) (both lamps are from Philips). 

Overall, it is promising to bridge the performance of the same type of UV lamps by the 

ratio rQ. In other words, for each type of UV lamp, once the convective heat loss ratio rQ 

under different operating conditions is experimentally or numerically determined, 

variations in lamp characteristics (diameter, length, and power) can easily be converted to 

the new Ts using Eq. (15). Thus, the corresponding performance of each type of lamp can 

be estimated using the manufacturer’s technical data. 
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Figure 21 Predicted lamp surface temperature and convective heat loss ratio rQ for (a) 

mixed convection (U = 0.31 m/s) with lamp type 1; (b) forced convection (U = 2.5 m/s) 

with lamp type 1; and (c) forced convection (U = 3 m/s) with lamp type 2 

(Note: (a) Study 1: Cylindrical hot cathode (Philips TUV 25W) with L = 437mm, D = 

28mm, Pinput = 25W, and PUVCouput = 7W; Study 3: Cylindrical hot cathode (GTS 24 VO, 

P/N 21000300) with L = 610mm, D = 16mm, Pinput = 70W, and PUVCouput = 24W; (b) 

Study 1: Cylindrical hot cathode (Philips TUV 25W) with L = 437mm, D = 28mm, Pinput 

= 25W, and PUVCouput = 7W; Study 3: Cylindrical hot cathode (GTS 24 VO, P/N 

21000300) with L = 610mm, D = 16mm, Pinput = 70W, and PUVCouput = 24W; (c) Study 1: 

Twin tube hot cathode (Philips TUV PLL 60W 4P/HO) with L = 385mm, D = 18mm, 
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Pinput = 60W, and PUVCouput = 18W; Study 2: Twin tube hot cathode (Philips PL-S TUV 

9W) with L = 120mm, D = 10mm, Pinput = 9W, and PUVCouput = 2.3W) 

Then, to examine this hypothesis and validate the predicted Ts, we extracted the rQ for the 

UV lamp from the Study 1 [19] (Twin tube hot cathode (Philips TUV PLL 60W 4P/HO) 

with L = 385mm, D = 18mm, Pinput = 60W, and PUVCouput = 18W) under the ventilation 

conditions of 1m/s and 26℃ and 35℃, which were 2.4391 and 2.2372, respectively. 

Implementing the calculated rQ into Eq. (15), the lamp surface temperatures of the twin-

tube UV lamp in this research (Twin tube hot cathode (OSRAM GCF5DS 5W) with L = 

51mm, D = 27mm, Pinput = 5W, and PUVCouput = 1.3W) were estimated as 35.67℃ and 

43.94℃. The predictions agree well with the measured lamp surface temperature as 34.9℃ 

and 43.6℃, indicating the applicability of using the r method to bridge the lamp surface 

temperature and output for the same types of UV lamps. 

4.3.1.1.2 One-lamp setup with stainless steel duct walls  

Initially, the view factor model for the direct emissive irradiation and total irradiation were 

validated by the measured irradiance for the one-lamp scenario in an open-air environment 

(T: 19.5°C±2°C and RH: 25%± 5%) and in-duct environment under T (25°C±0.2°C), U 

(0.9 m/s±0.06 m/s) and RH (40%±5%). Using the rQ value (2.2941) extracted from Study 

1 [19] under the temperature of 25°C and velocity of 0.9m/s, the output for the twin tube 

lamp in this research was determined to be around 94%. Implementing the obtained lamp 

output into the UV irradiance model, the irradiance distribution inside the duct was 

estimated. 
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Figure 22(a) shows the contour maps of direct emissive irradiance ( ,e iI ) at the four 

measured cross-sections, demonstrating decreased irradiance with increasing radial 

distance from the UV lamp, as expected. Despite the gradually decreasing irradiance along 

the duct length, the spatial distributions within the same cross-section were relatively 

uniform for direct emissive irradiation from the UV lamp. Comparisons between the 

experimental data and simulated results for the direct emissive irradiance at 36 points are 

tabulated in Table 14, demonstrating good agreement (average difference of 7.2% ± 5.0%). 

Figures 22(b) and 22(c) show the contour maps of pure specular reflection irradiance ( ,rs iI

) and pure diffuse reflection irradiance ( ,rd iI ), respectively. The pure specular reflection 

irradiance demonstrated a significant non-uniform distribution on all cross-sections, in 

which the irradiance peaked along the z-direction at the center of the duct (y=L/2) owing 

to the superposition of four “virtual images” from the four duct walls. Contrastingly, the 

pure diffuse reflection irradiance presented a uniform, well-mixed distribution within the 

duct owing to the diffuse emitting nature of the radiation on the duct walls.  

Furthermore, the total irradiance, which includes direct emissive irradiance and specular 

and diffuse reflection irradiance, was considered. The fractions of specular and diffuse 

reflections were tested by a trial-and-error method, and the best combination was obtained 

as 78% and 22% for specular and diffuse reflections, respectively. Figure 22(d) shows the 

total irradiance field for the four cross-sections. A moderate non-uniformity distribution 

was observed owing to the high contributions from the natural specular reflection of the 

mirror-like finish stainless steel. Following the direct emissive irradiance and specular 

reflection irradiance (two major contributions), the total irradiance contour demonstrated 

the highest irradiance (ellipse) at the duct center, which decreased with the radial distance 
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and circumferential area. Table 14 compares the simulation results and experimental data 

for the total irradiance with a good agreement (average difference: 8.9% ± 6.5%). 

 

(a) Contour of direct emissive irradiance at the four cross-sections within the duct 

 

(b) Contour of diffuse reflection irradiance at the four cross-sections within the duct 
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(c) Contour of specular reflection irradiance at the four cross-sections within the duct 

 

(d) Contour of total irradiance at the four cross-sections within the duct 
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(e) Contour of total irradiance at the left and bottom walls within the duct 

Figure 22 Contours of the numerical results for the irradiance distribution within the 

stainless steel duct for one lamp 

4.3.1.1.3 One-lamp scenario with galvanized steel duct walls  

The in-duct irradiance field was measured with a galvanized steel duct enclosure. The 

direct emissive irradiance remained the same as in the stainless steel case, while the duct 

reflectivity and the specular and diffuse reflection ratios changed accordingly. The UVC 

reflectivity of the galvanized steel duct was 0.57, as reported in the literature [11,61,64], 

while the specular and diffuse reflection fractions were determined to be 22% and 78% 

through trial-and-error testing. Comparisons of the experimental data and simulation 

results are tabulated in Table 14, demonstrating good agreement (average difference: 6.9% 

± 3.3%). The total irradiance field is presented in Figure 23, and the distribution is much 

more uniform than that of the stainless-steel duct owing to the high contributions of the 

diffuse reflection. Moreover, the average irradiance of the four cross-sections for the 

galvanized steel (2.72, 5.83, 5.65, and 2.53 W/m2) was higher than the stainless steel (2.54, 
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4.96, 5.03, and 2.41 W/m2) even though the duct wall reflectivity is low. This was attributed 

to the diffusely emitted (reflected) irradiance from the duct walls. Every wall segment 

contributed to viewpoint P, while for specular reflection, only the emitting irradiance from 

the “virtual lamp” contributed to viewpoint P, resulting in lower reflected irradiation.  

 

Figure 23 Contour of the numerical results for the total irradiance distribution within the 

galvanized steel duct for one lamp 

4.3.1.1.4 Multiple lamp scenarios with stainless steel duct walls  

Two lamps per row (one row) and one lamp per row (two rows) were constructed with 

stainless steel plates. Thus, the total irradiance fields were computed by implementing the 

reflectivity and the ratios of the specular (0.75) and diffuse (0.25) reflections. Table 14 

presents the comparisons of the experimental data and simulation results for the two 

multiple-lamp scenarios demonstrating good agreement (average differences of 10.5% ± 

14.8% and 14.6% ± 3.4% for the two lamps per row (one row) and one lamp per row (two 

rows) cases). Figures 24(a) and 24(b) show the contour maps of these two scenarios, where 
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a more uniform distribution was observed when two lamps were placed in one row. Figure 

24(c) compares the irradiance distributions of cross-section #2 (CS2, location see Figure 

8, 19.3 cm away from lamp center) under different duct arrangements. For the stainless 

steel one-lamp scenario (specular reflection dominates), an apparent ellipse brighter region 

was observed at the duct center, and the radiation decreased with an increase in the radial 

distance from the UV lamp. While for the galvanized steel one-lamp scenario (diffuse 

reflection dominates), the bright region uniformly occupied a more extensive region at the 

cross-section and decreased when approaching the duct wall, resulting in a higher average 

irradiance. With respect to the multiple lamp scenarios, placing two lamps in one row 

provided a relatively uniform radiation distribution with a radial decrease from the duct 

center bright circle region. The placement of two lamps in two rows (one lamp per row) 

resulted in three bright elliptical regions located at the duct center and close to the left and 

right walls. In other words, the irradiance decreased and then increased from the duct center 

to the left or right wall along the y-direction. The irradiance peaked at the duct center, 

attributed to the shortest distance between viewpoint P and the three cylinders of UV lamp 

#1 (lamp in front), and was further contributed by fractions of irradiance from UV lamp #2 

(lamp behind) that traveled through the gap between the three cylinders of lamp #1. The 

high irradiance at the duct walls was due to the fewer shadowing effects between the two 

lamps. Further, due to more shadowing effects between the two UV lamps for the case of 

one lamp in two rows, the average irradiance within the duct was smaller as well (5.74 

W/m2 compared to 6.65 W/m2 for two lamps per row case). However, lamp #1 was placed 

closer to CS2 in the case of one lamp in two rows compared to lamp #2 (the lamp used for 

the other three cases), resulting in higher irradiation at CS2, as shown in Figure 24(c), but 
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the total average irradiance within the duct was smaller than when two lamps were placed 

in one row. Finally, the irradiance prediction for the one lamp per row (two rows) case was 

higher than the experimental data, and the difference was larger than other lamp 

arrangements, which is attributed to the simplification of shadowing effects (such as the 

shadowing effects from the top and bottom walls specular reflections were not considered). 

Therefore, further improvement is required. 

 
(a) Contour of the total irradiance distribution for two lamps per row (one row) 

 
(b) Contour of the total irradiance distribution for one lamp per row (two rows) 
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(c) Contour of the total irradiance distribution at cross-section 2 for different lamp 

arrangements 

Figure 24 Contours of the numerical results for the cross-sectional total irradiance 

distributions under different lamp arrangements 

Table 14 Comparisons of the model predictions and experimental data of one-lamp with 

galvanized steel duct walls and multiple lamps with stainless steel duct walls 

Total irradiance CS1  CS2 CS3 CS4 

One lamp at the center, open-air lab environment (direct emissive irradiance) 

Experimental 

data (W/m2) 

0.7 0.7 0.7 2.0 2.1 2.0 6.4 8.0 5.9 1.2 1.2 1.2 

0.7 0.7 0.7 2.1 2.3 2.1 6.6 8.2 7.2 1.2 1.2 1.2 

0.7 0.7 0.7 2.0 2.2 2.0 5.3 6.5 6.9 1.2 1.2 1.2 

Model 

predictions 

(W/m2) 

0.74 0.75 0.73 1.79 1.91 1.77 6.08 6.43 5.87 1.19 1.20 1.18 

0.74 0.75 0.73 1.79 1.95 1.77 6.09 6.45 5.88 1.19 1.20 1.18 

0.73 0.74 0.73 1.74 1.89 1.72 5.51 5.80 5.34 1.16 1.18 1.16 

Differences  

5.7% 7.1% 4.3% 10.5% 9.0% 11.5% 5.0% 13.1% 0.5% 0.8% 0.0% 1.7% 

5.7% 7.1% 4.3% 14.8% 15.2% 17.7% 7.7% 14.5% 12.2% 0.8% 4.0% 1.7% 

4.3% 5.7% 2.7% 13.0% 14.1% 14.0% 4.0% 10.8% 12.5% 3.3% 5.6% 3.3% 

One lamp at the center, in-duct environment, stainless steel (total irradiance) 

Experimental 

data (W/m2) 

2.2 2.7 2.7 4.5 3.9 4.1 10.6 10.9 10.9 3.8 3.8 4.1 

2.2 2.6 2.7 5.3 4.8 4.3 9.9 10.6 10.4 3.4 3.4 4.0 

2.4 2.6 2.6 5.1 4.7 4.3 8.8 9.5 9.3 3.4 3.6 4.0 

Model 

predictions 

(W/m2) 

2.06 2.13 2.06 4.57 4.84 4.46 10.42 11.83 10.38 3.16 3.59 3.25 

2.11 2.17 2.14 4.89 4.97 4.71 10.18 11.41 10.40 3.44 3.73 3.42 

2.08 2.15 2.12 4.75 4.88 4.62 9.33 10.49 9.22 3.33 3.68 3.17 

Differences  
6.4% 21.1% 14.2% 1.6% 24.1% 8.8% 1.7% 8.5% 4.8% 16.8% 5.5% 20.7% 

4.1% 16.5% 10.8% 7.7% 3.5% 9.5% 2.8% 7.6% 0.0% 1.2% 9.7% 14.5% 
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13.3% 17.3% 7.8% 6.9% 3.8% 7.4% 6.0% 10.4% 0.9% 2.1% 2.2% 20.8% 

One lamp at the center, in-duct environment, galvanized steel (total irradiance) 

Experimental 

data (W/m2) 

3.0 2.7 2.6 5.4 5.9 5.5 4.6 5.4 5.4 2.7 2.4 2.3 

3.0 2.7 2.5 5.9 6.1 5.7 4.9 5.5 5.7 2.7 2.5 2.3 

2.8 2.7 2.5 5.3 5.9 5.5 4.9 5.5 5.4 2.5 2.4 2.2 

Model 

predictions 

(W/m2) 

3.10 2.70 2.66 5.49 6.19 5.92 4.76 5.90 5.82 2.95 2.65 2.53 

3.18 2.75 2.57 6.43 6.85 6.31 5.29 5.94 6.10 2.89 2.69 2.47 

2.94 2.73 2.31 5.60 6.10 6.16 5.37 5.89 5.84 2.75 2.59 2.51 

Differences 

3.3% 0.0% 2.3% 1.7% 4.9% 7.6% 3.5% 9.3% 7.8% 9.3% 10.4% 10.0% 

6.0% 1.9% 2.8% 9.0% 12.3% 10.7% 8.0% 8.0% 7.0% 7.0% 7.6% 7.4% 

5.0% 1.1% 7.6% 5.7% 3.4% 12.0% 9.6% 7.1% 8.1% 10.0% 7.9% 14.1% 

Two lamps per row (one row), in-duct environment, stainless steel (total irradiance) 

Experimental 

data (W/m2) 

4.7 4.4 4.3 9.8 10.0 9.4 9.0 9.2 9.3 4.2 4.0 3.9 

4.9 4.4 4.5 10.3 10.2 9.7 9.2 9.3 10.1 4.4 4.0 4.1 

5.0 4.6 4.6 9.5 9.6 9.1 9.1 9.1 9.5 4.5 4.1 4.1 

Model 

predictions 

(W/m2) 

4.81 4.61 4.45 11.2 10.5 11.1 9.9 10.6 10.9 4.32 4.26 3.95 

5.02 4.53 4.68 10.17 11.3 11.2 9.8 12.1 11.4 4.62 4.27 4.21 

5.07 4.72 4.85 9.9 10.9 10.1 10.1 10.5 9.8 4.75 4.65 4.26 

Differences  

10.2% 12.6% 13.5% 8.5% 14.3% 7.2% 20.1% 17.0% 17.2% 12.6% 14.5% 20.2% 

10.0% 11.9% 12.8% 16.1% 14.7% 8.9% 15.8% 21.0% 17.0% 15.1% 14.1% 15.2% 

12.1% 12.2% 11.6% 13.1% 16.7% 12.3% 17.8% 21.0% 17.5% 16.6% 15.6% 17.7% 

One lamp per row (two rows), in-duct environment, stainless steel (total irradiance) 

Experimental 

data (W/m2) 

4.8 4.2 4.8 12.3 11.5 11.8 7.4 6.6 7.1 4.3 3.8 4.3 

4.7 4.3 4.7 11.8 11.2 11.8 7.8 6.8 7.3 4.3 3.9 4.2 

4.7 4.6 4.9 10.3 10.3 10.4 7.6 6.8 7.2 4.35 4.1 4.4 

Model 

predictions 

(W/m2) 

5.29 4.73 5.45 13.35 13.14 12.65 8.89 7.72 8.32 4.84 4.35 5.17 

5.17 4.81 5.3 13.70 12.85 12.85 9.03 8.23 8.54 4.95 4.45 4.84 

5.27 5.16 5.47 11.65 12.02 11.68 8.95 8.23 8.46 5.07 4.74 5.18 

Differences 

10.2% 12.6% 13.5% 8.5% 14.3% 7.2% 20.1% 17.0% 17.2% 12.6% 14.5% 20.2% 

10.0% 11.9% 12.8% 16.1% 14.7% 8.9% 15.8% 21.0% 17.0% 15.1% 14.1% 15.2% 

12.1% 12.2% 11.6% 13.1% 16.7% 12.3% 17.8% 21.0% 17.5% 16.6% 15.6% 17.7% 

Note: Nine testing points are presented in Figure 8. 

4.3.2 CFD simulation validation 

Despite the CFD models in this research being well-developed and validated in the 

literature, addition validations for the CFD simulation were conducted. With the airflow 

field and particle trajectories obtained from the CFD simulations and the in-duct irradiance 
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field from the view factor model, the cumulative UV dose can be estimated using Eq. (39) 

- (40). To validate the accuracy of the UV dose computed by CFD simulations, the E. coli 

UV rate constant was obtained using the disinfection efficiency and UV dose correlation 

(Eq. (41)) in a one-lamp setup under different supply air velocities (operating conditions 

#1–3) and compared with the data in the literature (Figure 25). Further, the obtained UV 

rate constant was implemented in the UV doses for the case of different lamp arrangements 

and wall materials (operating conditions #4–7), and the estimated disinfection efficiencies 

were compared with the experimental data (Eq. (42)). For the one-lamp setup, the average 

accumulated UV doses at the duct outlet were 15.37 J/m2, 9.21 J/m2, and 6.07 J/m2 for the 

supply air velocities of 0.5 m/s, 0.9 m/s, and 1.35 m/s, respectively. By incorporating the 

corresponding E. coli disinfection efficiencies of 99.98%, 98.36%, and 95.60% (Table 11), 

the UV rate constant k was obtained by regression analysis [22,23,96] as 0.5245 m2/J under 

environmental conditions of T (25℃) and RH (40%). By plotting the k value in this study 

and the E. coli UV rate constant data in the literature (with the x-axis as the humidity ratio) 

[150–155], good agreement was observed, and an increase in the UV rate constant was 

observed with a decrease in the humidity ratio. 
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Figure 25 Comparison of the UV rate constant for airborne E. coli in this study and 

literature 

Further incorporating the obtained UV rate constant (0.5245 m2/J) into the predicted UV 

dose of operating conditions #4-6 (14.26, 12.79, and 8.97 J/m2 for two lamps per row (one 

row), one lamp per row (two rows) and 1 lamp at center with galvanized steel), we have 

the E. coli disinfection efficiencies of 99.79%, 99.61%, and 97.97%, demonstrating good 

agreement with the experimental data (Table 11, 99.81%, 99.59% and 97.25%) with an 

error of 0.02%, 0.02% and 0.72%. Thus, both the UV irradiance and UV dose predictions 

from the CFD simulation agreed well with the experimental data and can be further used 

to simulate the in-duct UVGI performance with other designs. 

4.4 Results and discussions 

With the validated UV irradiance model CFD simulations, the effects of the duct system 

design (UV lamp arrangements and duct wall materials), operating conditions (RH), and 
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bioaerosol particle size on the average accumulative UV dose and UV rate constant are 

presented in this section. A detailed analysis of the underlying mechanisms will be included 

in Section 6. 

4.4.1 Effects of the in-duct UVGI system designs 

4.4.1.1 Effects of lamp arrangements 

Different lamp arrangements result in different irradiance distribution inside the duct, thus, 

different UV doses. In this research, despite using the same airborne microorganism (E. 

coli) for the UVGI tests, different inactivation efficiencies were reported (Table 15). The 

results of the E. coli disinfection efficiency agreed with the average in-duct irradiance 

under the same operating conditions. The higher the in-duct irradiance and the more 

uniform the irradiance distribution, the better the UVGI disinfection performance. More 

specifically, increasing UV lamps resulted in higher UVC irradiance, thus improving the 

UVGI system inactivation performance. For multiple-lamp scenarios, placing UV lamps 

in the same row resulted in less shadowing effects and more uniform spatial irradiance 

distribution (Figure 24(c)), resulting in better UV-C energy utilization and higher 

inactivation efficiency.  

Table 15 Airborne E. coli inactivation efficiencies under various conditions 

T (℃) U (m/s) RH Lamp configuration  
Lamp 

output a, b 

Duct average 

irradiance (W/m2) b 

UV dose 

(J/m2) b 

Inactivation 

efficiency c 

25±0.2 

0.5±0.04 

40%±5% 

One lamp at the center, 

stainless steel 

94% 15.41 15.37 99.98%±0.02% 

0.9±0.08 82% 13.46 9.21 98.36%±0.27% 

1.35±0.12 

78% 

12.78 6.07 95.60%±1.31% 

1.35±0.12 
One lamp at the center, 

galvanized steel 
13.01 8.97 97.25%±0.53% 
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1.35±0.13 
Two lamps per row (one 

row), stainless steel 
22.02 14.26 99.81%±0.46% 

1.35±0.11 
One lamp per row (two 

rows), stainless steel 
21.57 12.79 99.59%±0.75% 

a: The lamp outputs under different velocities were calculated using the r method model from [156]. 

b: Results from irradiance model calculations and CFD simulations. 

c: Results from the experiment. 

4.4.1.2 Effects of duct wall materials 

The duct wall material property is an essential parameter defining inactivation efficiency 

in the in-duct UVGI systems, owing to the improvements in the UV energy utilization (duct 

wall reflections) with the use of highly reflective duct wall materials [11,50,51,61,64,157–

162]. This study discovered that diffuse reflection-dominated galvanized steel plates 

provided a more uniform in-duct irradiance distribution (Figure 24(c)) and a higher average 

irradiance (Table 14), thus resulting in a better bacterial inactivation efficiency (Table 15), 

even with lower UVC reflectivity. 

4.4.2 Effects of the in-duct UVGI system operating conditions (RH) 

The effect of environmental RH on the UV inactivation efficiency and the UV rate constant 

was studied using airborne MS2 under three RH conditions (24.9% ± 1.2%, 41.2% ± 4.7%, 

and 62.1% ± 5.0%) at a temperature of 24.8°C ± 0.4°C and velocities of 0.50 ± 0.03, 0.92 

± 0.06, and 1.34 ± 0.07 m/s. The reported UV rate constants showed an initial increase and 

then a decrease as the environmental RH rose from 25% to 60% across all impactor stages 

(Figure 26 (a)). Significant differences were noted between the three RH conditions, except 

for stage 3 under 41.2% and 62.1% RH. The highest and lowest UV rate constants were 

recorded at 41.2% RH and 24.9% RH, respectively (Figure 26 (b) – (g)). 

 



118 

 

 

(a) stage 2: 4.7–7µm, stage 3: 3.3–4.7µm, stage 4: 2.1–3.3µm, stage 5: 1.1–2.1µm, stage 6: 0.65–1.1µm, overall: 0.65–

7µm 

 

           (b) stage 2                (c) stage 3                 (d) stage 4             (e) stage 5                 (f) stage 6            (g) overall 

Figure 26 (a) UV rate constants of airborne MS2 exposed to UVGI across three RH 

levels, categorized by particle sizes and (b) – (g) UV rate constants and statistical 

analysis from the one-way ANOVA followed by Tukey’s multiple comparisons tests 

(Appendix E) 
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(Note: (a) error bars represent the standard deviations from the triplicate experiments and 

(b) ****: P≤0.0001, ***:P≤0.001, **:P≤0.01, ns: P>0.05) 

4.4.3 Effects of the bioaerosol characteristics (particle size) 

The effect of bioaerosol particle size on UVGI inactivation efficiencies was investigated 

using PBS as the suspending medium at RH levels of 24.9% ± 1.2%, 41.2% ± 4.7%, and 

62.1% ± 5.0%, a temperature of 24.8°C ± 0.4℃, and velocities of 0.50 ± 0.03, 0.92 ± 0.06, 

1.34 ± 0.07 m/s. Bioaerosol particle size impacted the UV rate constants. Larger 

bioaerosols (2.1–7 µm, stages 2, 3, and 4) exhibited significantly lower UV rate constants 

compared to smaller ones (0.65–2.1 µm, stages 5 and 6) (p<0.0001, Figure). There were 

no significant differences between stages 2, 3, and 4 (except between stages 3 and 4 at 

62.1% ± 5.0% RH), nor significant differences between stages 5 and 6 under all three RH 

levels (Figure 27 (b) – (d)).  
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 (a)  

 

          (b) 24.9% ± 1.2% RH           (c) 41.2% ± 4.7% RH           (d) 62.1% ± 5.0% RH 

Figure 27 (a) Inactivation efficiencies and UV rate constants for airborne MS2 across 

different impactor stages at different RHs and a temperature of 24.8°C ± 0.4℃ and (b) – 
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(d) UV rate constants and statistical analysis from the one-way ANOVA followed by 

Tukey’s multiple comparisons tests (Appendix E) 

(Note: (a) error bars represent the standard deviations from the triplicate experiments and 

(b) ****: P≤0.0001, **:P≤0.01, ns: P>0.05) 
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5 UVGI Modeling: Prediction of the UV Rate Constants 

for ssRNA Viruses  

The disinfection of airborne microorganisms through ultraviolet (UV) light is a 

sophisticated procedure encompassing physical, chemical, and biological interactions. 

Ensuring the optimal design and enhanced application of in-duct UVGI systems within 

indoor spaces necessitates a precise understanding and characterization of these 

multifaceted interactions. In this chapter, we focus on the modeling of an in-duct UVGI 

system from the biological perspective, illustrating how to predict the UV rate constant of 

ssRNA viruses with the correct reflection of UV-induced genome and structure damage. 

For this purpose, a UV rate constant prediction model was introduced, which integrated 

both genome damage (estimated by an improved genomic model) and capsid protein 

damage and striving to ensure the model parameters resonate with physical interpretation. 

Sections 5.1 and 5.2 present the model development for the UV rate constant for 

characterizing the infectivity loss of ssRNA viruses upon the UV illumination in both liquid 

matrix and airborne states. The prediction model goes through both quantitative and 

qualitative validation (Section 5.3) using the experimental data from this study (presented 

in Section 3.4.2.4) and existing literature. Finally, the results for the UV rate constants of 

various ssRNA viruses are presented in Section 5.4. 

5.1 UV rate constant model 

This thesis introduces an improved UV rate constant prediction model that integrates both 

genome damage (estimated by an improved genomic model) and capsid protein damage 

and strives to ensure that the model parameters resonate with physical interpretation. Two 
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independent databases containing UV inactivation data on ssRNA viruses in liquid media 

were collected. One database contained genome damage data (from qPCR tests) for 

determining the genomic model parameters through multivariable regression analysis. The 

other contained viral infectivity loss data (from culturing assays) for validating the genomic 

model-based UV rate constant prediction model. Additionally, the “UV rate constant ratio 

of aerosol and liquid” was employed to predict UV rate constants for airborne viruses.  

5.1.1 Literature mining 

To gather data on UV254 ssRNA virus inactivation, we performed a systematic literature 

review. Data were extracted from studies that met the following criteria: (1) targets were 

ssRNA viruses in liquid suspensions; (2) the emitting UV wavelength was set at 253.7 nm 

(or within the range of 253, 254, 255 nm); (3) the implemented UV doses were reported; 

(4) infectious viruses were quantified either through qPCR (for determining genome 

damage) or culture-based approaches (for determining overall infectivity loss); (5) the first-

order inactivation rate constant or log-removal dose (e,g., D90) was provided or could be 

determined with the data in the paper; and (6) primers or target genome sequence 

information were given for the qPCR experiment. For studies that reported multiple UV 

inactivation data for the same virus (e.g., in different solutions), the average UV rate 

constant was used. If the UV rate constant was not reported in the studies, the Chick-

Watson model was applied for calculation: 

                                                                                                                         (43) 

where Ct and C0 are the virus concentrations at specific sampling times and time zero, 

respectively; k is the UV rate constant (cm2/mJ); and D is the UV dose (mJ/cm2). In total, 

0

ln tC
kD

C

 
= − 

 
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261 data records (57 characterizing genome damage and 204 characterizing total infectivity 

loss) for 36 viruses were included. The complete list of data is provided in Tables 16 and 

18 (Section 5.3.1), which tabulates the data for characterizing genome damage from qPCR 

assays and total infectivity loss from culture assays, respectively. 

Table 16 Summary of the model parameter information and genome damage UV rate 

constants in the literature for various genome segments of ssRNA viruses in liquid 

Microorganisms Genome location UU UC CU CC YR length GC 
kgenome 

(cm2/mJ) 

MS2 [163] 

24 – 134  11 10 7 7 17 111 54 0.0064 

1534 – 1644 9 7 5 7 14 111 54 0.0046 

1534 – 2225 52 48 48 38 86 692 332 0.0152 

1534 – 3442 114 123 142 116 235 1909 974 0.044 

2145 – 2225 5 5 4 5 8 81 43 0.003 

2145 – 3442 67 80 98 83 157 1298 688 0.0196 

MS2 [164] 344 – 678 17 24 21 27 44 335 194 0.008 

MS2 [39] 

344 – 678  17 24 21 27 44 335 194 0.0092 

1530 – 1818 22 20 20 19 35 289 130 0.0097 

1809 – 2125 24 25 25 15 41 317 152 0.015 

2724 – 3033 24 16 20 20 42 310 155 0.014 

657 – 959 22 12 20 13 38 303 145 0.017 

MS2 [30] 632 – 708  4 4 5 6 10 77 43 0.008 

MS2 [165] 657 – 959 22 12 20 13 38 303 145 0.01 

MS2 [48] 657 – 959  22 12 20 13 38 303 145 0.0133 

MS2 [166] 1255 – 1423  11 14 14 8 22 169 86 0.0186 

GA [167] 

967 – 1559, 1587 – 1945, 

2143 – 2523, 2533 – 

2926, 2958 - 33431 

174 165 165 105 283 2121 997 0.0373 

MS2 [167] 

344 – 678, 657 – 959, 

1530 – 1818,1809 – 2125, 

2724 – 3033, 3285 – 

35281 

115 121 121 122 226 1798 935 0.0388 

Hepatitis E virus 

[168] 
5261 – 5330  6 7 7 11 9 70 38 0.018 

MS2 [169] 657 – 959  22 20 20 13 38 303 145 0.0142 

Poliovirus 1 

[170] 
444 – 638  17 11 11 16 28 195 99 0.0113 

Feline 

calicivirus [171] 
2452 – 2534  8 8 8 2 14 83 42 0.0188 

SARS-CoV-2 

[172] 
15431 – 15530  9 4 4 3 13 100 41 0.0129 
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SARS-CoV-2 

[172] 
26269 – 26381 16 6 6 2 15 113 46 0.0142 

SARS-CoV-2 

[173] 

192 – 8196 841 353 353 229 1009 8005 3042 0.1546 

7838 – 16080  908 360 360 219 1072 8243 3132 0.1575 

15862 – 23813  865 372 372 242 1027 7952 2942 0.1768 

22782 – 29738 744 399 399 237 913 6957 2783 0.1134 

21620 – 25366  450 206 206 126 498 3747 1386 0.0955 

28274 – 29533  67 71 71 68 146 1260 592 0.0242 

28706 – 28833 6 11 11 7 13 128 67 0.0142 

SARS-CoV-2 

[174] 
15431 – 15530 9 4 4 3 13 100 41 0.0233 

Coxsackievirus 

B5 [47] 

272 – 876  44 28 28 39 79 605 290 0.02835 

1069 – 1681  42 23 23 33 63 613 294 0.02785 

1866 – 2377  28 23 23 32 65 512 251 0.01759 

2654 – 3051  22 23 23 26 47 398 195 0.02459 

3470 – 3924  29 29 29 28 58 455 228 0.02782 

4665 – 5177  33 24 24 26 59 513 236 0.02575 

6072 – 6582  32 21 21 23 58 511 225 0.02099 

Human 

norovirus [47] 

390 – 887  41 29 29 36 63 498 229 0.02436 

1360 – 1864 20 32 32 37 61 505 268 0.01837 

2044 – 2557  16 22 22 28 60 514 252 0.01456 

3273 – 3778  10 20 20 45 60 506 283 0.01173 

4098 – 4593  29 41 41 39 53 496 248 0.0209 

5097 – 5565  32 21 21 52 60 469 239 0.01689 

5842 – 6343  22 27 27 47 61 502 256 0.0178 

6925 – 7424  24 36 36 34 62 500 260 0.01826 

MS2 [32] 
944 – 1439  22 38 38 28 59 496 263 0.011 

2693 – 3189  30 35 35 35 64 497 263 0.024 

Poliovirus 1 

[163] 

452 – 596  13 7 7 11 19 145 75 0.0127 

5573 – 5648 3 5 5 2 8 76 36 0.00714 

5573 – 7440 118 104 104 82 220 1868 822 0.1036 

Tulane virus 

[175] 
3514 – 3637 6 11 11 10 20 124 58 0.0018 

GA [176] 1778 – 1889  11 15 15 4 18 112 52 0.0061 

Human 

norovirus [176] 
5012 – 5109  5 8 8 2 8 89 45 0.00223 

Tulane virus 

[177] 
2774 – 4097  76 72 72 99 172 1324 622 0.0461 

Human 

norovirus [178] 
4930 – 5028  4 7 7 4 8 98 52 0.0047 

Mean and standard deviation of the genomic 

variables for preliminary standardization in 

principal components analysis 

(mean/standard deviation) 

94.95/ 

216.73 

57.11/ 

95.76 

58.05/ 

95.99 

46.04/ 

60.43 

134.93/ 

255.84 

1062.18/ 

1978.68 

454.46/ 

753.50 
-  

1. The genome damage is the sum of the individual genome damages from multiple genome segments. 
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5.1.2 The UV rate constant prediction model of the infectivity loss for 

liquid-based viruses 

In this study, we consider the UV-mediated infectivity loss rate constant to be the sum of 

contributions from genome damage and protein damage, as expressed by: 

                                                                        (44) 

where kviral infectivity loss, kgenome damage, and kprotein damage are the UV rate constants (cm2/mJ) for 

the overall virus infectivity loss, genome damage, and protein damage upon the UV 

illumination, respectively. 

5.1.2.1 Genome damage prediction 

The genome damage rate constant kgenome damage is predicted by a modified genome 

sequence-based composition model, following several simple rules for DNA/RNA 

photoreactivity [26,31–33,179,180]: (1) Photoreactions occur with two or more adjacent 

pyrimidines; (2) nonadjacent pyrimidines, surrounded on both sides by purines, exhibit 

little or no photoreactivity; and (3) purines produce UV photoproducts when flanked on 

their 5’ side by two or more contiguous pyrimidine residues. Thus, the bioinformatics 

parameters of the genomic model are preliminarily determined as adjacent pyrimidines 

(UU, UC, CU, and CC), purines flanked by pyrimidine doublets on the 5’ side (UUA, 

UUG, UCA, UCG, CUA, CUG, CCA, CCG, collectively referred to as YR), genome 

length, and guanine-cytosine (GC) content. The molecular weight parameter is excluded 

since it is highly collinear with genome length. In addition, we assume the probability of 

forming a photoproduct in a long chain of pyrimidine bases (such as uracil quintuplets 

(UUUUU), uracil sextuplets (UUUUUU), etc.) is the summation of individual pyrimidine 

viral infectivity loss genome damage protein damagek k k= +
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doublets (UU). Thus, uracil/cytosine triplets, quadruplets, quintuplets, and sextuplets are 

counted as two, three, four, and five uracil/cytosine doublets, respectively.  

While the determinants of UV-induced genome damage are well recognized, the empirical 

mathematical forms in the literature lack consensus, varying from multiple linear equations 

[32,33] to multiple nonlinear equations (summation with exponents [181] or multiplication 

with exponents [38,42,43]). Thus, this thesis explores different regression methods and 

compares prediction results with experimental data to identify the best fit with reasonable 

physical and statistical significance. Here, multiple linear regression, multiple nonlinear 

regression, and principal component regression were compared for the UV rate constant 

model for genome damage. The model parameters, adjacent pyrimidines (UU, UC, CU, 

and CC), purines flanked by pyrimidine doublets on the 5’ side (UUA, UUG, UCA, UCG, 

CUA, CUG, CCA, CCG, counted together as YR), and guanine-cytosine (GC) content, 

were expressed in either the counted number or the occupied ratio. Along with the 

bioinformatics parameter genome length, the tested genome damage models have the 

following equation forms: 

multiple lineark a UU b UC c CU d CC e YR f length g GC h=  +  +  +  +  +  +  +         (45a) 

( )multiple nonlinear-summation with exponents

a b c d e f gk h UU UC CU CC YR length GC i=  + + + + + + +       

(45b) 

( )multiple nonlinear-multiplication with exponents

a b c d e f gk h UU UC CU CC YR length GC i=        +        

(45c) 

1 2PCRk a PC b PC c length d=  +  +  +                                                                        (45d) 
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where UU, UC, CU, and CC are the number or the ratio of adjacent pyrimidines, YR 

represents the number or the ratio of purines flanked by pyrimidine doublets on the 5’ side, 

GC is the number or the ratio of guanines and cytosine, length is the length of the target 

genome segment, PC1 and PC2 are the first and second principal components obtained 

from principal component analysis (PCA) which was performed on the abovementioned 

features UU, UC, CU, CC, YR, GC, and length (if the parameters are expressed in the 

forms of number), and a, b, c, d, e, f, g, h, and i are the empirical constants obtained through 

multivariable regression analysis. Note that to ensure the statistical significance of the fitted 

equation, the coefficients that had p values greater than 0.05 were excluded one by one 

from the highest p values until all the remaining coefficients were statistically significant 

(p<0.05). 

Since the regression models (Eqs. (45a) – (45d)) are derived from qPCR data, where the 

amplicon length is typically only a few hundred bases, it would be inappropriate to apply 

these equations directly to whole genomes (such as SARS-CoV-2, which comprises 29.9k 

base pairs). To address this issue, the entire genome shall be divided into smaller fractions 

with lengths within the database range, and we assume the total genome damage for the 

entire virus is the sum of individual damages from different fractions, expressed as:  

_

1

N

total genome damage genome damage i

i

k k
=

=                                                                                                (46) 

where N and i stand for the total number and index of genome fractions, respectively. 

Despite different genome fractions having values of dinucleotide counts, genome lengths, 

and GC contents, the model parameters (a, b, c, d, e, f, g, h, and i) remain consistent across 

all fractions. Considering the nonlinear nature of Eqs. (45a) – (45d), the fraction length is 

treated as a hyperparameter. A range of values (500, 1000, 2000, 3000, 4000, 5000, 6000, 
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7000, 8000, and no division) were tested to optimize the prediction based on experimental 

data (Section 5.2.1). 

5.1.2.2 Infectivity loss prediction 

In addition to genome damage, the contribution from protein damage to the overall virus 

infectivity loss (kprotein damage) is generally minor but nonnegligible when treated with UV 

[26]. Thus, the contribution ratio for protein damage can be represented as: 

                                                                                             (47) 

where h stands for the relative contribution of protein damage to the total viral functional 

loss. Thus, the prediction model for the overall UV rate constant of the virus infectivity 

loss is formulated as: 

_

1

1

N

genome damage i

i
viral infectivity loss

k

k
h

==
−


                                                                                        (48) 

Generally, for a virus with a known genome sequence and a contribution ratio of 

genomic/protein damage, the overall UV rate constant for virus infectivity loss can be 

estimated using Eq. (48). However, some groups of viruses with distinct genome structure 

features require specific adjustments to the genome damage model. For instance, 

retroviruses are pseudodiploid, meaning that each virion contains two complete copies of 

the single-stranded RNA genome. This feature increases the probability of successful DNA 

synthesis under UV illumination: if one of the two RNAs is UV-damaged, reverse 

transcription can switch templates and utilize the co-packaged RNA, thereby allowing 

DNA synthesis through the lesion sites [182]. Considering this unique characteristic and 

assuming a 50% probability of successful genome damage (while protein damage remains 

unaffected), Eq. (48) can be rewritten for retroviruses as: 

protein damage viral infectivity lossk hk=
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_ _

1 1

1 2

N N

genome damage i genome damage i

i i
viral infectivity loss_retroviruses

k k

k
h

= == −
−

 
                                                       (49) 

In addition, the Orthomyxoviridae family consists of naturally segmented RNA viruses 

(each segment is approximately 1000–2000 bp). Since these naturally occurring segments 

are small enough, artificial genome fraction divisions are not applied to them. Instead, the 

genome damage prediction model (Eq. (45)) is directly applied to their original segmented 

RNAs.  

5.1.3 The UV rate constant prediction model of the infectivity loss for 

airborne viruses 

It is important to note that the abovementioned prediction model provides UV rate 

constants for viruses suspended in liquid. While the intrinsic inactivation mechanisms 

remain the same, UV inactivation data for airborne viruses differ due to several factors: (1) 

the UV absorptivity of liquid media, which impacts the effectiveness of UV exposure; (2) 

the increased turbulence and diffusion in the air compared to water, resulting in more 

evenly exposed microorganisms; (3) the aerosolization process, which reduces the 

microbial survival potential through physical damage; (4) the presence of oxygen in the 

air, which contributes to increased vulnerability [17,26]; and (5) potential differences in 

virion aggregation in bioaerosols and in liquid [20,112]. To convert the UV rate constants 

from those based on liquid suspension to airborne ones, the method “UV rate constant ratio 

of aerosol and liquid” was used as follows [87,183]:  

_ _genome damage air UV genome damage liquidk r k=                                                                                              (50) 

and 
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_ _

1
_ _

1

N

genome damage liquid i

i
viral infectivity loss air UV viral infectivity loss liquid UV

k

k r k r
h

== =
−


                                         (51)  

where rUV is the UV rate constant correction ratio for converting from water-borne to 

airborne viruses. 

5.1.4 Model validation 

5.1.4.1 Quantitative validation of the infectivity loss UV rate constant model for 

liquid-based and airborne viruses  

In this study, the proposed UV rate constant model underwent both quantitative and 

qualitative assessments. Initially, the prediction of the overall infectivity loss, as described 

by Eqs. (6) and (9), were quantitatively validated. This was accomplished by comparing 

the model’s results with experimental data from the literature, encompassing both liquid-

based and airborne viruses (Table 18 with 36 ssRNA viruses in liquid and Table 19 with 9 

airborne ssRNA viruses). 

5.1.4.2 Qualitative validation of the genome damage UV rate constant model 

using liquid-based MS2  

Subsequently, the genome damage models’ (Eqs. (45) and (50)) abilities to predict 

variations in UV-induced genome damage across different sequences were qualitatively 

evaluated using experimental data of MS2 UV inactivation. For the liquid-based 

applications, due to all the available genome damage UV rate constant data from 

experiments (kgenome damage) were already used in regression analysis. Thus, inactivation 

efficiency was compared instead. Herein, we selected the experimental data reported by 

Pecson et al. [184], which measured UV-induced genome damage for various MS2 genome 
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segments under a single UV dose (590 mJ/cm2) condition, and the detailed specifics of the 

experimental procedures can be found in their original paper [184]. Information on the 

twelve primer sets is included in Table 20, with each targeting approximately 300 

nucleotides. Note that data from primer #3 [184] met the inclusion criteria for Table 16 

(see Section 5.1.1), thus, were used for model regression analysis, while data measured 

using other primers were excluded from the training set and served as the validation set. 

5.1.4.3 Qualitative validation of the genome damage UV rate constant model 

using airborne MS2  

For the genome damage prediction validation in airborne applications (Eq. (50)), due to the 

lack of existing research in investigating the genome damage variations with different 

sequences for airborne viruses, we conducted UV inactivation tests using airborne MS2. 

Seventeen sets of primers were designed to assay genome damage under three different 

UV dose conditions to obtain UV rate constants. The detailed experimental setup and 

experimental results are included in Sections 3.3.2 and 3.4.2.4. Thus, the model-predicted 

UV rate constant variations were qualitatively compared with the experimental data.   

5.2 Determination of model parameters 

5.2.1 Genome damage prediction model for liquid-based viruses 

Table 16 tabulates the available genome damage UV inactivation data for ssRNA viruses, 

along with the corresponding genome sequence information. In particular, the nucleotide 

sequences were retrieved directly from the accessible NCBI genome database. The 

information for the model variables, including the numbers and the occupied ratios of 

pyrimidines and purines flanked by pyrimidine doublets, were extracted using RStudio 
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version 1.2.475 with R software version 4.2.2 [185] (for the coding script, see Appendix 

F). Then, multiple variable curve fitting was conducted in Origin 2022 for Eq. (45), 

yielding the following results: 

4 4

genome damage_summation_number

4

4.2144 10 1.3316 10

1.8074 10 0.0100

number

number

k UU length

GC

− −

−

= −  + 

−  +
                           (52a) 

5

genome damage_summation_ratio 1.7362 10 0.0855 0.0523ratiok length GC−=  − +                                  (52b) 

( )0.6046

genome damage_summation with exponents_number 0.0026 numberk UU=                                              (52c) 

( )5 0.8494

genome damage_summation with exponents_ratio 7.3029 10 0.0053k length−=  +                                  (52d) 

( )4 0.6248 1.2822

genome damage_multiplication with exponents_number 8.6568 10 number numberk CU YR− −=             (52e) 

3.9995 0.7013

genome damage_multiplication with exponents_ratio ratiok YR length=                                                      (52f) 

genome damage_principal components regression_number 0.0140 1 0.0293

where 1 0.3754 ' 0.3794 ' 0.3791 ' 0.3717 '

0.3798 ' 0.3798 ' 0.3805 '

number

number number number number number

number

k PC

PC UU UC CU CC

YR length GC

=  +

= + + +

+ + +

     

(52g)

5

genome damage_principal components regression_ratio 0.0021 1 1.7773 10 0.0104

1 0.4085 ' 0.4203 ' 0.4172 ' 0.4103 ' 0.0237 '

0.5560 '

ratio

ratio ratio ratio ratio ratio ratio

ratio

k PC length

where PC UU UC CU CC YR

GC

−= − +  +

= − + + + −

+

     

     (52h) 

These fittings across all equation forms demonstrated strong compatibility with the existing 

data (with R2 > 0.88) and statistical significance (all remaining coefficients p<0.05, except 

for the intercept and multiplier in Eq. (52d), as either removing the intercept or letting the 

multiplier equal 0 would lead to a significantly reduced R2 <0.68). The detailed data-fitting 

results are presented in Appendix G (Tables G1 and G2). Note that in principal component 
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regressions (Eqs. (52g) and (52h)), UU’, UC’, CU’, CC’, YR’, length’, and GC’ represent 

the standardization of genomic variables to unit variance prior to principal component 

analysis to eliminate dissimilarities in the magnitude of variable values. For instance, 

'

number

number number
number

UU

UU UU
UU

s

−
= , where 

numberUU and 
numberUUs  are the mean and standard 

deviation of the number of UUs calculated from the database in Table 16. Thus, when 

applying Eqs. (52g) and (52h) to predict other genome fractions, preliminary 

standardization using the same values of 
numberUU and 

numberUUs  are needed (reported in 

Table 16).  

To determine the optimal model forms for genome damage prediction, comparisons 

between the model predictions and the experimental data for the overall infectivity loss UV 

rate constants were subsequently conducted in Section 5.2.3.   

5.2.2 Protein damage prediction model for liquid-based viruses 

Building upon the genome damage prediction model, the contribution ratio of protein 

damage, denoted as h, shall be established to calculate the final virus infectivity loss. 

Various studies in the literature have reported that protein damage contribution ratios 

display minor variations across ssRNA viruses, ranging between 6% and 17% for different 

families and classes. For instance, experimental results revealed an average protein damage 

contribution of 17% for MS2, leading to disruption of the viral genome’s injection into the 

host cell [30,39], and an average of 11.7% for the mouse hepatitis virus (MHV, strain A59), 

resulting in the failure of virus attachment and genome penetration into the host cell [186]. 

Analogously, theoretical calculation of protein capsid damage contribution (based on the 

amino acid composition) yielded values of 6%, 6%, 7%, 6%, 11%, 10%, 14%, and 17% 
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for MS2 bacteriophage, fr bacteriophage, poliovirus type 1, coxsackievirus B6, echovirus 

12, norovirus, murine norovirus, and feline calicivirus [187]. In light of the absence of 

accurate estimations for the contribution ratios of protein damage across all ssRNA viruses, 

we assume that the value can vary from 0% to 20%. The model’s results are presented in 

boxplot form, providing a visual comparison with the experimental data. 

5.2.3 Infectivity loss prediction model for liquid-based viruses 

The optimal form of the infectivity loss prediction model was determined through 

comparisons between the model predictions and experimental data for UV rate constants 

across various ssRNA viruses. These tests include eight different genome damage equation 

forms (Eqs. (52a) – (52h)) with ten possible genome fraction division lengths (500, 1000, 

2000, 3000, 4000, 5000, 6000, 7000, 8000, and no division). Considering a contribution of 

protein damage set at 10% and using known genome fraction sequences, the UV rate 

constants of infectivity loss for 36 different viruses were estimated and compared with 

experimental data (as shown in Figure 28). 
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(a) (b) 

  

(c) (d) 

  

(e) (f) 
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(g) (h) 

 

(i) 

Figure 28 (a) – (h) Comparisons between the model predictions and experimental data of 

the infectivity loss UV rate constants for 36 viruses using eight genome damage equation 
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forms (Eq. (9a) – (9h)) with ten genome segment division lengths (500, 1000, 2000, 

3000, 4000, 5000, 6000, 7000, 8000, and no division), and (i) Mean relative errors of the 

predicted infectivity loss UV rate constants (36 ssRNA viruses) for eight genome damage 

equations with ten segment division lengths 

The equation form that multiplied with exponents expressed as a number value (Eq. (52e)) 

and employed a 1000 genome length division exhibited the lowest mean relative error 

(MRE) between the model’s predictions and experimental data. Thus, the chosen UV rate 

constant models for genome damage and infectivity loss for ssRNA viruses in liquid-based 

applications were represented by: 

( )4 0.6248 1.2822

genome damage_liquid 8.6568 10 number numberk CU YR− −=                                                        (53) 

( )
integer

4 0.6248 1.2822

_ _

1
infectivity loss_liquid

8.6568 10

1

N

number i number i

i

CU YR

k
h

− −

=

 

=
−


                                       (54)

 

where Ninteger is the number of genome fractions obtained by dividing the total length of 

genome size by 1000, and i represents each genome fraction. The optimal equation form 

does not incorporate the terms UU, UC, CC, length, and GC due to their lack of statistical 

significance, and the exponent of the term CU is negative. This can be explained by the 

experimental findings in the literature, which concluded that different nucleotide bases had 

UV sensitivity in the order of TT>TC>CT>CC [26]. In the case of ssRNA viruses, this 

corresponds to UU>UC>CU>CC, considering the similarities between thymine and uracil. 

Thus, the negative exponent in the term of CU indicates the negative contribution of an 

increasing number of CU pairs to genome damage, as this occupies sites for the more UV-

sensitive pyrimidines, such as UU. Moreover, another remaining term is YR, which is 

reasonable as it contains various kinds of purines flanked by pyrimidine doublets on the 5’ 
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side (UUA, UUG, UCA, UCG, CUA, CUG, CCA, CCG). These combinations have 

colinear effects with pure pyrimidine doublets. Studies in the literature suggest that the 

presence of flanking pyrimidines next to other pyrimidines can increase UV reactivity 

[180,188–190]. 

5.2.4 Infectivity loss prediction model for airborne viruses 

When estimating the UV rate constants for airborne viruses, the method of “UV rate 

constant ratio of aerosol and liquid” plays a crucial role. This method involves determining 

the ratio of the UV rate constant of a specific virus between airborne and liquid-based 

applications. Upon examining the literature, we observed that the majority of the available 

data indicated a ratio of approximately greater than 3 (Table 17). Thus, a ratio of 3 was 

adopted in this study as the conservative estimation. The UV rate constant models for 

genome damage and infectivity loss for airborne ssRNA viruses are presented as follows: 

( )3 0.6248 1.2822

genome damage_air 2.5970 10 number numberk CU YR− −=                                                        (55) 

( )
integer

3 0.6248 1.2822

_ _

1
infectivity loss_air

2.5970 10

1

N

number i number i

i

CU YR

k
h

− −

=

 

=
−


                                         (56)

 

It is worth noting that for viruses that exhibit larger ratios, employing a smaller value, such 

as 3, in the model will offer conservative estimations of both the UV rate constants and the 

subsequent inactivation performance. 

Table 17 UV rate constant ratio of aerosol and liquid for different ssRNA viruses 

Microorganisms 
UV rate constant (cm2/mJ) Ratio 

(aerosol/liquid) Water-borne viruses Airborne viruses 

Murine hepatitis virus 1.26 [191–195] 3.77 [136] 3.0 
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SARS-CoV-2 1.01 [192,196–206] 9.90 [118] 9.8 

MS2 
0.12 [26,30,39,48,184,207–

240] 

1.60 [69,71,90–

95,109,115,116,136] 
13.3 

Coxsackie virus 0.30 [47,219,221,241–249] 1.11 [117] 3.7 

Sindbis virus 0.36 [250–252] 1.04 [117] 2.9 

Influenza A virus 1.01 [253–260] 2.78 [108,261] 2.8 

5.3 Model validations 

5.3.1 UV rate constant model for overall infectivity loss 

Comparisons between the model predictions and the experimental data of the UV rate 

constant for the liquid-based (Eq. (54)) and airborne (Eq. (56)) ssRNA viruses are plotted 

in Figure 29 and concluded in Tables 18 and 19.   

  

(a)                                                                                                        (b) 

Figure 29 Comparisons between model predictions and experimental data for the 

infectivity loss UV rate constant of ssRNA viruses in (a) liquid-based and (b) airborne 

applications.  
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(Note: The x-axis error bar represents the standard deviation of the experimental UV rate 

constant data from the literature, while the y-axis error bar represents the range of model 

predictions accounting for 0% - 20% variations in protein damage. The black and red 

squares represent the outliers in the model predictions.) 

For liquid-based ssRNA viruses, 36 viruses were categorized into 11 families, which 

showed MREs of 9.68% (Fiersiviridae), 9.00% (Picornaviridae), 28.19% (Hepeviridae), 

16.12% (Caliviridae), 54.59% (Bornaviridae), 20.32% (Retroviridae), 16.66% 

(Togaviridae), 81.04% (Rhabdoviridae), 66.94% (Orthomyxoviridae), 46.29% 

(Paramyxoviridae), and 18.73% (Coronaviridae). Interestingly, the model predictions for 

positive-sense (+) RNA viruses (Fiersiviridae, Picornaviridae, Hepeviridae, Caliviridae, 

Retroviridae, Togaviridae, and Coronaviridae, MRE: 17.56%) displayed better predictions 

than negative-sense (-) RNA viruses (Bornaviridae, Rhabdoviridae, Orthomyxoviridae, 

and Paramyxoviridae, MRE: 61.22%). This discrepancy is marked in Figure 29(a), with 

negative-sense RNA viruses enclosed in a black square. 

Table 18 Model predictions and experimental data (in the literature) of the infectivity loss 

UV rate constants for ssRNA viruses in liquid 

Microorganisms 

Experimental data k (cm2/mJ) Model predictions (cm2/mJ, 

0% protein damage – 20% 

protein damage) Average  Studies in the literature 

Phage GA 0.1055±0.010 
0.115 [163] 

0.0999 – 0.1249 
0.096 [167] 

Phage ms2 0.1155±0.082 

0.0971 [163] 

0.1116 – 0.1396  

0.0554 [262] 

0.094 [164] 

0.062 [39] 

0.1027 [30] 

0.048 [165] 

0.066 [48] 

0.1296 [166] 

0.1707 [263] 

0.086 [167] 
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0.101 [169] 

0.131 [214] 

0.075 [215] 

0.132 [216] 

0.0792 [217] 

0.1423 [218] 

0.1398 [219] 

0.0921 [220] 

0.056 [221] 

0.038 [222] 

0.171 [223] 

0.0539 [224] 

0.119 [225] 

0.055 [226] 

0.0625 [227] 

0.078 [228] 

0.576 [229] 

0.133 [26] 

0.106 [230] 

0.1063 [231] 

0.108 [232] 

0.123 [233] 

0.136 [234] 

0.1402 [235] 

0.116 [236] 

0.101 [237] 

0.1452 [238] 

0.1495 [239] 

0.1262 [240] 

Phage Qbeta 0.1773±0.027 

0.1563 [163] 

0.1333 – 0.1667  

0.2025 [264] 

0.1972 [265] 

0.1386 [240] 

0.1129 [266] 

0.1840 [267] 

0.1932 [268] 

0.19 [269] 

0.17 [270] 

0.19 [271] 

Poliovirus 0.26778±0.089 

0.2387 [170] 

0.2351 – 0.2938  

0.2752 [163] 

0.141 [241] 

0.2798 [272] 

0.2977 [242] 

0.285 [273] 

0.4292 [218] 

0.276 [219] 

0.3359 [243] 

0.323 [274] 

0.325 [275] 

0.242 [276] 
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0.446 [277] 

0.32 [26] 

0.24 [278] 

0.184 [233] 

0.103 [279] 

0.096 [234] 

0.208 [244] 

0.191 [244] 

0.224 [244] 

0.401 [280] 

0.206 [281] 

0.375 [218] 

0.252 [220] 

Coxsackievirus 0.3044±0.076 

0.35 [47] 

0.2444 – 0.3055  

0.112 [241] 

0.339 [245] 

0.2553 [242] 

0.2837 [242] 

0.3926 [219] 

0.3962 [243] 

0.3278 [221] 

0.2 [244] 

0.2684 [246] 

0.333 [247] 

0.2746 [248] 

0.3685 [248] 

0.36 [249] 

Echovirus 0.2586±0.076 

0.112 [241] 

0.2432 – 0.3040  

0.31 [245] 

0.209 [214] 

0.2785 [242] 

0.3313 [242] 

0.2076 [243] 

0.219 [244] 

0.38 [282] 

0.28 [283] 

Hepatitis A virus 0.3237±0.183 

0.141 [241] 

0.2463 – 0.3079  

0.593 [221] 

0.512 [250] 

0.461 [229] 

0.25 [284] 

0.234 [26] 

0.075 [234] 

Hepatitis E virus 0.38 0.38 [285] 0.2456 – 0.3070 

Tulane virus 0.2382±0.130 

0.1051 [175] 

0.2065 – 0.2582  0.41454 [177] 

0.1949 [286] 

Murine norovirus 0.3088±0.08 

0.154 [241] 

0.2096 – 0.2620 0.315 [214] 

0.423 [215] 
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0.3436 [216] 

0.2971 [248] 

0.32 [47] 

Human norovirus 0.27 0.27 [47] 0.2191 – 0.2739 

Bovine calicivirus 0.43 0.43 [287] 0.2735 – 0.3419 

Feline calicivirus 0.3296±0.157 

0.3442 [171] 

0.2493 – 0.3116  

0.136 [241] 

0.368 [214] 

0.2644 [217] 

0.3276 [217] 

0.053 [234] 

0.576 [231] 

0.527 [280] 

0.37 [47] 

Canine calicivirus 0.345 0.345 [231] 0.2691 – 0.3363 

Borna virus 0.661 0.661 [288] 0.2702 – 0.3377 

Avian sarcoma 

virus 
0.1 

0.14 [289] 
0.0726 – 0.0908 

0.06 [290] 

Murine sarcoma 

virus 
0.1113±0.035 

0.097 [291] 

0.0810 – 0.1012 0.16 [292] 

0.077 [293] 

Friend murine 

leukemia virus 
0.092 0.092 [293] 01196 – 0.1495 

Moloney murine 

leukemia virus 
0.1216±0.048 

0.2 [175] 

0.1187 – 0.1484 

0.128 [292] 

0.082 [293] 

0.062 [294] 

0.136 [291] 

Bovine leukemia 

virus 
0.1245±0.004 

0.121 [294] 
0.1124 – 0.1406 

0.128 [295] 

Human 

immunodeficiency 

virus type I 
0.084±0.002 

0.082 [296] 

0.1087 – 0.1209 
0.086 [297] 

Sindbis virus 0.3623±0.092 

0.386 [298] 

0.4128 – 0.5159 0.24 [250] 

0.461 [252] 

Venezuelan equine 

encephalomyelitis 

virus 

0.419 0.419 [299] 0.3681 – 0.4601 

Western equine 

encephalomelitis 

virus 

0.43 0.43 [300] 0.4261 – 0.5327 

Semliki forest 

virus 
0.5655±0.356 

0.21 [301] 
0.3687 – 0.4608  

0.921 [302] 

Vesicular 

stomatitis virus 
1.8033±0.617 

1.9 [275] 

0.3448 – 0.4310 

2.3 [303] 

1.92 [295] 

2.3 [304] 

1.92 [235] 

0.48 [305] 
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Rabies virus 2.193 2.193 [251] 0.3291 – 0.4114 

Influenza A virus 1.052±0.589 

0.91 [253] 

0.3130 – 0.3912 

0.92 [254] 

1.82 [254] 

0.11 [254] 

2.1 [255] 

0.69 [256] 

1.27 [258] 

1.17 [259] 

0.48 [260] 

Infectious salmon 

anaemia virus 
0.9849±0.135 

1.1197 [306] 
0.29331 – 0.3664 

0.85 [307] 

Newcastle disease 

virus 
0.9755±0.464 

0.511 [308] 
0.4518 – 0.5648 

1.44 [309] 

Measles 1.051 1.051 [285] 0.5293 – 0.6616 

Human 

coronavirus 229E 
1.3611±0.0026 

1.3585 [310] 
0.9347 – 1.1684 

1.3637 [192] 

Canine 

coronavirus 
0.808 0.808 [193] 0.9385 – 1.1732 

SARS-CoV-2 1.0358±0.5656 

0.4167 [172] 

0.9277 – 1.1596 

0.7769 [173] 

0.6144 [199] 

0.85 [199] 

2.034 [174] 

0.37 [174] 

1 [200] 

0.88 [200] 

0.1506 [201] 

1.2853 [192] 

0.3511 [202] 

1.3361 [203] 

1.854 [203] 

1.819 [311] 

1.21 [205] 

0.26 [205] 

0.8655 [199] 

2.098 [206] 

1.35 [312] 

1.09 [312] 

1.14 [312] 

SARS-CoV 0.752±0.585 

0.575 [313] 

0.8986 – 1.1232 0.141 [314] 

1.54 [315] 

Murine hepatitis 

virus 
1.259±0.873 

2.1414 [192] 

1.0160 – 1.3312 

0.228 [193] 

2.1666 [310] 

0.224 [194] 

1.535 [195] 
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For airborne viruses, the model predictions were compared to the UV rate constants for 

nine available viruses. Since a conservative value of 3 was chosen for the “UV rate constant 

ratio of aerosol and liquid”, most of the model predictions resulted in a more conservative 

estimation of UV rate constants for airborne viruses. The two outliers are identified in a 

red square (porcine respiratory coronavirus and bovine coronavirus, enclosed by a red 

square). They exhibited significantly smaller experimental values than model predictions, 

attributed to the underestimation in the experimental data where the virus titers under UV-

on conditions fell below detection limits.  

Table 19 UV rate constants for the infectivity loss of airborne ssRNA viruses 

Microorganisms 

UV rate constant k (cm2/mJ) Model predictions (cm2/mJ, 

0% protein damage – 20% 

protein damage) Average  
Studies in the 

literature 

Phage MS2 1.604±1.780 

5.45 [113] 

0.3349 – 0.4187 

1.133 [69,71,90–

95] 

0.43 [114] 

1.361 [112] 

1.119 [115] 

0.057 [116] 

Coxsakievirus 1.110 1.110 [117] 0.7333 – 0.9166  

Sindbis virus 1.040 1.04 [117] 1.2383 – 1.5478 

Influenza A virus 2.248±0.661 
2.9 [108] 

0.9389 – 1.1736 2.7 [108] 

2.2 [108] 

Porcine reproductive and 

respiratory syndrome virus 
4.507 4.507 [106] 1.4854 – 1.8568 

Porcine respiratory coronavirus 0.186 0.186 [100] 2.7363 – 3.4204 

SARS-CoV-2 9.904 9.904 [118] 2.7831 – 3.4788 

Murine hepatitis virus 3.77 3.77 [114] 3.1949 – 3.9936 

Bovine coronavirus 1.105 1.105 [115] 3.2810 – 4.1012 

5.3.2 Genome damage model 

The genome damage model (Eqs. (53) and (55)) was further evaluated regarding its ability 

to predict UV-induced genome damage concerning different genome compositions. 

Predictions of the UV inactivation efficiency for liquid-based MS2 (12 genome fractions) 
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and UV rate constant for airborne MS2 (17 genome fractions) were compared with the 

experimental data from the literature (Table 20) and in this study (Table 21), and the results 

are plotted in Figure 30. 

T tests, followed by Bonferroni correction, were conducted to compare the model 

predictions with experimental data concerning the genome fractions targeted by each 

primer pair. The results revealed no statistically significant differences (adjusted p 

values>0.05, Tables 20 and 21). This finding underscores a broad consensus between the 

model’s predictions and experimental observations regarding UV-induced genome damage 

at different MS2 genome locations for both liquid-based and airborne applications. It is 

worth noting that while certain specific locations displayed discrepancies between the 

model predictions and experimental data, such as a protein-encoding region (~ 300–600), 

coat protein-encoding region (~ 1200–1800), and 3’ untranslated region (~ 3300–3500), 

these localized misalignments, spanning a few hundred base pairs, did not exert a 

significant influence on the overall validation of virus infectivity loss UV rate constants 

(Section 5.3.1), which encompasses thousands of base pairs, reaffirming the model’s robust 

performance. 
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Figure 30 Comparisons of the model predictions of the genome damage (inactivation 

efficiency and UV rate constant) for liquid-based and airborne MS2 inactivation.  

(Note: The error bar for experimental data represents the standard deviations from three 

replicates, and the error bar for model predictions represents the root-mean-square 

deviations from the data fitting)
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Table 20 Twelve primer sets used for MS2 UV inactivation tests in liquid and the experimental data of inactivation efficiencies[165] 

Primer 

set 
Direction Primer sequence Target location/encoding proteins 

Loss of qPCR signal (log reduction) 

Experimental data Prediction  
Adjusted 

p value 

1 
Forward 

Reverse 

TGTCTTTAGCGAGACGCTACC 

GATGACCCACTTCGCTTGTAG 
59 – 371 A-protein 2.945±1.482 3.411±0.01 1 

2 
Forward 

Reverse 

AAGGTGCCTACAAGCGAAGT 

TTCGTTTAGGGCAAGGTAGC 
344 – 678 A-protein 2.573±0.805 3.898±0.01 1 

3 
Forward 

Reverse 

CCGCTACCTTGCCCTAAAC 

GACGACAACCATGCCAAAC 
657 – 959 A-protein 2.866±1.155 4.981±0.01 0.3865 

4 
Forward 

Reverse 

GCATGGTTGTCGTCTCTAGGT 

ACTTTACGTACGCGCCAGTT 
946 – 1246 A-protein 2.354±0.917 2.957±0.01 1 

5 
Forward 

Reverse 

AACTGGCGCGTACGTAAAGT 

CACCTCGACTTTGATGGTGTA 
1227 – 1529 Coat protein 2.267±0.683 3.072±0.01 1 

6 
Forward 

Reverse 

CCTAAAGTGGCAACCCAGAC 

AAAGATCGCGAGGAAGATCA 
1530 – 1818 Coat protein 1.911±1.047 3.258±0.01 1 

7 
Forward 

Reverse 

CGCGATCTTTCTCTCGAAAT 

GACGATCGGTAGCCAGAGAG 
1809 – 2125 

Lysis protein/Replicase 

protein 
3.054±1.008 3.471±0.01 1 

8 
Forward 

Reverse 

CTACCGATCGTCGTTGTTTG 

GACCCCTTTCTGGAGGTACA 
2114 – 2420 Replicase protein 2.236±0.969 3.745±0.01 1 

9 
Forward 

Reverse 

GGTCGGTGCTTTCATCAGA 

TGCCCAGAATATCATGGACTC 
2417 – 2723 Replicase protein 3.099±1.169 4.262±0.01 1 

10 
Forward 

Reverse 

ATAGTCAAAGCGACCCAAATC 

GGCGTGGATCTGACATACCT 
2724 – 3033 Replicase protein 2.315±0.466 4.731±0.01 0.2144 

11 
Forward 

Reverse 

ATGTCAGATCCACGCCTCTA 

TTCATGCTGTCGGTGATTTC 
3018 – 3304 Replicase protein 1.688±0.664 2.768±0.01 1 

12 
Forward 

Reverse 

GAAATCACCGACAGCATGAA 

AATCCCGGGTCCTCTCTTTA 
3285 – 3528 Replicase protein 2.622±1.441 2.616±0.01 1 



150 

 

Table 21 Seventeen primer sets used for airborne MS2 UV inactivation tests and the experimental data of the genome damage UV rate 

constant 

Primer 

set 
Direction Primer sequence 

Target location/ encoding 

proteins 

Amplification 

factor 

UV rate constant (cm2/mJ) 

Experimental 

data 
Predictions  

Adjusted 

p value 

1 
Forward 

Reverse 

GTGCGAGCTTTTAGTACCCTTG 

TCGATGTGACACTTAACGCCC 
130 – 337 A-protein 2.016 0.0254±0.007 0.0281±0.03 1 

2 
Forward 

Reverse 

GGGGGCGTTAAGTGTCACATC 

TGGGTGACCTTTTGCAGGAC 
315 – 530 A-protein 2.039 0.0198±0.004 0.0358±0.03 1 

3 
Forward 

Reverse 

CCTGCAAAAGGTCACCCAGGG 

TGCAACTCCAACCACCTGCCG 
513 – 728 A-protein 2.028 0.0291±0.006 0.0431±0.03 1 

4 
Forward 

Reverse 

TTGGAGTTGCAGTTCGGTTGG 

AACCATATCACGATACGTCGCG 
718 – 923 A-protein 2.000 0.0269±0.007 0.0429±0.03 1 

5 
Forward 

Reverse 

GATGCACGTTTGGCATGGTTG 

ACGCTTATGATGGACTCACCCG 
934 – 1133 A-protein 2.134 0.0161±0.007 0.0266±0.03 1 

6 
Forward 

Reverse 

ATAAGCGTTGACGCTCCCTAC 

AGCCATGCTTCAAACTCCGG 

1126 – 

1340 
A-protein 1.997 0.0179±0.003 0.0242±0.03 1 

7 
Forward 

Reverse 

ACTGTCGCCCCAAGCAACTTC 

ATGCGGCTACAGGAAGCTCTAC 

1392 – 

1581 
Coat protein 2.054 0.0130±0.005 0.0312±0.03 0.6571 

8 
Forward 

Reverse 

CGCAGAATCGCAAATACACCATC 

AGTAGATGCCGGAGTTTGCTG 

1495 – 

1725 
Coat protein 1.801 0.0214±0.008 0.0343±0.03 1 

9 
Forward 

Reverse 

ATTCCCTCAGCAATCGCAGC 

AAGTCGTCACTGTGCGGATC 

1689 – 

1885 

Lysis protein/ 

Replicase 

protein 

2.087 0.0203±0.005 0.0285±0.03 1 

10 
Forward 

Reverse 

TTCCTCGCGATCTTTCTCTCG 

TCGCCTCGTCATTACCAGAAC 

1804 – 

1959 

Lysis protein/ 

Replicase 

protein 

2.075 0.0216±0.003 0.0233±0.03 1 
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11 
Forward 

Reverse 

CTATCGCTAAGCTACGGGAGG 

ATAGGAGCACCGTTGGAGAAC 

1975 – 

2164 

Replicase 

protein 
1.982 0.0124±0.007 0.0294±0.03 0.8876 

12 
Forward 

Reverse 

GATCGTCGTTGTTTGGGCAATG 

ACACTCCGTTCCCTACAACGAG 

2119 – 

2340 

Replicase 

protein 
1.756 0.0207±0.005 0.0379±0.03 0.8433 

13 
Forward 

Reverse 

ATAGATCGGGCTGCCTGTAAG 

GGAGATGGAATCGGATGCAGAC 

2364 – 

2561 

Replicase 

protein 
2.033 0.0125±0.005 0.0341±0.03 0.2893 

14 
Forward 

Reverse 

TCTGCATCCGATTCCATCTCC 

CCCCGTAGATGCCTATGGTTC 

2541 – 

2781 

Replicase 

protein 
1.993 0.0222±0.007 0.0431±0.03 0.3469 

15 
Forward 

Reverse 

TCCATTTTGGTAACGCCGGAAC 

GGGCGAAGAGATTGTCAACAG 

2743 – 

2970 

Replicase 

protein 
1.916 0.0225±0.005 0.0410±0.03 0.6157 

16 
Forward 

Reverse 

CAATCTCTTCGCCCTGATGCTG 

TTGGTGTATACCGAGACTGCC 

2957 – 

3151 

Replicase 

protein 
1.957 0.0141±0.008 0.0265±0.03 1 

17 
Forward 

Reverse 

TTCCGTCTTGCTCGTATCGCTC 

ACTCCTGAGGGAATGTGGGAAC 

3195 – 

3372 

Replicase 

protein 
1.892 0.0120±0.010 0.0306±0.03 0.5979 
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5.4 Results and discussions 

5.4.1 Prediction of infectivity loss UV rate constants for ssRNA viruses 

in liquid and comparisons of different UV rate constant models in 

the literature 

Comparisons between the model predictions and the experimental data of infectivity loss 

UV rate constants for 36 ssRNA viruses are presented in Figure 31, which shows good 

agreement for the positive-sense (+) RNA viruses.  

 



153 

 

Figure 31 Comparisons between model predictions and experimental data from the 

literature for the UV rate constants of ssRNA viruses 

Detailed MREs of each virus and virus family for this model are included in Section 5.3.1. 

In this section, we further compare the prediction results of the infectivity loss UV rate 

constants between different models in the literature, including the one presented in this 

thesis, as summarized in Table 22 and Figure 32. 

The comparisons revealed a nuanced picture of model performance across different 

viruses. Specifically, no single model was found to excel universally across all viral types. 

The strengths of each model varied depending on the virus group targeted. In detail, the 

pure empirical model from Lytle et al. [41] covered 10 virus family groups and was 

effective in estimating UV rate constants for Retroviridae, Orthomyxoviridae, and 

Paramyxoviridae. However, it is essential to acknowledge that this model simplistically 

assumes identical UV rate constants for viruses within the same family group, lacking the 

resolution to distinguish between individual viruses within the group. 

The physics-based model from Cheng et al. [33] covered 10 virus family groups and 

reported accurate predictions for Bornaviridae, Orthomyoviridae, and Paramyxoviridae. 

This model derives its predictions from experimentally measured quantum yield values for 

various photoreactions, offering strong physical interpretability. Nevertheless, it exhibits 

low accuracies for several virus family groups, likely attributed to the limited availability 

and significant variations in quantum yield data. 

The semi-empirical approach by Pendyala et al. [38] covered 2 virus family groups and 

worked well for Caliciviridae. However, the model assigned parameters devoid of 

discernible physical significance, as it assigns identical contribution factors for different 
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bioinformatics (TT%, TC%, CT%, and CC%) as one. Another semiempirical approach by 

Rockey et al. [31] covered 6 virus family groups and demonstrated positive outcomes for 

Hepeviridae and Togaviridae. Their principal component analysis-based model 

incorporated multiple collinear genomic variables. However, as they mentioned in their 

paper, the dataset for model regression analysis was limited and unbalanced [31]. 

Furthermore, similar to Pendyala et al. [38], they used the leave-one-virus-out cross-

validation method, potentially resulting in high-variance performance estimates and 

overfitting.  

The semi-empirical model developed in this work exhibited robust predictive capabilities 

for Fiersiviridae, Picornaviridae, and Coronaviridae. A notable distinction between our 

model and previous semiempirical models [31,38] is that it relies on two independent 

databases for establishment and validation. Model parameters are determined using 

experimental data from qPCR experiments and demonstrate interpretable statistical and 

physical significance. Model validation employs infectivity loss experimental data, 

yielding good agreement for the (+) ssRNA viruses. The utilization of two distinct datasets 

effectively mitigates data leakage issues and reduces the risk of overfitting. Nevertheless, 

our model’s performance may be influenced by the size of the database as well, potentially 

contributing to less accurate estimations for (-) ssRNA viruses (Bornaviridae, 

Rhabdoviridae, Orthomyxoviridae, and Paramyxoviridae), as we mentioned before. 

Furthermore, our database does not strictly exclude experimental data that fail to report 

UV attenuation in the experimental solutions, unlike a prior study [31]. Consequently, our 

model may underestimate UV rate constants due to these experimental data utilizing higher 

UV doses for UV rate constant calculation without UV attenuation correction.  
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In summary, the comparative analysis of existing models emphasizes the necessity of 

judiciously selecting the optimal model to predict UV rate constants for specific virus 

groups in practical applications. Based on our evaluation, we recommend specific models 

for the 11 ssRNA virus family groups, taking into account their respective performance, as 

detailed in Table 22 for reference. 

Table 22 Comparisons of the model performance for the predicted infectivity loss UV 

rate constants of ssRNA viruses in liquid 

Virus family 

Mean relative error (MRE) between model predictions and experimental data 

This study Lytle et al. [41] 
Cheng et al. 

[33] 

Pendyala et al. 

[38] 

Rockey et al. 

[31] 

Fiersviridae * - † - † 

Picornaviridae * *** † - ** 

Hepeviridae *** † - - * 

Caliciviridae ** ** † * *** 

Bornaviridae † † * - - 

Retroviridae † ** † - - 

Togaviridae ** ** † - * 

Rhabdoviridae † *** † - - 

Orthomyoviridae † * * - - 

Paramyxoviridae † ** ** - - 

Coronaviridae ** † † *** † 

* : MRE < 10%; ** : 10% < MRE < 20%; *** : 20% < MRE < 30%; † : MRE > 30%; - : data not reported in 

their studies; and symbol in red: the recommended model for this virus family group 
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Figure 32 The comparisons between the model predictions (models from the literature [31,33,38,41] and this study) and experimental 

data for the ssRNA viruses in liquid
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5.4.2 Prediction of infectivity loss UV rate constants for airborne 

ssRNA viruses 

The UV rate constants of airborne ssRNA viruses were predicted using Eq. (56). Note that 

some viruses were omitted from the prediction due to their irrelevance to human health or 

non-airborne transmission methods. These include bacteriophages (non-harmful to 

humans [316]); Hepatitis A virus (not airborne [317]); Hepatitis E virus (mainly through 

fecal-oral route [318]); murine norovirus (non-harmful to humans [319]); Bornavirus (non-

harmful to humans[320]); bovine, feline, and canine caliciviruses (non-harmful to humans 

(Dastjerdi et al., 2000; Hofmann-Lehmann et al., 2022; Mochizuki et al., 2002)); 

retroviruses (infections mainly through sexual contact, exposure to contaminated blood, or 

perinatally[324]); Togaviridae (mainly transmitted via insects[325]); Rhabdoviridae 

(mainly through infected mammal bite[326]); infectious salmon anemia virus (non-harmful 

to humans [327]), and murine hepatitis virus (non-harmful to humans [328]). An exception 

is the canine coronavirus, which has been reported to transmit to human hosts from dogs 

[329] and thus was retained in our analysis. The UV rate constant prediction results are 

included in Table 23. 

Table 23 Predicted UV rate constants for potential airborne ssRNA viruses 

Microorga

nisms 

Poliov

irus 

Coxsac

kievirus 

Echo

virus  

Tulane 

virus  

Human 

norovirus  

Influenza 

A virus  

Newcastle 

disease virus  

Measles 

virus  

HCoV

-229E  

Canine 

coronavirus  

SARS-

CoV 

SARS-

CoV-2 

UV rate 

constants 

(cm2/mJ) 

0.793 0.825 0.821 0.970 0.739 1.056 1.525 1.786 3.155 3.168 3.033 3.131 
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The same conclusions were observed for airborne viruses as for those in the liquid-based 

matrix, which is that viruses with larger genome sizes generally have higher UV rate 

constants and are easier to inactivate. Moreover, for viruses within the same family, 

similarities in genome sizes and protein structures resulted in analogous UV rate constants. 

Furthermore, we assessed the alignment of our model predictions with real-world 

applications, particularly by estimating the UV rate constant for airborne SARS-CoV-2 as 

3.131 cm2/mJ. This estimation corresponds to UV doses of 735 µJ/cm2 and 1471 µJ/cm2, 

achieving 90% and 99% inactivation of SARS-CoV-2, respectively. Notably, ASHRAE's 

epidemic task force [9] recommends minimum UV doses of 611 µJ/cm2 and 1222 µJ/cm2 

for 90% and 99% inactivation, respectively. Considering the conservative nature of our 

UV rate constant estimation in this study, this alignment suggests that our model 

predictions closely meet real-world requirements for effectively inactivating SARS-CoV-2, 

a critical practical consideration. 
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6 Analysis of influencing Factors affecting the In-duct 

UVGI System Inactivation Efficiency 

Following the experimental data and model prediction results in the previous chapters, this 

chapter provides a detailed analysis of how key factors influence the performance of an in-

duct UVGI system from the perspective of different system designs, operating conditions, 

and bioaerosol characteristics. This chapter includes an examination of how elements of 

duct system designs (UV lamp arrangements and duct wall materials) impact the average 

accumulated UV dose, and how operating conditions (RH) and bioaerosol characteristics 

(bioaerosol particle size and microorganism species) influence the UV rate constant for 

airborne microorganisms. These insights collectively shed light on the factors that affect 

UV inactivation efficiency in in-duct UVGI systems. 

6.1 Effects of the in-duct UVGI system designs 

The in-duct UVGI system designs, including the UV lamp arrangements and duct wall 

materials, are found to impact the UV irradiance distribution inside the duct (Section 

3.4.1.2), thus influencing the average accumulative UV dose at the duct outlet (Section 

4.4.1) and determine the UV inactivation efficiency (3.4.2.1).   

The effect of UV lamp arrangements in the current experimental setup is straightforward 

in two aspects: (a) the more UV lamps are used, the higher the overall UV irradiance inside 

the duct (Table 9), thus, the higher UV dose received by the airborne microorganisms 

(Table 15) and results in higher UV inactivation efficiency (Table 11); and (b) when 

placing two UV lamps in the two rows at the front and back locations, there are more 
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shadowing effects between the two lamps (Figure 19 (g) – (k)) compared to placing them 

in one row side to side (Figure 19 (e) – (f)).  

As for the duct wall materials, the effects are two-fold, which are related to the material 

reflectivity and the reflection type: (a) the higher the material reflectivity is, the higher the 

overall UV irradiance inside the duct (Table 9), thus, results in higher UV inactivation 

efficiency (Table 11); and (b) when the reflectivity of two materials are close, highly 

diffusely reflection provides a more uniform UV irradiance distribution and overall higher 

average radiation inside the duct, thus better inactivation efficiency (Table 11).  

This observation was supported by a previous in-duct UVGI study that compared the 

disinfection efficiency among the black surface (R=0), galvanized iron sheet, and mirrored 

surface, where galvanized iron sheet showed approximately 1.5% and 20% higher E. coli 

inactivation efficiency than the mirrored surface and black surface, respectively, which was 

in close agreement with the experimental results in this study (Table 15) [157]. Further, the 

same observations were made in an annular UV reactor for PCO reactions, where the 

uniformity of the UV fluence rate distribution was strongly dependent on the diffuse 

reflection property of the inner wall, and the UV reactor performance was significantly 

enhanced with an increase in the diffuse reflection fraction under the highly reflective inner 

wall scenario (R=0.8) [159,160]. Another study designed an annular UV reactor for air 

disinfection and reported that the UV radiation flux increased 20 to 40 times by 

constructing walls with porous structured, highly diffusely reflective materials, 

polytetrafluoroethylene (PTFE), and expanded PTFE (ePTFE), and its distribution became 

uniform and highly symmetric [161]. All evidence in the literature discussing the effects 

of wall properties on the irradiance distribution within a UV reactor is presented in Table 
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24. Overall, increasing the wall reflectivity effectively enhances UV energy utilization, 

mainly when the reflectivity is low or moderate. However, for highly reflective materials 

or materials with similar reflectivity, diffuse reflection provides a more uniform irradiation 

distribution within the duct along the duct length (x-direction) and across duct cross-

sections (y/z planes). Thus, an overall higher and more uniform irradiance distribution is 

obtained by increasing the fraction of diffuse reflection irradiance. In conclusion, the 

commonly used galvanized steel in HVAC systems works well for the UVGI reactor. 

Table 24 Effect of duct wall materials on the UVGI efficiency in different reactors 

Designs  Wall materials Conclusions  

[157] in-duct 

UVGI: E. coli 

inactivation 

efficiency 

Black surface, galvanized 

iron sheet, and mirrored 

surface 

Black surface:72.7% (U=3.0 m/s), 62.5% (U=4.5 m/s) and 57% (U=6.0 m/s) 

Galvanized iron sheet: 96.7% (U=3.0 m/s), 85.2% (U=4.5 m/s) and 84.1% 

(U=6.0 m/s)  

Mirrored surface: 95.2% (U=3.0 m/s), 83.1% (U=4.5 m/s) and 82.5% (U=6.0 

m/s) 

[61] In-duct 

UVGI: E. coli 

inactivation 

efficiency1 

Steel wall (R=0.37) and 

galvanized wall (R=0.57)2 

Steel wall:70.5% (U=3.0 m/s), 57.3% (U=4.5 m/s), 49.2% (U=6.0 m/s) and 

42.5% (U=7.0 m/s) 

Galvanized steel: 76.3% (U=3.0 m/s), 61.2% (U=4.5 m/s), 54.3% (U=6.0 m/s) 

and 49.2% (U=7.0 m/s) 

[64] In-duct 

UVGI: radiation 

Galvanized steel and black 

flock paper-lined duct 

The cross-sectional average irradiance increases by 1.48 to 3.01 times using 

reflective galvanized steel walls. Moreover, the further away from the lamp, the 

more evident are the contributions of the reflection (ratio of total irradiance for 

galvanized steel and black flock). 

[51] Upper-room 

UVGI: radiation1 

Lumacept coated reflective 

room wall 

The volume-averaged incident radiation increased by 60% in the presence of 

UV-reflective walls. 

[159] Annular UV 

reactor: radiation1 

Highly reflective (R=0.8) 

and ordinary (R=0.26) 

inner walls 

UV reactors with a highly reflective inner wall (R=0.80) had evidently higher 

UV fluence rates than those with an ordinary inner wall (R=0.26). Furthermore, 

the inner-wall diffuse reflection further increased the reactor's overall average 

UV fluence rate. 

[160] Annular UV 

reactor: radiation  

Quartz/aluminum foil 

(R=0.805), quartz/stainless 

steel (R=0.261), and 

quartz/black cloth 

(R=0.111) 

An inner wall with a high reflectivity leads to a marked increase in the UV 

fluence rate and better reactor efficiency. Furthermore, a more uniform fluence 

rate inside the UV reactor was achieved with a rough surface, enhancing diffuse 

reflection. 

[161] Annular 

UVGI reactor: 

radiation  

PTFE and ePTFE 
Up to 20 times the amplification of the UV irradiation in the UV reactor was 

observed, and its distribution became uniform and highly symmetric. 

This study 
Mirror-like finish stainless 

steel and galvanized steel 

Stainless steel: 95.60% (U=1.35 m/s) 

Galvanized steel: 97.25% (U=1.35 m/s) 

1: The inactivation efficiency and radiation were obtained by simulations. 

2: Assumed pure diffuse reflection. 
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6.2 Effect of the in-duct UVGI system operating condition 

(RH) 

6.2.1 Underlying mechanisms of the impact of RH on the UV rate 

constant in the current UVGI system 

The environmental RH is found to be a critical factor in influencing the UV rate constant 

of airborne microorganisms (Section 4.4.2), thus determining the UV inactivation 

efficiency (Section 3.4.2.2). In this study, the airborne MS2 UV inactivation was tested 

under three RH conditions, and the UV rate constant data were found to be an initial 

increase and then a decrease when the RH rose from 25% to 40% and then to 60% (Section 

4.4.2). 

The initial increase in the UV rate constant for RH ranging from 40% to 60% is 

straightforward, which is due to the increased UV absorption by the water in bioaerosols. 

In this study, salt-based bioaerosols were generated from a PBS solution. The tested RHs 

(25%, 40%, and 60%) either fell below or similar to the deliquescence RHs of the pure 

components of PBS (namely, NaCl, KCl, Na2HPO4, and KH2PO4 with respective 

deliquescence RHs of 73%–77%, 83%–86%, >96%, and >50% at 25°C [330–332]). Thus, 

theoretically, no water uptake should occur as the bioaerosols pass through the dryer and 

are subsequently exposed to the ambient duct environment, which eliminates water's 

impact on UV absorption and inactivation efficiency. However, in practice, bioaerosols 

consist of a combination of salt crystals and virions, resulting in varying water sorption and 

hygroscopic behaviors compared to individual salt aerosol particles [333,334]. For 

instance, when observing the hygroscopic growth curve for MS2 aerosolized from a PBS 
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solution, there is a modest increase (10.68% volume change) as the RH rises from 40% to 

60% [335]. Bioaerosols of different bacteria species, such as E. coli, Bacillus subtilis, 

Serratia marcescens, and Mycobacterium parafortuitum, demonstrate a similar trend when 

aerosolized from deionized water. As RH elevates from 40% to 60%, these bioaerosols 

display noticeable water sorption and hygroscopic growth, represented by a 3.93% 

diameter change in E. coli, a 1.69% diameter change and a 123.46% mass change in 

B.subtilis, and 80.85% mass change in S. marcescens, and an 83.16% mass change in M. 

parafortuitum [22,336]. This evidence suggests that bioaerosols exhibit water sorption 

when RH increases in the intermediate RH range (40% to 60%). Consequently, the 

absorbed water may enhance UV attenuation, resulting in a lower UV rate constant at 

higher RH levels. 

Meanwhile, a symmetrical trend was observed where the UV rate constant decreases when 

the RH is reduced from an intermediate level (40%) to a low level (25%). This finding 

aligns with the observation of another study in the literature (see Figure 33) that the highest 

UV rate constant for airborne porcine respiratory and reproductive syndrome viruses are 

found at an intermediate RH (25% - 79%), regardless of ambient temperatures (15°C; 

16°C - 29°C; and  30°C), compared to highly humid (>80%) and dry (<24%) 

environments [106]. However, the literature does not explain the decreased UV rate 

constant at low RH. In this study, considering the salt-based bioaerosols, water uptake and 

the water effect in bioaerosols at low RH are minimal. This conclusion is supported by the 

reported minimal water sorption/hygroscopic growth of the above-mentioned airborne 

microorganisms when RH is increased from 25% to 40% (MS2: -2.38% volume change; 

E. coli: 2.54% diameter change; B. subtilis: 0.6% diameter change; B. subtilis: 44.25% 
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mass change; S. marcescens: 34.91% mass change; and M. parafortuitum: 14.17% mass 

change) [22,336]. Furthermore, if water effects are present, minimal water uptake would 

contribute negatively to the UV rate constant when the RH is varied from 25% to 40%, 

which contradicts the experimental data. Thus, we suspect another factor exists, potentially 

interfering with the relationship between ambient RH and viral susceptibility to UV 

radiation.   

A plausible hypothesis is that RH affects airborne viruses' structural integrity and 

survivability, thereby influencing UV inactivation. This hypothesis was briefly mentioned 

in a UVGI study on airborne bacteria, which proposed that hydration/rehydration under 

different RH levels might alter protein structures and cell wall biopolymer conformations. 

These changes could impact the DNA repair process and control the extent of UV 

inactivation [22]. As for MS2, as a non-enveloped virus, studies in the literature show better 

survivability in both dry (<30% RH) and humid (>80% RH) environments, while its 

survivability is minimal in moderately moist conditions (~50%–60% RH) [337–339]. The 

underlying mechanisms remain unclear. However, it is suspected that abrupt hydration 

occurs when bioaerosols pass through the drying process and are exposed to the ambient 

duct environment. This hydration induces structural rearrangement and damage to the 

capsid of non-enveloped viruses [340,341]. The level of abrupt hydration is minimal under 

dry conditions, resulting in higher virus survivability at 25% compared to 40% and 60% 

RH.  

Although the direct influence of environmental RH on virus viability has been considered 

during UV-off and -on sampling under the same operating conditions, the subsequent 

indirect interference from structural damage affects the effective utilization of UV energy 
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within the virion. In detail, more capsid damage occurs at higher RH due to the abrupt 

hydration, resulting in increased UV light penetration through the capsid and greater UV 

exposure to the MS2 nucleic acid. Given that the primary UV inactivation mechanism for 

MS2 is RNA damage rather than structural protein damage [30,39], this leads to higher UV 

inactivation efficiency. In other words, the maximum MS2 survivability (with less viral 

structure damage) at 25% RH indirectly inhibits UV inactivation, leading to a relatively 

lower UV rate constant compared to 40% RH.  

Overall, considering the combined effects of the reduced UV penetration (leading to 

decreased UV irradiation on virus RNA) due to the more intact virus structure at lower RH 

and the increased UV absorption (resulting in reduced UV irradiation on viruses) due to 

the higher water content in bioaerosols at higher RH, the UV rate constant for MS2 exhibits 

a pattern of initial increase followed by a decrease as environmental RH rises from 25% to 

60%. 

6.2.2 Discussion of the impact of RH on the UV rate constant in the 

literature 

Limited research has explored the impact of environmental RH on the UV rate constants 

of airborne viruses in the literature. In Figure 33, all available UV rate constant data from 

the literature are summarized and presented. Despite variations in test microorganisms 

across existing studies, a consistent observation emerges: there is a reduction in the UV 

rate constant at intermediate to high RH levels (> 50% - 60% RH). This decline is attributed 

to the increased water content in bioaerosols, leading to enhanced UV absorption 

[20,23,26,109]. Particularly in highly humid environments (RHs >80% ~ 90%), 
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deliquescence occurs (if using salt-based aerosols), causing particles to transition into an 

aqueous state, significantly boosting UV absorption by water and diminishing inactivation 

efficiency [342].  

However, there is inconsistency in the reported UV rate constant data for conditions with 

lower to intermediate humidity (< 50% - 60% RH). Three studies [106,114], including our 

own, observed an increased UV rate constant as RH increased (from ~ 25% RH to ~ 50% 

RH), while two other studies reported the opposite [107,108]. In retrospect, it is suspected 

that the structural rearrangement and damage of airborne viruses during the drying and 

subsequent hydration process contribute to the higher UV rate constant under intermediate 

humid conditions. Upon examining the detailed experimental setups of these studies, it is 

noteworthy that the ones reporting a decreasing trend in UV rate constants for vaccinia 

virus (20.5% - 60.5% RH) [107] and influenza virus (25% - 50% RH) [108] did not involve 

a dryer in their experiments. In contrast, both this study (MS2, 25% - 40% RH) and the 

work by Walker et al. [114] (Adenovirus, 33.5% - 52.5% RH) used a dryer and reported 

the opposite trend. However, another study that reported the same trend (porcine 

respiratory and reproductive syndrome virus, 24% - 52% RH) [106] did not specify 

whether a dryer was used. Therefore, the inconsistency in conclusions regarding the effect 

of RH on the UV rate constant may be related to experimental procedures involved in the 

bioaerosol drying process.  

Nonetheless, as mentioned earlier, further increasing RH from intermediate to high RH 

levels (>60%), the UV rate constant consistently decreases with the increase in RH, 

regardless of whether a bioaerosol dry is employed [109] or not [107,108]. This suggests 

that the impact of structural rearrangement and damage becomes less pronounced 
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compared to the influence of enhanced UV absorption due to increased water content under 

high RH conditions.  

 

Figure 33 Comparisons of UV rate constants for airborne viruses exposed to UVGI at 

different RH levels in the literature [106–109,114]  

(Note: The x-axis error bar represents the RH variations during the experiment, and the y-

axis error bar represents the UV rate constant standard deviations.) 

6.3 Effect of the bioaerosol characteristics 

6.3.1 Impact of bioaerosol particle size on UV rate constant for 

airborne MS2 

Analogous to RH, the bioaerosol particle size is found to be a critical factor in influencing 

the UV rate constant of airborne microorganisms (Section 4.4.3), thus determining the UV 

inactivation efficiency (Section 3.4.2.3). In this study, the airborne MS2 UVGI tests were 
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measured in five particle size ranges (stage 2: 4.7–7 µm, stage 3: 3.3–4.7 µm, stage 4: 2.1–

3.3 µm, stage 5: 1.1–2.1 µm, and stage 6: 0.65–1.1 µm; in aerodynamic diameter). The 

results showed that larger bioaerosols (2.1–7 µm, stages 2, 3, and 4) exhibited significantly 

lower UV rate constants compared to smaller ones (0.65–2.1 µm, stages 5 and 6) (Section 

4.4.3). 

A few studies have discussed the effect of particle size on UVGI inactivation efficiency in 

the literature, and factors such as cell aggregation on bioaerosols [20] and UV protection 

provided by aerosol particles [111] have been advised as influencing factors. Therefore, in 

this study, as mentioned in Section 3.3.2.3, the TEM imagining was conducted to observe 

the internal structure of MS2 bioaerosols. The image showed that the MS2 bioaerosol 

consists of a cubic salt crystal with numerous viral particles attached (20–30 nm) (Figure 

34(a)). Moreover, EFTEM analysis (Figure 34(b)) further verified the widespread 

distribution of Na, K, and Cl ions (main components of the PBS solution) within the MS2 

bioaerosol.  

It is well-established that multiple virions reside within a single bioaerosol particle, with 

the viral load increasing exponentially or following other mathematical relationships 

(depending on the suspending medium) with the particle size [128,343,344]. These 

multiple virions may be homogeneously distributed within the particles, accumulate on the 

particle surface, or form aggregates randomly scattered inside the bioaerosols when 

aerosolized from the deionized water, beef extract solution, or artificial saliva (comprised 

of inorganic salts with mucins) [343]. In this study, random MS2 aggregations were 

observed in the PBS particle (Figure 34(a)) as an expected outcome, given that the main 

components of artificial saliva include the elements of PBS [345]. The virion aggregations, 
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in return, are likely to diminish the UV dose received by each viral particle due to the 

shadowing effect, a phenomenon associated with clusters of aggregated particles 

[346,347]. Consequently, as the viral load of MS2 in a single bioaerosol increases with the 

particle size, the probability of forming aggregates increases, leading to increased UV 

shadowing and a subsequent decrease in UV inactivation efficiency.  

Beyond virion aggregation within individual particles, clusters can also form among PBS 

aerosol particles [348]. Therefore, larger bioaerosols may result from either an increase in 

particle size or the aggregation of particles. Combining the evidence of virions aggregating 

within bioaerosol particles, both an increase in particle size and particle aggregation lead 

to greater UV absorption and shadowing as the UV light attempts to penetrate the salt 

crystals and reaches the internal MS2 virions. This finding supports the experimental data 

presented in this study, which observed lower UV rate constants for larger particles than 

smaller ones. 
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(a) 

 

(b) 

Figure 34 (a) TEM image of an MS2 bioaerosol (sample comes from stage 4); and (b) 

EFTEM analysis of an MS2 bioaerosol from stage 4.  

(Note: the distribution of K and Cl ions was found to follow the structure of the original 

particle, while Na ions expanded beyond the particle and redistributed across the heated 

TEM substrate. This phenomenon may be attributed to beam damage from the TEM 
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equipment: the high energy of the electron beam bombarded the sample, reacted with the 

noncrystalline (likely liquid-containing) material, and redistributed the Na ions[134,349] 

6.3.2 Impact of microorganism species on UV rate constant  

Different airborne virus species, contain nucleic acids with different genome sequences 

and potentially different protein structures, resulting in different UV rate constants (Section 

5.4). This study introduces an improved genomic model to predict the UV rate constants 

of ssRNA viruses in the liquid-based matrix (Section 5.4.1) or airborne state (Section 

5.4.2). 

In general, irrespective of liquid-borne or airborne ssRNA viruses, it is observed that 

viruses with larger genome sizes exhibit greater sensitivity to UV illumination, resulting in 

higher UV rate constants. This is consistent with the literature, which highlights that a 

longer genome provides more sites for photodimerization, leading to increased genome 

damage and infectivity loss [26,38]. For viruses within the same family, similarities in 

genome sizes and protein structures resulted in analogous UV rate constants. 

However, there are some exceptions for viruses with unique genetic structures. For instance, 

as mentioned in Section 5.1.2.2, the model accounted for the pseudodiploid nature of 

retroviruses, wherein two complete RNA copies would effectively increase the likelihood 

of successful DNA synthesis under UV exposure. This adjustment significantly improved 

the match between model predictions and experimental data, reducing the MRE to 20.32% 

from an initial 99.11% (assuming the median contribution ratio of protein damage is 10%) 

by halving the predicted genome damage. This supports the notion that the pseudodiploid 

nature of the retroviral genomes increases resistance to UV exposure, and a half-reduction 

correction shall be implemented in the model to estimate the UV rate constants for 
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retroviruses. Besides the pseudodiploid nature of retroviruses, it is noticed that the current 

model faces challenges in accurately predicting UV rate constants for segmented RNA 

viruses (Orthomyxoviridae). This discrepancy may arise from the complex UV-RNA 

interactions resulting from segmented RNA, a feature not considered in our current model. 

Similarly, as mentioned in Section 5.3.1, the model exhibited better predictions for (+) 

ssRNA viruses than for (-) ssRNA viruses. This discrepancy is suspected to result from 

differences in the viral replication process: (+) ssRNA virus consists of viral mRNA that 

can be directly translated into proteins, whereas (-) ssRNA virus requires an additional step 

of synthesizing the corresponding positive RNA strand before translation [350]. While the 

current genomic model does not detail genome replication and translation processes, this 

observation highlights an area for future exploration and refinement. Furthermore, the 

database for model parameter determination contains mainly the qPCR tests for the (+) 

ssRNA viruses. Thus, underestimations were observed for (-) ssRNA viruses. 
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7 Engineering Implications: A Case Study Aiming at 

Airborne ssRNA Viruses’ Inactivation 

The design of a UVGI system for disinfecting airborne microorganisms in a complex duct 

environment involves careful consideration of various parameters. This thesis conducted 

comprehensive investigations on the critical influencing factors from the engineering and 

biological perspective. This section aims to integrate the research outcomes from previous 

sections, propose a comprehensive UVGI system design flowchart, and illustrate its 

application for the effective design and implementation of UVGI technology in controlling 

the bioaerosols in the duct environment. 

7.1 UVGI system design flowchart 

Based on the water UV treatment guidance manual from the U.S. Environmental Protection 

Agency [351], this thesis introduced a comprehensive flowchart for the UVGI system 

designs in the air applications (Figure 35). In detail, the initial step in planning a UV 

disinfection facility for air treatment is to define its types and goals, including the selection 

of the UVGI system type (upper-room, in-duct, or portable cleaner), identification of target 

microorganisms, target inactivation efficiency, and the required UV dose. Next, the impact 

of applying UV disinfection in the target environment must be evaluated, considering 

factors such as safety for human beings and the effects of UV on technologies and materials 

within the irradiated zone. Additionally, the working conditions of the UV facility, such as 

air temperature, RH, velocity, and bioaerosol characteristics (particle size, compositions, 

etc.), need to be identified. Subsequently, suitable UV lamps and their arrangement must 

be chosen to deliver an adequate UV dose. An on-site or off-site evaluation should be 
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conducted to verify the ability of the UV facility to achieve the desired inactivation 

efficiency. If the facility does not meet the goals, adjustments should be made in the 

previous step of designing and sizing the UV reactor until the objectives are achieved. 

Finally, the construction of the UV facility can be carried out. 
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Figure 35 A flowchart describing the process of planning UV facilities for inactivating airborne microorganisms (red highlights: 

potential causes of system failure during UVGI evaluation) 
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7.2 A case study aiming at airborne ssRNA viruses 

inactivation 

To better illustrate the application of the flowchart with the integration of the research 

outcomes in this thesis, we will briefly discuss a case study targeting airborne ssRNA 

viruses’ inactivation in HVAC ducts in North American cities. 

7.2.1 Define the types and goals of the UV facility 

Aligning with the research objectives for this thesis, we are aiming at installing UVC lamps 

in HVAC ducts for disinfecting the building's recirculating air, thus, an in-duct UVGI 

system. Moreover, the selected targeting microorganisms are the potential airborne ssRNA 

viruses mentioned in Section 5.4.2, including the Poliovirus, Coxsackievirus, Echovirus, 

Tulane virus, Human norovirus, Influenza A virus, Newcastle disease virus, Measles virus, 

Human coronavirus 229E (HCoV-229E), Canine coronavirus, SARS-CoV, and SARS-CoV-

2. The estimated UV rate constants for these viruses are 0.793, 0.825, 0.821, 0.97, 0.739, 

1.056, 1.525, 1.786, 3.155, 3.168, 3.033, and 3.131 cm2/mJ. Thus, targeting 90% 

inactivation efficiencies, the required UV doses are 2.904, 2.791, 2.805, 2.374, 3.116, 

2.180, 1.510, 1.289, 0.730, 0.727, 0.759, and 0.735 mJ/cm2 for them. 

7.2.2 Identify UV facility working conditions 

The full air recirculation scenario is considered here to mimic the worst virus transmission 

cases. Therefore, the environmental conditions in an HVAC system are defined to be the 

same as those in an indoor environment. That is to say, maintaining the indoor temperature 

in the range of 23–26 °C (below 60% RH) and 20– 23.5 °C (20%–30% RH) for the cities 
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in North America during the summer and winter seasons, respectively [103,104]. However, 

it should be noted that the RH would vary at different locations inside HVAC ducts. For 

instance, at locations downstream in proximity to cooling coils, the RH could elevate to 

higher than 90% [105]. Therefore, we consider the operating condition for RH ranges from 

20%–30% to > 90% in the HVAC ducts. As mentioned in Section 6.2.2, regarding the 

impact of RH on the UV rate constant, while there is no consistent conclusion for 

conditions with low to moderate humidity (<60% RH), a consensus emerges concerning 

high RH levels (>80%). In detail, as depicted in Figure 33, when environmental RH 

increases from approximately 50% - 60% to over 80%, the UV rate constant decreases by 

a factor of 1.5 (averaged data from MS2 [109], Porcine respiratory and reproductive 

syndrome virus  [106], Vaccinia virus [107], Influenza [108], Phix174 [109], Phi6 [109], 

and T7 [109]). Consequently, considering the worst-case scenario (UV lamps are installed 

downstream in proximity to cooling coils with RH > 80%), a safety factor of 1.5 should be 

applied for the abovementioned UV rate constants for potential airborne ssRNA viruses, 

assuming the initial UV rate constant values are predicted for the moderate humid 

environment. The UV rate constants are corrected to 0.529, 0.550, 0.547, 0.647, 0.493, 

0.704, 1.017, 1.191, 2.103, 2.112, 2.022, and 2.087 cm2/mJ for Poliovirus, Coxsackievirus, 

Echovirus, Tulane virus, Human norovirus, Influenza A virus, Newcastle disease virus, 

Measles virus, HCoV-229E, Canine coronavirus, SARS-CoV, and SARS-CoV-2. 

Another factor to be considered is the bioaerosol particle size, where it is observed in 

Section 6.3.1 that inactivation efficiency is lower for large bioaerosols (2.1-7 µm) 

compared to small ones (0.65-2.1 µm). Specifically, the UV rate constant is 1.59 times 

smaller for large bioaerosols than for small ones. Considering the worst-case scenario to 
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disinfect the airborne viruses embedded in the super-micrometer region (>2.5 µm) in 

indoor environments, a safety factor of 1.59 shall be applied to the estimated UV rate 

constants. This results in the UV rate constants are further corrected to 0.332, 0.346, 0.344, 

0.407, 0.310, 0.443, 0.639, 0.749, 1.323, 1.328, 1.272, and 1.313 cm2/mJ for Poliovirus, 

Coxsackievirus, Echovirus, Tulane virus, Human norovirus, Influenza A virus, Newcastle 

disease virus, Measles virus, HCoV-229E, Canine coronavirus, SARS-CoV, and SARS-

CoV-2. 

7.2.3 Design the UVGI systems 

Instead of designing the new UVGI systems, we summarized all the constructed and tested 

in-duct UVGI system designs in the literature in Section 2.3.1.2 (Table 3). There are thirty-

three real-life in-duct UVGI systems designs that encompass typical operating conditions, 

with air velocities ranging from 0.16 to 6.5 m/s, temperatures from 10 to 30 °C, and RH 

between 31% and 62%.  

7.2.4 Evaluate the UVGI system performance 

Instead of conducting the on-site or off-site evaluation for the UVGI system, we estimate 

the inactivation efficiencies by implementing the UV rate constants for each potential 

airborne ssRNA virus and the reported UV dose for each design and using the single-stage 

decay model (Eq. (1), 1 1UVkD kIte e − −= − = − ). The inactivation efficiencies are estimated 

and detailed in Table 25 and Figure 36. 

Ten designs #1, 4, 5, 7, 17, 20, 24, 31, 32, and 33 may be considered suitable for achieving 

90% inactivation of all viruses, compared to the fourteen designs (1, 4, 5, 7, 15, 16, 17, 18, 

19, 20, 24, 31, 32, and 33) when using the best-scenario without corrected UV rate 
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constants from Section 7.2.1. These designs share common characteristics: (1) using high-

power UV lamps or increasing lamp numbers (3 – 12 UV lamps and 180 – 1100 W total 

energy input), thereby enhancing UV irradiance within the ductwork; (2) using reflective 

duct materials to further increase UV irradiance in the duct; and (3) maintaining slow to 

intermediate air velocities (0.16 – 2.5 m/s) to prolong the UV exposure time for 

microorganisms. 

 

Figure 36 Predicted inactivation efficiencies of airborne ssRNA viruses (potentially 

harmful to humans) using various in-duct UVGI system designs in the literature (design 

details see in Table 3) 
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Table 25 In-duct UVGI system designs in the literature and the estimated airborne ssRNA viruses’ inactivation efficiencies 

Design details (see 

Table 3) 
Predicted inactivation efficiency 

No. 

Reported 

UV dose 

(mJ/cm2) 

Airborne ssRNA viruses (corrected UV rate constant (cm2/mJ)) 

Polio-

virus 

(0.332) 

Coxsack

ie-virus 

(0.346) 

Echo-

virus 

(0.344) 

Tulane 

virus 

(0.407) 

Human 

norovirus 

(0.310) 

Influenza 

A virus 

(0.443) 

Newcastle 

disease 

virus 

(0.639) 

Measles 

virus 

(0.749) 

HCoV-

229E 

(1.323) 

Canine 

coronavirus 

(1.328) 

SARS-

CoV 

(1.272) 

SARS-

CoV-2 

(1.313) 

#1[90]  7.651 92.14% 92.91% 92.82% 95.55% 90.66% 96.62% 99.25% 99.68% 100.00% 100.00% 99.99% 100.00% 

#2[69]  0.247 7.88% 8.19% 8.15% 9.56% 7.37% 10.36% 14.61% 16.89% 27.87% 27.97% 26.96% 27.69% 

#3[71] 0.295 9.34% 9.70% 9.66% 11.31% 8.74% 12.24% 17.19% 19.82% 32.31% 32.42% 31.28% 32.11% 

#4[91]  19.826 99.86% 99.89% 99.89% 99.97% 99.79% 99.98% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 

#5[92] 16.439 99.58% 99.66% 99.65% 99.88% 99.39% 99.93% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 

#6[93] 0.582 17.59% 18.23% 18.16% 21.08% 16.50% 22.72% 31.07% 35.33% 53.69% 53.84% 52.29% 53.42% 

#7[94] 42.342 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 

#8[95] 0.447 13.81% 14.33% 14.26% 16.62% 12.93% 17.96% 24.86% 28.45% 44.64% 44.77% 43.36% 44.39% 

#9[96] 0.735 21.68% 22.45% 22.35% 25.84% 20.37% 27.78% 37.50% 42.33% 62.18% 62.33% 60.73% 61.90% 

#10[96] 0.490 15.03% 15.59% 15.52% 18.07% 14.09% 19.50% 26.90% 30.71% 47.70% 47.84% 46.37% 47.44% 

#11[96] 0.368 11.52% 11.95% 11.90% 13.90% 10.78% 15.04% 20.97% 24.09% 38.54% 38.66% 37.37% 38.31% 

#12[97] 0.652 19.49% 20.19% 20.10% 23.29% 18.29% 25.08% 34.09% 38.63% 57.79% 57.94% 56.36% 57.51% 

#13[97]  0.391 12.19% 12.65% 12.59% 14.70% 11.41% 15.90% 22.12% 25.38% 40.38% 40.51% 39.18% 40.15% 

#14[97] 0.301 9.52% 9.89% 9.84% 11.52% 8.90% 12.48% 17.51% 20.18% 32.85% 32.96% 31.80% 32.64% 

#15[19] 6.687 89.18% 90.10% 89.99% 93.41% 87.41% 94.82% 98.61% 99.33% 99.99% 99.99% 99.98% 99.98% 

#16[19] 4.458 77.29% 78.61% 78.45% 83.69% 74.88% 86.11% 94.22% 96.45% 99.73% 99.73% 99.65% 99.71% 

#17[19] 13.374 98.83% 99.02% 99.00% 99.57% 98.41% 99.73% 99.98% 100.00% 100.00% 100.00% 100.00% 100.00% 

#18[19] 5.511 84.00% 85.14% 85.00% 89.37% 81.87% 91.28% 97.05% 98.39% 99.93% 99.93% 99.91% 99.93% 

#19[19] 3.674 70.52% 71.94% 71.77% 77.56% 67.97% 80.34% 90.46% 93.62% 99.23% 99.24% 99.06% 99.20% 

#20[19] 11.021 97.44% 97.79% 97.75% 98.87% 96.71% 99.24% 99.91% 99.97% 100.00% 100.00% 100.00% 100.00% 
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#21[98] 0.630 18.90% 19.58% 19.50% 22.60% 17.73% 24.34% 33.16% 37.61% 56.54% 56.69% 55.12% 56.27% 

#22[99] 1.341 35.97% 37.12% 36.97% 42.04% 34.00% 44.77% 57.58% 63.37% 83.03% 83.16% 81.83% 82.80% 

#23[99] 3.197 65.46% 66.91% 66.73% 72.75% 62.86% 75.72% 87.05% 90.87% 98.54% 98.57% 98.28% 98.50% 

#24[99] 7.509 91.76% 92.55% 92.46% 95.28% 90.24% 96.40% 99.18% 99.64% 100.00% 100.00% 99.99% 99.99% 

#25[16] 1.537 40.01% 41.24% 41.09% 46.48% 37.89% 49.37% 62.57% 68.37% 86.91% 87.02% 85.84% 86.70% 

#26[16] 0.921 26.38% 27.28% 27.17% 31.24% 24.83% 33.49% 44.51% 49.83% 70.43% 70.58% 69.00% 70.15% 

#27[16] 0.607 18.28% 18.94% 18.86% 21.88% 17.15% 23.57% 32.17% 36.53% 55.20% 55.35% 53.79% 54.93% 

#28[16] 0.897 25.79% 26.68% 26.57% 30.57% 24.27% 32.78% 43.65% 48.92% 69.47% 69.62% 68.04% 69.20% 

#29[16] 1.426 37.76% 38.94% 38.79% 44.01% 35.72% 46.81% 59.82% 65.63% 84.84% 84.96% 83.69% 84.62% 

#30[16] 1.279 34.64% 35.75% 35.61% 40.56% 32.72% 43.24% 55.86% 61.63% 81.58% 81.71% 80.34% 81.35% 

#31[100] 13.92 99.02% 99.19% 99.17% 99.65% 98.66% 99.79% 99.99% 100.00% 100.00% 100.00% 100.00% 100.00% 

#32[100] 20.28 99.88% 99.91% 99.91% 99.97% 99.81% 99.99% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 

#33[100] 49.63 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 
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8 Conclusions and Recommendations 

Aligning with the principal objectives of the thesis, the following sections summarizes the 

major research outcomes in this research regarding the effects of the in-duct UVGI system 

designs, duct operating conditions, and bioaerosol characteristics on the inactivation 

efficiency of an in-duct UVGI system. Then, a conclusion for the limitations and future 

works is provided accordingly. 

8.1 Summary and conclusions 

8.1.1 The effects of key influencing factors on UV inactivation 

This thesis conducted comprehensive experimental and modeling works to investigate the 

effects of in-duct UVGI system designs, duct operating conditions, and bioaerosol 

characteristics on the UV inactivation efficiency of airborne microorganisms. A pilot 

HVAC system was designed to equitably and thoroughly evaluate the performance of the 

in-duct UVGI system. A new UV irradiance model combined with CFD simulations was 

developed to simulate the detailed UV irradiance field, airflow field, particle transport, and 

UV dose in the in-duct UVGI system. Furthermore, an improved UV rate constant model 

was developed to predict the genome damage and infectivity loss UV rate constants for 

ssRNA viruses. The following points summarize the major findings: 

• For the UVGI system designs, improvements in disinfection performance can be 

attained by increasing the UV lamps and UV lamp power and using more reflective 

duct wall materials. Regarding the multiple lamp positions, placing lamps 

perpendicular to the airflow in the same row results in a more uniform irradiance 
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distribution and higher overall irradiation than putting them in different rows along 

with the duct airflow, leading to higher disinfection efficiency. Regarding the duct 

wall reflection, highly diffuse reflection provides a more uniform UV irradiance 

distribution and overall higher average radiation, thus better disinfection 

performance for an in-duct UVGI device. 

• For the UVGI system operating conditions (RH), our observation within the current 

experimental setup (involving MS2 aerosols generated from PBS and passing 

through a bioaerosol dryer) revealed that as RH increased from 25% to 60%, the 

MS2 UV rate constant initially increased and then decreased, reaching its peak at 

40% RH. This can be attributed to the combined effects of direct interference from 

water sorption behaviors, which may attenuate UV radiation, and indirect 

interference from structural damage, which may facilitate UV penetration. 

Furthermore, a consensus has emerged from the available UV rate constant data in 

the literature, indicating a reduction in the UV rate constant at intermediate to high 

RH levels (> 50% - 60% RH). This decrease is attributed to the increased water 

content in bioaerosols, leading to enhanced UV absorption. 

• For the bioaerosol particle size, it exhibited the lower UV rate constants for large 

MS2 bioaerosols (2.1–7µm) compared to small MS2 bioaerosols (0.65–2.1µm), 

irrespective of the environmental RH. The heterogeneous UV inactivation 

behaviors for different particle sizes were suspected to result from the increased 

UV shadowing effects caused by potential virion aggregations and particle 

aggregations, as well as the increased UV absorption effects when the UV light 
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penetrated the larger salt crystals and reached the inner MS2 virions. Overall, larger 

bioaerosols require a higher UV dose for disinfection in very humid environments.  

• As for the airborne microorganism species, generally, viruses with larger genome 

sizes have larger UV rate constants and are more sensitive to UV illumination. This 

is attributed to a longer genome providing more sites for photodimerization, leading 

to increased genome damage and infectivity loss. For viruses within the same 

family, similarities in genome sizes and protein structures resulted in analogous UV 

rate constants. 

8.1.2 Engineering implications 

Finally, we proposed a comprehensive design flowchart to integrate the research outcomes 

in this thesis and illustrate their applications for the effective design and implementation 

of UVGI technology in controlling the bioaerosols in complex indoor environments. The 

following point summarizes the major findings: 

• We identified ten designs #1, 4, 5, 7, 17, 20, 24, 31, 32, and 33 (Table 25) that may 

be considered suitable for achieving 90% inactivation of all viruses under the worst-

case scenario for the UVGI application in the duct environment (very humid 

environment (>80% RH) and large bioaerosols (>2.5 µm)). These designs share 

common characteristics: using high-power UV lamps or increasing lamp numbers, 

using reflective duct materials to further increase UV irradiance in the duct, and 

maintaining slow to intermediate air velocities. 
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8.2 Recommendations for future research 

Though we have conducted comprehensive experimental and modeling works for 

characterizing and assessing various the in-duct UVGI system parameters, there remain 

limitations to be addressed in future works. 

8.2.1 The mechanisms behind the effects of particle size and 

environmental RH on the airborne virus UV inactivation 

This thesis investigated the impact of particle size and environmental RH on the UV 

inactivation of MS2 with PBS as the suspending medium. First, the analysis of the RH 

effect was based on PBS aerosols; however, real-world bioaerosols contain a mixture of 

inorganic matter, virions, and proteins from the respiratory fluid. These bioaerosols may 

exhibit different hygroscopic behaviors and UV protection effects compared to salt, 

potentially resulting in variations in UVGI system performance. Further research is needed 

to conduct UVGI tests using other suspending media that mimic saliva and respiratory 

fluid.  

Second, although several studies have examined the effects of RH on airborne viruses, no 

general conclusion can be drawn due to the complex interactions between virus 

species/structures and bioaerosol compositions. The connections between virus structural 

damage and UV penetration in this study were hypothesized based on MS2. In this non-

enveloped virus, the capsid protein damage contributes insignificantly to the overall viral 

infectivity loss. However, many other target airborne pathogens, such as influenza and 

coronavirus, are enveloped viruses interacting differently as environmental RH changes 

[352]. Consequently, discrepancies in the RH effect may arise between non-enveloped and 
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enveloped viruses. Future research should elucidate the impact of RH on UVGI system 

efficiency, considering different species of microorganisms.  

Third, the hypothesis that UV rate constants may be influenced under intermediate 

humidity due to bioaerosol drying and hydration presents an interesting aspect for 

consideration, triggering discussion about the testing conditions and broader applicability 

of the ASHRAE standard 185.1-2020 [127]. This standard, which is pivotal for evaluating 

and comparing UV-C light’s inactivation performance in ventilation systems, mandates the 

use of a bioaerosol dryer in its generation system [127]. While this approach is standard in 

the industry, it highlights the need to consider a range of environmental conditions, 

including those that may not involve drying and additional hydration processes. Therefore, 

future research should aim to explore UV rate constants for bioaerosols in varying 

conditions, including scenarios both with and without the dryer process. Such studies 

would enhance our understanding of the effectiveness of UVGI systems in diverse 

environments and contribute valuable insights to the existing body of knowledge. 

In addition, the factors influencing UV inactivation, such as air velocity, temperature, 

bioaerosol particle sizes, compositions, environmental RH, etc., are interconnected 

variables. For instance, it is known that particle size can increase with rising RH levels, 

particularly under conditions of high humidity [335]. In this thesis, we systematically 

examined the individual effects of bioaerosol particle size and RH by controlling each 

variable during the tests. However, to achieve a more comprehensive understanding of UV 

inactivation, future research should delve deeper into the intricate interplay among these 

and other influencing factors and identify the controlling factor for UVGI system 

performance in realistic in-duct environments. 
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In the end, it is essential to note that the conclusions drawn in this thesis are based on 

aerodynamic particle diameter. 

8.2.2 The mechanisms behind the UV rate constant model 

First, the model may not be suitable for predicting UV rate constants for other types of 

viruses, as it does not consider specific UV inactivation mechanisms, such as the dark 

genome repair that dsDNA viruses might undergo following UV254 treatment. 

Second, due to the semi-empirical genomic model (Eq. (52)) limitations, the model 

estimates genome damage of large genomes by summing the divided genomes (divided 

into 1000 nucleotides) and assigning equal weight to different fractions. This approach 

oversimplifies reality, ignoring the fact that genome damage's effect on infectivity loss 

might vary according to the target proteins. 

Third, the database for model training primarily used qPCR tests of (+) ssRNA viruses, 

neglecting the complex UV-RNA interactions of (-) ssRNA viruses. As a result, 

discrepancies emerged in predictions for them. Additionally, the database did not strictly 

exclude experimental data that failed to report UV attenuation in the experimental 

solutions. Consequently, the model may underestimate UV rate constants due to these 

experimental data utilizing higher UV doses for UV rate constant calculation without UV 

attenuation correction. 

Fourth, the inability to accurately determine the contribution ratios of genome/protein 

damage to the overall infectivity loss led to predictions being based on a range of genome 

damage, 80% – 100%, using a 90% contribution ratio for comparison with experimental 

data and the model predictions. 
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Finally, this study used the “UV rate constant liquid-to-aerosol ratio” to predict UV 

inactivation data for airborne viruses. However, this purely empirical ratio is dependent on 

specific microorganism species and the characteristics of liquid suspensions and 

bioaerosols. Thus, overestimations or underestimations of inactivation efficiencies are 

inevitable. Future work should strive to refine the model by using UV inactivation data for 

airborne viruses, including genome damage data from qPCR tests and infectivity loss data 

from culture methods, rather than relying on the liquid-to-aerosol correction ratio. 

8.2.3 Engineering implication case study 

This thesis proposes a comprehensive UVGI system flowchart and conducts a case study 

aiming at inactivating potential airborne ssRNA viruses in the in-duct UVGI systems. Ten 

designs were identified as suitable for achieving a 90% inactivation rate for all considered 

viruses. However, it is essential to note that since the UV rate constant model and the 

corrections regarding the effect of RH and bioaerosol particle size tend to underestimate 

the UV rate constants for airborne ssRNA viruses, the predicted inactivation efficiencies 

should be regarded as conservative evaluations for the in-duct UVGI system designs. 

Moreover, it is essential to highlight that the UV dose used for estimating inactivation 

efficiency was obtained directly from the authors’ respective publications, ensuring its 

alignment with the specific system design and the prevailing operational and environmental 

conditions, as summarized in Table 3. In essence, any variations in the operational 

parameters, such as alterations in air velocity, temperature, RH, and other factors, would 

inevitably impact the delivered UV dose by the selected in-duct UVGI system, 

subsequently influencing the anticipated inactivation efficiency. 
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Appendix A: View factor model equations 

Direct emissive irradiance from a cylinder 

 

Figure A1: cylinder view factor classifications 

The view factor’s calculation with respect to the cylinders have been reported in literature 

and readily to use. The equations for the above mentioned four classifications for the 

cylinder axial body and cylinder circle (beside the circle, within the circle and at the axis) 

are given as [61,141,353]: 
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Where Lc is the length of the cylinder, r is the radius of the cylinder, DP-c is the normal 

distance between the viewpoint P (differential surface) and the cylinder axis, DP-a is the 

normal distance between the viewpoint and the cylinder’s axis, DP-e is the normal distance 

between the viewpoint and cylinder’s circle. Implementing the Eqs. (A1)-(A3) into the 

view factor model equations in Table 1, the spatial irradiance distribution can be computed. 



247 

 

Diffuse reflection irradiance 

The diffusive reflection was considered as the secondary diffusely emitting irradiance from 

a wall element to the spatial point differential surface. In literature, the analytical solution 

of the view factor for the differential area to a parallel finite element of which its 

perpendicular to the element corner is given as [61,141]: 
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Figure A2: View factor of the differential area parallel to a finite wall element and 

perpendicular to the element corner 

Thus, for any two differential elements that may not perpendicularly coincide at the 

element corner, the view factor can be obtained by algebraic operation of the areas 

perpendicularly coincide at the element corner. Taking left wall as an example (see Figure 

A3), since the backward diffuse reflection was not taken into consideration, thus, only the 

contributions from the wall cells that wy y  (P’ (projection of viewpoint at the left wall) 

is at the right side of wall element center O) shall be considered. In this case, four scenarios 

are identified and have the view factors written as: 
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Figure A3: Schematic of the view factor algebraic operation for the left wall element 

that wy y  

It should be noted the coordinate system is based on the configuration of the left wall of 

the ventilation duct. For the upper- or bottom-walls, z is replaced by x. 
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Table A1 Schematic diagram and model equations of the viewpoint P receiving the radiation from the twin-tube UV lamp 

Scenarios View factor model equationsI  

One-lamp case: direct emissive irradiance 

 

P is vertically 
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Figure S6(a) 

Figure S6(b) 
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P is below the bottom 
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vertically beside 
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Note: II: If 2 20;
2 2 2 2

L L L L
x y r or y r= = − − = + + , P nonconcentricF − is replaced with P concentricF − . 

One lamp per row (two rows) case: Direct emissive irradiance 

10x L r −  

 

L10 is the distance 

between the center 

of lamp1 and the mid 

of lamp1 and lamp2 

along the x-axis 

Summation of the full direct emissive irradiance from the two UV lamps.  

Note: for the region between the two cylinders of the UV lamp1 or lamp2, only receive the direct emissive from 

the two cylinders without the contributions from lamp2 or lamp1 due to the narrowed gap (significant shadowing 

effects). 

10x L r − : Fraction of z block by the cylinder #3 (the viewpoint P is vertically within the cylinder #3 or above the cylinder #3). 

Figure S6(c) 

Figure S6(d) 
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10x L r − : Fraction of y block by the cylinder #1 and #2 (the viewpoint P is at the range of lamp #1 right cylinder or in between two cylinders of lamp #1 or within the range of lamp #1 left 

cylinder or on the left side of lamp #1 left cylinder). 

Figure S6(e) 
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Appendix B: UDF code for UV irradiance model (example 

for the “projection area” method calculation) 

We attached the example UDF code for calculating the shadowing effect from the lamp 1 

on the left illuminating column of lamp 2 using the “projection area” method (shadowing 

effect see Figure B1). 

 

Figure B1 Schematic illustration of the shadowing effects between Lamp1 and Lamp2 

placed in two rows 
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DEFINE_ON_DEMAND(direct_irradiance_lamp2_column1) 

{ 

    Domain* d; /* declare domain pointer since it is not passed as an argument to the DEFINE macro  */ 

    Thread* t; 

    cell_t c; 

    real x[ND_ND]; 

    real y[ND_ND]; 

    d = Get_Domain(1);     /* Get the domain using ANSYS FLUENT utility */ 

 

    /* Loop over all cell threads in the domain */ 

    thread_loop_c(t, d) 

    { 

        /* Loop over all cells  */ 

        begin_c_loop(c, t) 

        { 

            C_CENTROID(x, c, t);            /*get the corrdinates information for each cell at the thread t*/ 

            C_CENTROID(y, c, t); 

 

            if (x[0] < 0.60466) 

            { 

                x[0] = fabs(x[0] - 0.68686);         /*x coordinate with respect to the lamp2, convert for view factor 

calculation*/ 

                x[1] = fabs(x[1] - 0.0003971332);   /*y corrdinate with respect to lamp center*/ 

                y[1] = fabs(y[1] - 0.0003971332); 

                con1 = pow(x[0] - r, 2) + pow(L / 2 - L2 / 2 - r - x[1], 2); 

                con2 = pow(x[0] - r, 2) + pow(L / 2 + L2 / 2 + r - x[1], 2); 

                con3 = L - L3; 

                con4 = L - L3 - L1; 

                con5 = L - L3 - L1 + dia; 

 

                Ilamp2co1 = 0; 

                Ilamp2cir1 = 0; 

                Fpc1 = Fpc2 = Fpc3 = Fpc4 = Fpc5 = Fpc6 = Fpc7 = Fpc8 = Fpc9 = Fpc10 = Fpc11 = Fpc12 = 

Fpc131 = Fpc132 = Fpc14 = Fpc15 = Fpc16 = Fpc171 = Fpc172 = Fpc18 = Fpc19 = Fpc20 = Fpc211 = 

Fpc212 = Fpc22 = Fpc23 = Fpc241 = Fpc242 = Fpc25 = Fpc26 = Fpc271 = Fpc272 = 0; 

                Fpc1t = Fpc2t = Fpc3t = 0; 

 

                zshadowlengthco3 = 0; 

                Ishadowlamp2co1 = 0; 

                Ifraction = 0; 

                shadowfraction = 0; 

                shadowareaco3 = 0; 

                yshadowlengthco3 = 0; 

                y31 = 0; 

                y30 = 0; 

                y1 = 0; 

                y2 = 0; 

                y3 = 0; 

                y4 = 0; 

 

                /*calculating the shadowing area*/ 

                xlamp1center = 0.61066; 

                ylamp1co1left = L / 2 + L2 / 2 + dia; 

                ylamp1co1right = L / 2 + L2 / 2; 

                ylamp1co1center = L / 2 + L2 / 2 + r; 

                ylamp1co2left = L / 2 - L2 / 2; 
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                ylamp1co2right = L / 2 - L2 / 2 - dia; 

                ylamp1co2center = L / 2 - L2 / 2 - r; 

                zlampcenter = L - L3 - L1 + r; 

 

                xlamp2center = 0.68686; 

                ylamp2co1left = L / 2 + L2 / 2 + dia; 

                ylamp2co1right = L / 2 + L2 / 2; 

                ylamp2co1center = L / 2 + L2 / 2 + r; 

                ylamp2co2left = L / 2 - L2 / 2; 

                ylamp2co2right = L / 2 - L2 / 2 - dia; 

                ylamp2co2center = L / 2 - L2 / 2 - r; 

 

                ylamp1co3left = L / 2 + L2 / 2; 

                xlamp1co3bot = 0.61066 - r; 

                ylamp1co3right = L / 2 - L2 / 2; 

                xlamp1co3top = 0.61066 + r; 

 

                if (y[2] > con4 && y[2] < con3)    /* z is above the lamp column and below the lampwall, only the 

cylinders*/ 

                { 

                    /*calculate the direct irradiance from lamp2 column 1 without shadow effect*/ 

                    lenpc21 = fabs(L - L3 - x[2]); 

                    lenpc22 = fabs(L1 - (L - L3 - x[2])); 

                    Dpc2 = pow(x[0] * x[0] + pow(x[1] - (L / 2 - L2 / 2 - r), 2), 0.5); 

                    a21 = pow(1 + Dpc2 / r, 2) + pow(lenpc21 / r, 2); 

                    b21 = pow(1 - Dpc2 / r, 2) + pow(lenpc21 / r, 2); 

                    a22 = pow(1 + Dpc2 / r, 2) + pow(lenpc22 / r, 2); 

                    b22 = pow(1 - Dpc2 / r, 2) + pow(lenpc22 / r, 2); 

 

                    Fpc2 = lenpc21 * (r * atan(lenpc21 / (r * pow(fabs(pow(Dpc2 / r, 2) - 1), 0.5))) / lenpc21 + (a21 

- 2 * Dpc2 / r) * atan(pow(a21 * fabs(Dpc2 / r - 1) / (a21 * (Dpc2 / r + 1)), 0.5)) / pow(a21 * b21, 0.5) - 

atan(pow(fabs(Dpc2 / r - 1) / (Dpc2 / r + 1), 0.5))) / (3.1415926 * Dpc2) 

                        + lenpc22 * (r * atan(lenpc22 / (r * pow(fabs(pow(Dpc2 / r, 2) - 1), 0.5))) / lenpc22 + (a22 - 

2 * Dpc2 / r) * atan(pow(a22 * fabs(Dpc2 / r - 1) / (a22 * (Dpc2 / r + 1)), 0.5)) / pow(a22 * b22, 0.5) - 

atan(pow(fabs(Dpc2 / r - 1) / (Dpc2 / r + 1), 0.5))) / (3.1415926 * Dpc2); 

                    Ilamp2co1 = Icy1 * exp(-abs * Dpc2) * Fpc2 / Acy2; 

 

                    /*calculate the shadow length by column 3 along z direction*/ 

                    if (y[2] < con5) 

                    { 

                        l20_21 = r; 

                        lp_20 = pow(pow(y[0] - xlamp1center, 2) + pow(y[2] - zlampcenter, 2), 0.5); 

                        l20_25 = fabs(y[2] - zlampcenter); 

                        lp_25 = fabs(y[0] - xlamp1center); 

                        lp_24 = fabs(y[0] - xlamp2center); 

                        l22_24 = lp_24 * tan(fabs(atan(l20_25 / lp_25) + asin(l20_21 / lp_20))); 

                        l23_24 = lp_24 * tan(fabs(atan(l20_25 / lp_25) - asin(l20_21 / lp_20))); 

                        z22 = fabs(y[2] + l22_24); 

                        z23 = fabs(y[2] - l23_24); 

 

                        if (z22 > L - L3) 

                        { 

                            zshadowlengthco3 = L1; 

                        } 

                        else if (z22 < L - L3) 

                        { 
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                            zshadowlengthco3 = L1 - (L - L3 - z22); 

                        } 

                    } 

                    else if (y[2] > con5) 

                    { 

                        l20_21 = r; 

                        lp_20 = pow(pow(y[0] - xlamp1center, 2) + pow(y[2] - zlampcenter, 2), 0.5); 

                        l20_25 = fabs(y[2] - zlampcenter); 

                        lp_25 = fabs(y[0] - xlamp1center); 

                        lp_24 = fabs(y[0] - xlamp2center); 

                        l22_24 = lp_24 * tan(fabs(atan(l20_25 / lp_25) - asin(l20_21 / lp_20))); 

                        l23_24 = lp_24 * tan(fabs(atan(l20_25 / lp_25) + asin(l20_21 / lp_20))); 

                        z22 = fabs(y[2] - l22_24); 

                        z23 = fabs(y[2] - l23_24); 

 

                        if (z22 < L - L3 - L1) 

                        { 

                            zshadowlengthco3 = 0; 

                        } 

                        if (z22 > L - L3 - L1) 

                        { 

                            zshadowlengthco3 = L1 - (L - L3 - z22); 

                        } 

                    } 

 

                    /*calculate the Ishadowlamp2co1*/ 

                    if (y[1] < ylamp1co2right)                /*p is at the right side of the lamp1's right column*/ 

                    { 

                        /*calculate the projecting point from P to lamp2 at y direction*/ 

                        l8_11 = r; 

                        lp_8 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co2center, 2), 0.5); 

                        l8_10 = fabs(y[1] - ylamp1co2center); 

                        lp_10 = fabs(y[0] - xlamp1center); 

                        lp_9 = fabs(y[0] - xlamp2center); 

 

                        alpha2 = fabs(atan(l8_10 / lp_10) - asin(l8_11 / lp_8)); 

                        l4_9 = lp_9 * tan(alpha2); 

                        alpha3 = fabs(atan(l8_10 / lp_10) + asin(l8_11 / lp_8)); 

                        l3_9 = lp_9 * tan(alpha3); 

 

                        l7_13 = r; 

                        lp_7 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co1center, 2), 0.5); 

                        l7_10 = fabs(y[1] - ylamp1co1center); 

 

                        alpha6 = fabs(atan(l7_10 / lp_10) - asin(l7_13 / lp_7)); 

                        l2_9 = lp_9 * tan(alpha6); 

                        alpha7 = fabs(atan(l7_10 / lp_10) + asin(l7_13 / lp_7)); 

                        l1_9 = lp_9 * tan(alpha7); 

 

                        y1 = fabs(y[1] + l1_9); 

                        y2 = fabs(y[1] + l2_9); 

                        y3 = fabs(y[1] + l3_9); 

                        y4 = fabs(y[1] + l4_9); 

 

                        /*calculate the shadow effect by column 3 along y direction*/ 

                        l36_33 = fabs(y[1] - ylamp1co3left); 
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                        lp_33 = fabs(y[0] - xlamp1co3bot); 

                        lp_32 = fabs(y[0] - xlamp2center); 

                        l35_34 = fabs(y[1] - ylamp1co3right); 

                        lp_34 = fabs(y[0] - xlamp1co3top); 

 

                        l30_32 = l36_33 * lp_32 / lp_33; 

                        l31_32 = l35_34 * lp_32 / lp_34; 

                        y30 = fabs(y[1] + l30_32); 

                        y31 = fabs(y[1] + l31_32); 

 

                        if (y31 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = 0; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / 0.000612; 

                        } 

                        else if (y31 < ylamp2co1left && y31 > ylamp2co1right && y30 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = fabs(y31 - ylamp2co1left); 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / 0.000612; 

                        } 

                        else if (y31 < ylamp2co1right && y30 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = 0.012; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / 0.000612; 

                        } 

 

                        /*calculate the combined shadow effect by column 1 and column 3*/ 

                        if (y4 > ylamp2co1left)              /*scenario #1, can see the whole lamp2 left column*/ 

                        { 

                            Ifraction = 1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction); 

                        } 

                        else if (y4 < ylamp2co1left && y4 > ylamp2co1right && y3 > ylamp2co1left)   /*scenario 

#2, can see partial of lamp2 left column*/ 

                        { 

                            l5_4 = fabs(y4 - ylamp2co1left); 

                            Ifraction = 1 - l5_4 / 0.012; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction); 

                        } 

                        else if (y4 < ylamp2co1right && y3 > ylamp2co1left)         /*scenario #3, whole lamp2 left 

column is blocked by lamp1 right column*/ 

                        { 

                            Ishadowlamp2co1 = 0; 

                        } 

                        else if (y4 < ylamp2co1right && y3 < ylamp2co1left && y3 > ylamp2co1right)         /*scenario 

#4, can see partial of lamp2 left column*/ 

                        { 

                            l6_3 = fabs(y3 - ylamp2co1right); 

                            Ifraction = 1 - l6_3 / 0.012; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction); 

                        } 

                        else if (y2 < ylamp2co1left && y2 > ylamp2co1right)         /*scenario #5, can see partial of 

lamp2 left column through lamp 1 left column*/ 
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                        { 

                            l5_2 = fabs(y2 - ylamp2co1left); 

                            Ifraction = 1 - l5_2 / 0.012; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction); 

                        } 

                    } 

                    else if (y[1] > ylamp1co2right && y[1] < ylamp1co2left)                /*p is within the range of the 

lamp1's right column*/ 

                    { 

                        /*calculate the projecting point from P to lamp2 at y direction*/ 

                        l8_11 = r; 

                        lp_8 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co2center, 2), 0.5); 

                        l8_10 = fabs(y[1] - ylamp1co2center); 

                        lp_10 = fabs(y[0] - xlamp1center); 

                        lp_9 = fabs(y[0] - xlamp2center); 

 

                        if (y[1] > ylamp1co2center) 

                        { 

                            alpha2 = fabs(atan(l8_10 / lp_10) + asin(l8_11 / lp_8)); 

                            l4_9 = lp_9 * tan(alpha2); 

                            alpha3 = fabs(atan(l8_10 / lp_10) - asin(l8_11 / lp_8)); 

                            l3_9 = lp_9 * tan(alpha3); 

                        } 

                        else if (y[1] < ylamp1co2center) 

                        { 

                            alpha2 = fabs(atan(l8_10 / lp_10) - asin(l8_11 / lp_8)); 

                            l4_9 = lp_9 * tan(alpha2); 

                            alpha3 = fabs(atan(l8_10 / lp_10) + asin(l8_11 / lp_8)); 

                            l3_9 = lp_9 * tan(alpha3); 

                        } 

                        else if (y[1] == ylamp1co2center) 

                        { 

                            alpha2 = asin(l8_11 / lp_8); 

                            l4_9 = lp_9 * tan(alpha2); 

                            l3_9 = l4_9; 

                        } 

 

                        l7_13 = r; 

                        lp_7 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co1center, 2), 0.5); 

                        l7_10 = fabs(y[1] - ylamp1co1center); 

 

                        alpha6 = atan(l7_10 / lp_10) - asin(l7_13 / lp_7); 

                        l2_9 = lp_9 * tan(alpha6); 

                        alpha7 = atan(l7_10 / lp_10) + asin(l7_13 / lp_7); 

                        l1_9 = lp_9 * tan(alpha7); 

 

                        y1 = fabs(y[1] + l1_9); 

                        y2 = fabs(y[1] + l2_9); 

                        y3 = fabs(y[1] + l3_9); 

                        y4 = fabs(y[1] - l4_9); 

 

                        /*calculate the shadow effect by column 3 along y direction*/ 

                        l36_33 = fabs(y[1] - ylamp1co3left); 

                        lp_33 = fabs(y[0] - xlamp1co3bot); 

                        lp_32 = fabs(y[0] - xlamp2center); 

                        l35_34 = fabs(y[1] - ylamp1co3right); 
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                        lp_34 = fabs(y[0] - xlamp1co3top); 

 

                        l30_32 = l36_33 * lp_32 / lp_33; 

                        l31_32 = l35_34 * lp_32 / lp_34; 

                        y30 = fabs(y[1] + l30_32); 

                        y31 = fabs(y[1] + l31_32); 

 

                        if (y31 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = 0; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

                        else if (y31 < ylamp2co1left && y31 > ylamp2co1right && y30 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = fabs(y31 - ylamp2co1left); 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

                        else if (y31 < ylamp2co1right && y30 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = 0.012; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

 

                        /*calculate the combined shadow effect by column 1 and column 3*/ 

                        if (y3 > ylamp2co1right && y3 < ylamp2co1left)              /*scenario #1, can see the part of 

lamp2 left column*/ 

                        { 

                            l6_3 = fabs(y3 - ylamp2co1right); 

                            Ifraction = 1 - l6_3 / 0.012; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction); 

                        } 

                        else if (y3 > ylamp2co1left && y4 < ylamp2co1right)   /*scenario #2, whole lamp2 left 

column is blocked*/ 

                        { 

                            Ishadowlamp2co1 = 0; 

                        } 

                        else if (y2 < ylamp2co1left && y2 > ylamp2co1right)         /*scenario #3, can see the part of 

lamp2 left column*/ 

                        { 

                            l5_2 = fabs(y2 - ylamp2co1left); 

                            Ifraction = 1 - l5_2 / 0.012; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction); 

                        } 

                        else if (y1 > ylamp2co1left && y2 < ylamp2co1right)         /*scenario #4, whole lamp2 left 

column is blocked*/ 

                        { 

                            Ishadowlamp2co1 = 0; 

                        } 

                        else if (y2 > ylamp2co1left && y3 < ylamp2co1right)          /*scenario #5, whole lamp2 left 

column can be seen*/ 

                        { 

                            Ifraction = 1; 

                            Ishadowlamp2co1 = Ishadowlamp2co1 * (Ifraction - Ifraction * shadowfraction); 
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                        } 

                    } 

                    else if (y[1] > ylamp1co2left && y[1] < ylamp1co1right)                /*p is in between the lamp1's 

two columns'*/ 

                    { 

                        /*calculate the projecting point from P to lamp2 at y direction*/ 

                        l7_13 = r; 

                        lp_10 = fabs(y[0] - xlamp1center); 

                        lp_9 = fabs(y[0] - xlamp2center); 

                        lp_7 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co1center, 2), 0.5); 

                        l7_10 = fabs(y[1] - ylamp1co1center); 

                        alpha6 = fabs(atan(l7_10 / lp_10) - asin(l7_13 / lp_7)); 

                        l2_9 = lp_9 * tan(alpha6); 

 

                        y2 = fabs(2 * y[1] + l2_9);            /*temporialy*/ 

 

                        /*calculate the shadow effect by column 3 along y direction*/ 

                        l36_33 = fabs(y[1] - ylamp1co3left); 

                        lp_33 = fabs(y[0] - xlamp1co3bot); 

                        lp_32 = fabs(y[0] - xlamp2center); 

                        l37_33 = fabs(y[1] - ylamp1co3right); 

                        l30_32 = l36_33 * lp_32 / lp_33; 

                        l31_32 = l37_33 * lp_32 / lp_33; 

 

                        y30 = fabs(y[1] + l30_32); 

                        y31 = fabs(y[1] - l31_32); 

 

                        if (y30 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = 0.012; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

                        else if (y30 < ylamp2co1left && y30 > ylamp2co1right) 

                        { 

                            yshadowlengthco3 = fabs(y30 - ylamp2co1left); 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

 

                        /*calculate the combined shadow effect by column 1 and column 3*/ 

                        if (y2 > ylamp2co1left)              /*scenario #1, can see the whole lamp2 left column*/ 

                        { 

                            Ifraction = 1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction); 

                        } 

                        else if (y2 < ylamp2co1left && y2 > ylamp2co1right)   /*scenario #2, can see partial lamp2 

left column*/ 

                        { 

                            l5_2 = fabs(y2 - ylamp2co1left); 

                            Ifraction = 1 - l5_2 / 0.012; 

                            Ishadowlamp2co1 = Ishadowlamp2co1 * Ifraction; 

                        } 

                    } 

                    else if (y[1] > ylamp1co1right && y[1] < ylamp1co1left)                /*p is within the range of the 

lamp1's left column*/ 
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                    { 

                        Ishadowlamp2co1 = 0; 

                    } 

                    else if (y[1] > ylamp1co1left)                /*p is at the left side of the lamp1's left column'*/ 

                    { 

                        /*calculate the projecting point from P to lamp2 at y direction*/ 

                        l7_13 = r; 

                        lp_10 = fabs(y[0] - xlamp1center); 

                        lp_9 = fabs(y[0] - xlamp2center); 

                        lp_7 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co1center, 2), 0.5); 

                        l7_10 = fabs(y[1] - ylamp1co1center); 

                        alpha7 = fabs(atan(l7_10 / lp_10) - asin(l7_13 / lp_7)); 

                        l1_9 = lp_9 * tan(alpha7); 

 

                        y1 = (y[1] - l1_9); 

 

                        /*calculate the shadow effect by column 3 along y direction*/ 

                        l38_34 = fabs(y[1] - ylamp1co3left); 

                        lp_34 = fabs(y[0] - xlamp1co3top); 

                        l37_33 = fabs(y[1] - ylamp1co3right); 

                        lp_33 = fabs(y[0] - xlamp1co3bot); 

                        lp_32 = fabs(y[0] - xlamp2center); 

 

                        l30_32 = l38_34 * lp_32 / lp_34; 

                        l31_32 = l37_33 * lp_32 / lp_33; 

                        y30 = fabs(y[1] - l30_32); 

                        y31 = fabs(y[1] - l31_32); 

 

                        shadowfraction = 0; 

 

                        /*calculate the combined shadow effect by column 1 and column 3*/ 

                        if (y1 > ylamp2co1right)              /*scenario #1, can see part of the lamp2 left column*/ 

                        { 

                            l5_1 = fabs(y1 - ylamp2co1left); 

                            Ifraction = l5_1 / 0.012; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction); 

                        } 

                        else if (y1 < ylamp2co1right)   /*scenario #2, can the whole lamp2 left column*/ 

                        { 

                            Ifraction = 1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction); 

                        } 

                    } 

                } 

                if (y[2] < con4)    /* z is below the lamp column, cylinders + circles */ 

                { 

                    /*calculate the direct irradiance from lamp2 column 1 without shadow effect*/ 

                    lenpc141 = fabs(L - L3 - x[2]); 

                    lenpc142 = fabs(L - L3 - L1 - x[2]); 

                    Dpc14 = pow(x[0] * x[0] + pow(L / 2 - L2 / 2 - r - x[1], 2), 0.5); 

                    a141 = pow(1 + Dpc14 / r, 2) + pow(lenpc141 / r, 2); 

                    b141 = pow(1 - Dpc14 / r, 2) + pow(lenpc141 / r, 2); 

                    a142 = pow(1 + Dpc14 / r, 2) + pow(lenpc142 / r, 2); 

                    b142 = pow(1 - Dpc14 / r, 2) + pow(lenpc142 / r, 2); 
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                    Fpc14 = lenpc141 * (r * atan(lenpc141 / (r * pow(fabs(pow(Dpc14 / r, 2) - 1), 0.5))) / lenpc141 

+ (a141 - 2 * Dpc14 / r) * atan(pow(a141 * fabs(Dpc14 / r - 1) / (a141 * (Dpc14 / r + 1)), 0.5)) / pow(a141 * 

b141, 0.5) - atan(pow(fabs(Dpc14 / r - 1) / (Dpc14 / r + 1), 0.5))) / (3.1415926 * Dpc14) 

                        - lenpc142 * (r * atan(lenpc142 / (r * pow(fabs(pow(Dpc14 / r, 2) - 1), 0.5))) / lenpc142 + 

(a142 - 2 * Dpc14 / r) * atan(pow(a142 * fabs(Dpc14 / r - 1) / (a142 * (Dpc14 / r + 1)), 0.5)) / pow(a142 * 

b142, 0.5) - atan(pow(fabs(Dpc14 / r - 1) / (Dpc14 / r + 1), 0.5))) / (3.1415926 * Dpc14); 

                    Ilamp2co1 = Icy1 * exp(-abs * Dpc14) * Fpc14 / Acy1; 

 

                    Dpa3 = pow(x[0] * x[0] + pow(L / 2 - L2 / 2 - r - x[1], 2), 0.5); 

                    Dpe3 = fabs(L - x[2] - L1 - L3); 

                    Fpc171 = Dpe3 * ((1 + pow(Dpe3 / Dpa3, 2) + pow(r / Dpa3, 2)) / pow(pow(1 + pow(Dpe3 / 

Dpa3, 2) + pow(r / Dpa3, 2), 2) - 4 * pow(r / Dpa3, 2), 0.5) - 1) / (2 * Dpa3); 

                    Ilamp2cir1 = Icir1 * exp(-abs * pow(Dpe3 * Dpe3 + Dpa3 * Dpa3, 0.5)) * Fpc171 / Acir1; 

 

                    /*calculate the shadow length by column 3 along z direction*/ 

                    l20_21 = r; 

                    lp_20 = pow(pow(y[0] - xlamp1center, 2) + pow(y[2] - zlampcenter, 2), 0.5); 

                    l20_25 = fabs(y[2] - zlampcenter); 

                    lp_25 = fabs(y[0] - xlamp1center); 

                    lp_24 = fabs(y[0] - xlamp2center); 

                    l22_24 = lp_24 * tan(fabs(atan(l20_25 / lp_25) + asin(l20_21 / lp_20))); 

                    l23_24 = lp_24 * tan(fabs(atan(l20_25 / lp_25) - asin(l20_21 / lp_20))); 

 

                    z22 = fabs(y[2] + l22_24); 

                    z23 = fabs(y[2] + l23_24); 

 

                    if (z23 > L - L3) 

                    { 

                        zshadowlengthco3 = 0;                    /*shadow fraction by column 3*/ 

                        zlightfractionco1 = 1;                   /*light fraction (not blocked) by column 1*/ 

                    } 

                    if (z23 < L - L3 && z22 < L - L3) 

                    { 

                        zshadowlengthco3 = z22 - z23; 

                        zlightfractionco1 = (z23 - (L - L3 - L1)) / L1; 

                    } 

                    if (z23 < L - L3 && z22 > L - L3) 

                    { 

                        zshadowlengthco3 = L - L3 - z23; 

                        zlightfractionco1 = (z23 - (L - L3 - L1)) / L1; 

                    } 

 

                    /*calculate the Ishadowlamp2co1*/ 

                    if (y[1] < ylamp1co2right)                /*p is at the right side of the lamp1's right column*/ 

                    { 

                        /*calculate the projecting point from P to lamp2 at y direction*/ 

                        l8_11 = r; 

                        lp_8 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co2center, 2), 0.5); 

                        l8_10 = fabs(y[1] - ylamp1co2center); 

                        lp_10 = fabs(y[0] - xlamp1center); 

                        lp_9 = fabs(y[0] - xlamp2center); 

 

                        alpha2 = fabs(atan(l8_10 / lp_10) - asin(l8_11 / lp_8)); 

                        l4_9 = lp_9 * tan(alpha2); 

                        alpha3 = fabs(atan(l8_10 / lp_10) + asin(l8_11 / lp_8)); 

                        l3_9 = lp_9 * tan(alpha3); 
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                        l7_13 = r; 

                        lp_7 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co1center, 2), 0.5); 

                        l7_10 = fabs(y[1] - ylamp1co1center); 

 

                        alpha6 = fabs(atan(l7_10 / lp_10) - asin(l7_13 / lp_7)); 

                        l2_9 = lp_9 * tan(alpha6); 

                        alpha7 = fabs(atan(l7_10 / lp_10) + asin(l7_13 / lp_7)); 

                        l1_9 = lp_9 * tan(alpha7); 

 

                        y1 = fabs(y[1] + l1_9); 

                        y2 = fabs(y[1] + l2_9); 

                        y3 = fabs(y[1] + l3_9); 

                        y4 = fabs(y[1] + l4_9); 

 

                        /*calculate the shadow effect by column 3 along y direction*/ 

                        l36_33 = fabs(y[1] - ylamp1co3left); 

                        lp_33 = fabs(y[0] - xlamp1co3bot); 

                        lp_32 = fabs(y[0] - xlamp2center); 

                        l35_34 = fabs(y[1] - ylamp1co3right); 

                        lp_34 = fabs(y[0] - xlamp1co3top); 

 

                        l30_32 = l36_33 * lp_32 / lp_33; 

                        l31_32 = l35_34 * lp_32 / lp_34; 

                        y30 = fabs(y[1] + l30_32); 

                        y31 = fabs(y[1] + l31_32); 

 

                        if (y31 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = 0; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1);                                  /*shadow fraction 

due to co3 along y and z direction*/ 

                        } 

                        else if (y31 < ylamp2co1left && y31 > ylamp2co1right && y30 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = fabs(y31 - ylamp2co1left); 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

                        else if (y31 < ylamp2co1right && y30 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = 0.012; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

 

                        /*calculate the combined shadow effect by column 1 and column 3*/ 

                        if (y4 > ylamp2co1left)              /*scenario #1, can see the whole lamp2 left column*/ 

                        { 

                            shadowfractionco1 = 0 * (1 - zlightfractionco1);                 /*shadowfraction due to co1 

along y and z direction*/ 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 
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                        else if (y4 < ylamp2co1left && y4 > ylamp2co1right && y3 > ylamp2co1left)   /*scenario 

#2, can see partial of lamp2 left column*/ 

                        { 

                            l5_4 = fabs(y4 - ylamp2co1left); 

                            shadowfractionco1 = (l5_4 / 0.012) * (1 - zlightfractionco1); 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                        else if (y4 < ylamp2co1right && y3 > ylamp2co1left)         /*scenario #3, lamp2 left column 

is partial blocked by lamp1 right column*/ 

                        { 

                            Ishadowlamp2co1 = Ilamp2co1 * zlightfractionco1 + Ilamp2cir1; 

                        } 

                        else if (y4 < ylamp2co1right && y3 < ylamp2co1left && y3 > ylamp2co1right)         /*scenario 

#4, can see partial of lamp2 left column*/ 

                        { 

                            l6_3 = fabs(y3 - ylamp2co1right); 

                            shadowfractionco1 = (l6_3 / 0.012) * (1 - zlightfractionco1); 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                        else if (y2 < ylamp2co1left && y2 > ylamp2co1right)         /*scenario #5, can see partial of 

lamp2 left column through lamp 1 left column*/ 

                        { 

                            l5_2 = fabs(y2 - ylamp2co1left); 

                            shadowfractionco1 = (l5_2 / 0.012) * (1 - zlightfractionco1); 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                    } 

                    else if (y[1] > ylamp1co2right && y[1] < ylamp1co2left)                /*p is within the range of the 

lamp1's right column*/ 

                    { 

                        /*calculate the projecting point from P to lamp2 at y direction*/ 

                        l8_11 = r; 

                        lp_8 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co2center, 2), 0.5); 

                        l8_10 = fabs(y[1] - ylamp1co2center); 

                        lp_10 = fabs(y[0] - xlamp1center); 

                        lp_9 = fabs(y[0] - xlamp2center); 

 

                        if (y[1] > ylamp1co2center) 

                        { 

                            alpha2 = fabs(atan(l8_10 / lp_10) + asin(l8_11 / lp_8)); 

                            l4_9 = lp_9 * tan(alpha2); 

                            alpha3 = fabs(atan(l8_10 / lp_10) - asin(l8_11 / lp_8)); 

                            l3_9 = lp_9 * tan(alpha3); 

                        } 

                        else if (y[1] < ylamp1co2center) 

                        { 

                            alpha2 = fabs(atan(l8_10 / lp_10) - asin(l8_11 / lp_8)); 

                            l4_9 = lp_9 * tan(alpha2); 

                            alpha3 = fabs(atan(l8_10 / lp_10) + asin(l8_11 / lp_8)); 

                            l3_9 = lp_9 * tan(alpha3); 

                        } 

                        else if (y[1] == ylamp1co2center) 

                        { 
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                            alpha2 = asin(l8_11 / lp_8); 

                            l4_9 = lp_9 * tan(alpha2); 

                            l3_9 = l4_9; 

                        } 

 

                        l7_13 = r; 

                        lp_7 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co1center, 2), 0.5); 

                        l7_10 = fabs(y[1] - ylamp1co1center); 

 

                        alpha6 = atan(l7_10 / lp_10) - asin(l7_13 / lp_7); 

                        l2_9 = lp_9 * tan(alpha6); 

                        alpha7 = atan(l7_10 / lp_10) + asin(l7_13 / lp_7); 

                        l1_9 = lp_9 * tan(alpha7); 

 

                        y1 = fabs(y[1] + l1_9); 

                        y2 = fabs(y[1] + l2_9); 

                        y3 = fabs(y[1] + l3_9); 

                        y4 = fabs(y[1] - l4_9); 

 

                        /*calculate the shadow effect by column 3 along y direction*/ 

                        l36_33 = fabs(y[1] - ylamp1co3left); 

                        lp_33 = fabs(y[0] - xlamp1co3bot); 

                        lp_32 = fabs(y[0] - xlamp2center); 

                        l35_34 = fabs(y[1] - ylamp1co3right); 

                        lp_34 = fabs(y[0] - xlamp1co3top); 

 

                        l30_32 = l36_33 * lp_32 / lp_33; 

                        l31_32 = l35_34 * lp_32 / lp_34; 

                        y30 = fabs(y[1] + l30_32); 

                        y31 = fabs(y[1] + l31_32); 

 

                        if (y31 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = 0; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

                        else if (y31 < ylamp2co1left && y31 > ylamp2co1right && y30 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = fabs(y31 - ylamp2co1left); 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

                        else if (y31 < ylamp2co1right && y30 > ylamp2co1left) 

                        { 

                            yshadowlengthco3 = 0.012; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

 

                        /*calculate the combined shadow effect by column 1 and column 3*/ 

                        if (y3 > ylamp2co1right && y3 < ylamp2co1left)              /*scenario #1, can see the part of 

lamp2 left column*/ 

                        { 

                            l6_3 = fabs(y3 - ylamp2co1right); 

                            shadowfractionco1 = (l6_3 / 0.012) * (1 - zlightfractionco1); 
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                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                        else if (y3 > ylamp2co1left && y4 < ylamp2co1right)   /*scenario #4, whole lamp2 left 

column is blocked at y direction, but may not at z direction*/ 

                        { 

                            Ishadowlamp2co1 = Ilamp2co1 * zlightfractionco1 + Ilamp2cir1; 

                        } 

                        else if (y2 < ylamp2co1left && y2 > ylamp2co1right)         /*scenario #3, can see the part of 

lamp2 left column*/ 

                        { 

                            l5_2 = fabs(y2 - ylamp2co1left); 

                            shadowfractionco1 = (l5_2 / 0.012) * (1 - zlightfractionco1); 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                        else if (y1 > ylamp2co1left && y2 < ylamp2co1right)         /*scenario #4, whole lamp2 left 

column is blocked at y direction, but may not at z direction*/ 

                        { 

                            Ishadowlamp2co1 = Ilamp2co1 * zlightfractionco1 + Ilamp2cir1; 

                        } 

                        else if (y2 > ylamp2co1left && y3 < ylamp2co1right)          /*scenario #5, whole lamp2 left 

column can be seen*/ 

                        { 

                            shadowfractionco1 = 0 * (1 - zlightfractionco1); 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                    } 

                    else if (y[1] > ylamp1co2left && y[1] < ylamp1co1right)                /*p is in between the lamp1's 

two columns'*/ 

                    { 

                        /*calculate the projecting point from P to lamp2 at y direction*/ 

                        l7_13 = r; 

                        lp_10 = fabs(y[0] - xlamp1center); 

                        lp_9 = fabs(y[0] - xlamp2center); 

                        lp_7 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co1center, 2), 0.5); 

                        l7_10 = fabs(y[1] - ylamp1co1center); 

                        alpha6 = fabs(atan(l7_10 / lp_10) - asin(l7_13 / lp_7)); 

                        l2_9 = lp_9 * tan(alpha6); 

 

                        y2 = fabs(2 * y[1] + l2_9);        /*temporily*/ 

 

                        /*calculate the shadow effect by column 3 along y direction*/ 

                        l36_33 = fabs(y[1] - ylamp1co3left); 

                        lp_33 = fabs(y[0] - xlamp1co3bot); 

                        lp_32 = fabs(y[0] - xlamp2center); 

                        l37_33 = fabs(y[1] - ylamp1co3right); 

                        l30_32 = l36_33 * lp_32 / lp_33; 

                        l31_32 = l37_33 * lp_32 / lp_33; 

 

                        y30 = fabs(y[1] - l30_32); 

                        y32 = fabs(y[1] + l31_32); 

 

                        if (y30 > ylamp2co1left) 

                        { 
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                            yshadowlengthco3 = 0.012; 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

                        else if (y30 < ylamp2co1left && y30 > ylamp2co1right) 

                        { 

                            yshadowlengthco3 = fabs(y30 - ylamp2co1left); 

                            shadowareaco3 = yshadowlengthco3 * zshadowlengthco3; 

                            shadowfraction = shadowareaco3 / (0.012 * L1); 

                        } 

 

                        /*calculate the combined shadow effect by column 1 and column 3*/ 

                        if (y2 > ylamp2co1left)              /*scenario #1, can see the whole lamp2 left column*/ 

                        { 

                            shadowfractionco1 = 0 * (1 - zlightfractionco1); 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                        else if (y2 < ylamp2co1left && y2 > ylamp2co1right)   /*scenario #2, can see partial lamp2 

left column*/ 

                        { 

                            l5_2 = fabs(y2 - ylamp2co1left); 

                            shadowfractionco1 = (l5_2 / 0.012) * (1 - zlightfractionco1); 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                    } 

                    else if (y[1] > ylamp1co1right && y[1] < ylamp1co1left)                /*p is within the range of the 

lamp1's left column*/ 

                    { 

                        Ishadowlamp2co1 = Ilamp2co1 * zlightfractionco1 + Ilamp2cir1; 

                    } 

                    else if (y[1] > ylamp1co1left)                /*p is at the left side of the lamp1's left column'*/ 

                    { 

                        /*calculate the projecting point from P to lamp2 at y direction*/ 

                        l7_13 = r; 

                        lp_10 = fabs(y[0] - xlamp1center); 

                        lp_9 = fabs(y[0] - xlamp2center); 

                        lp_7 = pow(pow(y[0] - xlamp1center, 2) + pow(y[1] - ylamp1co1center, 2), 0.5); 

                        l7_10 = fabs(y[1] - ylamp1co1center); 

                        alpha7 = fabs(atan(l7_10 / lp_10) - asin(l7_13 / lp_7)); 

                        l1_9 = lp_9 * tan(alpha7); 

 

                        y1 = (y[1] - l1_9); 

 

                        /*calculate the shadow effect by column 3 along y direction*/ 

                        l38_34 = fabs(y[1] - ylamp1co3left); 

                        lp_34 = fabs(y[0] - xlamp1co3top); 

                        l37_33 = fabs(y[1] - ylamp1co3right); 

                        lp_33 = fabs(y[0] - xlamp1co3bot); 

                        lp_32 = fabs(y[0] - xlamp2center); 

 

                        l30_32 = l38_34 * lp_32 / lp_34; 

                        l31_32 = l37_33 * lp_32 / lp_33; 

                        y30 = fabs(y[1] - l30_32); 

                        y31 = fabs(y[1] - l31_32); 
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                        shadowfraction = 0; 

 

                        /*calculate the combined shadow effect by column 1 and column 3*/ 

                        if (y1 > ylamp2co1right)              /*scenario #1, can see part of the lamp2 left column*/ 

                        { 

                            l5_1 = fabs(y1 - ylamp2co1left); 

                            shadowfractionco1 = (1 - l5_1 / 0.012) * (1 - zlightfractionco1); 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                        else if (y1 < ylamp2co1right)   /*scenario #2, can the whole lamp2 left column*/ 

                        { 

                            shadowfractionco1 = 0 * (1 - zlightfractionco1); 

                            Ifraction = 1 - shadowfractionco1; 

                            Ishadowlamp2co1 = Ilamp2co1 * (Ifraction - Ifraction * shadowfraction) + Ilamp2cir1; 

                        } 

                    } 

                } 

            } 

            else 

            { 

            Ishadowlamp2co1 = 0; 

            } 

            C_UDMI(c, t, 2) = Ishadowlamp2co1; 

            C_UDMI(c, t, 40) = Ilamp2co1; 

            C_UDMI(c, t, 41) = Ifraction; 

            C_UDMI(c, t, 42) = y1; 

            C_UDMI(c, t, 43) = l1_9; 

        } 

        end_c_loop(c, t) 

    } 

} 
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Appendix C: UDF codes for UV dose calculation 

#include "udf.h" 

#include "dpm.h" 

#include "sg_disco.h" /* to access the UV intensity values at the cell */ 

#define C_DO(c,t)C_STORAGE_R_XV(c,t,SV_DO_IRRAD,0) 

#define fdout "doseout.txt" 

#define ftrack "trackfilters.txt" 

#define ftime "restime.txt" 

#define fileuv "output.dpm" 

FILE *pdout; 

FILE *ptrack; 

FILE *ptime; 

FILE *fuv; 

static real uv_intensity; 

static real x0, y00, z0; 

/* Macro for integrating the UV intensity over time along a particle trajectory */ 

DEFINE_DPM_SCALAR_UPDATE(uv_dosage, cell, thread, initialize, p) 

{ 

 cphase_state_t *c = &(p->cphase); 

if (initialize) 

 { 

 p->user[0] = 0.; 

 uv_intensity = C_UDMI(cell, thread, 18); 

x0=p->state.pos[0]; 

y00=p->state.pos[1]; 

z0=p->state.pos[2]; 

 } 

else 

 { 

 

 /* UV intensity integrated over time using Trapezoidal rule */ 

 p->user[0] += P_DT(p) * .5 * (uv_intensity + C_UDMI(cell, thread, 18)); 

 uv_intensity = C_UDMI(cell, thread, 18); 

 } 

} 

/* Macro for writing the UV dosage, residence time and the ID for low dosed */ 

/* particles at reactor outlet. */ 

DEFINE_DPM_OUTPUT(uv_output, header, fp, p, thread, plane) 

{ 

 

char name[100]; 

 

 

if (header) 

{ 

fuv = fopen(fileuv,"w"); 

if (NNULLP(thread)) 

{ 

fprintf(fuv,"(%s %d)\n",THREAD_HEAD(thread)->dpm_summary.sort_file_name,14); 

} 

else 

fprintf(fuv,"(%s %d)\n",plane->sort_file_name,14); 

fprintf(fuv,"(%10s %10s %10s %10s %10s %10s %10s" 
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" %10s %10s %10s %10s %10s %10s %10s %s)\n", 

"X0","Y0","Z0", 

"X","Y","Z","U","V","W","diameter","T","mass-flow", 

"time","UV-Dosage","name"); 

fclose(fuv); 

} 

else 

{ 

fuv = fopen(fileuv,"a"); 

sprintf(name,"%s:%d",p->injection->name,p->part_id); 

fprintf(fuv, 

"((%10.6g %10.6g %10.6g %10.6g %10.6g %10.6g " 

"%10.6g %10.6g %10.6g %10.6g %10.6g %10.6g %10.6g %10.6g) %s)\n", 

x0,y00,z0, 

p->state.pos[0], p->state.pos[1], p->state.pos[2], 

p->state.V[0], p->state.V[1], p->state.V[2], 

p->state.diam, p->state.temp, p->flow_rate, p->state.time, 

p->user[0], name); 

fclose(fuv); 

} 

} 
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Appendix D: Average accumulated UV dose at the UVGI 

reactor outlet 

In this thesis, the effect of particle size on the UVGI inactivation efficiency was 

investigated based on the experimental data from the Andersen impactors, which classify 

particles by aerodynamic diameter. The DPM equation (Eq. (38)) requires the input of 

particle geometric diameter[354,355]. Thus, the aerodynamic diameter of each stage shall 

be converted to geometric diameter in CFD simulations using the following correlation 

(assuming spherical particles and Cunningham correction ratio close to 1) [356]: 

a P vd d=                                                                    (D1) 

where da, dv, and P  are the particle aerodynamic diameter (µm), particle geometric 

diameter (µm), and specific particle density, respectively. The components of a PBS 

bioaerosol include NaCl salt (a major component in PBS), MS2 cell, and water, which have 

densities of around 2.16 g/cm3 [357], 1.41 g/cm3 [358], and 1 g/cm3. Assuming the average 

density of the above components represents the density of corresponding bioaerosols (1.52 

g/cm3 for MS2 bioaerosols), we obtain the corresponding cut-off geometric diameter for 

different impactor stages: 0.53 µm (MS2) for stage 6; 0.89 µm (MS2) for stage 5; 1.70 µm 

(MS2) for stage 4; 2.68 µm (MS2) for stage 3; and 3.81 µm (MS2) for stage 2.  

However, the exact concentrations of each component remain unknown, resulting in an 

unclear overall density of the MS2 bioaerosols and potential uncertainties in geometric 

diameter using this method. This may lead to incorrect particle trajectory simulations and 

inadequate UV dose estimations. To address this issue, we conducted preliminary CFD 
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simulations with geometric particle diameters varying from 0.1 µm, 1 µm, 5 µm, and 10 

µm to identify whether particle size variations affect the accumulated UV doses at the duct 

outlet. The results, tabulated below, demonstrate that the particle size variations on the 

submicrometer scale have negligible influence (< 5.1%) on the accumulated UV dose, 

likely due to the significantly small particle settling velocity (0.003 m/s for a 10 µm water 

droplet) compared to the supply air velocity (0.5 – 1.35 m/s). These simulation results agree 

with previous research in the literature, which reported that varying particle size from 1 um 

to 10 µm has an insignificant effect on the drag force and velocity vector path of a dust-air 

flow[359]; and the particle concentration distributions in a room under different ventilation 

modes resemble each other to the extent that differences can only be detected in the small-

size regions (0.25 – 0.5 µm) out of the 0.25 – 3.5 µm detection region [360]. Thus, the 

geometric diameter of 1 µm was selected as the representative size for calculating the 

accumulated UV dose for bioaerosols in this study. The calculated doses were 15.37 J/m2, 

9.21 J/m2, and 6.07 J/m2 for supply air velocities of 0.5 m/s, 0.9 m/s, and 1.35 m/s, 

respectively.  

Table D1 CFD simulation predictions of the average accumulative UV dose at UVGI 

reactor outlet across different particle sizes 

Velocity  

UV doses (J/m2) 

0.1 µm 1 µm 5 µm 10 µm 
Maximum 

difference 

0.5 m/s 15.45 15.37 15.16 14.71 5.03% 

0.9 m/s 9.25 9.21 9.13 8.95 3.35% 

1.35 m/s 6.18 6.07 5.98 5.88 5.10% 

 

In addition, the average accumulated UV dose was used to determine the UV rate constant 

in this study. It is important to note that UV dose distributions, in relation to particle counts 
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within the in-duct UVGI system, are non-uniform (Figure D1), a result of the uneven UV 

irradiance field and bioaerosol particle transport. This variability suggests that the derived 

UV rate constant might not be universally applicable across different UVGI systems if the 

UV dose distributions (and their standard deviations) vary, even under identical average 

UV doses, considering the overdosed UV irradiance on one particle will not transfer to and 

average with other underexposed particles.  

In the water disinfection applications, this potential issue is addressed by employing the 

reduction equivalent dose (RED) to characterize the provided effective UV doses across 

different UV reactors, which is obtained from the biodosimetry test in the liquid filled petri 

dishes [265]. However, this approach has not been implemented in airborne applications, 

largely because creating a uniform UV dose distribution within an airborne UVGI reactor 

is challenging. Additionally, the complex sizes and distributions of bioaerosols complicate 

the accurate determination of UV dose. Consequently, neither studies nor protocols have 

established a standardized method for determining RED in airborne UVGI applications. 

This gap in methodology is highlighted as a research goal in the 2021 memorandum of 

understanding between ASHRAE and IUVA [361].  

Nevertheless, it should be noted that UV dose distributions are generally narrower in in-

duct UVGI systems compared to water UV disinfection systems, due to higher turbulence 

and a more uniform irradiance distribution within the UVGI reactor [362]. Therefore, in 

the context of airborne UVGI research, the average UV dose is predominantly used. This 

study also adopts the average UV dose methodology to align with and be comparable to 

existing research data in the literature. 
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(a) 0.5m/s 

 

(b) 0.9 m/s 

 

(c) 1.35m/s 

Figure D1 UV dose distributions at the end of the duct under different air velocities
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Appendix E: ANOVA results and multiple comparisons 

Table E1 ANOVA results and multiple comparisons for the UV rate constants across 

different impactor stages at 25% RH. 

 

 

 

 

 

ANOVA results

Table Analyzed Data 3

Data sets analyzed A-E

ANOVA summary

F 45.59

P value <0.0001

P value summary ****

Significant diff. among means (P < 0.05)?Yes

R squared 0.8428

Brown-Forsythe test

F (DFn, DFd)

P value

P value summary

Are SDs significantly different (P < 0.05)?

ANOVA table SS DF MS F (DFn, DFd)P value

Treatment (between columns) 0.01198 4 0.002994 F (4, 34) = 45.59P<0.0001

Residual (within columns) 0.002233 34 6.57E-05

Total 0.01421 38

Ordinary one-way ANOVA

Number of families 1

Number of comparisons per family 10

Alpha 0.05

Tukey's multiple comparisons test Mean 1 Mean 2 Mean Diff. SE of diff. n1 n2 q DF 95.00% CI of diff. Adjusted P Value

stage 2 vs. stage 3 0.07237 0.07474 -0.00237 0.004194 8 7 0.7991 34 -0.01445 to 0.009708 0.9792

stage 2 vs. stage 4 0.07237 0.06685 0.00552 0.004052 8 8 1.927 34 -0.006148 to 0.01719 0.6551

stage 2 vs. stage 5 0.07237 0.1074 -0.03503 0.004052 8 8 12.23 34 -0.04670 to -0.02336 <0.0001

stage 2 vs. stage 6 0.07237 0.1054 -0.03303 0.004052 8 8 11.53 34 -0.04470 to -0.02136 <0.0001

stage 3 vs. stage 4 0.07474 0.06685 0.00789 0.004194 7 8 2.66 34 -0.004188 to 0.01997 0.3465

stage 3 vs. stage 5 0.07474 0.1074 -0.03266 0.004194 7 8 11.01 34 -0.04474 to -0.02058 <0.0001

stage 3 vs. stage 6 0.07474 0.1054 -0.03066 0.004194 7 8 10.34 34 -0.04274 to -0.01858 <0.0001

stage 4 vs. stage 5 0.06685 0.1074 -0.04055 0.004052 8 8 14.15 34 -0.05222 to -0.02888 <0.0001

stage 4 vs. stage 6 0.06685 0.1054 -0.03855 0.004052 8 8 13.45 34 -0.05022 to -0.02688 <0.0001

stage 5 vs. stage 6 0.1074 0.1054 0.002 0.004052 8 8 0.698 34 -0.009668 to 0.01367 0.9874
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Table E2 ANOVA results and multiple comparisons for the UV rate constants across 

different impactor stages at 40% RH. 

 

 

 

 

 

 

 

Table E3 ANOVA results and multiple comparisons for the UV rate constants across 

different impactor stages at 60% RH. 

ANOVA results

Table Analyzed Data 3

Data sets analyzed A-E

ANOVA summary

F 86.06

P value <0.0001

P value summary ****

Significant diff. among means (P < 0.05)?Yes

R squared 0.8936

Brown-Forsythe test

F (DFn, DFd)

P value

P value summary

Are SDs significantly different (P < 0.05)?

ANOVA table SS DF MS F (DFn, DFd)P value

Treatment (between columns) 0.0494 4 0.01235 F (4, 41) = 86.06P<0.0001

Residual (within columns) 0.005884 41 0.000144

Total 0.05529 45

Ordinary one-way ANOVA

Number of families 1

Number of comparisons per family 10

Alpha 0.05

Tukey's multiple comparisons test Mean 1 Mean 2 Mean Diff. SE of diff. n1 n2 q DF 95.00% CI of diff. Adjusted P Value

stage 2 vs. stage 3 0.1175 0.112 0.0055 0.005504 9 10 1.413 41 -0.01020 to 0.02120 0.8542

stage 2 vs. stage 4 0.1175 0.1091 0.0084 0.005647 9 9 2.104 41 -0.007711 to 0.02451 0.5763

stage 2 vs. stage 5 0.1175 0.1857 -0.0682 0.005647 9 9 17.08 41 -0.08431 to -0.05209 <0.0001

stage 2 vs. stage 6 0.1175 0.1728 -0.0553 0.005647 9 9 13.85 41 -0.07141 to -0.03919 <0.0001

stage 3 vs. stage 4 0.112 0.1091 0.0029 0.005504 10 9 0.7451 41 -0.01280 to 0.01860 0.9841

stage 3 vs. stage 5 0.112 0.1857 -0.0737 0.005504 10 9 18.94 41 -0.08940 to -0.05800 <0.0001

stage 3 vs. stage 6 0.112 0.1728 -0.0608 0.005504 10 9 15.62 41 -0.07650 to -0.04510 <0.0001

stage 4 vs. stage 5 0.1091 0.1857 -0.0766 0.005647 9 9 19.18 41 -0.09271 to -0.06049 <0.0001

stage 4 vs. stage 6 0.1091 0.1728 -0.0637 0.005647 9 9 15.95 41 -0.07981 to -0.04759 <0.0001

stage 5 vs. stage 6 0.1857 0.1728 0.0129 0.005647 9 9 3.23 41 -0.003211 to 0.02901 0.1707
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Table E4 ANOVA results and multiple comparisons for the UV rate constants across 

different RH for stage 2. 

ANOVA results

Table Analyzed Data 3

Data sets analyzed A-E

ANOVA summary

F 70.05

P value <0.0001

P value summary ****

Significant diff. among means (P < 0.05)?Yes

R squared 0.8564

Brown-Forsythe test

F (DFn, DFd)

P value

P value summary

Are SDs significantly different (P < 0.05)?

ANOVA table SS DF MS F (DFn, DFd)P value

Treatment (between columns) 0.01764 4 0.004409 F (4, 47) = 70.05P<0.0001

Residual (within columns) 0.002958 47 6.29E-05

Total 0.0206 51

Ordinary one-way ANOVA

Number of families 1

Number of comparisons per family 10

Alpha 0.05

Tukey's multiple comparisons test Mean 1 Mean 2 Mean Diff. SE of diff. n1 n2 q DF 95.00% CI of diff. Adjusted P Value

stage 2 vs. stage 3 0.09535 0.1055 -0.01015 0.003645 9 10 3.938 47 -0.02049 to 0.0001896 0.0566

stage 2 vs. stage 4 0.09535 0.09064 0.00471 0.003645 9 10 1.827 47 -0.005630 to 0.01505 0.6973

stage 2 vs. stage 5 0.09535 0.1368 -0.04145 0.003498 9 12 16.76 47 -0.05137 to -0.03153 <0.0001

stage 2 vs. stage 6 0.09535 0.128 -0.03265 0.003566 9 11 12.95 47 -0.04276 to -0.02254 <0.0001

stage 3 vs. stage 4 0.1055 0.09064 0.01486 0.003548 10 10 5.923 47 0.004796 to 0.02492 0.0011

stage 3 vs. stage 5 0.1055 0.1368 -0.0313 0.003397 10 12 13.03 47 -0.04094 to -0.02166 <0.0001

stage 3 vs. stage 6 0.1055 0.128 -0.0225 0.003466 10 11 9.179 47 -0.03233 to -0.01267 <0.0001

stage 4 vs. stage 5 0.09064 0.1368 -0.04616 0.003397 10 12 19.22 47 -0.05580 to -0.03652 <0.0001

stage 4 vs. stage 6 0.09064 0.128 -0.03736 0.003466 10 11 15.24 47 -0.04719 to -0.02753 <0.0001

stage 5 vs. stage 6 0.1368 0.128 0.0088 0.003312 12 11 3.758 47 -0.0005935 to 0.01819 0.0762
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Table E5 ANOVA results and multiple comparisons for the UV rate constants across 

different RH for stage 3. 

ANOVA results

Table Analyzed s2

Data sets analyzed A-C

ANOVA summary

F 192.7

P value <0.0001

P value summary ****

Significant diff. among means (P < 0.05)?Yes

R squared 0.9437

Brown-Forsythe test

F (DFn, DFd)

P value

P value summary

Are SDs significantly different (P < 0.05)?

ANOVA table SS DF MS F (DFn, DFd)P value

Treatment (between columns) 0.008631 2 0.004315 F (2, 23) = 192.7P<0.0001

Residual (within columns) 0.000515 23 2.24E-05

Total 0.009146 25

Ordinary one-way ANOVA

Number of families 1

Number of comparisons per family 3

Alpha 0.05

Tukey's multiple comparisons test Mean 1 Mean 2 Mean Diff. SE of diff. n1 n2 q DF 95.00% CI of diff. Adjusted P Value

25%RH vs. 40%RH 0.07237 0.1175 -0.04513 0.002299 8 9 27.76 23 -0.05089 to -0.03937 <0.0001

25%RH vs. 60%RH 0.07237 0.09535 -0.02298 0.002299 8 9 14.13 23 -0.02874 to -0.01722 <0.0001

40%RH vs. 60%RH 0.1175 0.09535 0.02215 0.002231 9 9 14.04 23 0.01656 to 0.02774 <0.0001
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Table E6 ANOVA results and multiple comparisons for the UV rate constants across 

different RH for stage 4. 

 

ANOVA results

Table Analyzed s3

Data sets analyzed A-C

ANOVA summary

F 56.5

P value <0.0001

P value summary ****

Significant diff. among means (P < 0.05)?Yes

R squared 0.8248

Brown-Forsythe test

F (DFn, DFd)

P value

P value summary

Are SDs significantly different (P < 0.05)?

ANOVA table SS DF MS F (DFn, DFd)P value

Treatment (between columns) 0.006209 2 0.003104 F (2, 24) = 56.50P<0.0001

Residual (within columns) 0.001319 24 5.49E-05

Total 0.007527 26

Ordinary one-way ANOVA

Number of families 1

Number of comparisons per family 3

Alpha 0.05

Tukey's multiple comparisons test Mean 1 Mean 2 Mean Diff. SE of diff. n1 n2 q DF 95.00% CI of diff. Adjusted P Value

25%RH vs. 40%RH 0.07474 0.112 -0.03726 0.003653 7 10 14.43 24 -0.04638 to -0.02814 <0.0001

25%RH vs. 60%RH 0.07474 0.1055 -0.03076 0.003653 7 10 11.91 24 -0.03988 to -0.02164 <0.0001

40%RH vs. 60%RH 0.112 0.1055 0.0065 0.003315 10 10 2.773 24 -0.001778 to 0.01478 0.1438

ANOVA results

Table Analyzed s4

Data sets analyzed A-C

ANOVA summary

F 24.31

P value <0.0001

P value summary ****

Significant diff. among means (P < 0.05)?Yes

R squared 0.6695

Brown-Forsythe test

F (DFn, DFd)

P value

P value summary

Are SDs significantly different (P < 0.05)?

ANOVA table SS DF MS F (DFn, DFd)P value

Treatment (between columns) 0.007573 2 0.003787 F (2, 24) = 24.31P<0.0001

Residual (within columns) 0.003739 24 0.000156

Total 0.01131 26

Ordinary one-way ANOVA

Number of families 1

Number of comparisons per family 3

Alpha 0.05

Tukey's multiple comparisons test Mean 1 Mean 2 Mean Diff. SE of diff. n1 n2 q DF 95.00% CI of diff. Adjusted P Value

25%RH vs. 40%RH 0.06685 0.1091 -0.04225 0.006065 8 9 9.852 24 -0.05740 to -0.02710 <0.0001

25%RH vs. 60%RH 0.06685 0.09064 -0.02379 0.00592 8 10 5.683 24 -0.03857 to -0.009005 0.0014

40%RH vs. 60%RH 0.1091 0.09064 0.01846 0.005735 9 10 4.552 24 0.004139 to 0.03278 0.0099
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Table E7 ANOVA results and multiple comparisons for the UV rate constants across 

different RH for stage 5. 

 

Table E8 ANOVA results and multiple comparisons for the UV rate constants across 

different RH for stage 6. 

ANOVA results

Table Analyzed s5

Data sets analyzed A-C

ANOVA summary

F 108

P value <0.0001

P value summary ****

Significant diff. among means (P < 0.05)?Yes

R squared 0.8925

Brown-Forsythe test

F (DFn, DFd)

P value

P value summary

Are SDs significantly different (P < 0.05)?

ANOVA table SS DF MS F (DFn, DFd)P value

Treatment (between columns) 0.02699 2 0.01349 F (2, 26) = 108.0P<0.0001

Residual (within columns) 0.00325 26 0.000125

Total 0.03024 28

Ordinary one-way ANOVA

Number of families 1

Number of comparisons per family 3

Alpha 0.05

Tukey's multiple comparisons test Mean 1 Mean 2 Mean Diff. SE of diff. n1 n2 q DF 95.00% CI of diff. Adjusted P Value

25%RH vs. 40%RH 0.1074 0.1857 -0.0783 0.005433 8 9 20.38 26 -0.09180 to -0.06480 <0.0001

25%RH vs. 60%RH 0.1074 0.1368 -0.0294 0.005103 8 12 8.148 26 -0.04208 to -0.01672 <0.0001

40%RH vs. 60%RH 0.1857 0.1368 0.0489 0.00493 9 12 14.03 26 0.03665 to 0.06115 <0.0001
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Table E9 ANOVA results and multiple comparisons for the UV rate constants across 

different RH for overall particle size. 

 

ANOVA results

Table Analyzed s6

Data sets analyzed A-C

ANOVA summary

F 113.1

P value <0.0001

P value summary ****

Significant diff. among means (P < 0.05)?Yes

R squared 0.9005

Brown-Forsythe test

F (DFn, DFd)

P value

P value summary

Are SDs significantly different (P < 0.05)?

ANOVA table SS DF MS F (DFn, DFd)P value

Treatment (between columns) 0.02038 2 0.01019 F (2, 25) = 113.1P<0.0001

Residual (within columns) 0.002253 25 9.01E-05

Total 0.02264 27

Ordinary one-way ANOVA

Number of families 1

Number of comparisons per family 3

Alpha 0.05

Tukey's multiple comparisons test Mean 1 Mean 2 Mean Diff. SE of diff. n1 n2 q DF 95.00% CI of diff. Adjusted P Value

25%RH vs. 40%RH 0.1054 0.1728 -0.0674 0.004613 8 9 20.66 25 -0.07889 to -0.05591 <0.0001

25%RH vs. 60%RH 0.1054 0.128 -0.0226 0.004411 8 11 7.245 25 -0.03359 to -0.01161 <0.0001

40%RH vs. 60%RH 0.1728 0.128 0.0448 0.004267 9 11 14.85 25 0.03417 to 0.05543 <0.0001

ANOVA results

Table Analyzed overall

Data sets analyzed A-C

ANOVA summary

F 106.1

P value <0.0001

P value summary ****

Significant diff. among means (P < 0.05)?Yes

R squared 0.9099

Brown-Forsythe test

F (DFn, DFd)

P value

P value summary

Are SDs significantly different (P < 0.05)?

ANOVA table SS DF MS F (DFn, DFd)P value

Treatment (between columns) 0.021 2 0.0105 F (2, 21) = 106.1P<0.0001

Residual (within columns) 0.002079 21 9.9E-05

Total 0.02308 23

Ordinary one-way ANOVA

Number of families 1

Number of comparisons per family 3

Alpha 0.05

Tukey's multiple comparisons test Mean 1 Mean 2 Mean Diff. SE of diff. n1 n2 q DF 95.00% CI of diff. Adjusted P Value

25%RH vs. 40%RH 0.1055 0.1761 -0.0706 0.004974 8 8 20.07 21 -0.08314 to -0.05806 <0.0001

25%RH vs. 60%RH 0.1055 0.1267 -0.0212 0.004974 8 8 6.027 21 -0.03374 to -0.008662 0.001

40%RH vs. 60%RH 0.1761 0.1267 0.0494 0.004974 8 8 14.04 21 0.03686 to 0.06194 <0.0001
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Appendix F: Rstudio code for extracting genome 

composition information 

# 00 - UV inactivation virus sequence attributes 

# 2023.05.12 

# HAO LUO 

# LIBRARIES--------------------------------------------------------------------- 

library(stringr) 

# SET WORKING DIRECTORY--------------------------------------------------------- 

# Set the working directory. 

setwd("G:/My Drive/UALBERTA/8th - genomic model/model calculation/all ssrna") 

# DATA INPUT-------------------------------------------------------------------- 

files = c( 

"3_GA.txt","3_ms2.txt","5_hev.txt","8_ms2.txt","11_poliovirus.txt","coxsackievirus_B6.txt","echovirus_ty

pe_12.txt","feline_calicivirus.txt","polivorius.txt" 

          ) 

# DATA MANIPULATION------------------------------------------------------------- 

# Number of different sequences to assess. 

num_files = length(files) 

# Sequence information to extract from text files. 

seq_vars = c("Length", "FINAL_TT_TOTAL", "FINAL_TC_TOTAL","FINAL_CT_TOTAL", 

"FINAL_CC_TOTAL", "FINAL_YR_TOTAL" 

             ) 

 

# Define empty matrix seq_data to fill in with sequence information. 

seq_extract = matrix(NA, nrow = num_files, ncol = length(seq_vars)) 

# Define row names 

rownames(seq_extract) = str_remove(files,".txt") 

# Define column names 

colnames(seq_extract) = seq_vars 

# Loop through each file and count and record sequence information in each file. 

for (i in 1:num_files) { 

 

  # Read in each file, separated by line. 

  eachfile = scan(files[i], character(0), sep = "\n") 

  # Count sequence information. 

  length = as.numeric( nchar( eachfile[2] )) 

  num_TT_total = as.numeric ( str_count ( eachfile[2],"TT" )) 

  num_TTT_total = as.numeric ( str_count ( eachfile[2],"TTT" )) 

  num_TTTT_total = as.numeric ( str_count ( eachfile[2],"TTTT" )) 

  num_TTTTT_total = as.numeric ( str_count ( eachfile[2],"TTTTT" )) 

  num_TTTTTT_total = as.numeric ( str_count ( eachfile[2],"TTTTTT" )) 

  num_TTTTTTT_total = as.numeric ( str_count ( eachfile[2],"TTTTTTT" )) 

  FINAL_TT_TOTAL=num_TT_total+num_TTT_total+num_TTTTT_total-

num_TTTTTT_total+num_TTTTTTT_total 

  num_CT_total = as.numeric ( str_count ( eachfile[2],"CT" )) 

  num_TC_total = as.numeric ( str_count ( eachfile[2],"TC" )) 

  FINAL_TC_TOTAL=num_CT_total 

  FINAL_CT_TOTAL=num_TC_total 

  num_CC_total = as.numeric ( str_count ( eachfile[2],"CC" )) 

  num_CCC_total = as.numeric ( str_count ( eachfile[2],"CCC" )) 

  num_CCCC_total = as.numeric ( str_count ( eachfile[2],"CCCC" )) 
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  num_CCCCC_total = as.numeric ( str_count ( eachfile[2],"CCCCC" )) 

  num_CCCCCC_total = as.numeric ( str_count ( eachfile[2],"CCCCCC" )) 

  num_CCCCCCC_total = as.numeric ( str_count ( eachfile[2],"CCCCCCC" )) 

  FINAL_CC_TOTAL=num_CC_total+num_CCC_total+num_CCCCC_total-

num_CCCCCC_total+num_CCCCCCC_total 

  num_TTA_total = as.numeric ( str_count ( eachfile[2],"TTA" )) 

  num_TTG_total = as.numeric ( str_count ( eachfile[2],"TTG" )) 

  num_TCA_total = as.numeric ( str_count ( eachfile[2],"TCA" )) 

  num_TCG_total = as.numeric ( str_count ( eachfile[2],"TCG" )) 

  num_CTA_total = as.numeric ( str_count ( eachfile[2],"CTA" )) 

  num_CTG_total = as.numeric ( str_count ( eachfile[2],"CTG" )) 

  num_CCA_total = as.numeric ( str_count ( eachfile[2],"CCA" )) 

  num_CCG_total = as.numeric ( str_count ( eachfile[2],"CCG" )) 

  

FINAL_YR_TOTAL=num_TTA_total+num_TTG_total+num_TCA_total+num_TCG_total+num_CTA_to

tal+num_CTG_total+num_CCA_total+num_CCG_total 

   

  # Records sequence information for virus i in seq_info matrix. 

  seq_extract[i,] =  c(length, FINAL_TT_TOTAL,FINAL_CT_TOTAL, FINAL_CT_TOTAL, 

FINAL_CC_TOTAL, FINAL_YR_TOTAL 

                      ) 

} 

 

# DATA OUTPUT------------------------------------------------------------------- 

# Outputs data as an R file. 

save(seq_extract, file = 'virus-seq-attributes.RData') 
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Appendix G: Statistical analysis of the UV rate constant 

model 

Table G1 Results of the multiple regression analysis of the UV rate constant model for 

genome damage 

Model forms 
Statistics 

Parameters Values P value R2 

Summation in number: 

number numberk a UU b length c GC d=  +  +  +  

a 44.2144 10−−   1.6692×10-4 

0.9396 
b 41.3316 10−  7.2147×10-6 

c 41.8074 10−−   1.0296×10-4 

d 0.0100  1.4792×10-6 

Summation in ratio: 

ratiok a length b GC c=  +  +  

a 51.7362 10−  3.4719×10-25 

0.9259 b 0.0855−  0.02632 

c 0.0523  0.00753 

Summation with exponents in number: 

( )b

numberk a UU=   

a 0.0026  2.9663×10-7 

0.9204 
b 0.6046 3.0812×10-29 

Summation with exponents in ratio: 

( )bk a length c=  +  

a 57.3029 10−  0.2028 

0.9225 b 0.8494 4.5352×10-14 

c 0.0053  0.1191 

Multiplication with exponents in number: 

( )b c

number numberk a CU YR=    

a 48.6568 10−  1.3198×10-5 

0.9274 b -0.6248 0.00644 

c 1.2822 2.400×10-8 

Multiplication with exponents in ratio: 

a b

ratiok YR length=   

a 3.995 4.3585×10-30 
0.8802 

b 0.7013 3.0838×10-24 
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Table G2 Results of the principal components regression analysis of the UV rate constant 

model for genome damage 

Principal components regression in number 

Parameters  Coefficients of PC1 Coefficients of PC2 Plots 

UU 0.37539 -0.56552 

 

 

UC 0.37938 0.14743 

CU 0.37908 0.19628 

CC 0.3717 0.70658 

YR 0.37982 -0.25483 

Length 0.37979 -0.23563 

      GC                      0.3805                         0.01472 

 

 

 

 

 

Linear regression (R2=0.9056): 

0.0140 1 0.0293numberk PC=  +  

Principal components regression in ratio 

Parameters  Coefficients of PC1 Coefficients of PC2 Plots 

UU -0.40849 0.45229 

UC 0.4203 0.48299 

CU 0.41719 0.47595 

CC 0.41025 -0.19421 

YR -0.02365 0.49779 
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      GC                     0.55998                       -0.22387 

 

 

 

 

 

 

 

 

Linear regression (R2=0.9235): 

50.0021 1 1.7773 10 0.0104ratiok PC length−= − +  +  
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Appendix H: The pilot HVAC setup and in-duct UVGI 

system 

 

(a) 
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(b) 

 

(c) 

Figure H1 (a) – (b) A pilot-scale HVAC setup and an in-duct UVGI reactor, and (c) setup 

for UV irradiance measurement, bioaerosol generation and samplings 
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Figure H2 Design of cross-shaped tubes (units: cm) [123] 

 

 


