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A bstract

Two novel methods of measuring the luminosity delivered to the ATLAS 

Experiment at the CERN Large Hadron Collider experiments are presented. 

The production of pair via two photon interactions and single W ±/ Z a

boson production are evaluated as methods for the measurement and moni­

toring of the proton-proton luminosity at the LHC.

The characteristics of the pairs from coherent 7 7  interactions are

examined for both matrix element and equivalent photon based monte carlo 

generators with subsequent simulation of the ATLAS detector effects. The 

application of specific kinematic and vertex fit requirements is shown to offer 

a strong method of isolating signal from background and in turn yield an accu­

rate offline measurement of the delivered luminosity via the pure QED process. 

The choice of kinematic cuts is shown to reduce the overall uncertainty in the 

method by limiting the size of corrections to the two photon interaction cross 

section to the level of 1%. Based upon these developed criteria, the results 

of a first search for the exclusive production of /i+p ” events from two photon 

interactions at CDF and the Fermilab Tevatron are presented, providing pre­

liminary evidence for the first observation of two photon process at a hadron 

collider.

The observation of single gauge boson production is also reviewed as a 

promising method for online luminosity monitoring at the LHC. The theoret­

ical and experimental considerations are examined. Event selection criteria, 

efficiencies and rates are outlined based upon the trigger conditions of the
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ATLAS experiment. The combined effect of recent theoretical developments 

in the computation of higher order QCD corrections and parton distribution 

function (PDF) error sets are incorporated into simulation studies performed 

for the LHC. An implementation of new PDF reweighting method by which 

it is possible to calculate the effective uncertainty on physically measureable 

quantities, without requiring the repeated simulation of identical events with 

separate PDF error sets as input, is described. The error in acceptance for 

the observation of Z° —> e+e_ due to the most recent CTEQ PDF error set is 

shown to be less than 1 %.
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NNLO Next to Next Leading Order
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A cronym s
PDF Parton Distribution Function
PS Proton Synchrotron
QCD Quantum Chromodynamics
QED Quantum Electrodynamics
RHIC Relativistic Heavy Ion Collider
RMS Root Mean Square
ROD Read-Out Driver
ROI Region Of Interest
RPC Resistive Plate Chamber
SC Super Conducting
SCT Silicon Central Tracker
SUSY Supersymmetry
TAG Event tags, short event summaries for event selection
TGC Thin Gap Chamber
TPHIC Two Photon generator for Heavy Ion Collisions
TRT Transition Radiation Tracker

Sym bols
A Amperes (unit of current)
Hz Unit of frequency (cycles per second)
J Joules
K Kelvin
L integrated Luminosity
L instantaneous Luminosity
LVL Level
M Invariant Mass
MB MegaBytes
Q momentum transfer
T Tesla
W W att
Y rapidity
barn Unit of cross section equivalent to 10~24cm
eV electron Volt
V pseudo-rapidity

azimuthal or acoplanarity angle
a cross section (or resolution)

center of mass collision energy
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Chapter 1 

Introduction

The luminosity of a collider facility is by definition is a measure of the 

intensity of an accelerator’s colliding beams and indicates the interaction rate 

per unit cross section. The luminosity can be specified as either an instanta­

neous or integrated measurement both of which are important to all physics 

studies and results, as well as the overall accelerator performance. To obtain 

the experimental cross sections for the observed physics processes an absolute 

luminosity measure is needed. Relative luminosity monitoring is also neces­

sary in order to determine the partial luminosity for each physics run, once a 

correspondence to an absolute luminosity for each run can be determined.

In order to take advantage of the high luminosity available at the LHC 

it is important that the uncertainty in the absolute luminosity measure be 

known to approximately the same value as the uncertainty expected from the 

theoretical cross sections. The uncertainties in the cross section predictions 

are primarily associated with higher-order QCD corrections and the parton 

distribution functions. In addition to dedicated hardware devices located di­

rectly around the collision point or integrated within the detectors themselves, 

alternative approaches to luminosity measurement include the use of well un­

derstood physics processes. In this thesis two such physics processes for lumi­

nosity monitoring are described.

First, an overview of lepton pair production from two photon interactions 

will be given focusing on the observation of a /i+/i~ pairs for proton-proton 

collisions at the LHC. Potential backgrounds will be discussed along with the

1
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event variables which I have identified as strong measures by which the signal 

process can be distinguished from the backgrounds. Based upon the predicted 

cross sections and the developed event selection criteria I have estimated the 

uncertainty in delivered luminosity for this process at the LHC with a realistic 

simulation of the ATLAS detector. It will be shown that the 7 7  —» /i+/i“ 

process is a viable candidate method to provide an accurate measurement of 

the delivered luminosity at the LHC.

Subsequently the detailed results of a preliminary search I have performed 

for the exclusive production of p,+/i~ pairs from two photon interactions at 

the CDF Run II experiment of the Fermilab Tevatron will be described. The 

first set of candidate events from this search are used to perform a direct 

comparison between simulation and data.

Secondly the production of W  and Z  bosons as a luminosity monitor will 

be reviewed. The trigger and event selection criteria to be applied at ATLAS 

will be discussed along with the operational issues which I have identified as 

necessary considerations when using this process as a real-time monitoring 

tool. I have incorporated recent parton distribution function (PDF) errors 

sets together with existing numerical codes which calcuate higher order QCD 

corrections, thereby providing a first time view of the combined effects of these 

calculations upon the predicted rates for W  and Z  production at the LHC. 

In particular the method of PDF reweighting which I have implemented will 

also be discussed in detail. PDF reweighting will be shown as an accurate 

method by which the uncertainties associated with the various PDF error sets 

can be translated into uncertainties of physically observable quantities without 

resorting to the more traditional brute force and time consuming approach of 

generating separate simulation datasets for each of the available PDF error set 

members.

2

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 2

The Large Hadron Collider and 
the ATLAS Experim ent

2.1 T he Standard M odel o f P article  P hysics

Within the Standard Model, all m atter is composed of spin - 1/2 particles 

known as fermions. The fermions of the Standard Model are categorized into 

quarks and leptons, and come in three families. Leptons can interact via the 

electroweak interaction but not the strong interaction. Quarks can interact 

via the electroweak and strong interactions.

Although experiments have verified the accuracy of the Standard Model 

to high precision, it is still unable to answer some fundamental questions in 

a number of areas. For example, the fundamental question of why there are 

only three families of quarks and leptons is unanswered. Also, the other funda­

mental force, gravity, has yet to be incorporated within the Standard Model. 

Finally, the mechanism by which mass is generated, the Higgs mechanism, has 

yet to be experimentally verified.

The Standard Model although accurate, has 19 free parameters comprised 

of 3 gauge coupling contstants (ge, gw, gs), 2  parameters of the Higgs potential 

(■run , mw)i 9 fermion masses 3 mixing

angles (#12, $23? $13) and 1 phase angle <5 in the Cabibbo-Kobayashi-Maskawa 

matrix, and 1 vacuum parameter of QCD (6c p )• The fundamental fermions 

and bosons of the Standard Model are listed in Tables 2.1 and 2.2, respectively.

The foundations of the Standard Model are based upon the theories of

3
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Fundamental Fermions (Spin-1/2)
Quarks Le Dtons

Flavour Charge Mass [MeV/c2] Flavour Charge Mass [MeV/c2]
Up (u) + 2 /3 1.5 to 4.5 Electron neutrino (ve) 0 < 1.5 x 10~6

Down (d) -1/3 5 to 8.5 Electron (e_ ) -1 0.511
Charm (c) + 2 /3 1.0 to 1.4 x 103 Muon neutrino (ytl) 0 < 1.9 x 10~4
Strange (s) -1/3 80 to 155 Muon (n~) -1 105.7

Top (t) + 2 /3 170 to 179 x 103 Tau neutrino (/ir ) 0 <  18.2
Bottom (b) -1/3 4.1 to 4.4 x 103 Tau (r- ) -1 < 1777.1

Table 2.1: Fundamental fermions of the Standard Model.

Fundamental Bosons (Spin-1 )
Interaction Name Gauge Group Charge Mass [MeV/c2]

Electromagnetic Photon (7 ) U (l) 0 0
Weak W boson {W) SU(2) 1 80.4
Weak Z boson (Z ) SU(2) 0 91.2

Strong Gluon (g) SU(3) 0 0

Table 2.2: Fundamental bosons of the Standard Model.

Quantum Electrodynamics (QED), the Electro-weak interactions from the 

Glashow-Weinberg-Salam model [1-3] and the description of the weak force 

via the exhange of massive vector bosons, and Quantum Chromodynamics 

which describes the strong colour field interactions of the quarks. Both QED 

and QCD are gauge theories. The Standard Model gauge group is the product 

group SLTc{3) x SUl {2 ) x Uy{ 1) associated with the colour (c), weak and hy­

percharge (Y) symmetries. The subscript L indicates that the charged weak 

interaction involves couplings only to the chiral-left handed component of the 

fermion. Within the Standard Model one or more gauge bosons mediate each 

of the forces. The SUc(3) strong force mediated by 8  massless gluons, while 

the SUl {2) weak force is mediated by the three massive bosons W +, W~  and 

Z°. Finally the Uy( 1) electromagnetic force is mediated by the massless pho­

ton. However the gauge bosons must be massless in gauge theories.

Therefore the question arises as to how can the W  and Z  acquire mass while 

still satifying the requirement of local gauge invariance. The Higgs mechanism 

requires the spontaneous symmetry breaking of the local SU l ( 2 ) x  Uy( 1) gauge

4
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symmetry, and in the process is the mass generation mechanism for the weak 

gauge bosons and the massive quarks and leptons. The mechanism postulates 

the existence of a massive scalar particle known as the Higgs boson which has 

yet to be discovered. The discovery of the Higgs is the principle goal of the 

Large Hadron Collider (LHC) at CERN.

2.2 T he Large H adron Collider

The Large Hadron Collider (LHC) ring is 27 km in circumference along 

the border between Switzerland and France and was previously utilized for 

the LEP (Large Electron Positron) Collider until 2001 [4]. Counter circulating 

proton beams are accelerated to beam energies of 7 TeV for a centre of mass 

collision energy of 14 TeV, higher than any other accelerator facility. Figure

2.1 demonstrates the layout of the CERN accelerator complex that generates 

and progressively accelerates the proton beams to their final energy of 7 TeV.

At the LHC the first collisions of proton-proton beams is expected in 2007, 

with two high luminosity experiments under construction at Point 1 (ATLAS) 

and Point 5 (CMS) around the ring. Two further large experiments are under 

development for Point 2 (ALICE) and Point 8  (LHCb). Figure 2.2 indicates 

the locations of the access points and experiments around the LHC ring. The 

ultimate luminosity of the LHC is 2.3 x 1034 cm- 2  s_1  to be delivered to both 

ATLAS and CMS. The initial first year of operation will be 2  x 1033 cm- 2  s_1. 

In both cases the lifetime of the proton beams within the main accelerator is 

expected to be approximately 13 hours, with collisions occuring every 25 ns, 

as determined by the bunch spacing within the accelerator.

Initially protons are produced and accelerated in the CERN linear acceler­

ators (linacs) to an energy of 50 MeV, and subsequently transferred through 

the PS (Proton Synchrotron) Booster to 1.4 GeV, PS (Proton Synchrotron) 

to 26 GeV, and the SPS (Super Proton Synchrotron) to 450 GeV. The proton 

beams are then injected into the main LHC ring from which point they are 

accumulated and accelerated to the final beam energy. Table 2.3 summarizes 

the characteristics of the LHC at full design configuration.

5
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Accelerator chain of CERN (operating or approved projects)
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Figure 2.1: Schematic of the CERN LHC and injector accelerator system.
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Figure 2.2: Layout of the LHC underground areas including the experimental 
halls and service access points.
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Figure 2.3: Photograph of the LHC dipole magnet cryostat.

The LHC ring consists of 1232 super conducting main dipole magnets (to 

bend the proton beams) and 392 super conducting quadrupole magnets (to 

focus the beams). Each of the main dipole magnets is 14.3 m in length with 

an overall cold mass weight of 23.8 tonnes, providing a field strength of 8.33 

T while operating at a temperature of 1.9K. A 400 MHz Radio Frequency 

(RF) system operating at 16 MV is used to accelerate the proton beams. The 

dipole magnet cold mass is uniquely designed to accomodate both circulating 

proton beams within a single common cryostat, thereby saving on the amount 

of space needed within the LHC tunnel. The dipole magnet cold mass consists 

of 2  coils per aperture clamped around the cold bores by a common steel collar 

surrounded by an iron yoke and a shrinking cylinder. Figure 2.3 shows the 

open end of a LHC dipole magnet. Beam focussing around the LHC ring is 

achieved by the use of the super conducting quadrupole magnets operating at

1.9 K and providing a peak field strength of 6 .8 6  T. Each of the quadrupole 

magnets is 3.10 m in length with an overall cold mass weight of 6.5 tonnes.

The LHC and CERN accelerator complex will also be utilized for the accel­

eration and collision of heavy ions, such as Lead (Pb), to be observed with the

7
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Parameter Value
Number of experiments 2  high luminosity
Energy 7 TeV
Number of particles per bunch 1.67 x 1011

Number of bunches 2808
Filling time per ring 4.3 min
Bunch spacing 24.95 ns
Number of long range interactions per experiment 30
Total number of particles 4.7 x 1014

DC beam current 0.85 A
Stored energy per beam 531 MJ
Maximum transverse beam size in the arc at 7 TeV 0.3 mm
Transverse beam size at IP (r.m.s.) at 7 TeV 15.9 jum
Transverse rms beam divergence at IP 31.7 //rad
Luminosity 2.3 x 1034 cm“2s_1

Events per crossing 44
Total crossing angle 400 //rad
Total cross section 1 0 0  mbarn
Luminosity lifetime 13.0 hours
Energy loss per turn 7 keV
Total radiated power per beam 5.5 kW
RMS bunch length at 7 TeV 7.55 cm
Relative rms energy spread at 7 TeV 1.129 x 10~ 4

Table 2.3: Design parameters of the LHC accelerator system.

ALICE, ATLAS, and CMS experiments. While operating in Pb-Pb collision 

mode the energy per nucleon will be 2.76 TeV, colliding at a centre of mass 

energy of 1148 TeV and luminosity of 1 x 1027 cm - 2  s_1. Each ion bunch will 

be separated by 100 ns yielding an overall beam lifetime of approximately 7.3 

hours. The LHC is scheduled to operate in heavy ion mode for 25% of the time, 

and will provide collisions in excess of 5 times greater than presently available 

at the RHIC (Relativistic Heavy Ion Collider) facility at BNL (Brookhaven 

National Laboratory) in Upton, N.Y., United States.

2.3 The ATLAS E xperim ent

The ATLAS detector is to be situated 1 0 0  m underground at Point 1 along 

the LHC tunnel system. Figure 2.4 presents a 3-dimensional cut-out view of

8

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the ATLAS detector. ATLAS is a multi-purpose detector designed for the ob­

servation of proton-proton collisions at the LHC. Heavy ion collisions will also 

form a portion of the annual running for the LHC facility, and therefore is a 

further component of the ATLAS physics program. There are over 200 collab­

orating institutes contributing to ATLAS with over 2000 physicists, scientists 

and engineers as ATLAS members.

2.3 .1  Inner D etec to r

The ATLAS Inner Detector (ID) combines high-resolution detectors at the 

inner radii and continuous tracking elements at the outside radii [5-7]. The 

desired physics performance, in terms of momentum and vertex resolution, 

dictates that the ATLAS ID system consists of fine-granularity detectors so as 

to provide high precision measurements. Around the vertex region the highest 

granularity is achieved using semi-conductor pixel detectors. A straw tube 

tracker (TRT) at the outer radii provides continuous tracking at a lower cost 

and material introduced compared to the Pixel and SCT detectors.

Entirely contained within the 2 T central solenoidal magnetic field, the 

outer radius of the ID cavity is 115 cm with a total length of 7 m. The ID 

consists of three mechanical units as shown in Figure 2.5: a barrel part extend­

ing over ±80 cm, and two identical end-cap sections providing the remaining 

coverage. The precision tracking elements of the Pixel and SCT are contained 

within a radius of 56 cm, surrounded by the continuous tracking segments of 

the detector. Uniform rj coverage is provided over the full detector acceptance 

by having the final TRT wheels located at high z  extend inwards to a lower 

radius than the other TRT end-cap wheels.

In the barrel region the pixel and SCT detector layers are arranged on 

concentric cylinders around the beam axis. The endcap detectors are mounted 

on disks perpendicular to the beam axis. The pixel layers are segmented in 

R  — 4> and z, while the SCT detector uses stereo strips angled at 40 mrad to 

measure both of these coordinates. One set of strips in each layer of the SCT 

measures the value of <f>. The surrounding barrel TRT straws are parallel to 

the beam direction. Within the endcaps all tracking elements are situated in

9
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Figure 2.4: 3-Dimensional cut-out view of the ATLAS detector.
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Pixel Detectors

Figure 2.5: 3-Dimensional view of the ATLAS Inner detector system.

planes perpendicular to the beam axis. The continuous tracking elements of 

the TRT are arranged into wheels consisting of radial straws.

Each track typically traverses three pixel layers and eight strip layers. Sub­

sequent passage through the TRT yields typically 36 space points per track. 

Together, the two techniques yield robust pattern recognition and position 

measurement in 0 and 2  coordinates to high precision. This includes impact 

parameter measurement and vertexing for heavy-flavour quark and r  tagging. 

The measurement of secondary vertices is enhanced by the innermost layer of 

pixels, located at a radius of approximately 4 cm, which is as close as prac­

tically possible to the beam pipe. Due to the high radiation environment, 

the mechanical design of the pixel system has been made so as to allow the 

replacement of the innermost pixel layer over the course of the experment’s 

lifetime.

11
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System Position Area
(m2)

Resolution
<r(/jm)

Channels
(106)

coverage

\v\
Pixels 1 removable barrel layer 0.2 R<p =12,  z =  66 16 2.5

2 barrel layers 1.4 R<fi = 1 2 , z — 66 81 1.7
5 end-cap disks per side 0.7 R(f> =  12, R =  77 43 1.7- 2.5

SCT 4 barrel layers 34.4 R0 =  16, 2 =  580 3.2 1.4
9 end-cap wheels per side 26.7 R(j> =  16 , R  =  580 3.0 1 .4- 2.5

TRT axial barrel straws 
radial end-cap straws

170 (per straw) 
170 (per straw)

0.1
0.32

0.7 
0 .7 - 2.5

Table 2.4: Inner Detector components and their corresponding typical mea­
surement resolutions.

2.3 .2  C alorim etry

In order to achieve its ambitious physics goals, the ATLAS calorimetry [8,9] 

was designed with the following performance requirements:

• Jet energy resolution ^jp- = © 3% within the central rapidity region

M < 3;

• Energy resolution < 10% for E t  > 100 GeV clusters in the forward 

region 3 < |^| < 5;

• 1 % precision in the measurement of the absolute jet energy scale;

• jet tagging efficiency greater than 90%;

• granularity of Srj x 5(f> = 0.1 x 0.1 within the central region, \t]\ < 3, 

adapted to the lateral hadron shower size.

A 3-dimensional view of the calorimeter system is presented in Figure 2.6. 

Hadron calorimetry is present in the barrel (Hadronic Tile), end-cap (Hadronic 

Liquid Argon End-cap) and forward (Hadronic Liquid Argon Forward) regions 

of the detector.

Barrel and End-cap Electrom agnetic Calorim eters

The ATLAS electromagnetic calorimeter is a LAr detector with accordion­

shaped Kapton electrodes and lead absorber plates. The accordion geometry

12
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provides complete cj) symmetry without any azimuthal cracks. The thickness 

of the lead absorber plates has been optimised as a function of 77 in terms 

of the measured EM energy resolution performance. The EM calorimeter is 

divided into both barrel and end-cap regions providing coverage of \rj\ < 1.475 

and 1.375 < I77I < 3.2, respectively. Within the barrel region the size of the 

LAr gap is fixed at 2.1 mm. However, within the end-caps the absorbers 

have constant thickness with an increasing size of LAr gap when moving to 

larger values of radius. Within \r}\ < 2.5 the EM calorimeter contributes 

to precision physics measurements and is segmented into three longtitudinal 

sections as shown in Figure 2.7. The first layer is the strip section equipped 

with narrow strips with a pitch of 4 mm in the 77 direction, approximately 

0.0025 x 0.1 in A 77 x A (f> in size, that act as a preshower detector and provides 

precision position measurements in 77. The middle sampling is segmented into 

towers of size A77 x A (f) = 0.025 x 0.025. Over the full 77 coverage the EM 

calorimeter cells point back toward the interaction region. The signals from 

the EM calorimeters are extracted at the inner and outer faces of the detector 

and sent to preamplifiers located outside the LAr cryostat. The total number 

of EM calorimeter readout channels is approximately 190000.

Hadronic Tile Calorim eter

The Hadronic Tile Calorimeter consists of modules of iron absorber and 

scintillator tile readout with a granularity of A77 x A cj) =  0.1 x 0.3. There are 

three longitudinal samplings, providing coverage over the region of |?7| < 1.7.

Hadronic Liquid Argon End-cap Calorim eter

The Hadron Liquid Argon (LAr) End-cap Calorimeter consists of copper 

absorbers arranged in a parallel plate geometry. A total of four longitudinal 

samplings provide coverage down to [77! < 3.2. The granularity of the samplings 

varies with the region of coverage, with A77 x A (f> ~  0.1 x 0 .1  within 1.5 < 

I77I < 2.5, and A 77 x A (f> «  0 .2  x 0 .2  within 2.5 < I77I < 3.2.

14
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Figure 2.7: Readout granularity for each sampling layer of the barrel EM 
calorimeter.

Hadronic Liquid Argon Forward Calorim eter

The Hadronic LAr Forward Calorimeter consists of 3 modules. The elec­

tromagnetic module is closest to the interaction point and consists of copper 

absorber. The two remaining hadronic modules use tungsten as the absorber 

material. The modules are each 28, 91, and 89 radiation lengths in depth and 

provide nearly 2.7, 3.7, and 3.6 hadronic interaction lengths. The principal 

coverage provided by the Forward Calorimeter is between 3.1 < \rj\ < 4.9 with 

non-projective read-out cells covering an area of approximately Arj x A<fi =  

0.2 x 0.2. The Forward Calorimeter is fully integrated into the rest of the 

ATLAS calorimetry system, aiding to minimize any cracks in calorimeter cov­

erage. This is a premium feature for physics measurements with the ATLAS 

Calorimetry.
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2 .3 .3  M u on  S p ectrom eter

Figure 2.8 provides a three dimensional view of the ATLAS Muon Spec­

trometer system [10]. Four difference chamber technologies are utilized within 

the ATLAS Muon Spectrometer system. The chambers are arranged such 

that particles coming from the interaction point traverse at least three sta­

tions of chambers, and the position of the chambers are optimised to provide 

full coverage and momentum resolution.

In the barrel region the chambers are arranged into three concentric cylin­

ders centered around the beam axis at radii of 5, 7.5 and 10 m and provide 

coverage over the range of \rj\ < 1. A small opening is present in the cen­

tral R  — 4> plane at r] =  0 to allow for the passage of cables and services 

for the Inner Detector, central solenoid and calorimeters. The inner, middle 

and outer stations of chambers are arranged into projective towers. Within 

a given projective tower the chambers are optically connected by alignment 

rays so as to monitor their relative positions. The endcap chambers provide 

coverage over the region of 1 < \r]\ < 2.7 and are arranged into four disks in 

each endcap at distances of 7, 10, 14 and 21-23 m from the interaction point. 

For both the barrel and endcaps the chambers are arranged into a 16-fold 

azimuthal segmentation, matching the eight-fold azimuthal symmetry of the 

ATLAS magnet structure. Large chamber sectors provide coverage between 

the barrel toroid coils, while smaller chamber sectors cover the regions directly 

around the barrel toroid coils.

The Muon Spectrometer trigger is provided by three RPC (Resistive Plate 

Chamber) stations in the barrel, and three stations of TGCs (Thin Gap Cham­

bers) in the end-cap regions. Precision measurement of the muon tracks 

through the Spectrometer are provided by the CSC (Cathode Strip Cham­

bers) and MDT (Monitored Drift Tube) chambers.

The MDT chambers consist of aluminium tubes of 30 mm diameter and 

400 fim  thickness with a 50 /irn diameter central W-Re wire. The length of the 

aluminium tubes varies from 70 to 630 cm. The gas mixture of 93% Ar and 

7% CO2 at an absolute pressure of 3 bar provide for a maximum drift time of

16
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approximately 700 ns and a single-wire resolution of 80 ^m. In order to achieve 

a chamber measurement resolution better than the single-wire limit the MDT 

chambers are constructed from 2 x 4  and 2 x 3  monolayers of drift tubes for 

the inner and middle/outer stations, respectively. Each of the MDT chambers 

are attached to the spectrometer through kinematic supports and have their 

position monitored by an in-plane optical measurement system. The CSC 

are multi-wire proportional chambers with a segmented cathode strip readout 

providing position measurements with a resolution better than 60 fim  from 

the avalanche formed on the anode wire. The CSC are arranged in 2  x 4 layers 

and use a mixture of Ar, CO2 and CF4 gas yielding electron drift times of 

approximately 30 ns and a time resolution of 7 ns.

The RPC is a gaseous detector constructed without wires from two de­

tector layers and four readout strip panels. Both rj and (f> strips parallel and 

perpendicular to the MDT chamber wires provide two coordinate measure­

ments, and typically provide space and time resolutions of 1 cm and 1 ns, 

respectively. The narrow gas gap is is formed by two parallel resistive bakelite 

places separated by 2 mm thick insulating spacers. Operating with a gas mix­

ture of C2H2F4 the ionization electrons are multiplied into avalanche mode by 

a uniform electric field of 4.5 kV/mm.

Finally, the TGCs are similar in design to multiwire proportional chambers 

except that the anode wire pitch is larger than the anode-cathode separation. 

The anode wires and readout strips are arranged parallel and orthogonal, re­

spectively, to the MDT wires and provide both spatial and trigger information. 

The TGCs are operated with a mixture of 55% CO2 and 45% n-pentane in sat­

uration mode enabling the detector to be only slightly sensitive to mechanical 

deformations while providing short electron drift times and good time resolu­

tion. Constructed in sets of two or three chambers, between 4 and 20 anode 

wires from the TGCs are grouped together to form a trigger signal depending 

upon the desired granularity as a function of rj.
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Figure 2.8: 3-Dimensional view of the ATLAS Muon spectrometer system.
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Figure 2.9: Schematic of the ATLAS Trigger and data collection system.

2.3 .4  Trigger and D a ta  A cq u isition

The ATLAS trigger and Data Acquisition system is based on the three 

levels of online event selection, where each trigger level refines the decisions 

made at the previous level, and as needed applies further selection criteria. 

Figure 2.9 presents a schematic representation of the ATLAS Trigger and 

data collection system along with the anticipated event rates at the input and 

output of each stage of the trigger [1 1 , 1 2 ].

The Level-1 (LVL1) trigger makes an initial selection using reduced gran­

ularity information from a subset of detectors. For example, high pT muons 

are identified only using the RPC (barrel) and TGC (end-cap) trigger cham­

bers. The LVL1 trigger is required to uniquely identify the bunch crossing 

of interest. The latency of the LVL1 trigger is measured as the time from 

the proton-proton collision until the LVL1 trigger decision is made available 

to the front-end electronics. The design latency of the LVL1 system is 2.0 

(is. During this latency information from all the detector channels is stored in 

pipeline memories built from custom integrated circuits and situated close to
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the detector. The total number of detector channels exceeds 107.

Once an event has been selected by the LVL1 trigger, all detector channels 

are readout to readout drivers (RODs) and then into readout buffers (ROBs). 

All the detector data are stored in the ROBs either until the event is either 

accepted or rejected the the LVL2. If accepted, the process of moving data 

from the ROBs to the Event Filter (EF), known as event building, begins. It 

is at this point the full event is stored in a single memory accessible by an EF 

processor.

The LVL2 reduces the LVL1 rate from 75 kHz to approximately 1 kHz. 

The latency of the LVL2 system is variable and expected to be in the range of 

1 to 10 ms. The LVL2 trigger makes use of information provided by the LVL1 

trigger known as “regions of interest” (Rol). Such Rol information can include 

the position in (r/, <p) and pr  of candidate objects, such as high pr  muons, 

electrons, photons, hadrons, and jets, as well as values for missing ET vector 

and scalar sums. Using the Rol information provided by the LVL1 trigger, the 

LVL2 system selectively accesses data from the ROBs. Additionally, secondary 

Rols, typically for low pr  objects, that did not contribute to the selection of 

the event are also made available to the LVL2 trigger from the LVL1.

The Event Filter (EF) is the third and final stage of the online trigger 

system and immediately follows the LVL2. The EF will reduced the LVL2 

rate by an order of magnitude to aproximately 100 to 200 Hz. The EF will 

employ offline algorithms and methods, specifically adapted for the ATLAS 

online environment, and utilize the most up to date calibration and alignment 

information. The EF system has the advantage of being able to running com­

plex analyses on the data which, due to processing time limitations, cannot be 

executed at LVL2. Such algorithms would include vertex and track fitting us­

ing bremsstrahlung recovery for electrons. The final selection of physics events 

is made by the EF, which subsequently dispatches the events to mass storage 

for later offline analysis using the full ATLAS software framework. Event sizes 

are expected to be on the order of 1 to 2 MegaBytes, thereby requiring the 

use of a mass storage system capable of sustaining in excess of 1 0 0  to 2 0 0  

MegaBytes /  second.
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2 .3 .5  A T L A S C om p u tin g  M od el

In order to reconstruct, reprocess and analyse the PetaBytes of data ex­

pected from ATLAS it was necessary for the ATLAS Collaboration to develop 

a distributed Grid-based computing model. The necessity of such a model was 

based upon the realization that traditional single-site computing and data 

storage centres would not sufficiently support the broad scope of analysis ac­

tivities.

The ATLAS computing model is based upon the typical LHC Comput­

ing Grid structure of a multi-tiered architecture [13]. Figure 2.10 shows a 

schematic of the Tier levels associated with the computing model. Successive 

levels of Data Challenges (DC) have been undertaken within ATLAS since 

2000 to develop and test the ATLAS Computing Model in preparation for the 

commencement of data-taking in 2007 [14].

Distributed globally are a series of Tier-1 facilities which are responsible for 

the storage of the raw and the associated production of the Event Summary 

Data (ESD) format corresponding to this raw data. Several times per year 

the Tier-1 facilities will reprocess the collected raw data samples in order to 

produce and update the necessary calibration data and subsequently propa­

gate this information in to an offline database that can be accessed by physics 

groups and individual users. There will be 8  Tier-1 facilities distributed glob­

ally for ATLAS, including the Canadian Tier-1  centre based at the TRIUMF 

laboratory in Vancouver.

Sitting below the Tier-ls are the Tier-2 facilities which within ATLAS 

are responsible for production of the entire simulation data samples that will 

be used by the collaboration. It is also at the Tier-2 sites that all access 

to the Analysis Object Data (AOD) will be provided for both the centrally 

coordinated physics group activities as well as for individual user analysis. At 

each of the Tier- 2  facilities a large portion of the AOD sample will be available. 

Futhermore, the entire set of TAG data will be available at each Tier-2.

Typically two Tier-2 centres are each associated with a particular Tier-1 

centre. Within Canada Tier-2 facilities have been proposed to be situated
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Western and Central Canada, and will provide a number of functions including: 

the resources to the entire ATLAS collaboration as required by signed Mem­

orandum of Understanding; computing resources and support to Canadian 

ATLAS physicists for their specific research and analysis needs. Overlaying 

the Tiered architecture of hardware is a Grid-based computing infrastructure 

that is under development to provide the necessary resource and data manage­

ment functionalities to enable ATLAS users to collect and analyse the data.

W ithin the overall ATLAS computing model individual countries, includ­

ing Canada, have the flexibility to interface the LHC Computing Grid to their 

specific multi-purpose multi-user facilities that are in themselves accessible 

through standard Grid interfaces. For example, Figure 2.11 shows the planned 

relationship between the LCG and the Grid computing infrastructure at the 

ATLAS Canada institutes. The end result will be a system that allows the 

Canadian ATLAS institutes to flexibly provide the necessary computing and 

storage resources to the collaboration while at the same time enabling Cana­

dian physicists to take leading roles in the analysis of the LHC data.

2.4 P hysics at th e  LHC and ATLAS

The LHC will provide the opportunity for a wide range of physics studies 

ranging from precision measurements of the Standard Model parameters to 

the search for the Higgs boson and for physics beyond the Standard Model. 

The most pressing question is in regards to the origin of mass. In the Stan­

dard Model mass is generated via the Higgs mechanism. The result of this 

mechanism is the production of a particle known as the Higgs boson. Direct 

and indirect searches at current and previous experiments have excluded the 

existence of the Higgs below approximately 114 GeV/c2 [15]. However theory 

requires that the mass of the Higgs not be greater than 1 TeV/ c2 and as such 

the entire allowable mass range will be accessible at the LHC.

Another of the major objectives of the LHC is to search for evidence of 

physics beyond the Standard Model. At present one of the best theoretically 

motivated sources of beyond the Standard Model physics is supersymmetry. If
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supersymmetry exists at the electroweak scale then large amounts of squarks 

and gluinos, as of yet unseen, can be expected at the LHC. Given the kinematic 

reach available to the LHC, if supersymmetry is found to exist then ATLAS 

and the LHC experiments will be poised to make precision measurements of 

the properties of supersymmetric particles.

The LHC will also be a important tool for precision Standard Model 

physics. Copious amounts of top quark and gauge bosons will be produced at 

the LHC allowing for the precise mass measurements of the top quark, W  and 

Z. Approximately 8  million it  events are expected per year at a luminosity of 

1033cm_2s-1 , including nearly 300 million single W  events. W ith such large 

statistics the challenge will to understand the sources of systematic error that 

will enable a W  mass measurement with a precision less than 20 MeV/c2. 

Finally, there will be a wide variety of QCD studies that can be carried out 

at the LHC including precise constraints on the parton distribution functions. 

A complete description of the physics topics foreseen for ATLAS at the LHC 

can be found at [16,17].
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Chapter 3 

Lum inosity M easurem ent at 
Hadron Colliders

Luminosity is defined as the intensity of the accelerator colliding beams, or 

the interaction rate per unit cross section. Both instantaneous and integrated 

luminosity are values of interest. The absolute luminosity is needed to calculate 

the experimental cross sections of the observed physics processes. The relative 

luminosity is needed to determined for each physics run so as to provide a 

measure of the absolute luminosity on a run-by-run basis. The accuracy to 

which the absolute luminosity must be measured in order to take advantage of 

the LHC is related to the errors associated with the theoretical cross section 

predictions.

On the timescale for LHC startup in 2007 an overall theoretical error of 

approximately 5 % is estimated taking into account factors such as higher 

order QCD corrections, parton distribution functions, choice of energy scale, 

and renormalization scheme. Therefore the goal is to measure the delivered 

luminosity to an equivalent accuracy of approximately 5%.

It is important to monitor the luminosity over shorter time intervals than 

available to the absolute luminosity measurement methods. Options include:

• Hodoscopes, constructed from scintillator, at small polar angles to the 

beam could be used to measure the total non-diffractive cross section. 

However this is typically appropriate for < 1 interactions per bunch 

crossing only, and not for the LHC conditions in which the average num­

ber of bunch crossings is > >  1. Futhermore, the radiation environment
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in the forward region is very harsh, and scintillator material is very sus- 

ceptable to radiation damage

• Measure event rates in small solid angle sub-detector such that the av­

erage number of particles intersecting the detector per bunch crossing is

• Monitor the integrated particle flux via the current in an ionization 

chamber.

Various methods have been deployed at previous and current hadron collid­

ers. A brief discussion of some of the current and future hardware techniques 

are discussed below.

3.1 L um inosity M easurem ent using D ed icated  
R unning Scenarios

3.1 .1  van der M eer m eth o d

The luminosity of a two-ring collider can be described as [18]:

where p is the particle distribution in the beam in the plane other than the 

crossing plane, and a  is the beam crossing angle. The currents 11 I2 of the 

circulating beams are accurately measured using beam transformers.

The largest uncertainty comes from the calculation of the transverse beam 

size at the interaction point. The vertical distance between the centres of the 

beam distributions at the crossing must be known in order to find heff .

The van der Meer method requires that the beams are steered vertically 

with the rate observed in a beam monitor. By constructing a plot of the rate 

as a function of relative vertical separation h of the two beams, it is then 

possible to calculate the value of hef f  as:

< 1.

h h (3.1)
ce2 h?ej f  ta n (a /2 )

r+°° i r+oo ,
. J-oo  P l d z  J-oo  P ld z
neff ----- (3.2)

26

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 3.1: Schematic representation of the crossing colliding beams for lumi­
nosity measurement using the van der Meer method.

(Area under the curve) , .
ê  (Rate at h =  0)

In order to measure the luminosity with an accuracy of 5% at the LHC 

using the van der Meer method requires that the height (z) of the beams 

must be known to an accuracy of approximately 4 /mi. However, the typical 

resolution of beam position monitors is approximately 16 /xm. Therefore it 

would be difficult to achieve a luminosity measurement with a precision of 

better than 5 to 10% using the van der Meer method. Furthermore, the 

van der Meer method could not be operated at the design luminosity and 

beam parameters, and would require dedicated runs at luminosities less than 

1 0 30cm~2s_1.

3.1 .2  E lastic  S catter in g

It is possible to obtain a measurement of the absolute luminosity via elastic 

scattering. In this procedure the total cross section is deduced from the simul­

taneous measurement of the differential cross section da fdt  of elastic scattering 

at small angles, and the total interaction rate [19]. This procedure requires the 

use of far forward detectors close to the beam-line to measure the small angle 

scattering, in conjunction with the existing sub-detectors to provide the total 

interaction rate. With this method it is difficult to measure the luminosity to 

a precision much better than 5 to 10 %.
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Figure 3.2: Example distribution of the observed rate in a beam monitor 
during luminosity measurement using the van der Meer method.

3.2 B eam  Instrum entation  for L um inosity  D e­
term ination

3.2 .1  B eam  L u m inosity  M on itors

The LHC beam luminosity monitor is based on the following principle 

[20]. The neutrals that originate in LHC at every p p  interaction develop 

showers of minimum ionizing particles in the absorbers placed in front of the 

separation dipoles. The shower energy, measured by suitable detectors in the 

absorbers is proportional to the number of neutral particles and, therefore, to 

the luminosity. The principle lends itself to a luminosity measurement on a 

bunch-by-bunch basis. However, to make such a measurement feasible, the 

system must comply with extremely stringent requirements. The speed of 

the monitor operation must match the 40 MHz bunch repetition rate of LHC. 

Besides, the detector must be able to withstand extremely high radiation doses.
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Figure 3.3: Beam luminosity figure.
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Figure 3.4: Schematic of a possible secondary emission counter luminosity 
monitor at the LHC.

3 .2 .2  D ed ica ted  su b -d etecto rs

The Large Hadron Collider (LHC) nominal luminosity is 1034 cm- 2s-1 , but 

special runs at 1028 cm- 2  s- 1  are also foreseen. In order to cover a luminosity 

dynamic range of six orders of magnitude, a new concept of luminosity monitor 

shown in Figure 3.4 has been designed based on a double mode detector, 

working as a secondary emission counter at the highest luminosity and as an 

ionisation chamber at lower levels [2 1 ].
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Figure 3.5: Photograph of one module of the CDF Run II Cherenkov Lumi­
nosity Counter monitor.

3.3 D ed icated  E xperim ent S u b -detectors for 
In -situ  L um inosity  M easurem ent

3.3 .1  C D F  R u n  II C herenkov L u m inosity  M on itor

We describe the initial performance of the CLC detector used for the lu­

minosity measurement in the CDF experiment in Run II at the Tevatron [22], 

Shown in Figure 3.5 the detector consists of low-mass gaseous Cherenkov coun­

ters with high light yield ( 1 0 0  photo-electrons) and monitors the process of 

inelastic pp  scattering. It allows for several methods of precise luminosity 

measurements at peak instantaneous luminosities of 2  x 1 0 32 cm - 2  s-1 , corre­

sponding to an average of six p p  interactions per bunch crossing. W ith the 

CLC a linear relationship is observed between the luminosity and the cor­

responding number of tracks counted in the detector. Furthermore with a 

time resolution of approximately 140 ps it is possible to follow the collision of 

bunches in real-time.
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Figure 3.6: Schematic view of the DO Run II luminosity monitor.

3 .3 .2  DO R u n  II L u m inosity  M onitor

The DO Run II Luminosity Monitor consists of plastic scintillation detectors 

with fine-mesh photomultiplier readout that cover the range 2.7 < |r?| < 4.4 

in pseudorapidity [23]. A schematic view of the DO Run II luminosity mon­

itor is shown in Figure 3.6. The detector is designed to provide a precise 

measurement of the rate for non-diffractive inelastic collisions that is used to 

calculate the Tevatron luminosity at DO. Excellent time-of-flight resolution 

allows a clean separation between beam-beam interactions and the principal 

background from beam halo. In addition, timing is used to measure the po­

sition of the primary interaction vertex and to detect multiple interactions. 

Accurate correction for multiple pp  interactions in a single beam crossing is 

essential for an accurate luminosity determination. Associated electronics pro­

vide a single-interaction trigger term for the DO Level 1 trigger, and readout 

of the photomultiplier timing and pulse-height measurements.

3.3 .3  A T L A S L U C ID  d etecto r

In ATLAS a purpose built luminosity Cherenkov imaging detector named 

LUCID is planned for installation in 2007 [24]. The technological choices 

behind LUCID are based upon the successful deployment of the CLC detector 

at CDF discussed in Section 3.3.1. LUCID will consist of two detectors, one
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Figure 3.7: 3-Dimensional view the location of LUCID relative to the ATLAS 
endcap region and the associated shielding in that region.

per endcap of ATLAS, each consisting of 168 Aluminium tubes filled either 

with C4F 10 or Isobutane at a pressure of between 1 and 2 Bar. The tubes are 

arranged into 4 layers of 42 tubes per layer with a Winston cone at the end 

of the tubes that transmits the generated Cherenkov light onto a bundle of 

7 quartz fibers for each tube that lead to a multi-anode photomultiplier tube 

installed in the nearby nose shielding. As shown in Figure 3.7 the front-face 

of each LUCID end is situated approximately 17 m from the interaction point 

within the forward cylindrical shielding and provides coverage in the range 

of 5.4 < I77j < 6.1. The expected annual radiation dose within the LUCID 

region is approximately 7Mrad at the LHC design luminosity of 1034cm- 2s-1. 

In addition to the primary purpose of luminosity measurement, it will also be 

possible to integrate LUCID with the ATLAS trigger system so as to provide 

input for a rapidity gap trigger for diffractive physics. A cutaway view of 

the LUCID detector and the associated support cone structure are shown in 

Figure 3.8.
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Figure 3.8: Cutaway view of the location of LUCID and the associated support 
cone around the LHC beampipe.
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Chapter 4

Physics Processes for 
Lum inosity M onitoring at the  
LHC

In order to utilize physics processes as a tool for the measurement of lu­

minosity at the LHC it is necessary for the theoretical description, which 

underlies the particular physics of interest, to be well understood and to high 

levels of accuracy. In this chapter the two primary physics processes proposed 

as luminosity measurement (or monitoring) methods will be reviewed. The 

processes of two photon interactions at hadron colliders and single gauge bo­

son production at the LHC, provide unique and complimentary methods by 

which the luminosity delivered to the ATLAS experiment can be measured, in 

addition to the measurements that will be provided by dedicated purpose-built 

luminosity measurement detectors.

4.1 Two P h oton  In teractions at H adron C ol­
liders

In addition to hard scattering processes that are typically studied at hadron 

colliders such as the LHC, it is also possible to utilize these facilities as a 

photon-photon collider. In this situation the collisions are of virtual photons 

arising from the electromagnetic field of the incoming proton beams. Two 

methods are typically used to describe the process by which the photons are 

emitted from the incoming hadron beams, and as such contribute to the over-
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all calculation of the cross section of the two photon process. These method 

are the equivalent photon approximation and the direct matrix element calcu­

lation. The exclusive lepton pair production via photon-photon fusion process

p(p)  P +  l+ l + P (4.1)

was proposed as the signature process for a luminosity monitor and was 

first described in [25].

4.1 .1  T h eoretica l M od els

The equivalent photon approximation (EPA) [26,27] can be written as the 

factorized product of the the equivalent photon flux from each incoming beam 

times the direct cross section for the two photon collision which produces the 

lepton pair.

The cross section for the two photon process can be factorized into the 7 7  

luminosity function L77 and the cross section of the photon-photon interaction 

process 7 7  —> X j .

Here u77 is the cross section for the corresponding subprocess, n{wj) are 

the equivalent photon spectra from the incoming beams, to, are the energies 

of the incoming photon beams and W  =  \J\w\W2 is the invariant mass of the 

outgoing X f  system. A formulation of the equivalent photon flux based upon 

the semiclassical impact parameter space description of the interaction can be 

written as [28,29]

d a  =  cr77_>/+ /- drii dn 2 (4.2)

a  = (V4wtC2) (4.3)

(4.4)
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Figure 4.1: Effective two photon luminosities at the LHC and LEP for different 
ion species including pp  collisions as a function of the two photon invariant 
mass.

where K 0ii(£/£o) are the Bessel functions, such that £„ =  1/(RM N) = 

wR/'yP and £ is the fraction of the total momentum of each nucleus carried by 

the photons. The variables R  and M N represent the radius and the mass of 

the colliding nuclei, respectively. As indicated there is a squared dependency 

upon the Z  of the ion beam which will enhance the equivalent photon flux 

for heavy ions compared to strictly proton-proton collisions. Figure 4.1 shows 

the effective two photon luminosities at the LHC for the collision of different 

ion species as a function of the two photon invariant mass [26]. The plotted 

luminosities also take into consideration that the ion-ion luminosity for each 

heavy ion species is different and several orders of magnitude less than the 

proton-proton luminosity. The effective two photon luminosities for Ar-Ar is 

therefore larger than Pb-Pb. Similarly for values of invariant mass greater 

than 180 GeV/c2 the two photon luminosity from proton-proton collisions is 

larger than Pb-Pb.

For the Matrix Element calculation of two photon interactions from collid-
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ing lepton beams the differential cross section can be written as [27]

«  dw dq2 Q m in \ _  a  d w  , a c \
d r i Q E D  — ---------------------- 2 ~ )  ~ ------772------- 777 (4 .b)7r w q2 q2 7x w (^ -  +  q 2,)2

where q(w, q) is the four-momentum of the virtual photon and 7  =  E / m  

is the Lorentz factor of the colliding particle.

However when the colliding beams are protons (or antiprotons) one must 

then include the electromagnetic form factors Ge and G m  for the proton.

For purely elastic collisions as illustrated by the Feynman diagram of 4.2 

a) we have

C 2 — q2
E  4  m  2 ffl

dneiastic = driQED  2 ” ™ (4-7)
1 -  \ m 2p

For the semi-inelastic and inelastic collision processes an additional factor 

needs to be applied for each inelastic vertex yielding

W2(q2 M 2)
driineiastic =  dflQED ^  dM  (4.8)

2  m p

(4 ,9 )
v 47r2a  M 2 - m 2

where M  is the invariant mass of the hadronic system, W2 is the inelastic 

scattering structure function, and a].p are the j p  cross sections known from 

photo-production and deep inelastic scattering experiments. The characteris­

tic lepton pair px for purely elastic collisions is much less when compared to 

that for inelastic collisions. Experimentally the observed cross section for two 

photon production of n +pT pairs can be written as

X + fi+ n  —  elastic  . m e (  _  /1  _  \  rescattering ( a  1
17 7 7  7 7  ° z n e t (-/ 77  Vx  '-'rescatter m g ) u  7 7  V t̂ - -L U /

The Born amplitude of two photon exchange to produce lepton pairs can 

be calculated completely within QED. In the final state there are no strong 

interaction effects between the leptons. However one must consider the size of
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the absorptive corrections arising from inelastic proton-proton rescattering as 

shown in Figure 4.3.

The rescattering corrections are strongly suppressed for two reasons [27]. 

Firstly, the primary part of the Born cross section comes from the peripheral 

region with large impact parameter b where the strong amplitude A(s,b) is 

small. Secondly, in the region of small b the rescattering correction is greatly 

suppressed due to the angular integration.

In addition to the fully elastic-elastic case, there are the contributions 

coming from the semi-inelastic and fully inelastic reactions as shown in Figure 

4.2 b) and 4.2 c).

pp —> X  +  l+l~ +  p (4-11)

p p ^  X  + l+l~ + Y  (4.12)

where X  and Y  can be baryon excitations such as the N* or A isobars. 

While it is possible to calculate the matrix elements for these processes based 

upon photo-production and deep inelastic scattering experiments, the matrix 

elements are not known to high accuracy [27]. Therefore the preferred solution 

is to suppress as much as possible the contributions arising from these processes 

through the application of suitable experimental cuts.

Inelastic vertices of the type p —> X  + 7  vanish like q\t as the transverse 

momentum of the photon qu approaches zero. Therefore in order to suppress

the production of N* and A it is easiest to select events with very small

transverse momentum of the lepton pair, typically required to be 10 to 30 

MeV. The integral over the transverse momenta of the photons in the Born 

cross section therefore becomes

The dominant contributions come from the regions where qu < pt• Select­

ing events at the LHC such at the total transverse momentum of the lepton 

pair is small (pt < 30 MeV for example) then the Born cross section behaves 

as
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The excitation processes can also be suppressed by taking advantage of the 

peak in acoplanarity angle at <fi =  0 .

A bsorptive (re-scattering) Conditions [27]

For the rescattering process schematically shown in Figure 4.3 the calcu­

lation proceeds with an extra loop integration over the momentum Q trans­

ferred via the strong interaction amplitude represented by the dark region. 

The strong interaction in this case is not mediated by a point-like object and 

rather should be viewed as a mutipheral or gluon ladder (pomeron) exchange 

between the protons. Therefore Figure 4.3 is a simplified representation of 

the underlying process. In the end the total correction to the Born cross sec­

tion due to rescattering can be computed as 25 da/dpi  where a  is the cross 

section for the QED subprocess of two photon scattering through the lepton 

box. In the assumption of small transverse momentum of the lepton pair, the 

absorptive correction reduces to

where aineiastic is the total inelastic cross section and C  is a numerical

p,+p~ pair of invariant mass 20 GeV yields coefficients C  equal to 0.14, 0.13, 

0.09 and 0.08 for p t  =  5,10, 30, and 50 MeV, respectively. This results in 

a negligible correction to the Born cross section due to absorptive effects in 

the situation of low muon pair transverse momentum. For example the p +p~ 

production with pair tranverse momentum pr  of 10(50) MeV/c results in a 

rescattering correction of

The end result is that the rescattering correction to the Born cross section 

does not induce a sharp peak in the lepton pair acoplanarity distribution. As

® inelastic  2 (4.15)

coefficient. The calculations of Khoze et al. [27], yield for the production of a

25 «  —— p\ C < 0.02% (0.13%) 
47T

(4.16)
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a )  b) c )

Figure 4.2: Feynman diagrams for the production of a) elastic, b) semi­
inelastic, and c) fully inelastic lepton pair production via two photon collisions 
at the LHC.

p

pp

Figure 4.3: Feynman diagram for inelastic proton-proton rescattering effects 
during lepton pair production via two photon collisions at the LHC.

such a fit of the acoplanarity angle distribution would also be well suited to 

suppress contributions due to the rescattering correction.

4.1 .2  M o n te  C arlo S im ulations

At present there are only a small set of Monte Carlo generators specifi­

cally written for the simulation of two photon collisions from incoming hadron 

beams. These generators can be categorized into the two types of using either 

the Equivalent Photon Approximation or a full matrix element calculation.

Of the available generators only the LPAIR Monte Carlo [30,31] performs 

a full Leading Order matrix element calculation. LPAIR is able to simulate 

two photon interactions from incoming proton, antiproton or electron/positron 

beams. In addition to simulating fully elastic collisions, it is also capable of 

simulating the cases where either one or both of the incoming protons dissoci­

ates upon emitting the photon. The corresponding kinematic effect upon the 

produced lepton pair is calculated according to whether the collision is elastic,
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Figure 4.4: Feynman diagram for lepton pair production from double pomeron 
exchange as simulated with DPEMC.

semi-inelastic or fully inelastic. The dissociation of the (semi-)inelastic proton 

are however not simulated within LPAIR and are left for other generators to 

simulate.

The remaining generators of TPHIC [32], PHOJET [33,34], and DPEMC 

[35] are in general all based upon the EPA formalism. Differences between the 

functionalities of the programs, such as the available number of final states 

from the 7 7  collision, exist. The DPEMC program has the added feature of 

including several models of double Pomeron exchange, such as the inclusive 

process as shown in Figure 4.4 which is a background to the two photon pro­

duction of lepton pairs [36]. The results presented in Chapter 5 are based 

upon the LPAIR and DPEMC Monte Carlo generators as they best represent 

the process of two photon interactions during p p  collisions at the LHC. 1 The 

Pythia [37] Monte Carlo generator is used for the simulation of various back­

ground processes to the production of p +pL~ pairs from two photon collisions 

at the LHC.

4.2 Single G auge B oson  P rod u ction  at the LHC

At the CERN LHC (and the Fermilab Tevatron) the main process by which 

the 7 * j Z  or W  intermediate vector boson is generated is via the Drell-Yan 

process [38] in which a quark and anti-quark annihilate.

1A discussion of the non-applicability of TPHIC to the simulation of 77 collisions during 
pp  running at the LHC will be given in 5.1.
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Figure 4.5: Feynman diagrams for the production of W  and Z  bosons via 
Drell-Yan at Leading Order QCD.

q + q ^ 7*/Z  (4.17)

u + d ^ W + (4.18)

u + d - * W ~  (4.19)

The Feynman diagrams for the Drell-Yan production of W  and Z  are shown 

in Figure 4.5. Here the Drell-Yan process occurs through the collision of 

valence quark and sea quark (or sea quark and sea anti-quark) of the same 

flavour for the Z°. For the production of W  bosons it requires the collision of 

either valence quark and anti-quark from the sea or sea quark and sea anti­

quark in which the annihilating quarks are of different flavour. Figure 4.6 

demonstrates the cross section for various hard scattering processes including 

the production of W  and Z  as a function of y/s [39]. The cross sections for 

such production at the Tevatron and LHC are marked by the dashed lines and 

can be analytically written as

a w + =  J  dxi dx2 Fu/pFjip cr(ud -> W +) (4.20)

°W~ = J  dxi dx2 Fu/pFd/pa{ud —> W~)  (4.21)
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Figure 4.6: Cross section for hard scattering, including the production of W  
and Z,  as a function of y/s at the Tevatron and LHC.

where &(ud —> W +) (and d(ud —> W~))  is the cross section when the u and 

d (and the u and d) annihilate. The Parton Distribution Functions (PDFs) 

Fq/P(x) give the probability of finding a quark q inside a proton that carries a 

fraction x of the momentum of the proton, p.

*ud—>W+ — ‘Z'K 8 ( s (4.22)

Since dxidx2 =  X\x2dsdY/s  where Y  is the rapidity of the W  in the centre- 

of-mass frame.

r = i l n [ ( £  +  P , ) / ( E  - f t ) ] (4.23)
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% ( w ' ] =  <4'24> 

% ( w ~)  =  (4.25)

(4.26)

At leading order the momentum fraction can be related to the mass and 

rapidity of the produced vector boson.

Xi+,2-  =  ^7  ̂e±Y (4.27)Vs
Figure 4.7 shows a map of Q2 as a function of x  for the production of a 

particle of mass M  at rapidity Y  at the LHC. Also shown is the kinematic 

coverage of HERA and fixed target experiments from which the PDF fits are 

made [16]. Therefore the product of the parton momentum fraction X\X2 is 

constrained by the mass of the produced particle and the centre of mass energy 

of the collider. For the production of W  and Z  the value of Q2 is approximately 

1 0 4 GeV2 and therefore the product of the parton momentum fractions X\X2 

is fa 5 x 10- 2  at y =  0.

The W  and Z  can decay as

W + (e+ve)(fi+v^)(T+vT)(ud)(cs) (4.28)

W~  -> (e_Pe)(/x_FM)( r“FT)(nd)(cs) (4.29)

Z  —► (e+e~)(/i+h~)(t+T~){vV){uu)(dd){cc){ss){bb) (4.30)

In order to utilize W  and Z  production as a luminosity monitoring tech­

nique clean identification of the leptons is required. Therefore examination of 

the decay processes of the W  and Z  is restricted to the muon and electron 

channels only.

4.2 .1  P arton  D istr ib u tio n  F unctions

Parton Distribution Functions (PDFs) are important tools that enable the 

prediction of physical cross sections and their uncertainty ranges. They are
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Figure 4.7: Kinematic map of Q2 as a function of x  for the production of a 
particle of mass M  at rapidity Y  at the LHC.

needed for both precision Standard Model measurements as well as for searches 

of new physics beyond the Standard Model. The PDFs are determined via 

global fits to current data collected for deep inelastic scattering, Drell-Yan, 

jet and direct photon production. Various research groups that provide PDFs 

that can be used within theoretical calculations and numerical simulations 

include the CTEQ, MRST, Alekhin and ZEUS distributions. A listing of the 

currently available PDFs that have been produced with error sets is given in 

Table 4.1. Copies of the various PDF sets are available for download from [40].

The experimental datasets, upon which the CTEQ6  and MRST2001 analy­

ses are based, are essentially the same, with some small differences in the data 

incorporated. For example, the very low Q2 data from the SLAC experiments 

is omitted in the CTEQ6  analysis. The method by which the experimen­

tal uncertainties are treated in the fitting process also differ between the two 

groups. The CTEQ6  and MRST2001 sets also differ in terms of the theoretical 

calculations used to describe the deep inelastic scattering structure functions.
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PDF No. eigenvectors No. PDF members A x 2 Reference
CTEQ61E 2 0 40 1 0 0 [41]

MRST2001E 15 30 50 [42]
Alekhin02NLOE 15 30 1 [43]

ZEUS 2005 11 2 2 50 [44,45]

Table 4.1: Available PDF error sets and their associated number of eigenvec­
tors and A x2 from the Hessian approach.

CTEQ6  utilizes the conventional zero-mass parton Wilson coefficients, while 

MRST2001 use the non-zero parton mass variable flavour number scheme. 

Further details on the differences in methodology can be found elsewhere [41].

P D F  U ncertainties [41,46]

The uncertainties of the PDFs have been estimated using the Hessian 

method by which the space of potential PDF parameter values, Pj, is mapped 

out based upon the experimental results which are used as constraints for the 

fit. The CTEQ61E and MRST2001E PDF fits use 20 and 15 parameters, 

respectively, which are tuned to the most likely values through the x 2 min­

imization of a global fit to experimental data. Figure 4.8 demonstrates the 

concepts of the Hessian method. The functional form of the PDF parameter­

ization can be written as

F(x, Q) =  a0xai( 1 — x)a2P ( x ; a 3 ,..., a*) and i = 1, . . . ,N  (4-31)

where a* are the fit parameters. Performing the global fit using N  free 

parameters results in the determination of a central value S q. ft is at this 

point in the method that the global x 2 is increased by a tolerance A x2 =  T 2 

so as to form an error matrix, the Hessian Hij, where the tolerance represents 

the individual ±lcr uncertainty of each parameter of the fit.

A x2 =  X2 -  x l  =  E  Hi^ ai ~  a° ^  a?) (432)
i=i j=l

However the error matrix is not diagonalized at the central value So and in 

turn it is difficult to convert from errors in the fit parameters Pi to uncertainties
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Figure 4.8: Hessian method description.

of quantities that have been measured experimentally. Diagonalizing the error 

matrix results in the construction of N  linearly independent eigenvectors Qt. 

The individual ±1 o  variations of each eigenvector is then transformed back 

into the parameter space described by the values of Pi, and in turn generates 

a set of up and down error PDFs for each Qi yielding 2N  new members of the 

PDF set. The number of eigenvectors used by each group in their respective 

PDF error set fit varies as listed in Table 4.1. The value of the tolerance 

T  (and therefore A y2) chosen to represent the ±lcr variations is also taken 

differently among the various parameterizations.

Therefore for an observable X  we can calculate the best estimate from the 

PDF Set S0 and the corresponding uncertainty from the up and down error 

PDFs according to the formula

N P

A X = - ( £ [ X ( S + ) - X ( S - ) ] 2 ) 1/2 (4.33)
i = 1

where X (S ^ )  are the predictions for this observable based on the PDF sets 

S f  from the eigenvector basis. Since equation 4.33 assumes symmetric errors a 

slight modification must be made to the computation for the correct handling 

of asymmetric errors. This correction will be discussed in 7.1.4. For each of the 

CTEQ61E, MRST2001E, Alekhin02NLOE and ZEUS 2005 PDFS the error set
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distributions for each parton flavour at Q2 = 104 GeV2 is shown in Figures 

4.9, 4.10, 4.11, 4.12, respectively. Also shown are the percentage uncertainty 

of each PDF set relative to the best-fit PDF as a function of x. The choice of 

Q2 = 104 GeV2 corresponds to the value necessary for the production of W  

and Z  at the LHC.

Future D evelopm ent o f P D F s

The next period of datataking by ZEUS at HERA-II is expected to run 

until approximately mid-2007 at which point an integrated luminosity in excess 

of 500 pb_ 1  is anticipated. The current ZEUS PDF fits were constructed 

from the HERA-I data collected up until 2000 and were typically based upon 

accumulated data samples of up to 12 pb_1 [44,47]. It is projected that at 

HERA-II the ZEUS PDF fits will undergo significant improvements in the 

valence quark uncertainties over the whole range of x  and for sea quarks at 

high x  values due to the increased statistical precision of the high Q2 data [48], 

thereby contributing to the overall improvement in the PDF error estimates 

prior to the start of the LHC.

4 .2 .2  M on te  C arlo generators

In order to simulate the production of W  and Z  at the LHC the most 

commonly used generators include Pythia [37] and Herwig [49,50]. Other pro­

grams that are available but not included in the studies presented here include 

MC@NLO [51] and RESBOS [52], MC@NLO includes the effects of NLO 

QCD corrections to the simulation, while RESBOS and RESBOS-A apply 

the method of QCD resummation and higher order QED corrections, respec­

tively [53]. Higher order QCD corrections at NLO and NNLO to the predicted 

cross sections (but not the simulations) are possible from the techniques de­

scribed in [54], Detailed usage and modifications to the software codes that 

enable the calculation of the higher order corrections together with the PDF 

error sets is for the first time describe in 7.1.3 of this thesis.
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Figure 4.9: Plot of the CTEQ61E PDF error set distributions for each parton 
at Q2 = 104 GeV2 (top) and the corresponding percentage uncertainty relative 
to the best fit PDF member (bottom).
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Figure 4.10: Plot of the MRST 2001 PDF error set distributions for each 
parton at Q2 = 1 0 4 GeV2 (top) and the corresponding percentage uncertainty 
relative to the best fit PDF member (bottom).
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Figure 4.11: Plot of the Alekhin02 NLO PDF error set distributions for each 
parton at Q2 =  104 GeV2 (top) and the corresponding percentage uncertainty 
relative to the best fit PDF member (bottom).
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at Q2 =  104 GeV2 (top) and the corresponding percentage uncertainty relative 
to the best fit PDF member (bottom).
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Chapter 5 

Lum inosity M easurement via  
Two Photon Interactions

The theory which underlies the description of the collision of virtual pho­

tons arising from the electromagetic field of the LHC beams was presented 

in 4.1. In this chapter two of the theoretical approaches as implemented in 

the form of Monte Carlo simulations will be used to study the production 

of 7 7  —► /i+/i~ events in proton-proton collisions with ATLAS. A review of 

both the general and specific event characteristics will be given, along with 

the kinematic criteria and tools that are used to estimate and eliminate the 

false identification of 7 7  —* p +n~ events which come from various background 

processes. The presented results will also take into consideration the require­

ments for muon selection as defined by the ATLAS Trigger system. Finally a 

brief comparison will be made with the similar process of 7 7  —> e+e_ , demon­

strating the much broader potential of the two photon production of 

pairs as a luminosity measurement process, even in the LHC environment of 

pileup from minimum bias events.

5.1 M uon pair production

5.1 .1  E vent characteristics

Within ATLAS individual muons must have a transverse momentum pr{ 

greater than 3 GeV/c in order to reach the wall of muon chambers within the 

central tracking region of |?7| < 2.7. However the muon trigger system of
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ATLAS presently has a Level-1 pr  threshold of 6  GeV/c. This lower limit 

is primarily necessary to maintain a single muon trigger rate that is not too 

large but is also efficient in triggering upon muons. Table 5.1 lists the typical 

Level-1 muon trigger efficiencies over various rj ranges.

The production of di-muon pairs from the collision of two photons at the 

LHC are typically centrally produced with low transverse momentum pr{p±)i 

and small invariant mass. Additionally the total transverse momentum of the 

muon pair, pT{p.+pr)  is also quite small. As will be evident the acoplanarity 

angle <j>, as defined in Figure 5.1 is centered around zero for elastic 7 7  collisions.

Athough other two photon collision generators such as TPHIC were pre­

viously mentioned in 4.1.2, it was found that the kinematic behaviour of the 

outgoing lepton pair within TPHIC was only correctly modelled in the situa­

tion of two photon collisions arising from incoming heavy ion beams and not 

for p p  or pp  collisions. In all events the value of acoplanarity angle 0 was 

calculated to have a value of zero. For two photon collisions arising from the 

electromagnetic fields of the ion beams the maximum perpendicular transverse 

momentum transfer is dependent upon the radius R  of the colliding nuclei and 

must satisfy the requirement of q± < 1 /R  [26] where R  is the radius of the 

nuclei in units of fm given by

R = 1.2 A1/3 (5.1)

For heavy ion collisions the value of R  from 5.1 results in a value of q± ~  0. 

However, for lighter colliding nuclei, such as protons, the radius R  is sufficiently 

small that the same approximation cannot be made for the value q±. Therefore 

the zero acoplanarity angle 0  is only a good approximation for heavy ions and 

is not appropriate to describe two photon collisions when the LHC is operating 

in proton-proton collider mode.

5 .1 .2  Trigger D efin itions and  efficiencies

The ATLAS Level-1 muon trigger is based upon the measurement of muon 

trajectories traversing three different planes, known as stations. Figure 5.2
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77] Region Level-1 Efficiency (±0.05)
< 0.4 0.80

0.4 -  0.8 0.82
0 .8 -  1 .2 0.75
1 .2  -  1 .6 0.95
1 .6 - 2 .0 0.98
2.0 -  2.4 0.90

Table 5.1: Efficiency of the ATLAS Level-1 muon trigger at the low pT thresh­
old of 6  GeV/c for various regions of coverage.

demonstrates the ATLAS Level-1 muon trigger scheme in which the muon 

trajectories are deflected by the magnetic field of the ATLAS toroid. The 

amount of deflection is dependent upon the muon momentum and the magnetic 

field strength along the path traversed. Single muon pr  thresholds of 6  GeV/c 

and 20 GeV/c are employed at the Level-1 trigger for the selection of low 

and high pr  muons, respectively. In the central region the low pr  trigger is 

constructed with information from the two innermost RPC chambers of the 

MDT. High pt  triggers are formed from muons which are able to traverse 

three layers of RPCs. The efficiency of the low pT muon trigger of 6  GeV/c 

at Level-1 is listed in Table 5.1 as a function of the pseudorapidity region 

covered [17].

The possibility of deploying single muon triggers with pr  thresholds below 

the current 6  GeV/ c level are been studied within ATLAS and would take ad­

vantage of the Barrel Tile Calorimeter’s third layer which is able to strongly 

discriminate between muons and hadrons. The development of di-muon trig­

gers at Level-1 is also been studied within ATLAS. It should be noted that 

the Level-1 single muon trigger threshold will be much lower (typically around 

3 GeV/c), during heavy ion runs. The decrease in collision luminosity to 

1 0 27cm- 2s- 1  in collision mode will be offset by the enhanced photon flux due 

to the increased Z  of the colliding nuclei. Therefore it should also be possible 

to study two photon to /i+/i” events during the ATLAS heavy ion runs.

The efficiency for the reconstruction of single muons at the Level-2 trig­

ger and Event Filter have been studied using Monte Carlo simulations [55].

55

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 5.1: Schematic representation of the ATLAS muon detector system and 
the measure of the acoplanarity angle </> for pair production at the LHC.
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Figure 5.2: The ATLAS Level-1 muon trigger system.
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When combining the tracking information of the inner detector along with 

the muon selection algorithms of MOORE and Muld the overall efficiency for 

muon reconstruction is greater than 90% for muons with pT > 7 GeV/ c. This 

efficiency falls rapidly with decreasing pT to approximately 25% at values near 

3 GeV/c.

5.1 .3  E vent se lec tion , efficiency, and rate

In order to select two photon production of p + / i“ events several important 

kinematic variables emerge with varying strengths to identify the process of 

interest. The initial set of loose kinematic criteria applied to all signal and 

background simulation samples are listed in Table 5.2 and is followed by a 

brief discussion of each variable. 1 In all results presented here the gener­

ated Monte Carlo samples were passed through the ATLAS Fast Simulation 

program ATLFAST in order to establish as close as possible a realistic descrip­

tion of the detector resolution and performance effects but without having to 

simulate the event with the full ATLAS Geant4 based simulation. Further­

more, due to the specialized nature of the available two photon generators, it 

was necessary to convert all generator output information into ASCII format 

which was then subsequently read into the ATLFAST simulation program via 

the Athena software framework. The selection criteria presented here were 

studied in parallel with a similar effort within the ATLAS collaboration. Both 

studies were presented within the ATLAS Luminosity Working Group which 

reviewed the feasibility of using two photon production of p +p~ events for 

luminosity measurement [56-58].

Acoplanarity angle (j)

The acoplanarity angle 4> is defined as the angular measure of the differ­

ence of two tracks from being back-to-back when their respective tracks are 

projected onto the plane transverse to the beam axis, therefore being the x — y

1For some of the distributions, the criteria on the relevant kinematic variable was removed 
so as to show the full spectrum of values possible. Also the loose selection criteria includes a 
muon pt  threshold of 3 GeV/c which is necessary for the muons to reach the muon detector 
system at ATLAS.
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Kinematic Variable Criteria 1 (Loose Cuts) Criteria 2 (Tight Cuts)
p +p~ Invariant Mass 

P tO * )
p +p~ pair pT 

acoplanarity angle 0

< 60 GeV/c2 

> 3 GeV/c
< 0.25 GeV/c 

< 0 .1 0  rad

< 20 GeV/c2 

> 6  GeV/c
< 0.15 GeV/c 

< 0 .0 1  rad

Table 5.2: General kinematic selection criteria applied for the selection of 
p +p~ pairs from two photon interactions at the LHC.

plane. A schematic representation of the acoplanarity angle 0 definition with 

an overlay of the ATLAS muon detector system is shown in Figure 5.1.

Figure 5.3 presents the predicted cross section as a function of the recon­

structed acoplanarity angle 0  for the signal two-photon to p +p~ events from 

the LPAIR and DPEMC Monte Carlo generators, as well as for the semi­

inelastic and inelastic backgrounds from LPAIR in which either one or both 

of the protons dissociates upon emission of the photon. The simulation of the 

elastic process from LPAIR and DPEMC are in approximate agreement within 

the region of |0| < 0.025 with a large difference in the predicted differential 

cross section for the 0 =  0 bin. Beyond this value of 0 the DPEMC result, 

which is based upon the Equivalent Photon Approximation, quickly decreases 

in comparison to the Matrix Element calcuations of LPAIR. Noticeably similar 

in shape and magnitude is the distribution for the background process of p +p~ 

pairs coming from the inclusive double Pomeron exchange (DPE) simulation.

A scatter plot demonstrating the relationship between the measured acopla­

narity angle 0 and the ratio of the muon transverse momentum P t {p + ) / p t ( p ~ )  

is presented in Figure 5.6. The p +p~ pair from the signal elastic two photon 

production and background DPE events, with their similar acoplanarity angle 

distributions, are also clearly very balanced when considering the magnitude 

of the pr  for each muon. This is further visible from a plot of the cross section 

as a function of the P t ( p + ) /  P t ( p ~ )  ratio given in Figure 5.5.

Similarly the three dimensional histogram of Figure 5.4 displays the rela­

tionship between the reconstructed acoplanarity angle 0  and the pr{p+)/p t (p ~) 

ratio for the elastic, semi-inelastic and fully inelastic cases. The dominant pro­

cess in the near-zero 0 -angle region comes from the signal elastic 7 7  —► p +p~

58

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CBu
1

i
10

■2
10

•3
10

-0.1 -0.075 -0.05 -0.025 0.025 0.05 0.075 0.1
(x n' Acoplanarity <|> (rad)

Figure 5.3: Cross section as a function of acoplanarity angle 4> for the muon 
pair produced from 7 7  interactions in ATLAS. Shown are the distributions for 
elastic (black), semi-inelastic (blue), and fully inelastic (red) production via 
LPAIR, and elastic (green) and double pomeron exchange background (pink) 
from DPEMC.

events highlighted in red. The amount of the contributions from the (semi- 

)inelastic cases are overlayed onto the elastic distribution, thereby indicating 

the total cumulative cross section for all three processes.

M uon pair p T

As has been previously indicated in Section 4.1, the reconstructed value of 

the total transverse momentum of the muon pair, p t (h +(^~), is an important 

factor when attempting to take into account the background contributions due 

to rescattering effects. Figure 5.7 shows the predicted cross sections for the 

signal and background events as a function of the reconstructed Pt{p+IJ~)- 

The background (semi-)inelastic and DPE distributions decrease more gradu­

ally with rising pr(p+p~) in comparison with the signal elastic events. This 

difference would be particularly important considering that the distributions of 

acoplanarity angle 4> and the transverse momentum balance of P t ( p + ) / p t ( p ~ )
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Figure 5.4: Two dimensional histogram demonstrating the relative cross sec­
tions in the acoplanarity angle (j) versus transverse momentum ratio parameter 
space. Shown are the distributions for elastic (red), semi-inelastic (green), and 
fully inelastic (blue) production via the LPAIR generator.
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Figure 5.5: Cross section as a function of pT(/J-+)/ Pt (h~) for the muon pair 
produced from 7 7  interactions in ATLAS. Shown are the distributions for 
elastic (black), semi-inelastic (blue), and fully inelastic (red) production via 
LPAIR, and elastic (green) and double pomeron exchange background (pink) 
from DPEMC.

are very similar for the elastic 7 7  and DPE processes.

The cross section as a function of the difference in the p +p,~ Pt  values, as 

shown in Figure 5.8, can provide some level of discrimination against the po­

tential backgrounds through a requirement of \pr{^+) ~Pr{l*>~)\ < 0.25 GeV/c.

Invariant M ass

Figure 5.9 displays the cross section as a function of the reconstructed 

/j+ /i~  invariant mass for both the signal two photon and background processes. 

Visible near 90 GeV/ c2 is the Z° invariant mass peak from the double pomeron 

exchange background. Therefore a cut in the invariant mass at 20 GeV/ c2 is 

applied to remove the background peak.
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Figure 5.6: Scatter plot demonstrating the measured acoplanarity angle 4> 
as a function of the ratio P t ( ^ + ) /  P t ( p -~)  measured in ATLAS. Shown are 
the distributions for elastic (black), semi-inelastic (blue), and fully inelastic 
(red) production via LPAIR, and elastic (green) and double pomeron exchange 
background (pink) from DPEMC.
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Figure 5.7: Cross section as a function of the total pL+n~ pair py for the 
muon pair produced from two photon interactions in ATLAS. Shown are the 
distributions for elastic (black), semi-inelastic (blue), and fully inelastic (red) 
production via LPAIR, and elastic (green) and double pomeron exchange back­
ground (pink) from DPEMC.

O ther K inem atic Characteristics

In addition to the more discriminating kinematic quantities described above, 

there are some common characteristics shared between the signal and various 

background processes that individually would not aid in the selection of elastic 

7 7  —> p,+/i” . For example Figure 5.10 shows the cross section as a function of 

the individual muon pt values where the shape of the distributions are very 

similar, particularly for the low pT region. However some separation of signal 

and background is possible when considering the level of correlation between 

the /i+ and pT transverse momenta values as indicated in Figure 5.11.

Track Transverse M om entum  and Angular R esolutions

Particularly important to the measurement of the acoplanarity angle and 

muon pair pr  are the expected values of the I /p r  and 0  angle resolutions which
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Figure 5.8: Cross section as a function of P t {p + ) ~  P t ( a O  for the muon pair 
produced from 7 7  interactions in ATLAS. Shown are the distributions for 
elastic (black), semi-inelastic (blue), and fully inelastic (red) production via 
LPAIR, and elastic (green) and double pomeron exchange background (pink) 
from DPEMC.

can be achieved with the ATLAS inner detector. Studies [17] have found that 

for the the passage of muons with pT =  5 GeV/c the expected resolutions from 

the measured track helix parameters to be

cr(l/pT) ~  2.5 -  5.5 TeV" 1 (5.2)

a((f)) ~  0.25 — 0.40 mrad (5.3)

Therefore the application of strict acoplanarity angle <j) cuts as small as 

0.01 rad should be achievable with the tracking information available at AT­

LAS.

5 .1 .4  B ackground Id en tifica tion  and E stim ation

The processes of (semi-)inelastic two photon collisions, as well as that from 

inclusive DPE, have been reviewed and shown to provide strong backgrounds
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Figure 5.9: Cross section as a function of /r+/r~ invariant mass from 7 7  interac­
tions in ATLAS. Shown are the distributions for elastic (black), semi-inelastic 
(blue), and fully inelastic (red) production via LPAIR, and elastic (green) and 
double pomeron exchange background (pink) from DPEMC.

to the signal channel of interest. A separation of 7 7  from DPE process should 

be possible in general by applying an upper limit on the total pT of the muon 

pair. The installation of forward tagging detectors, such as Roman pots, would 

likely help in this situation as well since these could be used to detect the 

forward scattered protons.

Additionally the production of /r+/i~ pairs from Drell-Yan (either directly 

or from bb and cc with muonic decays) and Leading Order QCD are back­

grounds for the observation of this process at the LHC. Table 5.3 lists the 

expected cross sections for the signal two photon and these backgrounds based 

on the application of the loose selection cuts of Table 5.2.

Figure 5.12 shows the normalized levels of /i+/i“ pairs expected from the 

elastic two photon process as well as from Drell-Yan for the measured individ­

ual and pair pt  distributions based upon the application of the selection 

criteria listed in Table 5.2. An additional tight cut on the acoplanarity angle
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Figure 5.10: Cross section as a function of p x i ^ )  from 7 7  interactions in 
ATLAS. The distributions are for elastic (black), semi-inelastic (blue), and 
fully inelastic (red) production via LPAIR, and elastic (green) and double 
pomeron exchange background (pink) from DPEMC.

of \<f>\ < 0.01 rad and pT{p.+pi~) < 0.150 GeV/c has also been applied. Al­

though shown with arbitrary units along the vertical axis, the relative rates of 

muon pair production are correct since the common normalization chosen was 

for an equivalent integrated luminosity. The observation of muon pairs from 

Drell-Yan remain a serious backgound even after the kinematic cuts of Table

5.2 are applied with an overall cross section comparable with the 7 7  —* p +p~ 

process itself.

Other Backgrounds

Background contributions arising due to the rescattering effects can be 

minimized by requiring very low total muon pair px, typically to less than 

50 MeV/c, as well as by imposing an upper limit to the invariant mass of the 

muon pair, as described previously in 4.1.
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Figure 5.11: Scatter plot demonstrating the degree of correlation between the 
measured /i+ and pT measured in ATLAS. Shown are the distributions for 
elastic (black), semi-inelastic (blue), and fully inelastic (red) production via 
LPAIR, and elastic (green) and double pomeron exchange background (pink) 
from DPEMC.

Background R eduction w ith V ertex F itting

In addition to the application of kinematic selection criteria it is also pos­

sible to apply vertex fit requirements in order to select the signal 7 7  —> fi+p,~ 

events [56]. The first step is to reconstruct the /i+/i~ vertex from the ATL- 

FAST track parameters. Helix parameters as defined in Figure 5.13 are avail­

able for each track and include measures of (d0, Z0, <j>, cot 9, q/pr) where d0 

is the impact parameter, Zq is the distance of closest approach by the track 

to the interaction point as measured along the z axis, (f) is the reconstructed 

polar angle, co t0  represents the track 9, and q/pr  is the inverse of the mea­

sured track momentum weighted by the charge of the particle traversing the 

detector [59]. The vertex fit proceeds by using the Karimaki circle fitting rou­

tine [60] to reconstruct the p +/i~ vertex from the smeared track parameters. 

The vertex reconstruction is considered good if the probability of the fit %2,
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Process cr(pb)
TPHIC 

LPAIR (elastic-elastic) 
LPAIR (semi-inelastic) 

LPAIR (inelastic)

25.85
29.33
13.67
2.82

LO QCD (cc) 
LO QCD (6 6) 
Drell-Yan (cc) 
Drell-Yan (bb) 

Drell-Yan (p+p~) 
Drell-Yan ( r +r _ )

1.48 x 105 

4.16 x 105 

199.7 
2 2 0 .1  

1127.2 
268.6

Table 5.3: Expected cross sections at the LHC for two photon production of 
p +p~ pairs as well as several background processes, for the application of loose 
initial kinematic selection criteria.

2 4 6 8 10 o 0.2 0.4 0.6
pT (p*) (GeV/c) pT (p V ) (GeV/c)

Figure 5.12: Relative cross section as a function ofpT(fj,±) (left) and total p + 
pair pT (right). Shown are the distributions for the signal elastic (black), and 
backgrounds from Drell-Yan production of (red) and t +t ~ (green) with
muonic decays. Only kinematic and no vertex fit criteria have been applied.
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Figure 5.13: Definition of the impact parameter dO and Z 0 based upon the 
track helix parameters.

P r(x2)(l^+jJ~) is greater than 0.1. This quality of fit is required of the n +n~ 

pairs from either signal or background events.

In order to separate signal from background a three track vertex fit is per­

formed utilizing the yu+/r_ along with any other tracks that pass within 2a (Z0) 

of the reconstructed n +pT vertex. A good three track fit where P r(x 2(/i+/i” + 

track)) >0.1  is chosen to identify the event as a Drell-Yan background event. 

A poor three track vertex fit where Pr{jx2{n+ +  track)) < 0.1 is chosen to 

identify the event as the signal two photon event.

To realistically simulate the environment at the LHC the event primary 

vertex for all events is smeared according to the LHC beam profile. The spread 

of the beam was assumed to be i?rms =  16/xm radially and Lrms =  7.5 cm 

longitudinally along the direction of the z axis [20]. Furthermore, all signal 

and background events were simulated in ATLFAST both with and without the 

addition of pileup due to minimum bias events. The scenario of low luminosity, 

originally planned as L =  1033cm- 2s-1 , at the LHC was considered.

Table 5.4 lists the expected cross sections at the LHC for the production 

of pairs from two photon interactions as simulated with two different

7 7  generators based upon the application of the tight kinematic cuts of Table
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|0 | < 0 .1  rad |0 | < 0 .0 1  rad
Process a(pb) <r(pb)
TPHIC 14.5 14.5

TPHIC w/pileup 14.4 14.4
LPAIR 1 1 .8 8 .1

LPAIR w/pileup 1 1 .8 8 .0

LPAIR (inel-inel) 0.06 0 .0 2

LPAIR (inel-inel) w/pileup 0.05 0 .0 1

LPAIR (inel-el) 0.63 0 .2 0

LPAIR (inel-el) w/pileup 0.60 0.14
Drell-Yan (p+p~) 0.049 0.046

Table 5.4: Signal and background after the application of kinematic and vertex 
cuts.

5.2 and the P r (x 2) +  track vertex fit. The results are available for both wide 

(|0| < 0.1 rad) and narrow (|0| < 0 .0 1  rad) acoplanarity angles. Also shown 

are the cross sections of the Drell-Yan background process in which p,+p~ 

pairs result, as simulated with Pythia (version 5.715) [61]. The background 

from Leading Order QCD are insignificant and not included in Table 5.4. 

The combination of kinematic and vertex fit criteria strongly suppresses the 

contribution from the various background processes relative to the two photon 

production of ji+pT pairs. In addition to reduction of backgrounds from Drell- 

Yan and QCD, the identical vertex fit requirement is also helpful when looking 

to identify two photon events in the case of pileup of minimum bias events at 

the LHC.

5.1 .5  A b so lu te  L um inosity  ca lcu la tion  and  u n certa in ty

From equation 4.16 the rescattering corrections of [27] can be viewed as 

negligible by either fitting the acoplanarity distribution 0 , which automatically 

suppresses the rescattering correction, or by requiring that the pt  of the muon 

pair system be less than 50 MeV/c. With this requirement the rescattering 

correction will be less than 0.13% of the measured elastic cross section which 

is estimated from the LPAIR Monte Carlo to be 0.775 ±  0.008 pb, given an 

identical requirement on the Pt  of the muon pair. The corresponding cross
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sections for the semi-inelastic and fully inelastic cases can be found in Table 

5.5. The cross section for each of these three processes is shown in Figure 

5.14 as a function of the measured acoplanarity angle. The semi-inelastic and 

inelastic backgrounds are approximately 1 % of the signal elastic production 

of 7 7  —*■ /x+fi~. Therefore any measurement of the delivered luminosity based 

upon the observation of the two photon interaction events will only be lim­

ited by the size of the statistical sample collected, as well as any systematic 

uncertainties for the triggering and identification of the p +p r  pair. As dis­

cussed in 5.1.2 the ATLAS HLT is expected to be 90% efficient for muons of 

P t  > 7 GeV/c. Although the rescattering correction has the lowest selection 

efficiency, it has the advantage of greatly reducing the level of uncertainty 

arising from systematic errors associated with the theoretical understanding 

and fitting of the semi-inelastic and inelastic backgrounds. Therefore the sta­

tistical size of the event sample is reduced at the sacrifice of minimizing the 

rescattering correction.

Additionally the choice of model used to calculate the two photon ex­

change process (either EPA or the matrix element calculation) will contribute 

somewhat to the level of uncertainty. For example, within the region of 

P x ( p + p ~ )  < 0.050 GeV/c used to ensure a minimal contribution from the 

rescattering processes, the LPAIR predicted cross section is nearly twice that 

of DPEMC which is based upon the EPA. However it should be noted that 

the EPA is as named, an approximation for the two photon interaction process 

that is directly obtainable from the precise matrix element calculations [62]. 

Therefore the predictions based upon the LPAIR Monte Carlo have a more 

extensive background of use by other experiments including HI and ZEUS at 

HERA.

5.2 E lectron pair production

In addition to the production of p +p~ pairs from two photon collisions, 

the possibility of utilizing the observation of e+e-  pairs for luminosity mea­

surement has also been studied within ATLAS [16,63]. For such events the
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Figure 5.14: Cross section as a function of acoplanarity angle </> for the 
muon pair produced from 7 7  interactions in ATLAS requiring p t (/^+^ )  < 
0.050 GeV/c in order to suppress the rescattering correction to the cross sec­
tion. Shown are the distributions for elastic (black), semi-inelastic (blue), and 
fully inelastic (red) production via LPAIR.

e+e_ pair is produced with very small values of invariant mass, typically of 

the order of the electron mass, and pair transverse momentum. Furthermore 

the e+e~ pairs are produced at near-zero polar angle 0. Therefore any such 

measurement would require the presence of an analysing dipole magnet to be 

installed in ATLAS approximately 15 m from the interaction point so as to 

deflect the e± into separate detectors outside the LHC beamline. Although 

studies have shown that a large cross section of nearly 2pb  could be expected 

in such a setup it would only be able to function during collisions where the 

luminosity would be less than 1033cm- 2s-1. This is due to the requirement 

of no other charged particles within \rj\ < 7.6 as part of the event selection 

criteria [16].

As has been shown in Section 5.1 the production of 7 7  —» p,+pT should be 

observable at ATLAS even with luminosities greater than 1 0 33cm_2s_1 where 

pileup of minimum bias events will occur. Furthermore it has the additional
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Process rr(pb)
LPAIR (el-el) 

LPAIR (inel-el) 
LPAIR (inel-inel)

0.775 ±  0.008 
(8.7 ± 3 .8) x 10~ 3 

(6.4 ±  1.8) x 1 0 “ 3

Table 5.5: Signal and background cross sections from LPAIR after the applica­
tion of the cut requiring pT(/r+/x~) < 50 MeV/c so as to appropriately neglect 
the rescattering correction.

advantage of making use of the existing ATLAS detector infrastructure without 

modification.
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Chapter 6 

Two Photon Interactions at 
CDF

In this chapter a detailed description is given of a preliminary search under­

taken for the exclusive production of pairs from two photon interactions 

at the CDF Experiment. A brief summary is given of the Fermilab accelerator 

complex and the process by which the 1.96 TeV centre of mass collision en­

ergy is achieved for the counter rotating proton and antiproton beams. This is 

followed by a description of the CDF Experiment in terms of the subdetectors 

particularly relevant to the search for exclusive /i+p~ events.

The expected signatures of the two photon to /jl+fi~ events are then re­

viewed based upon Monte Carlo simulations. These simulations are then 

checked through the analysis of a large diffractive physics dataset collected 

at CDF in 2004-5. Following a brief description of the CDF trigger conditions 

used to create the diffractive dataset, a multi-step procedure is outlined by 

which the dataset is scanned for exclusive muon pairs. The general charac­

teristics of a preliminary set of candidate events are reviewed and compared 

directly with simulation. Finally, a brief summary will be made of the associ­

ated search for 7 7  —> e+e~ that has also been underway at CDF.

6.1 The Tevatron

The Tevatron accelerator is located at Fermi National Accelerator Labora­

tory (Fermilab) in Batavia, Illinois near Chicago and is presently the world’s
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highest energy collider. At the Tevatron proton antiproton collisions occur at 

a centre of mass energy of 1.96 TeV. Run II of the Tevatron began in 2001 

following 5 years of upgrades to both the accelerator complex and the two de­

tectors located around the Tevatron ring. Figure 6.1 sketches the components 

of the Fermilab accelerator complex. The final energy of 980 GeV per beam 

is achieved in several steps for both the proton and antiproton beams. Table 

6.1 lists some of the important characteristics of the Tevatron accelerator.

The first stage proceeds with the production of H~ ions in the Cockroft- 

Walton electrostatic accelerator which accelerates the ions to an energy of 

750 keV. These ions are then transferred to the 150 m long linear accelerator 

(Linac). Radio frequency cavities are used to accelerate the ion beam to an 

energy of 400 MeV at the end of the Linac, at which point the beam passes 

through a Carbon foil which strips the electrons from the Hydrogen ions. 

The resulting proton beam is further accelerated by the Booster synchrotron 

accelerator to an energy of 8  GeV and are subsequently transferred to the Main 

Injector. Within the Main injector several functions occur. First, the 8  GeV 

protons from the Booster are accelerated to an energy of 150 GeV. Second, 

a portion of the 8  GeV protons are accelerated to 120 GeV and directed to 

the Target Station. Third, the Main Injector accelerates 8  GeV antiprotons to 

150 GeV. Fourth, the Main Injector injects the 150 GeV proton and antiproton 

beams into the Tevatron.

At the Target Station the incoming 120 GeV proton beams are directed 

upon a Nickel target thereby producing antiprotons. Approximately 20 an­

tiprotons are produced for every million protons incident upon the target. 

The antiprotons are separated from other particles using magnets and sent 

to the Debuncher which reduces the spread in momentum of the antiprotons. 

The antiproton beam then enters the Accumulator storage ring where they 

are collected until a sufficient number have been achieved. This procedure re­

quires approximately 15 hours to accumulate 1.3 x 1012 antiprotons which are 

needed to achieve the desired collision luminosity. Within the Accumulator 

the antiproton beams undergo the process of stochastic cooling [64] in order to 

reduce both the longtitudinal and transverse momentum spread of the beam.
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Figure 6.1: Schematic representation of the accelerator complex at Fermilab 
which provides the proton antiproton collisions to the Tevatron experiments 
CDF and DO.

When the appropriate beam conditions have been achieved the antiprotons are 

then transferred to the Main Injector where they are accelerated to 150 GeV 

in preparation for injection into the Tevatron. The Tevatron is a supercon­

ducting synchrotron 6.3 km in circumference that accelerates the proton and 

antiproton beams to their final energy of 980 GeV. The approximately 1000 

superconducting dipole magnets around the Tevatron provide a 4.2 T field 

used to stear the the electrostatically separated beams around the ring.

The counter-rotating beams are organized into 36 bunches each and are 

brought into collision at two points around the Tevatron ring. It is at these 

two collision points that the CDF and DO experiments are situated. The 

proton and antiproton bunches cross at a given interaction point every 396 ns 

with a typical Tevatron fill (store) normally lasting up to 30 hours. The peak 

in the delivered instantaneous luminosity is at the beginning of a store.
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Accelerator parameter Run II
p x p bunches 

Number of p per bunch 
Number of p per bunch 

Beam energy [GeV] 
Luminosity [cm- 2s-1]

Bunch crossing time [ns] 
Number of interactions per crossing

36 x 36 
2 .6  x 1 0 u  
3.5 x 1010 

980 
8  x 1 0 31 

396 
2.3

Table 6.1: Accelerator parameters of the Fermilab Tevatron.

6 .1 .1  T h e C D F  D etec to r

The upgraded Collider Detector at Fermilab (CDF II) [65,66] is a general 

purpose solenoidal detector centered around the beamline with considerable 

flexibility and complexity. The detector consists of multiple subsystems which 

are designed for the measurement of charged particle trajectories and energies.

At CDF the direction of the 2  axis is taken along the beamline in the direc­

tion of the protons, the x  axis is in the same horizontal plane as the Tevatron 

ring and points outward, and the y axis is directed vertically. The cylindrical 

coordinates (r, <f>, 9) more intuitively correspond to the CDF detector layout 

and are commonly used. In general the polar angle is replaced by the pseu­

dorapidity defined as rj =  — |ln ( ta n 0 ) since the partonic level centre-of-mass 

energy is unknown at pp colliders. The value of r/ is taken relative to the 

location of the primary interaction vertex.

Tracking System

The charge and momentum of a track within CDF is measured from the 

curvature of the track within the 1.4 T solenoidal magnetic field that surrounds 

the tracking system. The magnetic field is aligned along the beam axis and is 

produced by a 5 m long superconducting solenoid. The transverse momentum 

of a reconstructed track, in units of GeV, can be calculated from the relation

P t  =  0.3 B  q r  (6.1)

where B  is the strength of the magnetic field (T), q is the charge of the
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Figure 6.2: Cross sectional elevation view of one half of the CDF detector at 
FNAL. The other half of the detector is mirror symmetric to the shown layout.

particle (units of e) and r  is the measured radius of curvature (m).

The CDF tracking system consists of a silicon micro-strip detector closest 

to the beamline and surrounded by an open-cell wire drift chamber known 

as the Central Outer Tracker (COT). The silicon detector provides tracking 

information out to |?7 | < 2.0. The COT consists of eight super-layers (SL) each 

3.10 m in length covering the radial region between 40 and 132 cm from the 

beam axis. A gas mixture of 60% argon and 40% ethane is used within the 

COT. Each SL has 12 layers of sense wires strung between alternated layers of 

potential wires. Within four of the SL the wires run parallel to the beam axis 

and provide track reconstruction in the transverse plane (axial layers). The 

remaining four SL are at a ±2 degree angle with respect to the beam axis and 

provide stereo information for the reconstruction along the z axis. The two
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Figure 6.3: Schematic of the CDF tracking system.

types of SL are alternated such that a stereo layer is at the innermost radius. 

Figure 6.3 presents a schematic of the CDF tracking system and the spatial 

relation between the COT and the other CDF subdetectors. The momentum 

resolution of the COT detector has been measured to be = 1.7 x 10- 3  with
Pt

units of [GeV/c]_1.

Calorimeter System

The calorimeter system of CDF is a sampling calorimeter with scintillator 

as the active material arranged between sheets of lead and steel absorber 

and can be logically arranged into two sections being the central calorimeter 

(0 < |?7| < 1.1) and forward plug calorimeter (1.1 < \r}\ <  3.6). The central 

calorimeter is arranged into 48 azimuthal wedges each covering 15 degrees in 4>. 

Within each wedge are grouped 10 calorimeter readout towers with projective 

geometry pointing back to the primary vertex. Also within each wedge is an 

inner electromagnetic (CEM) and outer hadronic (CHA/WHA) section. The 

CEM is comprised of 31 layers of 0.125 cm thick lead interleved with 5.0 mm 

of polystyrene scintillator, and for the CHA there are 32 layers of 2.5 cm steel
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Calorimeter Name Calorimeter Type Energy Resolution [GeV]
CEM Electromagnetic 14%/\ /  Et

PEM Electromagnetic 16 % /V e

CHA Hadronic 75 % /V e
WHA Hadronic so % /V e
PHA Hadronic 80%/\[E  +  5%

Table 6.2: Measured energy resolutions for the electromagnetic and hadronic 
calorimetry system of CDF.

interleved with 1 .0  cm scintillator.

The forward plug calorimeter consists of scintillator tiles readout via wave­

length shifting fibers embedded in the scintillator and also consists of elec­

tromagnetic (PEM with 23 layers of 0.45 cm lead interleved with 4.0 mm 

of scintillator) and hadronic (PHA with 23 layers of 2.5 cm steel interleved 

with 1.0 cm of scintillator) components. Finally, within the electromagnetic 

component of each calorimeter wedge are situated proportional chambers used 

to measure the profile of the electromagnetic showers, thereby enabling the 

system to accurately identify the location of the incident particle within the 

calorimeter tower.

In total there are about 480 readout towers within the Central Calorimeter 

covering an area of 0.1 x 15 degrees in 77 x <j) space. A similar number of towers 

exist for the Forward Plug calorimeters with each tower covering an angle of 

7.5degorl5deg in <fi with variable coverage in 77. From test beam data with 

electrons and single pions the energy resolution of the electromagnetic and 

hadronic calorimeters was measured and is presented in Table 6.2.

M uon System

The CDF muon system is located directly behind the calorimeter modules 

and as such the minimum pr  required to reach the muon system varies be­

tween 1.4 and 2.2 GeV/c depending upon the amount of material traversed. 

The overall system consists of four independent systems of proportional wire 

chambers and scintillators. The Central Muon detector (CMU) and Central 

Muon Upgrade detector (CMP) both cover |?7| < 0.6 and is the principle muon
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Figure 6.4: Schematic of the CMU chambers at the outer edge of each Central 
Calorimeter Wedge.

detector system used in this analysis. The CMU units consist of four rectan­

gular drift chambers filled with an argon/ethane gas mixture with sense wires 

that are 50 yum in diameter and run parallel to the beam axis. The hit positions 

in the drift cells are determined from the drift time of the ions to the wire as 

the traversing muon ionizes the gas in the chambers. Figure 6.4 provides a 

schematic of the CMU chambers located behind each calorimeter wedge.

Other muon system detectors include the Central Muon Extension (CMX) 

which covers the region of 0.6 < |t/| < 1.0, and the Barrel Muon Upgrade 

detector (BMU) which provides coverage within 1.0 < \r)\ < 1.5. Finally a 

set of chambers (CMP) identical to those used in the CMU but staggered by 

half a cell per chamber are located directly behind 60 cm of steel and form a 

rectangular box around CDF. The CMP aids the CMU in further improving 

the purity of muon identification.
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Figure 6.5: Schematic of the beam shower counter (BSC) locations on the West 
side of CDF. The BSC arrangement on the East side is mirror symmetric but 
does not include BSC-4 or the Roman Pots.

Beam  Shower Counters

Located along the beampipe at various distances from the interaction point 

are a series of scintillation counters known as Beam Shower Counters (BSC) 

The BSC are positioned around the beampipe and are used to detect particles 

close to the beampipe for both diffractive physics and beam loss monitoring. 

Four stations of BSC units (BSC-1, BSC-2, BSC-3, BSC-4) are progressively 

located further away from the interaction point and are symmetrically posi­

tioned on both the east and west sides of CDF. However, BSC-4 is only on the 

west side. Together the BSC provide coverage over the pseudorapidity range of

5.4 < I77I < 7.5. Figure 6.5 shows the relative locations of the BSC stations on 

the west side of CDF. The BSC are used as a veto in the selection of diffractive 

events which require rapidity gaps as part of the CDF trigger system and aid 

in the rejection of most non-diffractive and multiple interaction events, while 

retaining almost all diffractive events. A gap trigger is activated when no BSC 

station has a signal above the threshold of approximately 300 ADC counts.
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Cherenkov Lum inosity Counter

The CLC provides coverage in the forward region of 3.75 < \rj\ < 4.75 in 

both the east and west sides of CDF. Each module consists of 48 thin, long 

gas filled Cherenkov counters. The counters are arranged into three concentric 

layers, each with 16 counters, pointing to the interaction point. Each of the 

counters are conical in shape and constructed with 0 .1  mm think reflective 

aluminized mylar. The cones closest to the beampipe are 110 cm in length, 

while the counters in the outermost two layers are 180 cm long. The counters 

are mounted inside a thin aluminum pressure vessel filled with isobutane which 

acts as the Cherenkov radiator. The Cherenkov light is detected using fast

2 .5  cm diameter photomultiplier tubes.

D ata A cquisition and Trigger

CDF employs a three level trigger system designed to select interesting 

physics events from the collisions which occur every approximately 400 ns. 

Each level of the trigger system is designed to provide sufficient rejection that 

will enable the collisions to be reduced to a more acceptable final rate that 

can be subsequently written to storage.

The first level of trigger (Level-1) is built from custom hardware and is 

highly optimized for speed. The Level-1 system makes a decision of whether 

an event should be accepted based upon preliminary information from the 

calorimeters, tracking system and muon chambers. This Level-1 decision to 

either accept or reject the event must be made within 6  /is. This in turn 

reduces the data rate from 2.5 MHz to a maximum of 20 kHz at the output of 

the Level-1.

Event data passing the Level-1 trigger are read into the event buffers while 

the second level trigger system operates. The second level trigger (Level-2) is a 

set of programmable logic devices used to reconstruct calorimetric clusters and 

simple tracks. The Level-2 also has access to the silicon tracker information 

at this stage, and must provide a decision within 50 (is, thereby reducing the 

event data rate to 300 Hz which is then passed to the final trigger level of CDF
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(Level-3).

The CDF Level-3 trigger system consists of a farm of approximately 300 

Linux computers which are able to analyse and fully reconstruct each event. 

Events which pass the final trigger stage are written out to permanent storage 

at a maximum rate of 80 Hz, equivalent to 20 MBytes per second. In addition, 

the data is also made available to the monitoring system in order to ensure the 

proper functioning of the detector and trigger system during the store. This 

enables the shift crew to document any special running conditions for the data 

collected.

D etector Sim ulation and D ata  Analysis

The CDF detector simulation [67] is based upon the GEANT3 program [6 8 ] 

written in Fortran and provides a detailed simulation of the detector materials, 

geometry, readout and trigger system. The detector simulation takes event 

generator samples as input. It is the event generators that simulate the physics 

process of interest and provides the particle-level information to the GEANT3 

simulation. The format of the real and simulated data samples is identical 

following the real-time and offline reconstruction processing.

6.2 Search for Tw o P h o to n  P rod u ction  o f E x­
clusive E vents

The search for the exclusive production of /i+p r  pairs from two photon 

collisions at the Fermilab Tevatron is described below. Given the earlier dis­

cussion regarding the applicability of this process for luminosity measurement 

at the LHC, it was therefore considered appropriate to perform a first stage 

study of these events at a currently operating hadron collider such as the 

Fermilab Tevatron. The availability of a diffractive physics dataset recently 

collected at CDF will present a useful study in preparation for observing di­

muon production from two photon interactions at the LHC.
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6 .2 .1  S im u lation  R esu lts

The LPAIR Monte Carlo generator was used to simulate elastic, semi­

inelastic and fully inelastic two photon production of pairs at CDF.

These muon pair samples are based upon particle level simulation only as the 

event files have not yet been passed through the CDF full detector simulation 

program. Typical characteristics of the events include: low invariant mass 

(< 10 GeV/c2), small total pair transverse momentum (< 0.5 GeV/c), and 

small near zero acoplanarity angle <f>. 1 Individual muons must also have a 

Pt  > 1.5 GeV/c in order to reach the muon detector system at the outer 

portions of CDF. For each of the three samples the following general criteria 

were applied so as to understand the characteristics of each event type relative 

to each other as well as with respect to other potential backgrounds. The 

basic applied criteria included the requirement that both muons must have 

P t ( > 1-5 GeV/c within \rj\ < 1.0, and that the measured acoplanarity 

angle <j) be less than 0 .1  rad.

Shown in Figure 6 .6  (top) are the predicted cross sections as a function 

of Pt  for the elastic (black), semi-inelastic (blue) and fully inelastic (red) two 

photon production of p,+pT events at CDF. The elastic cross section exceeds 

that of the other two processes at low pr  and M{fi+pr)  but become comparable 

in the region above 7 GeV/c and 15 GeV/c2, respectively. The simulated 

distributions of p +p~ invariant mass also follow the same general trend, with 

the cross section of the elastic production dominant at low values as shown in 

Figure 6 .6  (bottom).

As was demonstrated from the analysis of two photon production of p,+p,~ 

at ATLAS provided in Chapter 5, the acoplanarity angle (f> is able to provide 

a very strong signature of the elastic interaction. The (ft distribution is shown 

in Figure 6.7 (top) with the elastic peak centered at zero and a cross section 

nearly a factor of ten larger than the approximately flat distribution from the 

fully inelastic process. The cross section values due to the semi-inelastic are

1A reminder that <f> is defined as the angular difference of two tracks from being back- 
to-back (180 degrees) in the plane transverse to the beam axis. See Figure 5.1 for a visual 
description of acoplanarity.
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well below the threshold shown in Figure 6.7.

Another strong signature of the elastic di-muon production is the distri­

bution of the ratio of p + to pT transverse momenta as shown in Figure 6.7 

(bottom). For all three processes the magnitude of the muon pt  values are 

typically balanced. However, for the elastic case the distribution is much nar­

rower compared to the backgrounds. The balanced nature of the elastically 

produced muon pair is further evident from the distribution of the difference 

in transverse momentum of Figure 6 .8  (top). A good demonstration of the 

elastic event characteristics is evident from a plot of the correlation between 

p + and //“ pt values. The elastically produced leptons are much more tightly 

correlated in transverse momentum, as shown in Figure 6 .8  (bottom), with 

large deviations occuring for the semi-inelastic and inelastic cases.

In Chapter 4.1, it was identified that the total p+p r  pair transverse mo­

mentum of Figure 6.9 (top) can be used to restrict the contributions to the 

process cross section coming from (semi-)inelastic events, as well as the rescat­

tering effects that can occur between the proton and antiproton following the 

photon emission. By applying an upper limit on the total pair pr  as defined 

in Equation 4.16 it is then possible to neglect the rescattering corrections. For 

example, restricting the pr  sum to less than 50 MeV/c aids to suppress the 

inelastic backgrounds by nearly a factor of 2 0 0 .

Finally, the elastic events are clearly visible above the background of semi­

inelastic and inelastic events when considering the distribution of acoplanarity 

angle </> as a function of the transverse momentum ratio in Figure 6.9 (bottom). 

The signal elastic events (black) peak about an acoplanarity angle of zero 

radians, and are well visible above the background in the region of 0.90 < 

Pt {p +)/Pt (^~) < 1-10.
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Figure 6 .6 : Cross section as a function of transverse momentum of the pro­
duced muons (top) and invariant mass (bottom) of the p +/i~ pair from two 
photon interactions in CDF. Shown are the distributions for elastic (black), 
semi-inelastic (blue), and fully inelastic (red) events simulated with LPAIR.
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Figure 6.7: Cross section as a function of the acoplanarity angle <fr (top) and 
the ratio of the muon transverse momentum values (bottom) from two photon 
interactions at CDF. Shown are the distributions for elastic (black), semi­
inelastic (blue), and fully inelastic (red) events simulated with LPAIR.
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Figure 6 .8 : Cross section as a function of pr  difference between muons (top) 
and a scatter plot demonstrating the predicted correlation between the trans­
verse momenta of the produced muons (bottom) from two photon interactions 
in CDF. Shown are the distributions for elastic (black), semi-inelastic (blue), 
and fully inelastic (red) events simulated with LPAIR.
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Figure 6.9: Cross section as a function of pair transverse momentum pr(p-+fJ. )̂ 
(top) along with the relationship between the acoplanarity angle <f) and the ra­
tio of the muon transverse momentum (bottom) from two photon interactions 
in CDF. Shown are the distributions for elastic (black), semi-inelastic (blue), 
and fully inelastic (red) events simulated with LPAIR.
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Diffractive Trigger Description
Level-1:
Ll_TWO_GAP
CMU1.5_PT1.5[1]

One CMU muon of Pt  > 1-5 GeV/c 
Rapidity gap in the East and West BSC

Level-2:
L2_AUTO-Ll_TWO_GAP
CMU1.5PT1.5

One CMU muon of pr  > 1-5 GeV/c 
Additional track of px > 1.5 GeV/c 
Rapidity gap in the East and West BSC

Level-3:
DIFF_CHIC
CMU1.5_P1.5_PT1.5_TRK

One quality CMU muon of Pt  > 1-5 GeV/c 
Invariant mass (CMU muon +  Track)
2.7 <  M (p  +  track)[GeV/c2] < 4.0

Table 6.3: Trigger conditions applied in order to produce the gdifOd dataset.

6 .2 .2  D a ta  R esu lts

A special trigger entry was added to the CDF trigger menu in late 2004 as 

part of a diffractive J/-0 and Xc study previously conducted by CDF [69,70]. 

It is this dataset identified as gdifOd that has been used as the input sample 

for the search analysis of exclusive two photon production of /^+/i~. The CDF 

trigger settings used in the creation of the gdifOd dataset are given in Table 

6.3.

The first level trigger for the gdifOd dataset requires the observation of a 

muon traversing the CMU system with a minimum px of 1.5 GeV/c in con­

junction with rapidity gaps in both the East and West beam shower counters 

(BSC). Events which pass the first level trigger are then further required to 

possess at least one additional track (not necessarily that of a muon) hav­

ing pr > 1-5 GeV/c within the COT coverage of |ry| < 1.2. Finally, at level 

three the trigger selects those events in which the observed CMU muon and 

the other track are of opposite charge and yield a measured invariant mass 

M (p ± +  track) between 2.7 and 4.0 GeV/c2.

Following the application of the above trigger criteria the data sample 

was available in the central CDF data file catalogue. It is at this stage 

that the data can be accessed for user analysis. To decrease the amount 

of time required to process this large data sample it was decided to pro­

duce a skimmed data set from gdifOd which included the application of a
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first set selection criteria. The skimmed dataset was produced by extracting 

events from gdifOd in which there were a minimum of 2 fully reconstructed 

muons. These reconstructed muons are defined as high-level objects within 

the CDF StNtuple Object Oriented software framework. The total dataset 

included in this study is estimated to represent an integrated luminosity of 

325 ±  25 pb - 1  (statistical) ±  25 pb_1  (systematic).

Offline Selection Criteria

To search for the production of exclusive fi+p~ pairs from two photon 

collisions, a series of four offline selection cuts were applied to the gdifOd 

dataset. These post-trigger criteria can be classified into the two categories of 

muon and track quality cuts, and peripheral collision (two photon interaction) 

cuts, ft is the peripheral collision criteria that focus on the characteristics of 

the fully elastic production of lepton pairs from 7 7  collisions. Each of the four 

selection steps applied to the gdifOd dataset are outlined below.

Step 1: M uon and Track Q uality Requirem ents

Require that there be at least one pair of oppositely charged muon tracks, 

where all tracks have an associated track within the CMU sub-detector, where 

both tracks have have pr  > 1-5 GeV/c. Furthermore the difference of the track 

zO values must be | AzO| <  5.0 cm, and additionally C M U  (A X )  < 30 mm for 

each track.

The following muon quality cuts are also applied.

• x 2 °f the track within the CMU sub-detector CmuChi2Link < 9 ,

• < 1 -0  ,

• Number of axial and stereo hits of the track within the COT NCotHitsAx  > 

20 and NCotH itsS t  > 16 ,

• Each track must have a reconstructed value of \z0\ < 60.0 cm from the 

event primary vertex.
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Step 2: Cosm ic Ray Veto

Apply a veto against the presence of cosmic rays. An event is tagged as 

containing a cosmic ray if any of the following conditions are satisfied [71]:

• track(s) have large dO (> 0 .2  cm) and/or large zO (> 60 cm), as well as 

the measures of d0 for both potential cosmic legs are correlated,

• track(s) are acollinear in Rz  with an acollinearity angle > 3 .1  rad,

• significant out-of-time energy. Calorimeter energy towers should typi­

cally be within a [— 1 0  ns, + 1 0  ns] lower-upper bound timing window 

with an energy greater than 0.75 GeV to be considered in-time and not 

cosmic ray related.

• large out-of-time Time of Flight measurement where the time difference, 

A to f , between the top and bottom leg of a di-muon pair is |ATOf |  > 

5 ns. For a real event Atof ~  0.

Step 3: Peripheral Collision Cuts

In addition to the cosmic ray veto, we require the following:

• Acoplanarity angle \(j>\ < 0.10 rad,

• \Pt {h+) -  Pt (h~)I < 0.4 GeV/c,

• p t {p-+P-~) < 0.25 GeV/c.

Step 4: Peripheral Collision Cuts +  J /^  Veto

In addition to the cosmic ray veto, we apply the Peripheral Collision Cuts 

of Step 3 along with a requirement that the reconstructed /i+/i“ invariant mass 

be separated from the mass of the J/ip by at least 3a { J / ,tp).

• Acoplanarity angle \<f>\ < 0.10 rad,

• \p t {h+) - P r ( j i ~)I < 0.4 GeV/c,

• pT(^+p-~) < 0.25 GeV/c,

• \M(J/ip) — M {n+p~)\ < 3a(J/ip).
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Figure 6.10: (Step 1) Reconstructed acoplanarity angle between the two mea­
sured muons.

Com parison w ith M onte Carlo

The result of each step of analysis as applied to the diffractive physics 

data sample is given below. The basic event characteristics evident at each 

stage of the analysis are outlined leading to a preliminary set of candidate 

7 7  —> events. A detailed comparison with the expectations from simu­

lation is made. However it should be noted that the results presented here are 

indeed preliminary that, although having been presented to the CDF QCD 

Working Group, require some further refinement before being considered as 

approved (or blessed in the CDF nomenclature) for public release into a thesis 

or publication. Therefore the results presented here include distributions for 

both simulation and data that have been normalized to unit area thereby en­

abling a comparision to be made in terms of the shapes of distributions. These 

results though cannot be used at the present time to infer a measurement for 

the process cross section. Nonetheless such a measurement is the subject of 

future work.
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Figure 6.11: (Step 1) Magnitude of the vector sum of the muon pair transverse 
momenta.

| p s i _ m a s s _ 2
E n t r i e s  1 0 9 6 3 7

5 2 5 0 0
o

—
\

M e a n
R M S

3 . 3 0
0 .5 0 4 1

"■N.
M
C
§ 2 0 0 0

O
-

1

1 5 0 0 1

1 0 0 0
t

5 0 0 —  t

2
. . .  1 .

. ♦ + - A  ******
. . I . . . . . . . . . . . . . . . . . . . I . . . . . . . . . . . . . . . . . . . . . . I , . , l , , 1 T  . i-rr i i “

8  3 3 . 2  3 . 4  3 . 6  3 . 8  4  4 . 2  4 .4 4 . 6  4 .8
Invariant Mass (GeV)

Figure 6.12: (Step 1) Reconstructed invariant mass of the observed muon pairs.
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Figure 6.13: (Step 1) Reconstructed acollinearity of the two measured muons. 
Values of acollinearity near 180 degrees are characteristic of cosmic rays 
traversing CDF.

Step 1 Results: M uon and Track Q uality Requirem ents

Figure 6.10 plots the distribution of reconstructed acoplanarity angle <p for 

all pairs satisfying the muon and track requirements of Step 1. Figure

6 .1 1  shows the reconstructed sum transverse momentum of the n + pairs 

which peaks below 0.050 GeV/c. Figure 6.12 displays the reconstructed jJL+fx~ 

pair invariant mass where peaks are observed near 3.1 GeV/c2 and 3.7 GeV/c2 

corresponding to the masses of the J / i p  and ip' =  i p(2s ) ,  respectively.

Step 2 Results: Cosmic R ay Veto

The presence of cosmic ray muons in events accepted by the diffractive 

trigger become evident when examining the distributions of the pL+ pair pr 

(Figure 6.11) and measured opening angle or acollinearity of the tracks (Figure 

6.13). The peak in the distribution near zero pair p t , as well as acollinearity 

angles very near n radians are characteristic of cosmic rays tracks observed 

within CDF. The acceptance of such events in the triggered data sample are 

removed if any of the cosmic ray veto conditions of Step 2  have been met. A 

separate Cosmic Ray Data block exists in the CDF StNtuple analysis chain
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Figure 6.14: (Step 3) Reconstructed invariant mass of the observed muon pairs.

which provides access to this information for all events.

Step 3 Results: Peripheral Collision Cuts

Shown in Figure 6.14 is the reconstructed acoplanarity angle for all 

pairs from the examined gdifOd dataset which satisfy the muon and track qual­

ity requirements, survive the cosmic ray veto, and have passed the peripheral 

collision criteria for the selection of exclusive 7 7  —> events. Similarly

shown in Figure 6.15 is the reconstructed sum transverse momentum of the 

/i+p~ pairs. Figure 6.16 demonstrates the values of the reconstructed /v,+/i” 

invariant mass for these events. The presence of the J  /'if and if' mass peaks are 

clearly prominant in the mass distribution. Also all measures of the acollinear­

ity angle as shown in Figure 6.17 are consistent with events that do not contain 

misidentified cosmic ray muons as all values are below 7r radians.

J / i f  Background R ejection

Shown in Figure 6.18 is the measured invariant mass distribution for the 

range of 2.8 to 3.3 GeV/c2 which overlaps with the expected J  / i f  mass peak [15] 

and is clearly visible near 3.1 GeV/c2. The calculation of the observed invariant 

mass is based upon those good quality muon tracks in the event that have not
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Figure 6.15: (Step 3) Magnitude of the vector sum of the muon pair transverse 
momenta.
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Figure 6.16: (Step 3) Reconstructed invariant mass of the observed muon pairs.
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Figure 6.17: (Step 3) Reconstructed acollinearity of the two measured muons. 
Values of acollinearity near ir radians are characteristic of cosmic rays travers­
ing CDF.
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Figure 6.18: Reconstructed invariant mass and width of the di-muon pair 
around the mass of the J/V’ meson.
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triggered the cosmic ray veto. Fitting the peak with a Gaussian yields a mean 

of 3.097 GeV/c2 with a a of 0.016 GeV/c2. The fitted value for the invariant 

mass peak from the gdifOd dataset is used to provide the reference J/t/> mass 

as reconstructed in the CDF detector without requiring any extensive energy 

scale calibration processes. To eliminate the possibility of a J/xp decay to 

/x+/x_ being misidentified as originating from an elastic two photon collision 

all events in which the reconstructed invariant mass is within 3<r of the J/xp 

peak are rejected. 2

Step 4 Results: Peripheral Collision Cuts +  J/xp V eto

After the application of the Step 4 selection cuts a total of 54 potential 

7 7  —» n +gT candidates remain from the examined portion of the gdifOd 

dataset which extended into the early part of 2005. Figures 6.19, 6.20 and 

6 .2 1  display the distribution of reconstructed acoplanarity angle, transverse 

momentum and invariant mass of the pairs from data, respectively. Also

shown in the three histograms are the corresponding distributions as predicted 

by the elastic LPAIR Monte Carlo simulation. Since the results have yet to 

be officially blessed via the CDF QCD working group, both the data and sim­

ulated distributions have been normalized to unit area under the curves, as 

indicated by the per bin weighting along the vertical axis. This enables us to 

perform a detailed comparision of the predicted and measured shapes of the 

distributions, while at the same time remaining conservative and avoid an un­

necessarily preliminary estimate of the process cross section at the Tevatron. 

An excess in one bin of the invariant mass distribution near the mass of the xp' 

is clearly visible above the simulation result near 3.7 GeV/c2 of Figure 6.21.

Event displays for two of the preliminary 7 7  —► candidates are shown

in Figures 6.22 and 6.23. The near zero acoplanarity angle along with the 

absence of any other activity in the event are good indicators of the elastic 

two photon interaction. Nonetheless additional steps need to be taken to 

ensure the exclusivity of the events, as well as to eliminate the possibility

2 Although not included in this analysis a similar selection criteria needs to be applied to 
restrict the considered mass window to be outside the expected range for ip' production.
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Figure 6.19: (Step 4) Reconstructed acoplanarity angle between the two mea­
sured muons for data and simulation.

of contamination from either the J/ip or ip'. This includes a more detailed 

examination of all calorimetric activity in the candidate events in order to 

determine any levels of activity which, although insufficient to result in the 

reconstruction and identification of a high-level object such as an electron 

or jet, may have gone undetected in the current level of exclusivity analysis. 

Furthermore it is planned to extend the study to non-exclusive events at CDF 

where the combination of kinematic and vertex fit requirements can be applied 

as discussed in the ATLAS context of Chapter 5.

6.3 E lectron  pair production

In addition to the above described search for the exclusive production of 

7 7  —» /r+/r_ a corresponding search for exclusive e+e_ production via the 

same two photon process has been ongoing by members of the CDF diffractive 

physics group and the author [72], For that analysis the exclusivity require­

ments have been more extensively studied and the methods developed there
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Figure 6.20: (Step 4) Magnitude of the vector sum of the muon pair transverse 
momenta for data and simulation.
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Figure 6.21: (Step 4) Reconstructed invariant mass of the observed muon pairs 
for data and simulation.
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Figure 6.22: R<j> view transverse to the beam-line (top) and R-Z view (bottom) 
of a candidate two photon to muon pair event observed at CDF.
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Figure 6.23: R<j) view transverse to the beam-line (top) and R-Z view (bottom) 
of a candidate two photon to muon pair event observed at CDF.

104

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



will be carried over to the examination of the exclusivity associated with the 

H+ selection. Essential to the definition of exclusivity for the /j+fjr and 

e+e“ analyses, and the diffractive trigger sample, are the Beam Shower Coun­

ters (BSC). For the 7 7  —> e+e~ search the results achieved so far have received 

pre-blessing from the CDF QCD working group and have been presented pub­

licly [73]. Shown in Figure 6.24 are the reconstructed transverse momentum 

of the e+e~ pair, along with the measure of A(j) (equivalent in this case to the 

acoplanarity angle). For comparison the normalized distributions predicted 

from the LPAIR Monte Carlo generator as fully simulated within CDF are 

also shown.

For the e+e~ search the trigger requirements included a veto on any hits 

in either the East or West BSC, as well as two EM shower objects each with 

E t > 4 GeV. Subsequent offline selection criteria include the application of 

EM object and tracking cuts so as to identify the e+ and e~, along with a 

series of cuts to ensure the exclusive nature of the event. The total sample 

thus far analysed represents an integrated luminosity of 325 ±  25 pb_1 and 

from this sample a total of 10 e+e_ candidates were found. By comparison 

from Monte Carlo studies with the LPAIR generator the expected number of 

events to be 9 ±  3 events. The uncertainty of 3 events predominantly accounts 

for the efficiencies of the electron trigger, as well as the electron reconstruction 

and identification efficiences. As of yet though the background subtraction of 

inelastic type events has yet to be done, and as such a cross section estimate 

cannot be stated publicly at this time.
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Figure 6.24: Distributions of the observed acoplanarity angle (top) and pr  
(bottom) of the electron-positron pair from CDF data (dots) and simulation 
with LPAIR (histogram).

CDF Run II Preliminary (not background subtracted)
•  Data 

LPAIR MC

2.8 2.85 2.9 2.95 3.05 3.1 3.15

A <l> (rad)

CDF Run II Preliminary (not background subtracted)
•  ua ta  

LPAIR MC

106

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 7

Lum inosity M easurem ent and 
M onitoring via Single Gauge 
Boson Production

In this chapter the concept of applying the observation of single W  and Z  

bosons as a device for luminosity measurement and monitoring is reviewed. In 

addition to the standard experimental uncertainties associated with identifying 

the lepton decay of the W  and Z  bosons, the level of uncertainty introduced 

into the luminosity determination is naturally dependent upon the theoretical 

uncertatinties associated with the higher-order QCD corrections. Additionally 

the choice of input Parton Distribution Function (PDF) can strongly influence 

the observed W  and Z  boson decay properties.

In this chapter we will review the trigger and event selection criteria for W  

and Z  events in ATLAS along with the operational characteristics of deploying 

such a monitor. The effects of the most recently available higher-order QCD 

corrections upon the expected W  and Z  properties will be examined. Finally 

the relatively new method of PDF reweighting will be studied and applied 

to the selection of Z  events. In turn the utility of this procedure will be 

demonstrated via a comparison with the more standard brute force method 

of generating otherwise identical simulation samples but with different PDF 

error input sets.
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Boson Trigger Low Luminosity 
2  x 1 0 33cm ''2s_1

High Luminosity 
1 x 1 0 34cm_2s_1

Level-1 
Level-2

MU20/EM25I
/x20i/e25i

MU20/EM3OI
/x20/e30i

z° Level-1 
Level-2

MU6/EM15I x 2 
/xl0/el5i x 2

MU6/EM20I x 2 
/ i l0 /e 2 0 i x 2

Table 7.1: ATLAS Level 1 and 2 trigger definitions implemented for the selec­
tion of W ± and Z° events at the LHC. The symbols MU and EM represent 
muon and electromagnetic objects, respectively, with the following number in­
dicative of the pT threshold for the Level 1 trigger. At Level-2 EM objects 
can be further refined into electron (e) objects. The symbols I(i) indicate a 
requirement of isolation around the object.

7.1 W  and Z P roduction

The expected number of W  and Z  events via the Drell-Yan process at the 

LHC can be schematically represented as shown in Eqn 7.1

Npp̂ w± = L  x PDF(xi, x2, Q2) x aqq^w ±

Npp^z0 = L x P D F ( n ,x 2 ,Q 2) xcrqq_ z  ° (7.1)

where L  is the integrated luminosity accepted by the detector, PD F(xi, x2, Q2) 

is the fraction of incoming proton momentum carried by each of the partons 

colliding to produce the W  or Z  at the Q2 of the collision, and a  —► W ±/Z°  

is the parton-level cross section for the boson production.

7.1.1 Trigger C riteria  and E vent S election

In addition to the Level 1 and 2 trigger thresholds listed in Table 7.1, 

further offline selection criteria are applied so as to efficiently select events 

while at the same time rejecting background processes. The offline selection 

criteria for single W ± production, as optimized for the studies prepared for 

the ATLAS Physics TDR, include:

• An isolated e or p, with pT > 25 GeV/c within |7y| < 2.4,

• Measured missing transverse energy measurement of E™lss > 25 GeV,
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•  No reconstructed jets in the event with prQet) > 30 GeV/c,

• Measured recoil of the event against the W  of \pr\ < 20 GeV/c.

W ith lepton reconstruction and identification efficiencies of approximately 

90% and 80%, respectively, the overall selection efficiency for the production 

of W  —* lv where I = e, fx is approximately 25%. This is the value for the effi­

ciency as determined from full simulation of the ATLAS detector. An equiva­

lent efficiency was determined through the application of the above cuts to a 

sample of W  events generated with Pythia and subsequently passed through 

the ATLFAST program [74,75].

In addition the contributions from background processes which pass the 

event selection criteria need to be taken into consideration. Accordingly the 

true number of W  produced is given by

N  _  N c a n d j1 ~  f Q C D )  ~  N Z , .

e A ( l  + ^ ) a w

Here Ncand is the number of W  candidates, Jqcd  is the fraction of QCD 

candidates which pass the W  selection criteria, N% is the number of candidates 

that are actually Z  where one of the leptons is outside the detector acceptance 

and goes undetected, e is the lepton identification efficiency for the detector, A  

is the detector acceptance for the observation of the I = e, fx decays of the W,  

At  is the acceptance times branching ratio for misidentified W  —> t v  decays, 

and aw  is the theoretical cross section.

The dominant source of background for the electron and muon channels is 

from the production of IT —* t v  and the production of Z  —> fx+[x~ in the muon 

channel. The expected levels of these backgrounds at the LHC and ATLAS are 

1.3% and 4%, respectively [16]. The background from QCD multi-jet events is 

considered to be negligible for ATLAS given the good electron-jet separation of 

the detector with jet rejection factors of the order of 105. W ith these selection 

criteria approximately 12 x 107 W  —> Iv events are expected per year at low 

luminosity (2  x 1 0 33cm_2s_1) assuming an integrated luminosity of 2 0  fb-1.
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Boson Low Luminosity 2 x 1033cm 2s 1

Rate (Hz) £(seconds)($L/L < 1 %) i(seconds) (<5L/L < 5%)
W ± 12 900 30
z ° 2 5400 180

Boson High Luminosity 1 x 11l 34cm_2s_1

Rate (Hz) t(seconds)(<5L/L < 1 %) t(seconds)(6L/L < 5%)
W ± 60 180 1 0

z ° 10 1080 60

Table 7.2: Predicted rates for the observation of W *  and Z°  events at the 
LHC which survive the selection cuts.

7.1 .2  O perational C onsideration s

Following the application of event selection criteria as described above the 

estimated W  and Z  production rates at the final stage of the ATLAS trigger 

known as the Event Filter (assuming that the offline algorithms are used) are 

given in Table 7.2. Also included are the estimated running times necessary 

to provide a statistical error of less than 1% (5%) for the measured luminosity 

via the W /Z  production process.

However during all periods of LHC machine operation in which the pro­

ton beams are colliding the actual luminosity delivered to the experiments 

will decrease with time, following an exponential decay associated with the 

luminosity lifetime Tiu m i. In general the luminosity lifetime is foreseen to last 

between 8 .6  and 28 hours and will vary depending upon the stage of commis­

sioning and progression toward the ultimate design luminosity. The normalized 

exponential decays of riumi during the first year of operation and accelerator 

commissioning, as well as for the nominal and peak luminosities is shown in 

Figure 7.1 [76]. Typically collisions will be halted and the beams dumped 

when the luminosity has decreased to approximately 2 0 % of the peak initial 

luminosity at the beginning of the run. As a result of the luminosity lifetime 

the W  and Z  event rates listed in Table 7.2 are the maximum expected val­

ues and represent the observed rates during a run when the beams are first 

brought into collision.

Taking the luminosity lifetime into consideration, at low luminosity the
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Figure 7.1: Exponential decay of the colliding beam luminosity at the LHC as 
a function of the expected beam lifetime Tiumi.

rate of W  production is expected to vary betwen 12 and 2.4 Hz, increasing to 

between 60 and 12 Hz at high luminosity. Similarly the rate of Z  production 

is expected to vary between 2.0 and 0.4 Hz at low luminosity, and between 

10.0 and 2.0 Hz at high luminosity.

7.1 .3  P D F  Errors and W /Z  P ro d u ctio n  b eyon d  L eading  
Order

In addition to the tree-level amplitude for the Drell-Yan production of 

W  and Z  bosons previously shown in Figure 4.5, for accurate comparisions 

with current data from the Tevatron experiments, as well as the upcoming 

data from the LHC, it is necessary to consider calculations and simulations 

that can be carried beyond Leading Order (LO). The Feynman diagrams which 

correspond to the parton model Drell-Yan cross section corrections at Next-to- 

Leading Order (NLO) 0 ( a s) and Next-to-Next Leading Order (NNLO) O(a^) 

in perturbative QCD are shown in Figures 7.2 and 7.3, respectively [54,77].

One available tool that can perform such NLO and NNLO calculations is 

Vrap [78]. Vrap is the computer program written in C++ by Lance Dixon and 

collaborators based upon their published calculations for W  and Z  production
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Figure 7.2: Feynman diagrams for the NLO QCD corrections to the production 
of W  and Z  bosons.

at NLO and NNLO [54]. The code enables one to calculate the rapidity distri­

bution for the production of lepton pairs at hadron colliders via 7 *, Z  and W  

bosons at LO, NLO and NNLO in perturbative QCD. While the code enables 

the calculation of the cross section it is not a Monte Carlo generator. The 

Vrap code calculates the value of ^m 'I y  w^ere M  is the mass of the produced 

lepton pair and Y  is the lepton pair rapidity, taking into account both the 

NLO and NNLO QCD corrections.

Within the program it is possible to vary input parameters such as the 

factorization 1 and renormalization 2 scales Hf and HRi respectively. The 

current standard relationship between hf and jiR assumes that they are taken 

to be equal and allowed to vary over a range defined by the mass M  of the 

produced lepton pair.

M /2  < Hr — hf 2M  (7-3)

Therefore for the production of W  and Z  the value of M  is the mass of 

the intermediate vector boson under consideration. Figure 7.4 plots the values

1The scale at which it is chosen to separate the short- from the long-distance dynamic 
effects and to be carried out order by order in perturbation theory. Short distance dy­
namics are represented by the hard-scattering amplitude, while long-distance dyanamics are 
accounted for in the distribution amplitude [79].

2Perturbative QCD calculations to a finite order requires that Ultra-Violet divergences be 
renormalized, thereby introducing a renormalization scale dependence to the calculation [79].
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Figure 7.3: Feynman diagrams for the NNLO QCD corrections to the produc­
tion of W  and Z  bosons.

of the differential cross section for Z  production at the LHC as a function 

of the boson rapidity Y  at LO, NLO and NNLO. Furthermore the values of 

the renormalization and factorization scales were allowed to vary according to 

equation 7.3. It is clearly visible that the resulting uncertainty in the predicted 

cross section is between 25 and 30% at tree-level. However when progressing 

to NLO and NNLO the cross section uncertainty decreases significantly, to 

less than 6 % and 1% at NLO and NNLO, respectively. The distributions and 

uncertainties of Figure 7.4 as calculated with Vrap are in agreement with the 

published results given in [54].

Within Vrap several PDF sets are available including CTEQ5 (at LO and 

NLO), MRST 2001 (at LO, NLO and NNLO) and Alekhin02 (at NNLO). 

However, the Vrap code does not include any built-in interfaces to the more 

recently released CTEQ6.1 and MRST 2001 PDF error sets, both of which 

are computed at NLO accuracy. Therefore in order to study the effects of the 

calculated PDF uncertainties the Vrap code was modified as part of this study 

so as to enable access to these important PDF sets, in addition to the PDF sets 

already available. While it is possible to compute the production cross sections 

to NNLO accuracy with Vrap, it is not possible to access PDF sets to the same 

level of accuracy while simultaneously having access to the error eigenvector
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Figure 7.4: Predicted cross sections for the production of Z° bosons at LO, 
NLO and NNLO for the LHC. The error bands represent the uncertainties 
associated with variations in fip and /ir  between M z  / 2  and 2  M z, and signif­
icantly reduce at higher orders.

sets. The MRST 2001 and Alekhin02 PDF sets are available at NNLO, but 

are only the best fit PDFs and do not include any error sets that represent the 

PDF uncertainties. Furthermore all current NNLO calculations for W  and Z  

production do not take the lepton spin correlations into account [80]. Since 

the lepton spin correlations are correctly handled at NLO it was decided to 

restrict our study to the use of Vrap with a NLO PDF error set. Due to 

the inherently more conservative estimate of the PDF errors for CTEQ6.1 as 

compared to MRST 2001, which result from their differing tolerances T  being 

employed during the global fits to the available data (see Section 4.2.1), for 

this study only the 40 error PDF sets of CTEQ6.1 were applied to the W  and 

Z  cross sections at NLO. This should then represent a reasonable estimate of 

the upper limit effect due to the PDF errors. A comparison with the MRST
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2001 PDF error set is left for future studies.

Since the Vrap code is a cross section calculator and not a Monte Carlo 

generator, to determine the effect of the PDF error uncertainties it was neces­

sary to run a separate task that individually linked each member of the PDF 

error set. 3

Following the prescription given in Equation 4.33 the positive and negative 

errors over all eigenvector PDF error set pairs is calculated for each rapidity 

bin Y . The best-fit PDF result for the production of W +, W ~  and Z° is shown 

as the solid middle line in Figures 7.5, 7.8 and 7.11, respectively. In each case 

the magnitude of the associated uncertainties due to the PDF error sets are 

highlighted in green and delimited by the upper and lower distributions. For 

this calculation the relation fj,R = fip = 1 / 2 M w/Z is assumed.

To visualize the level of uncertainty resulting from the application of the 

CTEQ6.1 error PDFs the values of the positive and negative fractional differ­

ences from the best-fit PDF set are shown in Figure 7.6. The overall uncer­

tainty from the CTEQ6.1 error PDFs is minimally «  5% for rapidity values 

of \Y\ ~  3.5. However the detection of the W  decay products is very difficult 

at such large Y  values. At more central rapidities the resulting uncertainty in 

the cross section with the PDF error sets increases slightly to approximately 

7.5%.

Although Figure 7.6 shows the aggregate effect of the error PDF sets, the 

individual contributions from the up and down PDF error sets of CTEQ6.1 

are shown in Figure 7.7. From this plot the largest contribution to the overall 

uncertainty in the central rapidity region of |V| < 2  was identified to come 

from eigenvector 15. Eigenvector 15 of the CTEQ 6.1 error PDF is sensitive to 

the high x gluon component of the proton momentum. This large contribution 

to the uncertainty is due to the poorly determined eigenvector direction of the 

high x  gluons [81]. In comparison the highly determined eigenvector directions 

are predominantly associated with the valence quarks inside the proton.

Histograms of the fractional difference from the best-fit PDF for the pro-

3This is in contrast with the PDF reweighting technique that can be applied to Monte 
Carlo simulations and is described in Section 7.1.4.
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Figure 7.5: W + production cross section at the LHC at NLO using the 
CTEQ6.1 PDF set including the PDF uncertainties (green).

duction of W ~  and Z° at the LHC are given in Figures 7.9 and 7.12, re­

spectively. Similarly the contributions to the cross section uncertainty from 

the individual PDF error sets for W ~  and Z° production are shown in Fig­

ures 7.10 and 7.13. Once again the largest contributions to the cross section 

uncertainties are associated with the high x  gluons of eigenvector 15.

7.1 .4  T h e P D F  R ew eigh tin g  T echnique

The introduction of PDF error sets, such as CTEQ6.1 and MRST 2001, 

greatly aided in studies which calculated the effect of PDF uncertainties on 

the W  and Z  production. This necessarily introduced a major increase in 

the computing resources required to simulate the events for each of the PDF 

error sets (40 for CTEQ6.1 and 20 for MRST 2001). Therefore approaches in 

the use of PDF reweighting have been investigated very recently as a method

116

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



0.15

Figure 7.6: Fractional difference of the best-fit CTEQ6.1 PDF set from the 
sum eigenvector set uncertainties as a function of W + boson rapidity.

by which it would be possible to calculate the effects of the PDF error sets 

while only requiring to run the simulation one time, specifically for the best- 

fit PDF [82]. The PDF reweighting technique implemented for this study is 

described below.

With CTEQ and their error PDF sets there are 2Np + 1 PDF members 

which consist of the best fit PDF set So and the eigenvector basis sets in the 

positive (up) and negative (down) directions along each eigenvector. There­

fore for an observable X  (such as boson rapidity distribution Y  or lepton 

pseudorapidity r], we can calculate the best estimate from PDF set S 0 and 

the uncertainty via equation 4.33. One limitation of this formulation is the 

assumption that the errors are symmetric about the best-fit PDF. A correc­

tion to this approach is therefore needed to accomodate the situation where 

asymmetric errors are present. Table 7.3 presents the standard method by
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Figure 7.7: Fractional difference of the best-fit CTEQ6.1 PDF set from each 
eigenvector set uncertainty as a function of W + boson rapidity.

which asymmetric errors are calculated.

Furthermore, it is only the uncertainty in the event acceptance arising from 

the variations introduced by each of the PDF error sets that can be treated as 

important in addition to the statistical error. This method of error calculation 

and corresponding evaluation of the acceptance uncertainty due to the PDFs is 

similar to the procedure followed in a recent CDF measurement of the inclusive 

W  and Z  cross sections from Run II at the Fermilab Tevatron [46]. However 

it should be noted that the study presented in [46] determined the uncertainty 

on acceptance by the brute force approach of producing simulation samples for 

the CTEQ6  best-fit PDF and each of the 40 error PDF sets and did not apply 

the reweighting procedure to only the best-fit PDF member as we describe 

below.
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Figure 7.8: W ~  production cross section at the LHC at NLO using the 
CTEQ6.1 PDF set including the PDF uncertainties (green).

R ew eighting Procedure

The implementation of the reweighting procedure performed for this study 

was as follows. Data samples of W  and Z  from Drell-Yan were produced for 

the Rome ATLAS Physics Workshop held in June 2005. From the Monte 

Carlo tru th  information (the particle level information before any simulation 

of detector effects) of each event the values of the colliding parton momentum 

fractions x\ and x -2 are extracted, along with the flavours of the partons. For 

the production of intermediate gauge bosons via the Drell-Yan process the 

value of Q2 and rapidity Y  of the boson can be easily calculated at Leading 

Order via the relations [37]
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0.15

Figure 7.9: Fractional difference of the best-fit CTEQ6.1 PDF set from the 
sum eigenvector set uncertainties as a function of W ~  boson rapidity.

Q2 = § = f a  + p2)2 = x ix 2s = x  ix 2 4 Eleam (7.4)

Q — 2 £ l̂eam \Jx\X2 (^-^)

y = i M| )  (7.6)

Utilizing the LHAPDF (Version 4.0) software [83] which provides an inter­

face to access most current and prior PDF sets, the values of (aq, x 2, / 1 , / 2)

for the event and all PDF error set members is collected, stored, and subse­

quently evolved to the Q2 of the reaction. At this point the contribution to 

the overall reweighting factor w resulting from all members of the PDF error 

set is calculated according to the equation
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Figure 7.10: Fractional difference of the best-fit CTEQ6.1 PDF set from each 
eigenvector set uncertainty as a function of W ~  boson rapidity.

=  V  f i ( X g , Q ) - f U x b , Q )  „

where the reweighting contribution for each PDF error set member is the 

product of the momentum PDFs for parton flavours a and b with respective 

momentum fractions x a and Xf, relative to the equivalent quantity for the PDF 

best-fit set at the Q2 of the process. Looping over all 41 PDF sets of the 

CTEQ6.1 PDF library (1 best fit and 40 error PDF sets corresponding to the 

2 0  eigenvectors) therefore provides a measure of the reweight contributions 

coming from each PDF set member. A profile histogram is used to record 

the distribution of PDF reweighting terms as a function of the PDF error 

set. From this histogram the overall reweight term and its corresponding 

uncertainty can be calculated as the sum over all PDF error set members
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Figure 7.11: Z° production cross section at the LHC at NLO using the 
CTEQ6.1 PDF set including the PDF uncertainties (green).

according to the method outlined in Table 7.3.

Since the W ± and Z° are only visible via the lepton(s) from their decay, 

it is most appropriate to keep track of the reweighting terms not only as a 

function of PDF error set, but also as functions of both the boson rapidity Y  

and the pseudorapidity of the lepton(s) coming from the Z° and W ±. This 

is accomplished through a second series of profile histograms, one for each 

rapidity and pseudorapidity bin, that similarly record the distribution of PDF 

reweighting terms as a function of the PDF error set member. Within each bin 

the mean and width of the relevant PDF weight distributions are computed 

separately for each PDF error set.

We therefore have the value of the PDF reweight term for each bin of a 

physical quantity X .  So when considering the distribution of lepton pseudora­

pidities from W ± decays stored into a histogram Nf)ins bins covering the range
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0.15

Figure 7.12: Fractional difference of the best-fit CTEQ6.1 PDF set from the 
sum eigenvector set uncertainties as a function of Z° boson rapidity.

of rjmin < \r/\ < Timax, there will be Nbins profile histograms which record the 

distribution of PDF reweights as a function the PDF error set number. So 

at the end of the calculation we will have computed the total uncertainty for 

each bin as the sum of errors according to PDF reweighting, along with the 

statistical error, added in quadrature as given in equation 7.7 and following 

the rules for asymmetric errors given in Table 7.3.

7 .1 .5  S im ulation  R esu lts  w ith  P D F  R ew eigh tin g

The procedure for PDF reweighting as describe above was applied to the 

Z° —> e+e“ dataset produced for the Rome ATLAS Physics workshop. The 

particle-level information associated with this 41 000 event sample was passed 

through the ATLAS Fast Detector simulation program (ATLFAST) from re­

lease 10.2.0 of the ATLAS software.
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Figure 7.13: Fractional difference of the best-fit CTEQ6.1 PDF set from each 
eigenvector set uncertainty as a function of Z° boson rapidity.

A series of selection criteria were applied to the simulation dataset in order 

to determine the acceptance for the observation of Z° —> e+e r . The selection 

criteria required the reconstruction of two isolated electrons of opposite charge 

within |?7| < 2.5 and with p x ^ )  > 20 GeV/c. The invariant mass of the 

reconstructed e+e_ system was further required to be within 6  GeV/c2 of 

the accepted Z° mass. With this sample we considered the PDF reweighting 

technique for two distinct cases.

• Case 1: The set of events are examined without the application of any 

selection cuts and the PDF reweight terms Bi are calculated.

• Case 2: The set of events are analysed via a series of selection cuts and 

the corresponding PDF reweight terms Ci for these surviving events are 

calculated.
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Acceptance Shift Error (positive) Error (negative)
AAi > 0 , A Ai > 0  

A A \ > 0 , A Ai < 0 
A A \ < 0 , A A \ > 0 
A A\ > 0 , A A \ < 0

V ( A A f + A A H / 2  

A A \
A  A*

0

0

A A i
A A \

\ /  (A A f +  AA%)/2

Table 7.3: Method by which the errors in acceptance uncertainty are calculated 
for each of the error PDF sets.

It is the ratio of these two values, C i/B i, that provides the measure of the 

uncertainty on the acceptance due to the PDF reweighting and therefore due 

to the uncertainties in the PDFs themselves. Figure 7.14 shows the calculated 

values of the PDF weights before (solid triangle) and after (open square) the 

application of selection cuts to the Z° —> e+e_ sample. The corresponding 

ratio of Bi/A i, where i ranges over the number of PDF error sets of CTEQ6.1, 

is shown in Figure 7.15. The uncertainty associated with each point is the ef­

fective uncertainty as calculated from the bin-by-bin widths of the PDF weight 

distributions that are represented by each before and after selection cut point 

of Figure 7.14 summed in quadrature. Since each point represents a different 

and independent pair of PDF error set members then the corresponding ac­

ceptance weights are also independent of each other. Therefore no correlation 

should be inferred between the spread of the calculated acceptance weights 

and the magnitude of the acceptance weight uncertainty.

When summing over all the PDF error sets according to the prescription 

of equation 7.7 and Table 7.3, the overall values for the positive and negative 

uncertainties on the acceptance due to the PDF error sets were calculated to 

be

AA+ =  0.64% (7.8)

AA_ =  1.10% (7.9)

These values compare well with the results calculated for the inclusive W  

and Z  cross sections as measured at the Tevatron by CDF where the positive

and negative errors associated with the CTEQ PDF eigenvector sets for the
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Z  —» e+e~ channel was found to be 0.69% and 0.84%, respectively [46].

It is also worthwhile to examine the percentage uncertainty in the surviv­

ing Z° —> e+e~ sample coming from the PDF error sets incorporated into the 

reweighting method. Figure 7.16 shows the distribution of the e+ and e~ pseu­

dorapidities of the selected events along with the statistical uncertainty within 

each 7/ bin. The percentage uncertainty introduced via the PDF reweighting 

is shown in Figure 7.17 also as a function of the electron and positron pseudo­

rapidity. W ithin |?7 | < 2.5 nearly all contributions to the error in acceptance 

are less than 0.5%, with the minimum of 0.25% typically near |r;| ~  0. It is ex­

pected that the corresponding uncertainties in acceptance for the production 

of W + and W ~  should also be at this same approximate level. In the future 

this study will be expanded to include the PDF reweighting for production 

of W ± as well as the decays to muons. This will be greatly aided during the 

upcoming ATLAS Computing Systems Comissioning (CSC) period in 2006 

(previously identified as Data Challenge 3) that will make larger samples of 

simulated W ± and Z° events available for analysis.
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Chapter 8 

Conclusion

Two physics processes for luminosity measurement and monitoring at the 

Large Hadron Collider and the ATLAS experiment have been presented.

The production of p,+pT pairs from the collision of virtual two photon 

exchange arising from the electromagnetic field of the counter-rotating proton 

beams of the LHC is discussed. Such events from the peripheral collision of 

the hadron beams are characterized by the near-zero acoplanarity angle and 

transverse momentum of the produced p,+p.~ system. In addition to selection 

criteria based upon these kinematic properties the application of vertex fit 

requirements aid in the rejection of p +p~ pairs from background processes 

of Drell-Yan as well as pile-up. Other backgrounds which cannot be easily 

differentiated from the signal include semi-inelastic, inelastic and rescattering 

variations of the two photon interaction. However, by requiring that the pr  of 

the produced di-lepton system be less than 50 MeV/c2 the corrections to the 

overall cross section from each contribution are at the level of 1 % or less when 

compared to the fully elastic 7 7  —► p + pT  cross section of (0.775 ±  0.008) pb. 

The theoretical uncertainties associated with the QED process of two photon 

production of /i+/i“ pairs at the LHC is well understood to high accuracy (less 

than 1 %), and therefore should be well suited as an offline method to measure 

the luminosity delivered to ATLAS at the level of approximately 2  to 3%.

Currently the Fermilab Tevatron is the highest energy hadron collider in 

operation and as such represents an ideal environment in which two photon 

production of lepton pairs via peripheral collisions can be studied prior to the
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LHC startup in 2007. Therefore a search has been initiated for the observation 

of exclusive 77 —► /i+/i~ events at the CDF Run II experiment at the Fermilab 

Tevatron. A large sample of diffractive physics events, requiring rapidity gaps 

in both the East and West Beam Shower Counters, was collected at CDF dur­

ing 2004-5 and formed the basis of a data scan that searched for the presence 

of exclusive events. Selection criteria designed for the elimination of

background contamination from cosmic ray muons, as well as for /i+p,“ pairs 

from the decay of the nearby J/'ip peak, were applied along with cuts to the 

measured acoplanarity angle and transverse momentum of the /j+/vr system. 

A series of preliminary candidate events have been identified and extracted 

from the CDF diffractive data sample. Detailed bin-by-bin comparisons of the 

data and simulation results were performed for the normalized distributions of 

acoplanarity angle <j>, transverse momentum and invariant mass of the /i+/i~ 

pair. The simulation and recorded data samples were found to be in good 

agreement providing strong evidence for observation of 77 —> n +ff~ events at 

CDF, and the potential first such observation of this process at a hadron col­

lider. Further investigations are required to fully verify these candidate events 

as coming from the exclusive production of p +/i~ pairs. Confirmation of the 

event exclusivity is the next step toward public dissemination and publica­

tion of a full set of measurements which will first require blessing by the CDF 

collaboration. Further studies are also foreseen to extend the analysis so as 

to include non-exclusive events where the kinematic and vertex fit criteria as 

described in Chapter 5 for ATLAS can be applied.

To compliment the absolute luminosity measurement capability of the 

7 7  —► process, the high rate of W  and Z  production at the LHC was

shown to be well suited for the task of online luminosity monitoring. In this 

capacity the measurement of the W  and Z  production rates was demonstrated 

to vary from peak values of 12 and 2.0 Hz (at the beginning of an accelerator 

fill) down to 2.4 and 0.4 Hz (at the end of the LHC fill when the beams are 

dumped). The decrease in observed production rate follows according to the 

exponential decay lifetime of the proton beams Tiurni during nominal operations 

at low luminosity ( 2  x 1 0 33cm- 2s-1).
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For an accurate comparison between theoretical predictions and the current 

Tevatron and future LHC measurements for the production of W  and Z,  the 

calculations and simulation studies need to be extended so as to include higher 

order NLO and NNLO corrections. The results of such recent calculations and 

simulations including NLO effects have been evaluated and combined with the 

available CTEQ 6.1 error set to determine an accurate estimate of the PDF 

uncertainties upon W  and Z  production at NLO. Over the central rapidity 

ranges these cross section uncertainties were calculated to be between 5 and 

7.5%.

Until recently studies which calculated the effects of PDF uncertainties 

based upon the PDF error sets were required to generate simulation samples 

for each of the error set members. In the case of the CTEQ 6.1 PDF error set 

this represented forty times the original amount of computational processing 

time and data storage resources required when compared to the single best-fit 

PDF member alone. PDF reweighting aims to provide a fast and accurate 

method of calculating the uncertainty of physically measureable quantities 

without requiring the generation of separate simulation samples for each of 

the PDF error set members. This is accomplished for all events such that 

the contributions of the up and down error sets of each PDF eigenvector are 

summed in quadrature relative to that of the best-fit PDF set member. The 

PDF reweighting procedure was specifically tested for the case of Z° —> e+e~ 

events as simulated for the ATLAS Rome Physics Workshop of 2005. For this 

event sample the measureable quantity considered was the event acceptance 

based upon the standard selection criteria for Z  production at ATLAS. The 

resulting uncertainties in the acceptance due to the up (positive) and down 

(negative) PDF error sets were calculated to be +0.6% and —1.0%, respec­

tively, averaged over the entire pseudorapidity range of acceptance. These 

results are in agreement with those from a recent study published by CDF for 

inclusive Z° production which analysed a separate simulation data sample for 

each of the 41 CTEQ6  PDF error set members compared to the single best-fit 

PDF necessary for the reweighting procedure. The uncertainty in acceptance 

due to the CTEQ 6.1 PDF errors was also studied in detail as a function of the
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experimentally measured pseudorapidity ?/ values of the electron and positron 

from the Z° decay. The percentage error on the acceptance was calculated to 

vary between 0.25% and 0.50% over the region |?7 | < 2.5, thereby indicating 

that the resulting uncertainty due to the PDF errors is much less than the 5 

to 7.5% expected from the pure cross section calculation alone. Therefore, the 

overall uncertainty in the measured luminosity from the production of W  and 

Z  at the LHC is expected to be at the level of 3 to 4%, principally based upon 

the systematic errors associated with the reconstruction and identification of 

the decay leptons.

In conclusion, the processes of 7 7  —> and W /Z  production have

respectively been shown to be well suited to the tasks of luminosity measure­

ment and monitoring, respectively, at the LHC. Given the described methods 

by which experimental backgrounds and theoretical uncertainties are taken 

into account, these processes will compliment the measurements provided by 

dedicate luminosity measurement devices to be installed within or around AT­

LAS.

A subset of the early results for luminosity measurement using two-photon 

production of pairs and W /Z  production have been published in [56].

Currently a number of internal ATLAS and CDF notes are in preparation 

by the author and collaborators directly based upon material presented in 

this thesis, and each of these internal documents are being written with the 

intention of full publication in refereed journals. The subjects of these notes 

include the following:

• Exclusive electron pairs in hadron-hadron collisions at CDF,

• Exclusive lepton pairs in hadron-hadron collisions at CDF,

• Luminosity Measurement at the LHC using Two-Photon Production of 

Lepton Pairs,

•  Luminosity Monitoring at the LHC using W /Z  Production,

• Studies of PDF Uncertainties upon W  and Z  Production at the LHC 

using the PDF Reweighting Method.
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All results including simulations and data analysis presented were per­

formed using the computational resources the Particle Physics Computing 

Centre and the THOR Linux Cluster of the Centre for Subatomic Research, 

University of Alberta [84], Additional resources of the LHC Computing Grid

[13] were also utilized in the production of the presented results.
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