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Abstract

This thesis involves the study of light propagation and photothermal nonlin-

earity in graphene-silicon waveguides. Graphene, a two-dimensional monolayer

of carbon atoms, is attracting a significant amount of interest due to its unique

optical properties and its ability to be integrated with existing waveguiding

materials such as silicon. Useful graphene photonic devices such as polarizers,

modulators and couplers have been demonstrated in literature so far.

Photolithographic patterning techniques that allow for graphene pattern-

ing to occur on photonic devices before and after their on-chip realization were

developed. Numerical simulations were performed that model the propagation

loss and ohmic self-heating in graphene-silicon waveguides. A graphene-silicon

waveguide was realized by transferring graphene onto a pre-existing silicon

Fabry-Pérot waveguide resonator. The linear propagation loss and photother-

mal nonlinearity of the material system was investigated and compared to

a bare silicon waveguide. An 8.8-fold enhancement in the effective thermal

nonlinear index was observed.
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Chapter 1

Introduction

The increased use of streaming video, voice over IP (VoIP), and social net-

working services is driving the effort to find more efficient ways of transferring

and processing large volumes of data. Photonic devices are becoming a cen-

tral focus in these developments as electronic devices begin to encounter size

and bandwidth limitations. Electrical wires that once carried telephone con-

versations and data are now being replaced with low-loss fiber optical cables,

which allow for more bandwidth and less latency over very long distances. At

the circuit board level, the use of optical interconnects has been demonstrated

in transferring data from chip-to-chip by industry leaders such as Intel [23].

Integral to the design of these photonic devices is the selection of the appro-

priate materials. This chapter will discuss the motivation behind developing

photonic devices and introduce the basic building blocks of these devices.

1.1 Performance of electronics vs. photonics

One of the biggest limitations of electrical devices is the available bandwidth

that conductors are capable of handling. As electrical signals of higher fre-

quency are sent along conventional conductors, the resistance of the conductor

increases due to the skin effect [41]. Optical waveguides are able to tran-

sit light signals with a very impressive amount of capacity, rendering copper

1



wires inferior in long-distance communications applications. Techniques such

as wavelength-division multiplexing (WDM) allows for many channels of com-

munication to exist over a single waveguide [34].

Power consumption can also be an issue for both electronic and photonic

devices. As electronics are reduced in physical size, their electrical resistance

increases and large amounts of heat can be dissipated. Heatsinks and power

management systems can reduce the burden that heat has on electronic com-

ponents. However, light propagating in a dielectric waveguide dissipates very

little heat. Heat dissipation in optical devices can also be relied on to per-

form some useful processes that rely on the thermo-optic effect. For example,

heaters can be placed near optical microring resonators to tune their resonant

wavelengths (by changing the refractive index of the microring) by adjusting

the temperature [42]. The work described later in this thesis uses heat dissi-

pated from the absorption of light in graphene to alter the refractive index of

a waveguide and demonstrate enhanced thermal nonlinearity.

Another limitation to consider is that the size of electronic devices is limited

by the nanofabrication methods that currently exist. An important benchmark

used by engineers to describe the sizes of transistors is the gate length. These

gate lengths have continued to decrease in size until recently [12], when it was

found that further decreasing the physical size of transistors would further

degrade their electrical properties. Photonic devices also have a minimum size

limitation that is due to the diffraction limit of light. Efforts are being made

to find ways of circumventing this limitation with the use of metamaterials [50]

and plasmonic waveguides [17].
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1.2 Silicon photonic waveguides

The building block of integrated photonic devices is the waveguide, a structure

that is designed to guide light along a defined path using core and cladding

materials. The confinement and loss of electromagnetic energy inside a waveg-

uide depends heavily on the optical properties and dimensions of the materials

being used. A widely used platform for photonic devices involves silicon as the

core waveguiding material. Silicon is an indirect bandgap semiconductor with

a bandgap energy larger than that of light used in telecommunications systems

(wavelength of λ ≈ 1.3 - 1.6 µm) [24]. Because of this, silicon is transparent at

these wavelengths and light propagating in silicon experiences very little loss.

Confinement of light in a waveguide is related to the index contrast between

the core and cladding materials, and so silicon’s refractive index of n = 3.4

ensures that light is well confined to the waveguide when lower index materials

are used as the cladding material. In silicon-on-insulator (SOI) waveguides,

air (n = 1) and a SiO2 buffer layer (n = 1.45) are used as cladding mate-

rials. This high index contrast is important in keeping the bending loss in

waveguides low [20] and reducing coupling between devices that are in close

proximity to one another.

Because silicon is an inexpensive CMOS-compatible material [24], silicon

photonics is of great interest to companies that already process silicon-based

electronics in their nanofabrication foundries. Integration that occurs between

photonic and electronic devices can be done using the same materials and

processes. As well, the large nonlinear susceptibility of silicon [7] enables the

development of all-optical devices.
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1.2.1 Fabry-Pérot resonator

Optical resonators can be made from waveguides and are used in a number

of applications including electric field enhancement, switching, and filtering

applications. Waveguides can act as a resonator if the input and output ports

are highly reflective and the propagation loss in the waveguide is kept low.

Such structure is called the “Fabry-Pérot” resonator and is shown in Fig. 1.1.

Light exiting through the output facet will partially reflect and travel back

in the opposite direction. Reflected light will also partially reflect from the

input facet, causing the light to return to the output facet and interfere with

light travelling in the same direction. The power transmittance for this kind

of resonator is described by the following expression [22]:

T =
G(1−R)2

(1−RG)2 + 4R sin2 (δ/2)
(1.1)

The path-length phase difference δ is a function of the length of the res-

onator, the refractive index of the material and the wavelength for normal

incidence:

δ =

(
2π

λ0

)
2nl (1.2)

The reflectance R of the waveguide facets and the propagation loss G = e−2αz

of the cavity determine the transmittance of the resonator. The optical path

length determines whether light constructively or destructively interferes. The

transmission from the waveguide will be less than unity for the case of partial

destructive interference, and reach its maximum for the case of constructive

interference. For the lossless (G = 1) case at resonance, the output transmit-

tance is equal to the input transmittance. This structure is used later in this

thesis to investigate thermal nonlinearity in a silicon-graphene waveguide.
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Figure 1.1: Fabry-Perot resonator consisting of two reflectors and a resonant
cavity.

1.3 All-optical devices

Because of the bandwidth advantages of photonics components, as well as

the fabrication difficulties associated with integrating photonic components

with electronics, effort is being spent to develop “all-optical” photonic devices.

These devices would be capable of performing complex signal processing op-

erations without the use of electronics. However, in order for these devices

to operate, multiple light signals would have to interact and influence one an-

other, similar to how a transistor allows one electrical signal to control the

flow of another. Light signals can be controlled optically using materials with

strong nonlinear properties. The optical properties experienced by one light

signal are dependent on the intensity of other light signals. Thermo-optic [40]

and opto-mechanical effects [31] are some of the ways that all-optical devices

have been demonstrated so far. Nonlinear optical phenomena will be described

more in-depth in the next chapter.

1.4 Graphene as an optical material

Graphene is a two-dimensional material consisting of carbon atoms arranged

in a hexagonal lattice. The 2010 Nobel Prize in Physics was awarded to André
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Gaim and Konstantin Novoselov for their pioneering experiments involving

graphene [39]. Graphene has interesting optical properties that arise from its

linear electronic band structure. Among these properties are its high sheet

absorption of light (≈ 2.3% absorption) [35], constant conductivity at optical

frequencies [11, 25], and its ability to act as a nonlinear optical medium [19].

Graphene has recently been examined as a material for use in integrated pho-

tonic devices for a variety of applications. Of particular importance to the

work done in this thesis are the thermal and electrical properties of graphene.

The next chapter will give an in-depth overview of the various properties of

graphene and give some examples of devices that have been reported in liter-

ature.

1.5 Thesis organization

This thesis is divided into six chapters, all of which focus on integrated pho-

tonic devices. Graphene photonics is the primary focus of the material. The

layout is as follows:

� Chapter 2 gives an overview of the fundamental optical properties of

graphene, and gives some examples of graphene devices studied in liter-

ature.

� Chapter 3 presents finite-difference numerical simulations that study the

propagation characteristics of light and ohmic heating in a graphene-

silicon waveguide.

� Chapter 4 gives a description of the synthesis and transfer of graphene

in the production of graphene-based photonic devices. Work done on

pre-device and post-device lithographic patterning is also presented.

� Chapter 5 describes the linear and nonlinear characterization of a graphene-

6



silicon waveguide that demonstrates enhanced thermal nonlinearity and

optical bistability.

� Chapter 6 provides a summary of the thesis and elaborates on future

research directions for the work.
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Chapter 2

Graphene Photonics

Graphene is attracting a significant amount of interest because of its unique

and easily tunable optical properties. The optical properties of graphene are

directly related to the way electrons behave in the material, and so graphene’s

optical material properties can be derived from its electrical conductivity. This

chapter investigates the electrical properties of graphene, how the optical prop-

erties are related, and briefly examines the thermal properties of graphene that

are relevant to the development of photonic devices. The chapter also show-

cases some graphene photonic devices that make use of these properties.

2.1 Electrical properties

2.1.1 Conductivity of single-layer graphene

Graphene’s unique electrical properties arise from its linear electronic band

structure (E = ±vp, where v ≈ 106 m/s), which resembles that of a pho-

ton [11]. This causes electrons in pure graphene to theoretically behave as if

they have no mass. The electrical conductivity model of graphene is obtained

from the band structure, and the derivation is described in detail in [11,25,32].

The expression for the conductivity of graphene contains two significant con-

tributions: interband electron transitions and intraband absorption (Drude
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model response):

σinter(ω) =
e2

4h̄

[
1

2
+

1

π
arctan((h̄ω − 2µ)/2kT − i

2π
ln

[
(h̄ω − 2µ)2 + (2kT )2

(h̄ω + 2µ)2 + (2kT )2

]]
(2.1)

σintra(ω) =
ie2|µ|

πh̄2(ω + iτ−1)
(2.2)

σtotal = σintra + σinter (2.3)

In the above expressions, k is the Boltzmann constant, T is the tempera-

ture, µ is the chemical potential, σ is the AC conductivity (in two-dimensional

units, Ω−1) and τ is the electron scattering lifetime. The scattering lifetime

τ is dependent on the presence of impurities and electron-phonon scattering,

which both impede the flow of electrons in the material [25]. The contribution

due to impurities alone can be determined from the electron concentration n,

electron mobility µ, and Fermi velocity vF from the following expression:

τDC =
µh̄
√
nπ

evF
(2.4)

The contribution to the relaxation lifetime due to impurities is not frequency

dependent. However, the contribution from electron-phonon scattering is,

since it depends on the real part of the electrical conductivity and the fre-

quency:

τel−ph(ω) =
e2EF

πh̄2ω2

1

<(σ(ω))
(2.5)

Jablan et al. estimated the value for τDC to be approximately 6.4 × 10−13 s,

using n = 3×1013 cm−2 (corresponding to EF = 0.64 eV), µ = 1×104 cm2/V·s,

and vF = 106 m/s. For lower chemical potentials (Fermi levels), the electron

population is lower and the relaxation lifetime is reduced. This acts to reduce

the intraband conductivity, which plays a large part in the AC conductivity at

low frequencies (h̄ω < 2EF ). The relaxation lifetime does not play a large role

in the interband conductivity, which is dominant for frequencies in the infrared

9



and visible range. The total relaxation lifetime can be found by combining the

contributions from impurities and electron-phonon scattering:

τ−1tot = τ−1DC + τ−1el−ph (2.6)

The chemical potential µ (equivalent to the Fermi level) describes the max-

imum energy occupancy level of electrons in the material. For pure undoped

graphene, there are only electrons in the valence band and µ is zero. The

chemical potential can be adjusted through chemical doping or from applying

a DC voltage between the graphene and an underlying substrate (electrostatic

doping) [37]. This allows for the conductivity and consequently, the optical ab-

sorption, to be highly tunable. An electro-optic modulator using the principle

of electrostatic doping was demonstrated by Liu et al, and is later described

in this chapter.

The real and imaginary parts of the complex conductivity are plotted ver-

sus the photon energy in Fig. 2.1. It can be seen that for infrared and visible

light (h̄ω > 0.8 eV), the conductivity approaches an asymptotic value of e2/4h̄,

whereas the imaginary part stays at zero. For the case of zero chemical poten-

tial, interband transitions are the only contributing effect to the conductivity.

The effect of increasing the chemical potential to 0.2 eV can be seen in Fig

2.2, where intraband transitions begin to have an effect. The real part of the

conductivity becomes shifted to the right and a distinct transition between

low and high conductivity can be seen at a photon energy of 2µ.

The relationship between the complex conductivity and chemical potential

is plotted for a wavelength of 1.55 µm (h̄ω = 0.8 eV) in Fig. 2.3. When the

chemical potential is above the interband transition energy of h̄ω/2 (≈ 0.4

eV), electrons occupy all of the possible states that photoexcited electrons can
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Figure 2.1: Complex conductivity of graphene at chemical potential of zero,
scattering lifetime of 6× 10−13 s and temperature of 295 K.

transition to, and the absorption of photons is decreased [35]. This transition

can be modeled as a step function for absolute zero temperature, and becomes

more gradual with increasing temperature.

2.1.2 Conductivity of multilayer graphene

Fabrication methods used to produce graphene often yield multiple layers,

which will affect the electrical conductivity. A study on the conductivity of

multilayer graphene was performed by Nakamura et al. in 2008. Their findings

showed that the conductivity of graphene was given by the conductivity of a

single layer multiplied by the number of layers N , if N is small [38]. This

approach is used in [35,36] in the analysis of their devices which use multilayer

graphene.

2.2 Optical properties

2.2.1 Dielectric constant and refractive index

The optical properties of solids depend heavily on the electronic properties.

The AC conductivity and the relative dielectric constant of a 2D material are
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Figure 2.2: Complex conductivity of graphene at chemical potenial of 0.2 eV,
scattering lifetime of 6× 10−13 s and temperature of 295 K.

Figure 2.3: Complex conductivity of graphene at a wavelength of 1.55 µm, a
scattering lifetime of 6× 10−13 s and a temperature of 295 K.

related by the following expression [16]:

εr(ω) = 1 +
iσ(ω)

ε0ωd
(2.7)

In this equation, ε0 is the permittivity of free space, σ(ω) is the frequency-

dependent 2D conductivity of the material, d is the effective thickness of the

layer and ω is the angular frequency of the light. It is assumed that the 2D

conductivity of graphene can be estimated as a bulk 3D conductivity using

σ3D = σ2D/d [36]. Eqn. 2.7 is obtained from the Drude-Lorentz model, which

describes how electrons behave in a material exposed to a time-varying electric
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field. The Drude part of the model describes the collisions that occur between

electrons and positive ions in the crystal lattice. The Lorentz model treats

the free electrons in the material as dipoles that oscillate as a result of being

driven by the time-varying electric field.

The complex refractive index of a material describes both the phase change

and attenuation of light in a material, and is related to the relative dielectric

constant:

nc = n+ iκ =
√
εr (2.8)

The absorption coefficient α can be found from the extinction coefficient κ

and free space wavelength λ0 from:

α = 2kκ =
4πnκ

λ0
(2.9)

The refractive index and absorption coefficient are plotted vs. chemical po-

tential in Fig. 2.4 for wavelength 1.55 µm and scattering lifetime of 6×10−13 s.

As the chemical potential is increased, the optical attenuation and refractive

index both decrease. For a chemical potential of zero, graphene behaves as a

lossy dielectric material with n ≈ 3.1.

Figure 2.4: Refractive index and extinction coefficient of graphene vs. chemical
potential for λ = 1.55µm, τ = 6× 10−13 s and thickness d = 3.5Å.
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2.2.2 Nonlinear susceptibility

Graphene also possesses a large third-order nonlinear susceptibility. Normally,

the induced polarization of a linear material subject to an electric field is

described by the relationship:

~P (t) = ε0χ~E(t) (2.10)

where χ is the first-order susceptiblity. For nonlinear media such as graphene,

the induced polarization can be expanded into higher order terms involving

higher powers of the electric field [5]:

~P (t) = ε0

[
χ(1) ~E(t) + χ(2) ~E2(t) + χ(3) ~E3(t) + ....

]
(2.11)

From χ(3), the nonlinear refractive index (Kerr coefficient) can be calculated:

n2 =
3χ(3)

8n0

(2.12)

In the above expression, n0 is the linear index of refraction. The total index

of refraction is related to the nonlinear refractive index and intensity of light

by:

n = n0 + n2I (2.13)

In a graphene-silicon photonic crystal waveguide fabricated by Gu et al., n2

was found to be 4.8 × 10−17 m2/W [19]. In comparison, intrinsic silicon has

an n2 value of approximately 6 × 10−18 m2/W [7]. This demonstrates that

graphene has the potential to enhance the efficiency of χ(3) processes such as

four-wave mixing.

2.3 Thermal properties

Graphene is an excellent conductor of heat, with a thermal conductivity of ap-

proximately 5000 W/m K [3]. This is far larger than the value for metals such
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as copper (400 W/m K) and aluminum (250 W/m K). The thermal conductiv-

ity is an important parameter that determines the steady-state temperature

of a material subject to a heat source.

Graphene also has a high amount of optical absorption. This ohmic loss

manifests itself as a heat source in a waveguide system. The amount of heat

power being generated in graphene can be estimated if the material conduc-

tivity and electric field in the material are known. The ohmic heat power

generated in a material with conductivity σ can be calculated using [40]:

q =
1

2
σ|E|2 (2.14)

Heat generation in optical devices can have a detrimental effect on their

performance, since a change in temperature can induce significant refractive

index changes in a material with a large thermo-optic coefficient. Conversely,

the generated heat can be used to induce useful changes in refractive index,

such as in all-optical switches. The next chapter describes work that has been

done in simulating thermal nonlinearity in a graphene-silicon waveguides.

2.4 Device examples

2.4.1 Electro-optic modulators

An electro-optic modulator based on the concept of electrostatic gating was

demonstrated by Liu et al. in 2011 [35]. The device consists of graphene placed

on top of a doped silicon waveguide designed to guide light at a wavelength

of 1.53 µm. The waveguide is physically separated from the graphene using a

7-nm-thick Al2O3 buffer layer. The graphene layer is electrically connected to

an Au-Pt electrode, whereas the silicon waveguide is in contact with the other

electrode. Using an applied voltage across the two contact pads, the chemi-

cal potential (Fermi level) of the graphene is tuned such that the absorptive
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properties of graphene are also tuned.

Figure 2.5: (a) Schematic of electro-optic modulator device from Liu et al. (b)
Transmission of optical signal vs. drive voltage applied to the gold contact
pads. There are three distinct regions of operation, which correspond to the
shifting of the Fermi level. Reused from [35] with permission.

In Fig. 2.5, the transmission through the waveguide as a function of the

applied voltage is plotted. For drive voltages lower than -1V, the Fermi level

is below the interband transition energy of -h̄ω/2. This prevents any electrons

from being available for interband transitions. For drive voltages near 0V, the

Fermi level is near zero and graphene is highly absorptive since electrons are

now available for interband transitions. For drive voltages higher than 3.8V,

the Fermi level is large enough that electrons occupy all of the possible transi-

tion states that are in resonance with any photons, and so the photons are not

absorbed. The minimum transmission is offset from zero-bias because the sil-

icon waveguide is doped with boron (a p-type dopant), which shifts the Fermi

level negatively. The modulation depth of the device, which is the ratio be-

tween maximum and minimum transmission in the device, was approximately

0.1 dB/µm.

2.4.2 Plasmonic waveguides

Graphene can be used to transport surface plasmon polaritons (SPPs) along

it. SPPs are created when light couples to free electrons on the surface of a
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metal. When this occurs, light can be confined into a much smaller modal area

and the effective SP wavelength of the light is much smaller than the free-space

wavelength [25]. As mentioned in Chapter 1, plasmonics can be used to make

photonic devices that circumvent the diffraction limit of light.

Plasmonic waveguides using graphene were demonstrated by Kim et al.

in 2011 [29]. Graphene was physically transferred onto an cladding layer (n

= 1.37) of thickness 20 µm. Using photolithography and reactive ion etch-

ing, the graphene was patterned into strips that were 5.7 mm-long. Another

cladding layer of 20 µm was then placed on top. Light of wavelength 1.31 µm

was coupled onto the graphene strip using a polarization-maintaining fiber.

The coupling loss was measured to be 1 dB per facet for TM-polarization and

the propagation loss for TM-polarization was 2.1 dB/mm. The corresponding

propagation length is approximately 2.1 mm, which is considered to be long

compared to conventional metal-dielectric material systems. Surface plasmons

propagating along the top and bottom surfaces of the graphene form a well-

confined guided mode. The output power was measured as a function of the

polarization of the incoming light and it was found that when TE-polarized

light is used, the insertion loss increases by 19 dB compared to TM-polarized

light. This demonstrates that the performance of graphene plasmonic waveg-

uides has a strong polarization dependency.

Figure 2.6: Schematic of graphene waveguides by Kim et al. Graphene strips
of length 5.7 mm are patterned between a 20 µm-thick dielectric on both sides.
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To demonstrate the practicality of the plasmonic waveguide, light pulses

encoded with pseudorandom data were transmitted along the graphene strip

at a rate of 2.5 Gbps. The bit-error-rate was measured to be 10−10 which

demonstrates that virtually all of the data was readable at the output.

2.5 Summary

The electrical, optical and thermal properties of graphene were investigated

in this chapter. The tunable chemical potential of graphene allows for the

electrical conductivity (and by extension, the absorption) to be tuned by a

variety of methods. This property has enabled electro-optic graphene devices

to be experimentally demonstrated, such as the modulator device reported

by Liu et al. The nonlinear optical properties of graphene have also been

demonstrated in four-wave mixing experiments reported by Gu et al, and the

work done on thermal nonlinearity described later in this thesis. Plasmonic

waveguides, which allow for the subwavelength propagation of light, can also be

realized with graphene as reported by Kim et al. These properties of graphene

will be used in the simulations performed in the next chapter to investigate

the nonlinear thermo-optic behaviour of graphene-silicon waveguides.
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Chapter 3

Simulation of Graphene-Si
Optical Devices

3.1 Helmholtz equation

Using the properties of graphene that were covered in the previous chapter,

the optical performance of graphene devices can be modeled using analytical

and numerical methods. The one-dimensional analytical expression for the

optical slab mode will first be derived, which can be extended to 2D. We

begin finding the electric field distribution in the graphene-silicon layers by

solving the Helmholtz equation:

−∇×∇× ~E + k20 ~E = jωµ0
~J (3.1)

Since −∇×∇× ~E = ∇2 ~E −∇
(
∇ · ~E

)
:

∇2 ~E + k20 ~E = jωµ0
~J +∇

(
∇ · ~E

)
(3.2)

The continuity of charge equation (in frequency domain) and Gauss’s Law are:

∇ · ~J = jωρ (3.3)

∇ · ~E =
ρ

ε0
(3.4)

If we combine Eqns. 3.3 and 3.4 by eliminating ρ, we get:

∇ · ~E =
−1

jωε0

(
∇ · ~J

)
(3.5)
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Substituting this into Eqn. 3.2 gives:

∇2 ~E + k20
~E = jωµ0

~J +
j

ωε0
∇
(
∇ · ~J

)
(3.6)

3.1.1 One-dimensional treatment

Figure 3.1: Schematic of one-dimensional graphene slab waveguide.

Fig. 3.1 depicts the one-dimensional graphene slab waveguide that will be

investigated. When solving the Helmholtz equation in 1D, the direction of

propagation of light is chosen to be in the ẑ direction and graphene is modeled

as an infinite sheet with zero thickness in the x̂ direction. Transverse-magnetic

(TM) polarization is assumed, where an electric field (but no magnetic field)

is allowed to exist in the direction of propagation. The direction of current

density is assumed to be in the direction of propagation, since the electrons

are bound to the surface of the graphene (cannot move in the x̂ direction). In

the 1D treatment, we can rewrite ∇
(
∇ · ~J

)
as:

∇
(
∇ · ~J

)
= (∇⊗∇) · ~J =

[
∂2

∂x2
∂2

∂x∂z
∂2

∂z∂x
∂2

∂z2

]
·
[

0
Jz

]
=

[
0

∂2Jz
∂z2

]
(3.7)

Therefore:

∇2

[
Ex
Ez

]
+ k20

[
Ex
Ez

]
= jωµ0

[
0
Jz

]
+

j

ωε0

[
0

∂2Jz
∂z2

]
(3.8)

Solving the equation in terms of Ez gives:

∇2Ez + k20Ez = jωµ0Jz +
j

ωε0

∂2Jz
∂z2

(3.9)
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Expanding the Laplacian into its partial derivative form gives:

∂2Ez
∂x2

+
∂2Ez
∂z2

+ k20Ez = jωµ0Jz +
j

ωε0

∂2Jz
∂z2

(3.10)

In frequency domain, the spatial variation of Ez and Jz along the ẑ axis can

be described by:

∂2Ez
∂z2

= (−jβ)2Ez = −β2Ez (3.11)

∂2Jz
∂z2

= (−jβ)2Jz = −β2Jz (3.12)

where β is the wavevector in the direction of propagation. Therefore, the

Helmholtz equation reduces to:

∂2Ez
∂x2

+ (k20 − β2)Ez = jωµ0Jz −
jβ2

ωε0
Jz (3.13)

In order for there to be an exponentially decaying solution to the PDE (de-

scribing a bound mode), β2 > k20. Therefore, let k2 = β2 − k20:

∂2Ez
∂x2

− k2Ez =

(
jωµ0 −

jβ2

ωε0

)
Jz (3.14)

or alternatively...

∂2Ez
∂x2

+ (jk)2Ez =

(
jωµ0 −

jβ2

ωε0

)
Jz (3.15)

To find the transverse propagation vector k, the boundary element method can

be used. This method can also be used to solve the PDE in two-dimensions,

but this requires expanding Eqn. 3.8 into three coupled equations and the

use of dyadic Green’s functions [21], which becomes very intensive to set up.

The solution Ez(x) is assumed to be in the following form for solving the

inhomogeneous Helmholtz PDE [46]:

Ez(x) =

(
jωµ0 −

jβ2

ωε0

)∫ +∞

−∞
G(x|x′)Jz(x′)dx′ (3.16)

G(x|x′) is the Green’s function for the Helmholtz equation in 1D:

G(x|x′) =
j

2k
e−jkx|x−x

′| (3.17)
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Since the only area where there is non-zero current density is on the graphene

sheet (at x′ = 0):

Ez(x) = jωµ0G(x|0)Jz(0)− jβ2

ωε0
G(x|0)Jz(0) (3.18)

Using the boundary condition that Ez(0) = Jz(0)/σ and evaluating the Green’s

function at x = 0 and kx = jk:

Ez(0) =
Jz(0)

σ
= jωµ0

j

2(jk)
Jz(0)− jβ2

ωε0

j

2(jk)
Jz(0) (3.19)

Simplifying:

k = jωµ0
σ

2
− jβ2σ

2ωε0
(3.20)

k =
jω2µ0ε0σ − jσβ2

2ωε0
=

σ

2ωε0
(jω2µ0ε0 − jβ2) =

jσ

2ωε0
(k20 − β2) =

−jσ
2ωε0

k2

(3.21)

Therefore:

k =
2jωε0
σ

(3.22)

This result matches the wavevector for the TM surface mode described in [25].

k is an imaginary number (assuming the real part of σ dominates the imaginary

part), which indicates that the electric field profile is exponentially decaying

in the x̂ direction rather than oscillating to infinity. However, for this bound

mode to exist, the dielectric constant of the graphene layer must be negative to

satisfy the condition for surface plasmon polariton propagation [26]. This only

occurs for photon energies in the terahertz frequency range (or lower energy).

In the infrared/visible regime which is the regime we are working in, graphene

acts as a lossy dielectric with a positive dielectric constant. Therefore, a

thick enough high-dielectric layer (such as silicon) needs to be present for a

photonic mode to be allowed to propagate. Since this makes the geometry

more complex, the analysis was moved to using a numerical approach instead.
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3.2 Numerical methods

While one-dimensional approach can present a simple analytical expression

to use, it is easier to calculate the propagation constant for optical modes in

complex two-dimensional structures using numerical methods. The boundary

element method treats the graphene layer as a true infinitesmally-thin bound-

ary, but the problem in two-dimensions is difficult to set up. As mentioned

in the previous chapter, an effective 3D conductivity of graphene can be es-

timated by dividing the 2D conductivity by an effective thickness ∆. If this

approximation is used, other numerical methods such as the finite difference

or finite element method can be used to model graphene devices by treating

the graphene as a layer with a 3D conductivity and effective thickness.

3.2.1 Finite element method

Numerical methods solve PDEs by taking the computational domain and dis-

cretizing it into a set of elements. Many discretization methods exist, but

choosing one that allows smaller features to be computed properly is impor-

tant. If step sizes are chosen to be too large, features smaller than the step

size will not be approximated accurately. This is important in numerical sim-

ulations involving graphene, since the effective thickness of the graphene layer

is much smaller than the thickness of the other materials present in the sim-

ulation. The finite element method allows for the computational domain to

be discretized using a mesh that can be dynamically scaled in size depending

on the feature sizes being simulated. Areas of the computational domain that

lack smaller features can use a less dense mesh to ease the computational bur-

den.

The simulations performed in this thesis have been done using commercial
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software (COMSOL), although the finite element method can be implemented

manually in MATLAB or other programming environments. COMSOL pro-

vides much flexibility in creating custom meshes for specific structures, and

allows the user to perform multiphysics simulations that link various types of

simulations (such as electromagnetic, thermal, and mechanical) together.

3.3 Simulation of thermo-optic effect

3.3.1 Electromagnetic problem

Using the finite element method, the electric field distribution of light prop-

agating in a graphene-silicon waveguide will be obtaned for TE and TM po-

larization. Afterward, the graphene strip and silicon waveguide will be mod-

eled as heat sources and the temperature increase of the waveguide will be

obtained for a given optical power. This temperature increase will then be

used to determine the refractive index change in the silicon waveguide using

the thermo-optic effect and demonstrate that the thermal nonlinearity in the

waveguide is expected to increase with the addition of the graphene layer.

To begin, the layers listed in Table 3.1 are set up in the COMSOL electro-

magnetic simulation. The layers represent a 2 µm-wide waveguide structure

patterned on a silicon-on-insulator substrate, with a polymethyl-methacrylate

(PMMA) layer available for mechanical support of the graphene. This descrip-

tion of the fabrication and chacterization of the device is in the next chapter.

To approximate an infinite region around the waveguide, the dimensions of the

cladding layers (air, SiO2 and PMMA) are made large enough to isolate the

optical mode from the edge of the domain. The computational domain is set

to have perfect electric conducting boundaries (n̂× ~E = 0), but more rigorous

methods such as using a perfectly matched layer (PML) could also be used.
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Fig 3.2 shows a schematic of the proposed simulation scheme.

Table 3.1: Waveguide Material Properties

Material
Thickness
(nm)

Refractive
Index

Electrical
Conductivity
(Ω−1 ·m−1))

Thermal
Conductivity
(W/(m·K))

Si 340 3.47 2.3×10−1 149
SiO2 1000 1.52 —– 1.9
Graphene 0.35 3.00 5.0×103 5000 [3]
PMMA 1000 1.47 —– 0.25
Air 340 (beside Si) 1.00 —– 0.023

Figure 3.2: Schematic of the computational domain for the thermo-optic sim-
ulation of a graphene-Si waveguide.

Starting with the Helmholtz equation in Eqn. 3.1 in a medium with k2 =

εrk
2
0 and using the relation ~J = σ ~E, one can obtain the form of the equation

that COMSOL uses for its electromagnetic simulation:

∇×∇× ~E −
(
εr −

jσ

ωε0

)
k20
~E = 0 (3.23)

For the graphene layer, σ is the real part of the effective 3D conductivity and

εr can be found from the imaginary part of the conductivity using Eqn. 2.7.

25



The conductivity of 5.0 × 103 Ω−1m−1 for graphene for this simulation was

chosen to be lower than the theoretical value, since the observed propagation

loss (in the Chapter 5 experiments using the NINT graphene) was much lower

than the expected propagation loss using the theoretical value. This can be

due to the quality of graphene, the presence of dopants, or that the waveg-

uide was not uniformly covered with graphene. Measured sheet resistance of

graphene can often vary significantly from the theoretically expected values

for these reasons [27]. The conductivity of graphene in this simulation was

chosen to give a propagation loss of 19.3 dB/cm for TM polarization, which is

the experimentally observed attenuation.

For the purely dielectric layers, the PDE reduces down to εr = n2 and

σ = 0. A conductivity is calculated for silicon (based on an estimated material

loss of 1 dB/cm [18]), so that heating in the silicon can be modeled, although its

equivalent conductivity is much lower than that of graphene and is calculated

using the following expression [40]:

σ = αn
√
ε0/µ0 (3.24)

When the PDE is solved for light of wavelength λ = 1.55 µm, many solu-

tions for the propagation constant are found. These represent the eigenvalues

of the various optical modes that are allowed to propagate in the waveguide.

When searching for which solutions to use in the thermal analysis, the search

is focused on the fundamental TE and TM modes. It is assumed that the

the power propagating through our device is solely concentrated in the funda-

mental modes, and that the higher order modes are either much more lossy or

not easily excited by the fiber butt-coupling scheme used in measuring these

devices.
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Figure 3.3: Simulated electric field distributions (in arbitrary units) in
graphene-silicon waveguide for TE and TM-polarized light.

Fig. 3.3 shows the dominant electric field components that make up the

fundamental TE and TM optical modes. The Ey field for TE and the Ex field

for TM-polarization are much smaller in magnitude than the other fields and

are not shown. The effective index and the propagation loss (calculated from

the imaginary part of the wavevector from each mode) are given in Table 3.2.

Table 3.2: Electromagnetic Simulation Results

Effective Index Propagation Loss
(dB/cm)

Graphene (TE) 3.09 9.5
Graphene (TM) 2.78 19.3
Bare Si (TM) 2.78 1.01

The electric field strength given by the COMSOL simulation is not normal-

ized properly, and so the electric field must be normalized using the optical

power in the waveguide for the thermal analysis to be properly done. The

Poynting vector ~S describes the energy flux density (in units of W/m2), which

is the rate of energy transfer per unit area. The total energy transfer, or opti-

cal power, can be found by integrating the time-averaged Poynting vector over
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the 2D cross-section of the waveguide:

Ptot =

∫
S

〈~S〉dy dx =

∫
S

〈 ~E × ~H〉 dy dx (3.25)

Since the electric and magnetic fields are not normalized in the simulation,

the true fields can be found by calculating a normalization constant m and

applying it to each unnormalized field component (given by the subscript 0).

To find m, the integrated Poynting vector is calculated by COMSOL using the

unnormalized fields, and the result multiplied by a factor of m2 will give the

total optical power:

Ptot = m2

∫
S

〈 ~S0〉dy dx (3.26)

m =

√
Ptot∫

S
〈 ~S0〉dy dx

(3.27)

Once m is determined, each unnormalized electric field component in the sim-

ulation can simply be multiplied by m to yield the absolute electric field in

V/m:

Ex = mEx0 Ey = mEy0 Ez = mEz0 (3.28)

The code implementation of this normalization scheme can be found in Ap-

pendix A. Calculating the absolute electric field strength is necessary to cal-

culate the heat dissipation in the next section.

3.3.2 Thermal problem

The next step in determining the thermo-optic refractive index shift in the

waveguide is to model the temperature distribution while the optical signal

is propagating. As light is propagating in the waveguide, some of the light is

absorbed in the graphene layer and in the silicon waveguide core. As shown

in Eqn. 2.14, the amount of heat power produced from this absorption is

proportional to the electrical conductivity of the material and the electric field

strength. The relationship between the heat power q (in W/m3), thermal
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conductivity K (in W/m·K) and the temperature T (in K) is related by the

heat equation:

−∇ · (K∇T ) = q (3.29)

The thermal conductivity describes how easily the heat spreads in a material.

While heat is allowed to spread through the silicon core and graphene layer

very easily, it cannot spread through the SiO2, PMMA, or into the ambient

air as effectively because of their low thermal conductivities. This indicates

that the generated heat will cause the temperature to be fairly constant in the

waveguide, but taper off in the cladding materials. The boundary condition on

the bottom of the SiO2 layer is approximated to be at a constant temperature

of T = 295 K. When being measured, the chip is in physical contact with an

aluminum stage that is at room temperature. The remaining boundaries are

set to be thermally insulating ((K∇T)·n̂ = 0).

We neglect current flow along the y (out-of-plane) direction of the graphene

layer, and so it is assumed that the Ey electric field does not contribute to

ohmic heating and that only the Ex and Ez electric fields can contribute. All

three electric field components contribute towards heating in the silicon core.

Fig. 3.4 shows the steady-state temperature distribution in the waveguide for

TE and TM-polarized light. The electric fields were normalized to 5 mW of

optical power using Eqn. 3.27 and 3.28.

It can be seen that the TM polarization in graphene gives rise to the

largest temperature rise in the waveguide core, with the TE-polarization giving

approximately half of the temperature increase. Having no graphene present

gives the least amount of heating.
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Figure 3.4: Simulated peak temperature distributions (relative to 295K) at
5 mW optical power for (a) TE, (b) TM, and (c) TM polarization without
graphene.

3.4 Estimation of thermal nonlinear index

In Eqn. 2.13, it was shown that the index of refraction of a material can be

represented by the linear index n0 plus a nonlinear contribution that depends

on the intensity of light and nonlinear refractive index n2. Using the peak

temperature rise from the simulation and thermo-optic coefficient of the silicon

waveguide core, the nonlinear index due to thermal effects can be estimated.

The thermal nonlinear index n2 and the thermo-optic coefficient dn/dT are

related by:

∆n = n2I =

(
dn

dT

)
∆T (3.30)

The cross-sectional intensity I is a measure of the optical power per unit

area, and can be calculated from the total optical power and the effective

modal area from the electromagnetic simulation:

Iavg =
Ptot
Aeff

(3.31)
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The effective modal area is calculated from the weighted integration of the

intensity (or electric field magnitude) over the entire computational domain

[30]:

Aeff =

(∫
I dA

)2∫
I2 dA

=

(∫
| ~E|2 dA

)2
∫
| ~E|4 dA

(3.32)

The effective modal areas for the TE and TM modes were calculated to be

0.490 µm2 and 0.760 µm2 respectively. In the waveguide measured in Chapter

5, the light first propagates through a bare silicon region (LSi = 0.4 mm) and

then propagates through the region with graphene (LG = 2.5 mm). There

is another region of waveguide after this that has no graphene/PMMA layer,

but the intensity is attenuated so much by the graphene region that this bare

Si area contributes a negligible amount to the temperature rise. Using the

temperature, the intensity in the waveguide (calculated from the power and

effective modal area) and the thermo-optic coefficient of silicon (dn/dT = 1.84

× 10−4 K−1), the nonlinear index of the waveguide is estimated for each case

and is shown in Table 3.3 along with the temperature rises. Since the thermal

conductivity of silicon is relatively high, the temperature across the entire

waveguide core is assumed to be constant.

Table 3.3: Thermal Simulation Results

Temperature
Change (∆T )

Effective Nonlinear
Index (n2,eff)

Graphene (TE) 0.39 K 7.06 × 10−11 cm2/W
Graphene (TM) 0.74 K 2.07 × 10−10 cm2/W
Bare Si (TM) 0.045 K 1.26 × 10−11 cm2/W

3.5 Effect of PMMA

PMMA is often used as a mechanical support for CVD-grown graphene, since

it is a material that is easily spun onto metal foils that have graphene grown
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on them. Although PMMA can act as a transparent cladding for waveguides

operating at λ = 1.55 µm, its own thermal and optical properties can alter the

performance of the waveguide slightly. The thermo-optic coefficient of PMMA

has a value of -1.2 × 10−4 K−1 [8], which is of opposite sign to that of silicon.

Combining materials with opposing thermo-optic coefficients is a technique

used in athermal waveguides to mitigate the thermo-optic effect [43]. In this

case, because the electric field strength in the PMMA cladding layer is low

compared to the strength inside the waveguide core, the change in the effec-

tive index of the TE and TM mode is dominated by changes in the refractive

index of silicon. However, it is expected that the enhancement would improve

with the removal of the PMMA layer, since the remaining materials would all

have a positive thermo-optic coefficient.

PMMA also has a thermal conductivity that is much greater than that of

air. This creates an alternate route for heat to escape from the graphene layer,

instead of heating the silicon waveguide core. Fig. 3.5 shows the temperature

distribution in the waveguide for TM-polarized light with and without the

PMMA cladding layer. The temperature in the core is seen to increase with

the removal of PMMA from 0.74 K to 0.87 K. This will cause the n2 value to

be larger if PMMA is removed.

3.6 Limitations of simulation

The finite element method discretizes the computational domain using a mesh

comprised of triangular elements that vary in density according to the struc-

ture’s dimensions. Because of this, the thin layer of graphene must be repre-

sented using a large number of these elements. However, constraints in compu-

tational power prevent too many elements from being used in this simulation.

A more accurate representation of the properties of graphene would occur if
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Figure 3.5: Simulated temperature distributions (relative to 295K) at 5 mW
optical power for TM-polarized light (a) with PMMA and (b) without PMMA
cladding layer.

more elements are used to represent the graphene layer. As well, graphene is

modeled as a material with an isotropic 3D electrical conductivity. In reality,

the in-plane conductivity of the graphene sheet is far greater than the perpen-

dicular conductivity of bilayer graphene, which has been shown theoretically

to be low everywhere except for near the interband transition energy [44]. Be-

cause of this, the electric field component Ey that causes electrons to move

perpendicular to the graphene sheet is ignored when calculating the ohmic

heating in graphene for the thermal simulation. Introducing an anisotropic

conductivity into the simulation could better represent the ohmic self-heating

observed in graphene waveguides.

Another assumption made in the simulation is that the 340 nm-thick sil-

icon substrate that is in contact with the aluminum stage is represented as

a constant temperature boundary condition. Including the entire substrate

thickness in the simulation would require significantly more computational ef-

fort. Instead, it is assumed that any heat that is conducted through the oxide

insulation layer will come into contact with silicon that is regulated at room

temperature by the aluminum stage.
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3.7 Summary

In this chapter, a simulation of a graphene-silicon waveguide was performed to

investigate the effects of ohmic self-heating on the waveguide’s optical prop-

erties. The simulation was done using the finite element method by approx-

imating the graphene layer as a bulk medium with an isotropic conductivity

and effective thickness. The result of the simulation is that ohmic self-heating

in the graphene-silicon waveguide induces a refractive index shift that is re-

lated to the amount of power propagating in the waveguide. The dissipation

of optical power in the graphene layer manifests itself as heat that causes the

temperature of the silicon core to increase. This will slightly increase the in-

dex of refraction of the silicon waveguide core. The effect of having a PMMA

support layer was briefly discussed, and it was found that further enhancement

could be observed if the PMMA layer were removed.

The next chapter will give an overview into the synthesis methods that are

currently used to produce graphene, and will outline the fabrication work done

to transfer graphene onto substrates and pattern graphene using photolithog-

raphy and O2 etching.
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Chapter 4

Graphene-Silicon Device
Fabrication

4.1 Synthesis methods

To enable the development of graphene microelectronic and integrated pho-

tonic devices, much research is being done to reliably synthesize graphene on a

large scale. One of the earliest methods of synthesizing graphene was through

the mechanical exfoliation of bulk graphite by Novoselov et al. in 2004 [39].

Since then, methods such as chemical vapour deposition (CVD) and anneal-

ing of silicon carbide have been developed that allow for more reliable mass

fabrication. Unlike mechanical exfoliation, these methods also provide more

control over the orientation of the graphene film, which is important in elec-

tronics fabrication. [2].

With the CVD method, a metallic foil (usually copper or nickel) is placed in

a chamber that is heated to approximately 900oC in the presence of hydrogen

and argon gas at atmospheric pressure. Methane, the source of carbon for the

graphene layer, is fed into the chamber for 10 to 20 minutes and the carbon

is absorbed into the metallic foil. The foil is then allowed to cool, causing

the carbon to precipitate to the surface of the foil and form a graphene layer.

Many of the process parameters such as temperature, rate of cooling, type of
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metal, and gas flow rates are controllable and influence quality and number of

layers of graphene that form on the foil [6]. The graphene used in this thesis

work is synthesized using CVD. The graphene-silicon waveguides fabricated in

this work was done with graphene synthesized by the cleanroom staff at the

National Institute for Nanotechnology (NINT) and at ACS Material. Using

these samples, the work on photolithographic patterning was done in the U of

A nanoFAB.

4.2 Graphene transfer process

The transfer of graphene from the metallic foil can be done either using a wet

or dry method. However, the metal must first be removed and so the graphene

needs to have a mechanical support layer (usually a polymer) placed on it until

it is transferred onto the target substrate. Both sources of graphene for this

thesis work use copper foil for graphene synthesis, and so the removal was done

using an ammonium persulfate wet etchant before the samples were delivered.

The graphene provided by ACS Material and NINT both have a PMMA

layer pre-spun on the samples. However, the graphene from ACS Material

comes with a very thin layer of PMMA and so the dry transfer process will

cause the graphene/PMMA sample to buckle during transport. In this case,

the graphene can be transferred to a substrate using a water bath. The sample

is introduced to the water bath, and is allowed to float freely. Using tweezers,

the substrate is maneuvered in the water bath such that the floating sample

sticks to the surface of the substrate. The floating sample can be fixed in place

or guided around the surface of the water using a small metal pin. The NINT

graphene comes pre-spun with a 1 µm-thick layer of PMMA, which is thick

enough to allow for a dry mechanical transfer of the graphene to the target

substrate. Using this method, the sample is cut to size with a scalpel in a glass
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Petri dish and is carefully transferred to the substrate using tweezers. Fig. 4.1

is an optical micrograph of a silicon waveguide that has graphene/PMMA from

NINT transferred onto it. The thermal nonlinear measurements described in

the next chapter is done using this substrate.

Figure 4.1: Optical micrograph of graphene/PMMA dry transferred onto a
silicon substrate with a pre-patterned waveguide.

4.3 Raman spectroscopy

A common method of verifying the quality of the transferred graphene is by

using Raman spectroscopy. This technique uses inelastic scattering of photons

to determine information about the crystal lattice of the graphene film. When

light strikes the graphene film, it excites phonons in the crystal lattice and

causes the wavelength of the scattered photons to shift. This shift is plot-

ted versus intensity to yield the Raman spectrum. Information such as the

number of layers and the degree of disorder in the crystal lattice can be deter-

mined from the Raman spectrum of graphene [15]. There are three significant

resonances to examine in the Raman spectrum of graphene for information

about the number of layers and the level of disorder in the lattice: the D peak

(located at ∼1327 cm−1), G peak (located at ∼1583 cm−1), and 2D peak

(located at ∼2700 cm−1) [6]. The relative intensities of the G and 2D peaks
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give information on the number of layers, and the intensity of the D peak gives

information about the degree of defects present in the crystal lattice. Fig. 4.2

shows a Raman spectrograph taken of a sample of graphene from NINT with

the main resonances labeled. For single-layer graphene, the intensity ratio

I(2D)/I(G) is much larger than 2 and can be as high as 4 [13]. The relative

intensities of the G and 2D peaks in Fig. 4.2 are of comparable intensity (ratio

of 1.3) which indicates that the graphene is most likely bilayer [48].

Figure 4.2: Raman spectrograph of graphene synthesized using NINT process
(measured by Rob Indoe of NINT). Important resonances (D, G, 2D) indicated
on plot.

The origin of the G peak arises from vibrations in the carbon-carbon bonds,

and also exists for graphite. The 2D peak in graphene arises from two phonons

that have opposite momentum in the highest optical phonon branch. The

splitting of these phonon branches or splitting of the electronic bands for mul-

tilayer graphene and bulk graphite causes more components of the 2D peak to

exist. [14] Because each component is shifted slightly in energy, this is what

causes the overall intensity of the 2D peak to decrease for increasing number

of layers. The D peak arises from disorder in the crystal lattice, either from

performing the measurement at the edge of a sample or from measuring a
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sample with defects in the lattice.

4.4 Lithographic patterning of graphene

Two lithographic patterning techniques were developed using standard pro-

cesses available in the University of Alberta Nanofabrication Facility (nanoFAB).

After the transfer of graphene onto the substrate, patterning can be done to

define features in the graphene layer. Lithographic patterning is useful for

optoelectronic devices that require electrodes and specific pathways where

electrons and light can interact with the graphene layer. The first method

developed involves the patterning of graphene after the photonic devices have

been fabricated on-chip. The second method involves patterning before the

devices are fabricated.

4.4.1 Post-device patterning

Post-device patterning involves patterning the graphene layer once the pho-

tonic devices have been defined on-chip. This approach is used in various

devices described in literature to pattern graphene over existing photonic fea-

tures [19,29,35]. The process flow developed for post-waveguide patterning of

graphene is shown in Fig. 4.3. The details are as follows:

1. Define photonic devices on Si chip using EBL and etching.

2. Transfer graphene/PMMA onto substrate and bake for adhesion.

3. Spin 1.2 µm-thick HPR504 photoresist layer on top of graphene/PMMA.

4. Expose and develop pattern into HPR504 resist.

5. Remove the exposed PMMA and graphene using O2 plasma etch.

6. Remove HPR504 etch mask and PMMA using acetone.
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Figure 4.3: Process flow for the post-device fabrication of graphene-silicon
devices.
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The transfer process used is the wet process described in the previous sec-

tion. The bake step is performed to help adhere the graphene layer to the

substrate and was done at 150oC for 45 minutes. The temperature was chosen

to be above the glass transition temperature of PMMA, allowing the PMMA

to partially melt and allow the graphene layer to better shape itself over the

underlying structures.

HPR504 photoresist is commonly used in the nanoFAB when patterning

features using optical lithography. The procedure outlined in Appendix B was

used to pattern features into the resist. This procedure has been tested for

large feature sizes (greater than 10 µm) and so the procedure may need some

adjustment if smaller features are required.

The next step is to remove the PMMA and graphene from the exposed

regions. Both PMMA and graphene are removable using an oxygen plasma

etch process. The etch recipe is developed such that the graphene and PMMA

in the exposed areas are etched away, but the HPR504 etch mask remains so

that it can protect the unexposed regions of graphene. To remove the PMMA

and graphene, the chip was etched (using the µEtch RIE in the nanoFAB) for

3 minutes using a 80 sccm oxygen flow rate at 200 mT pressure and 100 W

RF power. Fig. 4.4 is an optical micrograph of a 300 µm strip of graphene

with the exposed areas etched away. The image was taken before the HPR504

and PMMA was removed.

The last step is to remove both the HPR504 and PMMA using acetone.

A soak of 10 minutes with light agitation was done to dissolve the photore-

sist. Ultrasonic agitation should be avoided since it may cause the patterned

graphene to detach from the substrate. Once this is done, patterned graphene
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Figure 4.4: Optical micrograph of 300 µm strip of graphene patterned over an
optical microring resonator and bus waveguides. HPR504 and PMMA have
not yet been removed with acetone.

should remain on the chip. Because the colour contrast between graphene and

silicon is very poor, a region of SiO2 (which has much better contrast) on the

edge of an SOI chip was used to optically verify the presence of graphene on

the chip. Fig. 4.5 is an optical micrograph of the SiO2 region that was used to

verify that the graphene was successfully transferred and patterned. Fig. 4.6 is

a scanning electron microscope (SEM) image of graphene suspended over the

waveguide core after the removal of the PMMA. Without the PMMA support

layer, the graphene layer is observed to buckle in the waveguide trench areas.

4.4.2 Pre-device patterning

Pre-device patterning involves transferring the graphene onto the substrate

and patterning it before any of the underlying photonic features are defined.

For pre-device patterning, the same steps are followed in post-device pattern-

ing, except that the patterning of the graphene is done on the SOI substrate

before any devices are written. The spinning of the electron beam resist, de-
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Figure 4.5: Optical micrograph of graphene patterned on an SOI chip after
removal of photoresist. A faint 300 µm-wide graphene strip and alignment
arrow can be seen in the SiO2 region.

Figure 4.6: SEM image of graphene suspended over a 1 µm-wide waveguide
core and two adjacent 4µm-wide trenches.

velopment and silicon etching all occur after the graphene is patterned. For

structures that require a graphene layer inside the waveguiding structure, pre-

waveguide patterning may be a good approach to take. Graphene devices such
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Figure 4.7: Process flow for the pre-device fabrication of graphene-silicon de-
vices.
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as the assisted coupler by Locatelli et al. [36] require that a graphene layer be

defined in between two silicon regions. The silicon etch step of the device fab-

rication removes the graphene beside the waveguide. Therefore, pre-waveguide

patterning could be done if the presence of graphene cannot be tolerated on

the sides of the device. Graphene will tend to buckle across gaps when a sup-

port layer is not present (as seen in Fig. 4.6). Any buckled graphene that is

in the vicinity of the waveguide core could interact with the evanescent light

field and affect device performance.

The process flow is shown in Fig. 4.7. Pre-device graphene patterning was

performed on an SOI substrate. After the transfer and graphene patterning

was done, waveguides were then defined along the length of the chip using

EBL and silicon etching. A Raman line scan was performed to confirm the

presence of graphene on the waveguide core after the silicon etch. Fig. 4.8 is

a colour map of the G peak intensity with position, which is used to indicate

the presence of graphene on the waveguide and the absence of graphene in the

adjacent trenches. The spot size of the Raman laser is approximately 700 nm

and the step size of the line scan is fixed to a minimum of 1 µm/step, so this

will result in some error in the widths of the Raman signal shown in the figure.

4.5 Summary

In this chapter, the methods of synthesizing graphene were briefly discussed.

Both suppliers of graphene for this thesis work used the chemical vapour de-

position method. Depending on the thickness of the polymer support layer,

a wet or dry transfer process is used to transfer the graphene onto an SOI

substrate for device fabrication. The presence and quality of the transferred

graphene was verified using optical microscopy, scanning electron microscopy

and Raman spectroscopy. After the transfer step, lithographic patterning of
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Figure 4.8: (a) Raman line scan of waveguide after pre-device graphene pat-
terning and subsequent waveguide patterning. Red indicates a strong G peak
intensity. (b) Optical micrograph of waveguide with line scan path indicated
in red.

the graphene can be done. Two different techniques for patterning graphene

were developed: post-device patterning and pre-device patterning. Post-device

patterning involves overlaying the existing photonic devices with patterned

graphene. This technique is useful for optoelectronics development where con-

tinuous paths of graphene need to be defined for electrical contact. Pre-device

patterning involves transferring and patterning the graphene before the pho-

tonic devices are written on the chip. This method may be useful in realizing

graphene optical waveguides which require the graphene layer to exactly con-

form with the waveguide geometries. In the next chapter, graphene that has

been transferred onto a silicon waveguide resonator will be used to deter-

mine the waveguide propagation characteristics and thermal nonlinearity of

graphene-silicon waveguides. These results will be then compared with the

results of the numerical simulation from Chapter 3 and discussed.
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Chapter 5

Linear and Nonlinear
Characterization of Graphene-Si
Waveguide

The thermal nonlinear index was estimated for a graphene-silicon waveguide

using numerical simulations in Chapter 3. Using the graphene transfer pro-

cess described in Chapter 4, a graphene-silicon waveguide was fabricated to

explore the linear transmission and thermal nonlinear properties of the waveg-

uide. This chapter will outline the experimental procedure for measuring the

thermal nonlinearity and determining the effective nonlinear index due to ther-

mal effects. The experimental results will then be compared to the results from

the numerical simulation.

5.1 Experimental setup

The Nanophotonics Research Laboratory (located at W4-087, ECERF) is

equipped with characterization equipment that allows for the spectral response

of on-chip photonic devices to be measured. The apparatus is a fiber-based

setup where light from a tunable infrared laser is coupled into a single-mode

fiber. If high power is required, the laser light is fed to an erbium-doped fiber

amplifier (EDFA), which amplifies the optical power to the desired level. Be-

cause the light from the laser is randomly linearly polarized, the light is then
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directed through a fiber polarization controller so that the polarization can be

adjusted. The polarization is controlled through the use of paddles, which use

stress-induced birefringence in the fiber to adjust the output polarization. The

light is then guided to a lensed fiber tip to couple the light in free space from

the fiber to the input port of the on-chip device. The alignment is done using

a nanopositioning stage with piezoelectric motors. The light then propagates

through the on-chip device and exits through the output port. A second lensed

fiber is placed at the output port to collect the light and direct it to an InGaAs

photodetector that measures the output power from the device. The tunable

laser and photodetector are both connected to a computer that automates the

measurement of the spectral response by sweeping the wavelength of the laser

and measuring the power on the photodetector. The experimental setup is

depicted in Fig. 5.1.

Figure 5.1: Experimental setup for measuring the spectral response of on-chip
photonic devices.

The material platform that is used in the waveguide is the SOI structure

described in Chapter 3. A 2 µm-wide Si waveguide with a thickness of 340

nm is pre-patterned into an SOI chip using electron beam lithography and

reactive ion etching. The chip is then cleaved on both sides to provide smooth

facets that act as the input/output ports of the waveguide. Graphene is then

mechanically transferred onto the substrate using the dry transfer method

described in Section 4.3 and the PMMA is kept on the sample for mechanical

support of the graphene layer. The region of graphene/PMMA is 2.5 mm-
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wide, with 0.4 µm-wide regions on both sides that consist of bare silicon. Fig.

5.2 is a top and cross-sectional view of the waveguide.

Figure 5.2: (a) Top view of graphene-silicon waveguide resonator. (b) Cross-
sectional view of the graphene-silicon waveguide.

5.2 Linear resonator properties

The input and output ports of the waveguide after cleaving are reflective due

to the dielectric interface between silicon and air, which causes the waveguide

to act as a Fabry-Pérot resonator cavity. The effective index of the optical

mode contains a linear contribution neff and an intensity-dependent portion

n2,effI (as shown in Eqn. 2.13). The effective nonlinear index n2,eff can be

found by measuring the change in the effective index as a function of intensity.

The spectral response of the resonator is sensitive to changes in the effective

index, since the resonant wavelengths depend on the optical path length of

the cavity (Eqn. 1.2) which is partly determined by the refractive index of

the material. Therefore, the magnitude of the measured resonance shifts can

be directly correlated to the effective index change and can be used to find

n2,eff . However, the free-spectral range (wavelength spacing between adjacent

resonances) is determined by the group index. The group index and effective

index of the optical mode are related by the following expression:

ng = neff − λ
(
dneff
dλ

)
(5.1)
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The effective index neff is determined by the waveguide structure and the

optical mode that is excited. The group index ng factors in the dependence of

the effective index on the wavelength (dispersion). For this experiment, it is

assumed that the change in the effective index with intensity is approximately

the same as the change in the group index:

dng
dI
≈ dneff

dI
(5.2)

For a Fabry-Pérot resonator, the group index at wavelength λ can be calculated

from the free spectral range of the resonance spectrum if the length of the

cavity L is known [10]:

∆λFSR =
λ2

2Lng
(5.3)

The first step is to determine the properties of the Fabry-Pérot resonator, such

as the reflectivity R of each facet and the FSR ∆λFSR, without any graphene

present. The spectral response of the device is measured using TE and TM

polarization and a fit is done using the theoretical model given by Eqn. 1.1.

The measured data and theoretical fit for TM polarization is shown in Fig.

5.3. From the fit, the power reflectivity of each facet was found to be R =

0.35. The FSR was measured to be 85.1 pm for TM polarization and 102.3

pm for TE, which corresponds to a group index of 4.28 and 3.56 for the TM

and TE mode respectively.

5.2.1 Linear propagation loss and input power

The input power into the waveguide resonator must first be estimated using

the source laser power and the power measured by the photodetector. There

is coupling loss that arises from the free-space coupling of light between the

tapered fibers and the facets of the device. Coupling loss is estimated by

measuring the power output of the cavity at resonance without any graphene

on the substrate. With negligible propagation loss, the output transmittance
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Figure 5.3: Spectral response of the Fabry-Pérot waveguide resonator for TM
polarization without graphene.

Figure 5.4: Definitions of source, input and measured power in device mea-
surement.

of the cavity is equal to the input transmittance (by Eqn. 1.1). In this case,

the only loss in the system is the coupling loss of each facet, Γ (diagram shown

in Fig. 5.4):

Pmeas = PsrcΓ
2 (5.4)

It is important to note that the input power Pin is the optical power imme-

diately before the resonator after coupling effects have been considered. The

source power Psrc is taken from the readout of the erbium-doped fiber ampli-

fier (EDFA). The measured power Pmeas is calculated from the readout of an

InGaAs photodetector and the efficiency of the photodetector (32%). From

these measurements, the coupling loss per facet was measured to be ΓTM =

-13.5 dB for TM polarization, and ΓTE = -14.7 dB for TE. The input power

is then defined as the source power with the coupling loss of one facet applied
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to it:

Pin = PsrcΓ (5.5)

In Chapter 2, the optical properties of graphene show that for λ0 = 1.55

µm, undoped graphene acts as a lossy dielectric material. Therefore, when

graphene is added to the waveguide, the optical absorption of graphene will

add additional loss to the measurement of Pmeas. Assuming the same per-facet

coupling losses as the bare silicon case, the transmittance of the graphene-

silicon waveguide resonator was measured at resonance under low input power

(500 µW). From this measurement, G was found using Eqn. 1.1 and the

propagation loss was calculated to be 19.3 dB/cm for TM polarization and

9.8 dB/cm for TE polarization. These propagation losses are lower than the

insertion losses measured by Kim et al. in their polymer waveguide-based

polarizers without a cladding layer (30 dB/cm for TM polarization and 16

dB/cm for TE polarization using a graphene region 7 mm long) [28]. This

may be because of defects in our graphene (shown in the Raman spectrum by

the “D” peak in Chapter 4), or that coverage is not uniform over the entire

length of waveguide. Our device has a polarization-dependent propagation

loss much like this device by Kim et al. and another fiber-based polarizer by

Bao et al. [4], where a 9.5 dB/cm extinction ratio exists between TM and TE

polarization.

5.3 Nonlinear index measurement

By measuring the shift in the resonant wavelength for varying input power,

the change in the group index (and thus, change in the effective index) can

be calculated from the following relationship between the fractional change in
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the resonant wavelength and group index:

∆λ

λ
=

∆ng
ng

(5.6)

∆neff ≈ ∆ng = ∆λ
(ng
λ

)
(5.7)

The intensity of light is proportional to the square of the electric field and

varies according to the modal electric field distribution. As shown in Chapter

3, the effective modal area is used to calculate the intensity from the input

power using Eqn. 3.31. Therefore, if the slope of the resonant wavelength shift

versus input power relationship (∆λ/∆Pin) can be found for each case, n2,eff

(∆neff/∆I) can be calculated from the slope.

5.3.1 Intracavity intensity

Figure 5.5: Definition of electric fields used in the derivation of the Fabry-Pérot
intracavity intensity.

The intracavity intensity can be found from the input intensity and the

fields inside the Fabry-Pérot cavity. The inside and outside forward/backward

traveling waves are labeled in Fig. 5.5. The field A represents the input electric

field into the resonator. To relate C to A, the transmission through the first

interface at z = 0 as well as the sum of the forward travelling waves in the
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cavity must be considered. The wave encounters a region of lossy graphene

(with absorption coefficient α) that is LG = 2.5 mm long. On either side of

the lossy region, bare silicon regions of length LSi = 0.4 mm exist. The total

resonator length is L = 3.3 mm. It is assumed that the propagation constant

β in the graphene region is the same as in the bare silicon region and that no

reflection occurs at the boundaries of the graphene region. Table 3.2 supports

this assumption, which shows that the real part of the effective modal index

is approximately the same in numerical simulations for both regions. The

expression that describes the sum of the fields that make up the field C at

z = 0 is:

C = At01 + At01r
2
10e
−2αLGe−2jβL + At01r

4
10e
−4αLGe−4jβL + ... (5.8)

C = At01(1 + r210e
−2αLGe−2jβL + r410e

−4αLGe−4jβL + ...) (5.9)

where r10 and t01 are the Fresnel coefficients associated with reflection from

an interface between media with index n1 and n0, and transmission through

an interface between media with index n0 and n1 respectively. The power

reflectance R is defined as R = r201 = r210 and power transmittance T as

T = (1−R) = t201 = t210. This infinite geometric series can be simplified to the

following:

C =
At01

(1− r210e−2αLGe−2jβL)
(5.10)

At resonance, e−2jβL = 1 and the expression for C simplifies even further:

C =
At01

(1− r210e−2αLG)
(5.11)

The same approach can be done to find the sum of the backward travelling

waves at z = 0 (field D):

D = At01r10e
−2αLGe−2jβL + At01r

3
10e
−4αLGe−4jβL + ... (5.12)

D =
At01r10e

−2αLG

(1− r210e−2αLG)
(5.13)
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The intracavity field E(z) is then found from the sum of the forward and

backward waves at z = 0 with the appropriate phase shift applied to the

fields. There are three regions to consider for the device: the bare silicon

regions at the input and output, and the lossy graphene region. For the first

bare silicon region, only a phase shift is applied to the fields at z = 0:

E1(z) = Ce−jβz +Dejβz (5.14)

For the lossy graphene region, attenuation of the C and D fields needs to be

considered along with the phase shift. Because attenuation does not occur in

the bare silicon region, we only factor in the region of the graphene described

by the length (z − LSi):

E2(z) = Ce−jβze−α(z−LSi) +Dejβzeα(z−LSi) (5.15)

For the remaining bare silicon region, the fields C and D incur a phase shift

along with the attenuation from the graphene region:

E3(z) = Ce−jβze−αLG +DejβzeαLG (5.16)

The intracavity intensity enhancement of the resonator is defined as the inten-

sity inside the cavity, normalized by the input intensity |A|2 to the resonator:

I(z)

Iin
=

∣∣∣∣E(z)

A

∣∣∣∣2 (5.17)

Fig. 5.6 shows a plot of the spatial intracavity intensity enhancement I(z)/Iin

in the graphene-Si cavity using TM polarization with the three regions indi-

cated. The value of n2,eff is estimated using the average intracavity intensity,

which is found by taking the spatial average of I(z) over the entire length of

the cavity:

Icav =

[∫ LSi

0
(I1(z)) dz +

∫ LSi+LG

LSi
(I2(z)) dz +

∫ L
LSi+LG

(I3(z)) dz
]

L
(5.18)
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The integrals can be solved analytically and are:∫ LSi

0

(I1(z)) dz =
(1−R)(1 +Re−4αLG)

(1−Re−2αLG)2
LSi (5.19)∫ LSi+LG

LSi

(I2(z)) dz =
(1−R)(Re−4αLGe2αLG − e−2αLG −Re−4αLG + 1)

(2α)(1−Re−2αLg)2

(5.20)∫ L

LSi+LG

(I3(z)) =
(1−R)(e−2αLG +Re−2αLG)

(1−Re−2αLG)2
LSi (5.21)

Using the propagation loss of the graphene-Si region for TE and TM polar-

ization (αTM = 19.3 dB/cm and αTE = 9.8 dB/cm), the values for Icav/Iin

waveguide were calculated analytically and verified using trapezoidal integra-

tion in MATLAB. The values were found to be 0.573 for TM polarization and

0.923 for TE. By setting α = 0 for the case with no graphene region, it was

found to be 2.08 for TM polarization. This enhancement factor is then applied

to the input intensity in the calculation for n2,eff .

Figure 5.6: Spatial intracavity intensity (relative to the input intensity) for
the three regions of the graphene-Si resonator under TM polarized light.

5.4 Experimental results

The spectral response for varying input power is shown in Fig. 5.7. As the

input power is increased, the resonant wavelength of the Fabry-Pérot response
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experiences a red-shift. The magnitude of the shift was measured for each

case, and the dependence of the shift on input power is plotted in Fig. 5.8. A

linear fit is performed on the data, and the slope corresponding to ∆λ/∆Pin

is found. For each case, the slope is multiplied by the effective modal area to

get ∆λ/∆Iin and then divided by the intracavity enhancement factor to get

∆λ/∆Icav. Using Eqn. 5.2 and Eqn. 5.7, ∆λ is related to ∆neff . Therefore,

the total expression for finding n2 is the following:

Figure 5.7: Spectral response for graphene-Si waveguide resonator at varying
input power for TE and TM polarization. Solid lines are measurements and
dashed lines are theoretical fits from the optical bistability model.

Figure 5.8: Dependence of the resonant wavelength shift on the input power
(dotted lines are linear fits of the data).
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n2,eff =

(
∆neff
∆Icav

)
=

(
∆λ

∆Pin

)(
∆Pin
∆Iin

)(
∆Iin
∆Icav

)(
∆neff

∆λ

)
(5.22)

n2,eff =

(
∆λ

∆Pin

)(
Iin
Icav

)(
ngAeff
λ

)
(5.23)

A summary of the values used for the calculation is given in Table 5.1. The

effective modal area Aeff and group index ng are taken from Section 3.4 and

5.2 respectively.

Table 5.1: Calculation of Effective Thermal Nonlinear Index

Resonance Shift
vs. Input Power

∆λ/∆Pin
(pm/mW)

Intracavity
Intensity

Enhancement
Icav/Iin

Effective
Nonlinear

Index
(10−11

cm2/W)
Graphene (TE) 4.56 0.923 5.57
Graphene (TM) 4.88 0.573 17.9
Bare Si (TM) 2.01 2.08 2.03

The results show that with the addition of graphene on a bare silicon waveg-

uide, the effective thermal nonlinear index experiences a 8.8-fold enhancement

for TM polarization. The nonlinear index associated with TE polarization is

approximately three times lower than the value for TM. This can be attributed

mainly to the larger tangential electric field that exists in the graphene layer

for TM polarization, which results in an increased amount of ohmic heating in

the graphene layer. As well, the effective modal area for the TM mode (0.760

µm2) also differs from the area of the TE mode (0.490 µm2), which reduces

the intensity for the same input power.

The n2,eff from the numerical simulation in Chapter 3 and from experiment

are compared in Table 5.2. It can be seen that the experimental values for
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n2 are in close agreement with the values from the simulation. The ratio

between the TM and TE n2,eff values are nearly the same for the simulation

and experiment (2.9 and 3.2 respectively). The uncertainty in the optical

absorption in the silicon is likely responsible for the discrepancy between the

experimental and simulation values for bare silicon.

Table 5.2: Effective Thermal Nonlinear Index n2 from Simulation and Exper-
iment

Effective
Nonlinear Index
(10−11 cm2/W)

(Simulation)

Effective
Nonlinear Index
(10−11 cm2/W)

(Experiment)
Graphene (TE) 7.06 5.57
Graphene (TM) 20.7 17.9
Bare Si (TM) 1.26 2.03

5.4.1 Optical bistability analysis

In Fig. 5.7, asymmetry in the spectral response begins to appear at higher

input powers. This is because for nonlinear media, the refractive index (and

by extension, the round-trip phase delay) is a function of the input power.

This allows for multiple solutions for the output power of the Fabry-Pérot

resonator to exist for a given input power. The relationship between the input

and output power in a nonlinear lossless Fabry-Pérot is given by the following

relation [5]:

Ifwd
Iin

=
1/T

1 + (4R/T 2) sin2(δ(Icav)/2)
(5.24)

where the round-trip phase delay is:

δ(Icav) = 2n0(ω/c)L+ 2n2Icav(ω/c)L (5.25)

and Ifwd is the intensity of the forward travelling field “C” described in section

5.3.1, R and T are the reflection and transmission coefficients of the reflector,
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ω is the frequency of the light used and Iin is the input intensity of the cavity.

This type of bistability is called “refractive bistability” and does not consider

loss in the Fabry-Pérot cavity, so this relation cannot be used as-is to analyze

our structure. Another type of bistability exists, called “absorptive bistabil-

ity”, where an intensity-dependent absorption coefficient causes there to be two

solutions for the output power. In our case, we are assuming that the linear

absorption is predominant over any intensity-dependent losses such as two-

photon absorption or free-carrier absorption. However, the bistability relation

needs to be derived to include linear loss into the response. We start with the

average intracavity intensity shown in Eqn. 5.18. Off-resonance, the denomi-

nator changes from (1 − Re−2αLG)2 to [(1 − Re−2αLG)2 + 4R sin2(δ(Icav)/2))].

For δ 6= 2mπ, where m is an integer, the intracavity intensity as well as the

output intensity is reduced from its maximal value.

In order to model the asymmetric contour of the spectral response, the

two possible solutions for the cavity intensity for a given input intensity are

solved numerically for each wavelength point. One of the two solutions, cor-

responding to a specific direction on the input vs. output power hysteresis

loop, is selected. The points are then normalized and plotted alongside the

experimental spectral response for each input power (see Fig. 5.7). The pa-

rameters n2,eff and α are found by adjusting the parameters such that the

resonant wavelength shift and contour of the curve match. For each input

power, the values of n2,eff and α will vary slightly and so the average from the

five fits is taken for each polarization. The average n2,eff values were found

to be 5.41 × 10−11 cm2/W for TE polarization and 1.78 × 10−10 cm2/W for

TM. These values very closely agree to the values found from the linear fit us-

ing the resonance wavelength shifts alone. The average values of α found are

8.6 dB/cm and 17.7 dB/cm for TE and TM polarization respectively. These
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values are slightly lower but still closely agree to the measured α at low power.

5.5 Other nonlinear effects

The n2,eff value that we measure from experiment is a combination of all

of the nonlinear effects that occur in the graphene-silicon material system.

There are a number of other nonlinear effects in graphene and silicon that

can contribute towards this value, such as two-photon absorption (TPA), free-

carrier dispersion (FCD) and third-order Kerr nonlinearity. However, it will

be demonstrated that thermal nonlinearity is predominant in the case of using

a continuous-wave laser source at the intensities we are working in.

5.5.1 Two-photon absorption

Two-photon absorption exists in materials where electron transitions allow for

the photoexcitation of an electron using a photon pair. Both graphene and

silicon have a nonlinear absorption described by the following equation, where

βTPA is the two-photon absorption coefficient [5]:

α = α0 + βTPAI (5.26)

The largest intracavity intensity that we are working at in this experiment

is approximately 6.2 MW/cm2. The change in the absorption coefficient of

silicon from TPA using βTPA = 1.5 cm/GW [7] (for λ0 = 1.55µm) is ∆α =

10−2 cm−1. Considering that a loss of 1 dB/cm is approximately α = 10−1

cm−1, the effect of TPA is small in this regime. For this reason, it is likely

that the dominant mechanism behind optical absorption in the silicon core is

linear loss from free-carrier absorption (intraband absorption) and collisions

with dopants and impurities, since p+ doped SOI wafers are used.

The TPA coefficient of monolayer graphene is βTPA = 25 cm/GW [19],
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much larger than that of silicon. However, the intensity of the optical mode

in the vicinity of the graphene layer is lower than in the silicon core (by ap-

proximately four times, from numerical simulations). Therefore, this would

cause a maximum shift of ∆α = 4 × 10−2 cm−1 in the absorption coefficient

of graphene, which is negligible compared to the linear loss of graphene. It

is interesting to note that the TPA coefficient of bilayer graphene was found

by Yang et al. to be βTPA ≈ 105 cm/GW [49], many times larger than that

of monolayer graphene. In the intensity regime of this experiment, this giant

value would cause noticable changes to the absorption of graphene for higher

power (∆α ≈ 102 cm−1). However, this value was measured using epitaxially-

grown graphene of much higher quality than the CVD-grown samples used in

the experiment. No significant difference in the propagation loss was observed

for increasing power, and so it is assumed that two-photon absorption does

not play a large role in the observed nonlinearity.

5.5.2 Free-carrier dispersion

Free-carrier dispersion (FCD) arises from a refractive index change in the ma-

terial due to the presence of free charge carriers. Free-carrier dispersion induces

a blue-shift in the observed resonance shift [47], as opposed to the red-shift

that is observed in this experiment. Therefore, free-carrier dispersion cannot

be the dominant mechanism behind the observed nonlinearity. In the work

of Xu et al. [47], it has been shown that free-carrier dispersion can overcome

thermal nonlinear effects in a microring resonator if a pulsed laser source is

used instead of a continuous-wave laser source. The pulse width of the laser

must be at a rate faster than the thermal response time of the device (which

is on the order of microseconds).
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5.5.3 Kerr nonlinearity

In Chapter 2, the Kerr nonlinearity of silicon and graphene was briefly dis-

cussed. The effective Kerr nonlinear coefficient n2,eff for a graphene-silicon

photonic crystal cavity was found to be 4.8 × 10−13 cm2/W [19]. This is two

orders of magnitude lower than the effective nonlinear index we measure exper-

imentally, so it is likely that Kerr nonlinearity plays a very small role compared

to thermal effects in the observed nonlinearity.

5.6 Summary

In this chapter, the nonlinear behaviour of a graphene-silicon waveguide res-

onator was investigated. For varying input power from a fiber amplifier, the

wavelength shift of the resonance spectrum of a graphene-silicon Fabry-Pérot

waveguide resonator was measured. The change in the effective refractive index

was related to the wavelength shift using the definition of the group index, and

the average intracavity intensity was found using the input power. Using these

two pieces of information, the effective nonlinear refractive index n2,eff was

found for the case of graphene-on-silicon and bare silicon. A 8.8-fold increase

in the effective nonlinear index was observed with the addition of graphene

for TM polarization. The calculated n2,eff values were compared with the

results from the numerical simulations performed in Chapter 3 and are found

to be in close agreement. Other sources of nonlinearity were briefly examined,

such as two-photon absorption, free-carrier absorption and Kerr nonlinearity.

It was found that the observed nonlinearity is predominantly thermal in origin.

The demonstrated enhancement in the thermal nonlinearity is useful in

designing switches. Namely, all-optical switches can be designed whereby light

from a pump laser induces a refractive index changes in the material so that
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the resonance wavelength of a resonator is detuned from its original value. If

light from a weaker probe laser is then tuned to the resonant wavelength, the

pump signal can modulate the transmission of the probe signal by altering the

resonance [40].
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Chapter 6

Conclusions and Future
Directions

6.1 Thesis summary

As more types of graphene photonic devices are developed, they will rely more

on graphene’s unique and useful optical properties such as its tunable absorp-

tion, polarization-dependent properties, low dispersion, and nonlinear proper-

ties. This thesis work gives an overview into graphene’s basic optical proper-

ties and some of the important nonlinear optical phenomena that exist in a

graphene-based material system. Because silicon is a very common material

platform to use for integrated photonic devices, the focus of the work was

placed on graphene-silicon waveguides.

Numerical simulations were performed to examine the propagation charac-

teristics of light in a graphene-silicon waveguide and model the heating that

occurred in the device. The simulation modeled both graphene and silicon as

heat sources that use the electric field information from the optical simulation

to perform a steady-state thermal simulation. It was found that the attenu-

ation in the waveguide and the amount of heating was highly dependent on

the polarization of light used and whether graphene was present or not. A

calculation of the effective thermal nonlinear index n2,eff was done based on
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the intensity of the propagating mode and the peak temperature rise in the

silicon waveguide core. To experimentally investigate the linear propagation

characteristics of graphene-silicon waveguides, graphene was synthesized by

researchers at NINT and was transferred onto an existing silicon waveguide

that was fabricated on an SOI substrate. Some work on pre-waveguide and

post-waveguide lithographic patterning was done with graphene synthesized

by ACS Material.

The graphene-silicon waveguide was characterized and the linear propaga-

tion loss and nonlinear photothermal properties were measured. The propa-

gation loss of the device was 9.8 dB/cm for TE polarization and 19.3 dB/cm

for TM polarization. The observed propagation loss is lower than the loss that

was observed in a graphene-polymer waveguide fabricated by Kim et al. [29].

This discrepancy was attributed to quality differences and potential differ-

ences in coverage. The waveguide also demonstrated the same polarization-

dependent loss behaviour as their device and another by Bao et al. Due to

the reflective input and output facets of the waveguide, the waveguide acts

as a Fabry-Pérot waveguide resonator. Using the resonance spectrum of the

resonator, the effective nonlinear index of refraction due to self heating was

measured. The experiment involved varying the intracavity intensity and cal-

culating the change in the effective refractive index of the material from the

resonant wavelength shift. A 8.8-fold enhancement in the effective nonlin-

ear index was demonstrated with the addition of graphene to the waveguide

resonator. In addition, the measured nonlinear indices closely agree with the

results from the numerical simulation. After examining other potential sources

of the observed nonlinearity, it was determined that the nonlinearity is pre-

dominantly thermal in origin. To the knowledge of the author of this thesis

(and associated colleagues), this work represents the first in-depth analysis of
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thermal nonlinearity in graphene-silicon waveguides.

6.2 Future research directions

6.2.1 Photothermal switching

Photothermal switching can occur in a graphene-silicon waveguide resonator if

a second weaker light signal is coupled into the device. The stronger “pump”

signal would be responsible for shifting the resonant wavelength of the res-

onator via. ohmic heating and the thermo-optic effect. If the wavelength of

a second light signal (called the “probe” signal) is tuned to a resonance, the

pump signal can modulate the probe signal by varying the intensity. The in-

tensity of the probe signal should be much lower than the pump so that the

optical properties of the resonator are only modified predominantly by the

stronger pump signal. Photothermal switching has been demonstrated by our

research group in polymer plasmonic microring resonators [40] in the past.

6.2.2 Thermal response time

The time it takes for the waveguide temperature to reach steady-state depends

on the thermal conductivity and heat capacity of the waveguide materials [1].

For applications where temperature needs to respond rapidly to changes in

intensity (such as in photothermal switching) or where quick thermal reconfig-

uration of devices is required, the thermal response time becomes an important

parameter to optimize. It is expected that graphene’s very large thermal con-

ductivity will give rise to the development of thermo-optic devices with low

thermal response times. For high-speed switching, other electronic nonlinear

effects with very fast response time (in picosecond or femtosecond regime [33])

need to be used.
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6.2.3 Kerr nonlinearity

A significant source of nonlinearity in graphene-silicon waveguides is Kerr non-

linearity [19], which arises from the large third-order nonlinear susceptibility

of the material. Performing experiments to measure and utilize the Kerr non-

linearity of graphene can be done using a pulsed laser source as shown by

Gu et al. This is because the thermal response time is much slower than

the response time associated with the Kerr effect [33], and so the device can-

not respond quickly enough to thermal changes but can to electronic changes.

The Nanophotonics Research Laboratory is equipped with femtosecond and

picosecond pulsed lasers, along with a high-speed photodetector, which could

enable these experiments to be done in the future.

6.2.4 Athermal waveguide design

Thermal nonlinearity may be detrimental to devices that require the optical

properties of the waveguide to be stable over the entire range of operation,

such as in electro-optic modulators. For instance, heating can occur in these

devices if they rely on optical absorption to modulate the output. This would

slowly change the refractive index of the materials being used and potentially

cause unpredictable behaviour. Athermal waveguide design is a technique

that is widely used where matching materials that have a positive thermo-

optic coefficient with negative T-O materials causes the net change in the

effective refractive index to be zero [43]. Switching optical signals at a rate

much faster than the thermal response time of the device could also mitigate

heating effects, since the thermal energy dissipation will be minimized.
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Appendix A

Code for COMSOL
Multiphysics Simulation

Below is the MATLAB code used to determine the 2D steady-state tempera-

ture distribution for a graphene-silicon waveguide using COMSOL. The first

part of the simulation determines the optical properties of the mode and the

normalized modal electric field distribution. The electric field data is then

provided to the thermal simulation which models the graphene and silicon as

heat sources, and determines the steady-state peak temperature distribution.

The effective modal area is also computed using this script.

1 eigval = 2; % Select eigenvalue (2=TM, 5=TE)
2 p in = 5e−3; % 5 mW input power
3

4 format long
5 % Perform eigenvalue simulation of modes.
6 % The femeig code is autogenerated from COMSOL.
7 fem.sol=femeig(fem, ...
8 'complexfun','on', ...
9 'solcomp',{'tExEy10','tExEy20','tExEy21','ez'},

...
10 'outcomp',{'tExEy10','tExEy20','tExEy21','ez'},

...
11 'blocksize','auto', ...
12 'neigs',5, ...
13 'shift',−1.418784e7*i, ...
14 'maxeigit',1000);
15

16 % Find total integrated power of mode.
17 m = sqrt(postint(fem, 'normPoav rfwv', 'solnum', eigval));
18 t = postint(fem, 'conj(Ex)*Ex+conj(Ey)*Ey+conj(Ez)*Ez', 'solnum

', eigval);

73



19 b = postint(fem, '(conj(Ex)*Ex+conj(Ey)*Ey+conj(Ez)*Ez)ˆ2', '
solnum', eigval);

20 aeff = tˆ2/b; % Effective area
21

22 % Reassemble solution matrix using normalized fields.
23 fem.sol = femsol(fem.sol.u.*sqrt(p in)./m, 'lambda', fem.sol.

lambda);
24 fem1=fem;
25

26 % Set up steady−state temperature simulation.
27 sol1 = asseminit(fem1, 'init', fem1, 'solnum', eigval);
28 fem.sol=femstatic(fem, ...
29 'init',sol1, ...
30 'solcomp',{'T'}, ...
31 'outcomp',{'T','tExEy10','tExEy20','tExEy21','ez'});
32 fem.sol = femsol([fem.sol.u fem.sol.u fem.sol.u fem.sol.u fem.

sol.u], 'lambda', fem1.sol.lambda);
33 fem0=fem1;
34

35 % Plot values.
36 postplot(fem, 'tridata', 'T');
37 eigs = (fem.sol.lambda.*1i/(2*pi/1.55e−6));
38 fprintf('neff rfwv: %f, Total power in mode (mW): %f\n', eigs(

eigval), postint(fem, 'normPoav rfwv', 'solnum', eigval)*1e3
);

39 fprintf('attenuation (dB/cm) = %g, max T: %f\n',−4.343e−2*imag(
eigs(eigval))*(2*pi/1.55e−6), postmax(fem, 'T'))
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Appendix B

HPR504 Photoresist Recipe

The HPR504 photoresist recipe for graphene patterning is shown below. It is

based on the suggestions given in the standard operating procedure provided

by the University of Alberta nanoFAB [45].

1. Pour approx. 5 mL of HPR504 photoresist into a clean beaker.

2. Place the chip on the vacuum spinner and, using a pipette, disperse four

drops of photoresist on each corner of the chip.

3. Spread resist at 500 rpm for 10 seconds, then spin at 4000 rpm for 40

seconds.

4. Bake chip at 115oC in vacuum hotplate for 90 seconds.

5. Let chip rest for 15 minutes for re-hydration.

6. Expose photoresist under UV light using mask aligner for 3.5 seconds.

7. Submerge chip in 354 developer and lightly agitate until the removal of

resist starts to be seen. Leave in for 5 more seconds, and do not exceed

20 seconds of total development time.

8. Submerge in water and lightly agitate for approx. 15 seconds to rinse

any residual developer from chip. Dry gently using compressed N2 gas.

9. Inspect features under optical microscope and re-develop if necessary.
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Appendix C

Apparatus for Measuring Light
Transmission in Bulk Material

As a side project, an optical setup was designed to focus light from a fiber-to-

free-space collimator to a single point in free space to study light transmission

through a bulk medium. High intensities are necessary to study many nonlin-

ear effects, and so the light should be focused to as small of a point as possible

to maximize the intensity in the material.

An existing fiber collimator (Thorlabs part # F240APC-1550) and objec-

tive lens (Edmund Optics part # NT46-146) was used in the design. The

fiber collimator yields a collimated beam of diameter 1.6 mm, which needs to

be directed into the aperture of the objective lens of diameter 8.4 mm. The

focal point of the objective lens is where the light will be focused in the ma-

terial. The objective lens is an infinity-corrected apochromatic objective lens

with 50X magnification and a working distance of 13 mm. To minimize the

spot size of the focused light, the beam diameter entering the aperture of the

objective lens should be as large as possible. To do this, a beam expander

is designed to maximally expand the beam from the fiber collimator without

any significant spherical abberation. An in-situ imaging setup is also designed

such that the sample can be brought to focus using a CCD camera.

To optimize the spot size, the ideal magnification of the beam diameter
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should be:
D2

D1

=
8.4 mm

1.6 mm
= 5.25 (C.1)

The Galilean configuration of beam expander, consisting of single plano-

concave and plano-convex lenses, is chosen for a more compact design com-

pared to the Keplerian configuration which makes use of two convex lenses

with longer focal lengths [9]. The ratio between the focal lengths of the plano-

convex lens and plano-concave lens is given by the magnification:

M =
f2
f1

= −5.25 (C.2)

The magnification is negative, since the focal length associated with a plano-

concave lenses is negative. The smallest focal length of plano-concave lens

that is available in the catalogue is -24.0 mm (Thorlabs part # LC1975-C). A

plano-convex lens with a focal length of 125.0 mm was chosen (Thorlabs part

# LA1986-C), resulting in a magnification of 5.2-fold. To minimize spherical

abberation, the CVI Melles Griot Technical Guide [9] was followed where the

plano-concave lens was placed in reverse orientation and the plano-convex lens

is in normal orientation. The ray diagram and lenses are shown in Fig. C.1.

The expanded beam leaving the plano-convex lens is then directed into the

objective lens and focused to a single point.

Figure C.1: Ray diagram of Galilean beam expander used for 5.2X expansion
of a collimated beam.

A long-pass filter placed at a 45o angle is used to allow light from the fiber

collimator to pass into the objective lens. The filter reflects visible light, which
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allows for imaging of the sample to occur using a CCD tube that is placed per-

pendicular to the beam expander setup. The CCD tube contains the all of

the focusing optics necessary to form an image on the CCD array. To collect

the light on the other side of the sample, a convex lens with a large numerical

aperture is used to focus the light onto an InGaAs photodetector. Fig. C.2

depicts the entire optical setup.

Focusing the laser spot onto a particular area of the sample requires that

the user first determine where the spot is located on the CCD camera image.

Using a photoluminescent card that absorbs IR light and emits green light,

the spot is first located on the CCD with the card in focus. The card is then

replaced with the sample and aligned so that the area of interest is centered

where the spot was on the CCD.

Figure C.2: Schematic of entire optical setup for measuring light transmission
in bulk samples.
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