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ABSTRACT 


A climatological air quality dispersion was developed 

which provides more powerful analyses capabi I ities than are 

avai Iable in traditional CDM-type models. 

The model incorporates a time series approach to 

satisfy identified user needs. The three components of the model 

are: the time series file of meteorological variables, the 

program (GLCGENJ used to generate ground level concentrations, and 

the frequency analysis program <FRQDTN) which defines the analyses 

for a particular run. 

The time series f i Ie contains the meteoro Iog i ca I data 

necessary to define dispersion classes and also includes other 

meteoro I og i ca I parameters which can be used to further c Iass i ty 

the ground Ieve I con cent rations ana I yzed in the frequency 

distribution program. 

Program GLCGEN incorporates the disperision formulations 

and computes ground level concentrations for each receptor source 

pair for each dispersion class uti I izing user-defined source 

characteristics and an emission rate of unity. This array of 

ground level concentration va I ues is stored on a random access 

file for access by FRQDTN. This precalculation of procedure 

permits considerable saving of computer costs when long time 

series of data are processed. 

The model assumes a Gaussian plume framework with plume 

sigmas defined by a modification to statistical theory. Effective 

downwind distances are uti I ized to allow for source affects and to 

simp I ify the analytical downwind dependence of the plume sigmas. 

The standard deviation of the azimuth and e I evat ion wind 

fluctuations are estimated from a planetary boundary Iayer 

parameterization involving similarity theory and empirical 

results. 
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The analysis program, FRQDTN, is designed for ease of 

user operation. Once GLCGEN has been used to generate the ground 

level concentration file, the user can proceed to consider various 

scenarios. Source emission rates are set in FRQDTN and so various 

sources can be turned oft or on and various emission strengths can 

be assigned. Different chemica I species can thus be read i I y 

examined. The ground I eve I concentration va I ues can a I so be 

weighted according to user-selected parameters from the 

meteorological time series. FRQDTN can be used to generate 

average ground level concentrations, frequency distributions of 

ground Ieve I concentrations, average dry and wet deposition, and 

time series of ground level concentration values. 
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I. INTRODUCTION 

I .I DEVELOPMENT OF AN AIRSHED MANAGEMENT SYSTEM 

The A I berta 0 i I Sands Environmenta I Research Program, 

now part of the Research Management Division of Alberta 

Environment, had instituted a multi-year program to develop and 

imp I ement a series of air qua I i ty mode Is. These mode I s were 

designed to provide ·air quality assessments to be used in 

conjunction with studies in other disciplines to ensure that the 

development of the Athabasca Oi I Sands could be accomplished 

without undue environmental degradation. The requirements for air 

quality models were defined by a previous study on users' needs 

and model characteristics <Davison and Lantz 1979). In response 

to the recommendations of that study, a model development program 

was instituted. 

The first priority was the development of a frequency 

distribution model which more closely related to user needs than 

available models. In addition, there was the desire to uti I i ze 

measurements and results of studies over the previous five years 

in the Athabasca Oi I Sands area to improve upon existing models. 

Among the desired model features was a capabi I ity to differentiate 

between concentrations occurring when receptors were sensitive and 

when they were not. The model was to be able to weight the impact 

of ground level concentrations by means of biologically or 

sociologically important weighting parameters. For examp Ie, th is 

meant discriminating between the effect of high ground level 

concentrations occurring when trees were dormant and when they 

were actively transpiring and susceptible to injury. The 

dispersion model was to be of a Gaussian type. However, some 

considerable effort was to be directed towards implementation of a 

plume sigma scheme which more realistically reflected the 

dispersion than the Pasqui 11-Gifford scheme. In addition, a data 

base was to be assemb I ed from ava i I ab I e data sources to provide 

the necessary input for both the weighting parameters and the 

dispersion specifications. 
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In the first year of the program, the deve Iopment of a 

data base for winds and dispersion parameters was a primary 

concern. The or i gina I pI an was to uti I i ze data from the 152 m 

tower at the Lower Syncrude site in order to spec i ty the wind 

speed and direction fluctuations needed for the dispersion 

estimates. However, comparisons of the wind roses from the tower 

with wind roses from other sources gave convincing evidence that 

the tower was affected by va I I ey f I ow a cons i derab I e portion of 

the time. This meant that the tower data were probab I y not 

suitable to give representative wind statistics at typical plume 

heights. One consequence of the inappl icabi I ity of the tower 

winds was the need to embark upon an a I ternat i ve ana I ys is of 850 

mb charts to generate winds. The other major consequence was the 

need to parameterize the wind direction fluctuations for the plume 

sigma estimates by means of boundary layer classifications 

specified by avai I able parameters. Both of these changes required 

considerable additional work. 

The External Quality Assurance Team for this project met 

in mid-February of 1980 to comment on the work-to-date. Their 

report emphasized the importance of the model development and the 

need to have further interaction with potential users. Additional 

tuning of and modifications to the frequency distribution model 

were anticipated to be a major effort in the second year of the 

program, fiscal year 1980-81. 

The effort in the second year of the program has been 

largely directed towards sensitivity studies, improvement of model 

capabi I ities, including the addition of a wet and dry deposition 

formu Iat ion, improvement of the mixing height formu Iat ions, 

va I i dati on studies, and the deve I opment of more comp Iete mode I 

documentation. 

The present report is divided into four volumes. Volume 

describes the frequency d i str i but ion mode I , the rationa I e tor 

the various parts of the formu Iat ion, and provides a deta i I ed 

mode I documentation. Vo I ume 2 documents the data base deve I oped 

for use by the mode I. Yo I ume 3 describes the sensitivity and 
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validation studies for the model and data base. Finally, Volume 4 

is a user's guide to the model. 

1.2 STRUCTURE OF THE PROJECT TEAM 

The work described in this report was done by INTERA 

Environmental Consultants Ltd. and Western Research and 

Deve I opment. In the first year, Western's major tasks were to 

develop the procedures and analyze the data for the wind speed and 

direction and the convective mixing height. INTERA's major tasks 

were to deve I op the pI ume sigma specifications and the mode I , and 

to administer the project. In the second year, model improvements 

and sensitivity studies were primarily done by INTERA. The 

validation studies and preparation of the final report were 

undertaken by both companies. 
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2. OVERVIEW OF THE FREQUENCY DISTRIBUTION MODEL 


2. I RAT ION ALE FOR MJOEL DESIGN 

2. I • I Description of Possible Approaches 

A review of user needs (Oav i son and Lantz 1979) 

identified specific features that many users fe It were necessary 

for an effective rrode I • Potentia I rrode I users identified the 

prob I em that the suscept i b i I i ty of the ecosystem and hence the 

importance of ground Ieve I concentrations depended upon ambient 

meteorological conditions. Thus, there ideally should be a 

mechanism to weight the importance of predicted ground level 

concentrations. A second concern of many of the potentia I rrode I 

users was that the time between exposures to larger ground level 

concentrations was important. For the biologists, this time 

between exposures was related to a recovery concept. For land-use 

planners, the time between exposures and duration of exposures was 

important in assessing the nuisance value of the occasional higher 

concentrations. 

The traditional frequency distribution model or 

climatological dispersion model (COM) does not recognize these 

user-identified problems. In the traditional approach, the ground 

Ieve I concentrations are ca I cuI a ted for a given wind speed and 

direction and stab i I i ty. Then, the frequency of occurrence of 

each of the possible dispersion classes is used to give an average 

ground Ieve I concentration. This approach is not designed to 

address either the susceptibi I ity variations or the timing between 

events. The tundamenta I structure of the trad it i ona I frequency 

distribution model design can limit its usefulness as a management 

too I • The present mode I was designed to overcome these 

I imitations in order to provide potential users with a rrore 

flexible and powerful research and management tool. 

Two approaches were considered for the frequency 

distribution model design. Both are basi ca I I y two-stage mode Is. 

The first stage computes ground Ieve I concentrations (GLC) based 
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on wind and dispersion classes. The second stage generates and 

d i sp I ays the desired statistics from the time series of 

meteorological parameters and the GLC computed in the first stage. 

It is in this latter stage that the two approaches differ. 

The t i rst approach had some features of a trad it i ana I 

frequency distribution climatological dispersion model with 

modifications for classification by biologically important 

meteora I og i ca I parameters. This was ca I I ed the "d i agona I" method 

and is illustrated in Figure 1. Wind and dispersion classes are 

assigned to each record in the time series. A frequency 

distribution is then generated tor each of these classes. By 

weighting the GLC computed in the first stage by the corresponding 

frequency of occurrence, appropriate I y averaged GLC va I ues are 

calculated (along the diagonal element in Figure 1). In a 

traditional frequency distribution model, there would be no 

further analysis. However, it would be possible to modi ty the 

original frequency of occurrences by including in the frequency 

distribution only that part of the time series which satisfies the 

specified range of seasonal or bioI og i ca I I y important 

meteorological parameters. Note that in the diagonal approach, 

information on the timing between GLC events is lost by the 

formation of a frequency distribution. The selection of the 

permitted range for the biological parameters is effectively a 

weighting of I or 0. A further modification would be to calculate 

a weighting parameter between 0 and I for each entry in the time 

series. This procedure wou I d permit a more ret i ned se I ect ion of 

susceptibi I ity. A variety of weighting parameters could be chosen 

to test the sensitivity of the GLC va I ues to rea I i st i c ranges of 

biological suscept i b i I i ty. Clearly, the variations in 

suscept i b i I i ty for different pI ant species, or the nuisance va I ue 

to people, could be readily simulated. 

The second approach, called the "time series" approach, 

retains the time series of meteorological parameters for 

simultaneous interactions of the biologically important weighting 

parameters and the ground Ieve I concentrations. This approach, 
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MATRIX OF COMBINATIONS 
OF DISPERSION CLASSESI I 

SELECTED rBIOLOGICAL 
PARAMETERS GAUSSIAN MODEL GLC'sI I 

t 
TIME SERIES 

OF 
CLIMATOLOGICAl 

DATA 
F 

.r---
FREQUENCY :1 ~GH;;;~-DISTRISUT!ON 
BY DISPERSION -':lL PARAMETERS --- -

Figure J, Traditional frequency distribution model --diagonal approach, 
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i I lustrated in Figure 2, includes a weighting of the importance of 

the GLC depending upon the current va I ues of the bi o log i ca II y 

important parameters. Thus, a weighted ground level concentration 

time series can be produced for each receptor point. Then 

t i me-doma i n statist i ca I ana I yses become poss i b I e. A I though the 

second approach initially appears to be rather complex, the 

generation of the computer f i I es requires on I y a s I i ght increase 

in the number of ca I cuI at ions and the amount ot computer disc 

storage required. The weighted tl me series of GLC can then be 

app I i ed in more powerfu I statist i ca I ana I ys is routines which can 

I ead to much greater uti I i ty for environmenta I management. 

Average weighted GLC can be ca I cuI ated; these correspond to the 

resu Its from the first approach. The time series data can be 

analyzed to calculate the statistics of return periods for 

poI I uti on episodes weighted by their bioI og i ca I importance; the 

bioI og i ca I recovery concept can then be app I i ed. Changes in the 

averaging times become possible while sti II permitting temporal 

changes in dispersion classes and biological susceptibi I ity within 

the averaging times. Another major feature is that the time 

series of GLC va I ues produced can be used for mode I va I i dati on 

ana I ys is through comparison with time series of observed 

concentrations. 

2. I .2 Selection of Model Approach 

The two approaches discussed in the preceding section 

were evaluated based upon the terms of reference for this 

contract, and the user needs identified in a previous study 

(Davison and Lantz 1979). 

The d i agona I approach is simp I e in concept and rapid in 

operation but lacks the abi I ity to maintain time relationsnips 

between events. For new sets of bioI og i ca I parameters, the time 

series data bank must be read again, although it is not necessary 

to repeat the first stage in which values of ground level 

concentration are computed for various dispersion classes. 



MATRIX OF COMBINATIONS 
OF DISPERSION CLASSES 

l 1 J _l 
GAUSSIAN MODEL GLC 1 s J 

TIME SERIES J 
OF STATISTICALCLIHATOGICAl ANAlYSIS MODELDATA INCLUDING FREQUENCY 

DISTRIBUTION Of GLC 0 s 

BIOLOGICAL I 
PARAMETER 

EFFECTS FUNCTION J 

Figure 2. Time series approach. 

00 
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The second approach clearly has technical advantages 

over the t i rst approach in terms of t I ex i b i I i ty and potentia I 

usetu Iness as an env i ronmenta I management too I. However, it was 

important to assess whether the increased flexibility would itself 

cause operational problems and whether it required significantly 

increased computer support. Preliminary analyses were done of the 

generation and structure of the reI ated computer t i I es and the 

approximate amount of computer time involved in running the 

program. It became evident that the second approach cou I d be 

designed to have a default operation that would be similar to the 

first approach. In this way, the increased tlexibi I ity of the 

second approach would only be available it specifically requested 

by the user. In this mode of operation, there was minimal 

increase in computer requirements. By proper design of the 

structure, generation, and use of the files, the increased 

potentia I of the second approach was not considered as 

significantly increasing the computer requirements. Of course, 

the runtime would be increased whenever the more elaborate 

analyses were desired, but the actual runtime involved for 

additional analyses proved to be quite small. 

The second method, the time series approach, was 

selected primarily because it considers time relationships between 

events without significantly increased complexities. This method 

is also more flexible in terms of output capabilities and provides 

a superior tool for environmental management. 

2.2 MODEL COMPONENTS 

The mode I has three basic components. The typ i ca I user 

wou I d access the frequency d i str i but ion mode I i tse It, ca I I ed 

FRQDTN. This program calculates frequency distributions and 

performs other statist i ca I ana I yses based upon input parameters 

including the susceptibi I ity weighting descriptors. The program 

FRQDTN uti I i zes two pre-generated f i I es which are the remaining 

two major components of the model system. 
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The first major f i I e accessed by FRQDTN is the time 

series of the meteorological data. The meteorological data 

presently include wind speed and direction, temperature, relative 

humidity, mixing height, cloud cover, precipitation, and snow 

depth. The time series file is the result of a series of analysis 

programs for the various parameters. The f ina I program which 

synthesizes the data sets and performs some additional analyses is 

called TIMSER. The typical user would not need to run TIMSER 

since the time series file would normally be avai Iable. 

The second major f i I e is the ground Ieve I concentration 

f i I e generated by the program GLCGEN, The ground I eve I 

concentrations are pre-calculated for alI possible dispersion 

classes, for speci tied sources and receptors. This 

pre-ca I cuI at ion avoids the necessity of separate I y computing the 

ground Ieve I concentrations at each time series entry. A I though 

there is an approximation involved in the discretization of the 

parameters control I ing dispersion into dispersion classes, the 

pre-ca I cuI at ion reduces the mode I run-time by about an order of 

magnitude. 

2.3 GENERATION OF THE GROUND LEVEL CONCENTRATION FILE 

The ground level concentration file is created by the 

program GLCGEN. It is assumed that the pI ume spread has a 

Gaussian distribution in both horizontal and vertical planes with 

lateral and vertical standard deviations cry and cr z• 

respectively. The following additional assumptions are made: 

I. 	 That air flow is para I lei to the ground (flat 

terrain); 

2, 	 That perfect ref Iect ion occurs at the ground and at 

the bottom of any existing inversion layer; 

3. 	 That the source emission is constant in time; and 

4. 	 That a steady state exists over the entire distance 

of plume travel for each 1 h period. 
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Ground level concentrations are computed as functions of 

wind direction, wind speed, atmospheric stabi I ity, mixing height, 

and source. A sui tab I e range of discrete va I ues are assigned to 

each dispersion parameter in order to I imit the number of 

computations. Assigning discrete classes of dispersion parameters 

introduces some error into the resulting ground level 

concentrations which wi II be used in the frequency d i str i but ion 

programs. However, the effect of this discretization 

approximation is small when a large number of realizations are 

ana I yzed. Furthermore, the va I ues of each parameter in the time 

series are subject to error and the Gaussian formulation is only 

an approximation to the real situation. The discretization 

approximation is not considered to be the limiting error. 

The number of parameters that must be input to GLCGEN at 

run- time is de I i berate I y reI at i ve I y sma I I • They inc I ude on I y the 

discrete classes of wind direction, wind speed, heat flux, 

convective mixing height, receptor locations, source locations, 

and stack characteristics. AII other parameters are set 

i nterna I I y as part of the program code. This I imitation was 

imposed to avoid complicated input procedures which can be 

confusing and are error prone, and also to prevent casual 

modification of model parameters by users of the frequency 

d i str i but ion mode I • GLCGEN is designed, however, to be read i I y 

understood so that experienced users can easily make modifications 

to test and tune the ground level concentration fi Ie. 

Our i ng execution, the program GLCGEN first chooses wind 

speed and heat f I ux c I asses. I f the heat f I ux is Iess than zero, 

the program ignores the mixing height; otherwise, a mixing height 

class is also selected. 

The next program step is to compute the stability of the 

planetary boundary layer and set values of the standard deviations 

of lateral and vertical wind direction fluctuations, crA and 

a E, and a I so va I ues of the Lagrangian length sea Ies, using the 

parameterization scheme described in sect ion 3. The boundary 

layer is classifed as stable or unstable depending on the value of 
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the sensible heat flux. If it is positive, the boundary layer is 

assumed to be unstable; if negative, the boundary layer is assumed 

to be stab I e. 

After computing boundary layer stabi I ity, the program 

ca I cuI ates pI ume rise and transition distances for each source. 

The transition distance is the downwind distance at which the 

environmental turbulence is assumed to dominate further 

dispersion. Plume rise and transition distance are functions of 

stability and wind speed as described in section 3. 

The program then chooses a wind direction class and 

computes the ground-! eve! concentrations for each receptor 

position tor the specific sources. The Gaussian formulation makes 

a I I owance for ref Iecti ons from the ground and from the top of the 

mixed layer, it appropriate. 

The input wind directions are classified into discrete 

sectors. A sector averaging procedure is app I i ed to the pI ume 

center I ine position to prevent the occurrence of artificial peaks 

in the computed ground level concentrations. The criteria for the 

selection of an optimum sector angular width are discussed later 

i n th i s report. 

For a given wind direction at a particular source, only 

those receptors lying within the sector were considered to be 

influenced by the emissions from that source. This limitation was 

imposed to I imit the required computations and does not introduce 

any significant error. 

The sources are given an emission rate of unity and 

their effects are kept separate in GLCGEN. This procedure permits 

the specification by the mode I user in FRQDTN of the source 

strengths. Thus, severa I species of contaminants can be ana I yzed 

without the need for rerunning GLCGEN. The effects of different 

emissions from potentia I new sources can be studied by FRQJTN 

without needing to rerun GLCGEN. However, the size and location 

of the stacks and the f I ue gas rates must be specified for the 

pi ume rise computation in GLCGEN. This flexibi I ity of source 

characterization may prove to be very useful for users who may 

want to assess various emission scenarios. 
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The receptors in GLCGEN can be either a grid system of 

arbitrary size Cup to 400 receptors) or specified receptors. 

Once the ground level concentrations are computed for 

a I I receptors for each source, the va I ues are stored as a record 

on a random access f i I e. This f i I e is indexed according to the 

class of wind speed, wind direction, heat flux, and mixing height. 

The frequency distribution program can then access the ground 

I eve I concentrations due to each source for all receptors at a 

given time by a simple computation of the appropriate index 

entry. 

2.4 GENERATION OF THE TIME SERIES DATA FILE 

The meteoro I og i ca I data base was processed to form a 

time series of relevant meteorological parameters for use by the 

frequency d i str i but ion program. In the first year of the program 

a I imited data base was generated. It was considered appropriate 

to thoroughly test the model sensitivities to determine what 

parameters are necessary to what level of accuracy prior to 

embarking on a major data synthesis program. This initial I imited 

data base generation was necessary since very I ittle 

meteorological data are presently avai lab I e in a 

computer-compatible form. The present base consists of four 

months (January, Apri I, July, October) for three years ( 1976 to 

1978). This ana I yzed data base has been adequate to test the 

model and to generate meaningful results. However, further 

efforts in data ana I ys is, inc I ud i ng assessments of other data 

sources, are clearly required. 

The development of wind speed and direction data was 

based upon 850 mb weather charts. The min isonde data from both 

AOSERP- and Syncrude-sponsored studies provided a basis for the 

development of emp i rica I power I aws and turning ang I es used to 

estimate 400 m winds from the 850mb maps. The wind data from the 

152 m tower in the Athabasca River va I I ey were shown by the 

minisonde data to be dominated by valley effects and to be very 
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poor predictors for winds at plume height. It was recognized that 

the 850 mb ana I yses had significant prob I ems, but their adoption 

for the initial data base seemed reasonable. 

The convective mixing heights were estimated from the 

minisonde data as a function of time of day and season (i.e., 

month for the presently analyzed data set). The height where the 

temperature profiles became less than adiabatic was defined as the 

convective mixing height. It was taken as zero when there was no 

surface mixed layer. The height of the convective mixing height 

was taken as the median height of the non-zero va I ues for a I I 

minisonde ascents within a given season and hour. 

The surface weather records from Fort McMurray Airport 

were used for the standard meteoro I og i ca I parameters and 

precipitation. The hour I y parameters extracted were temperature, 

relative humidity, surface weather activity, and opaque cloud 

cover. The precipitation va I ues were ava i I ab I e as 6 h tota Is; 

da i I y snow depth was a I so abstracted. 

The program T I MSER synthesizes the various data into an 

hourly time series with one record per hour. The times and dates 

tor a I I data were converted to GMT and separate output f i I es were 

produced for each month. A radiation routine was included in 

TIMSER to estimate hourly net radiation based upon solar altitude, 

cloud cover, and season. The radiation routine involved separate 

formulations for both solar and terrestrial radiation and used the 

AOSERP radiation data as processed by Kumar ( 1978) for evaluation 

of constants. GLCGEN requires surface heat f I ux estimates to 

c I ass i fy the boundary layer dispersion. It was decided to keep 

this conversion from radiation to heat f I ux estimates within the 

program FRQDTN, since the adopted formulation was tentative. In 

this way, the time series file becomes a basic data file which 

would not normally need to be modified for use in models of 

varying complexities. Refinements of the parameters would then be 

carried out in the normal operating programs (in this case, 

FRQDTN) depending upon the Ieve I of refinement necessary for the 

particular model's use. 
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Deta i Is of the uncertainties in the data and of the 

programs used to generate the time series t i I e are presented in 

Volume 2 of this report. 

2.5 OVERVIEW OF THE FREQUENCY DISTRIBUTION PROGRAM 

The program FRQDTN is the operational frequency 

distribution program that would be run by most users. It accesses 

the tiles of ground level concentration produced by GLCGEN and the 

hour I y time series t i I e of meteoro I og i ca I parameters produced by 

TIMSER. 

FRQDTN accesses one record of the ground Ieve I 

concentration tile to determine the source receptor layout and the 

dispersion c I asses used to generate ground Ieve I concentrations. 

The user provides FRQDTN with various add it i ona I parameters to 

determine what the mode I does on a part i cuI ar run. The source 

strengths are speci tied in FRQDTN. In this way, various emission 

rates can be simulated separately tor each source to permit 

mu It i pIe emission species to be examined. The contribution of 

each source to the overa I I concentrations can be d i st i ngu i shed; 

sources may be "turned oft" in FRQDTN by spec i tying zero discharge 

rates. 

Weighting parameters are specified by the user to 

determine the reI ati ve importance of ground Ieve I concentrations 

depending upon ambient meteorological conditions. This feature 

was specifically identified by many potential model users as being 

very desirable for a useful frequency distribution model. 

The time series of weighted ground level concentrations 

is then analyzed. At the present time, three types of analysis 

are avai I able. The first is a frequency distribution and an 

inverse cumulative frequency distribution of the concentrations at 

each receptor; this d i str i but ion ana I ys is was i dent it i ed in the 

project objectives as the primary purpose of the model. The 

second type of analysis available is the frequency distribution of 

the time between user-det ined ground level concentration events. 

This second type of ana I ys is is poss i b I e because of the time 
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series structure of the model. Although it is somewhat limited by 

the present discontinuous data time series, it can be used to 

statist i ca I I y generate return periods for extreme events and can 

also be used to assess the likelihood of recovery between 

significant ground Ieve I concentration events. A third option is 

the ca I cuI at ion of average ground Ieve I concentration and dry and 

wet deposition estimates. A I I of the options can be uti I i zed for 

either specified receptors or for a grid. Other options for time 

series analyses could be added to the mode! without difficulty. 
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3. FORMULATION OF THE DISPERSION SUBROUTINES 

There are three basic components of the dispersion 

formulations. These are the the mu Itip I e source and receptor 

Gaussian formulation, plume rise, and the sigma specification. 

These three components are discussed in the following sections. 

3.1 GAUSSIAN FORMULATION 

3. I • I Basic Formulation 

The dispersion formu I at ion in the mode I is of a Gaussian 

type. Thus, an eff Iuent pI ume is assumed to have a Gaussian 

distribution in both horizontal and vertical planes with lateral 

and standard deviations oy and Clz respective Iy. Reflections 

are permitted from the surface and an elevated inversion. Values 

of the standard deviations depend on wind speed, heat f I ux, and 

boundary layer height and are computed as functions of downwind 

distance X, as described in the following sections. 

In convective conditions, the expression for ground 

level concentration, allowing for multiple reflections at the 

ground and at the mixing height, is (following Bierly and Hewson 

1962): 

GLC ·'··,"." H- ,.:; ll [' - -l (1) 

N ( { H- 2jZi}z+ 	21.~ 1 exp -
2o 2 

+ exp 


z 


where: 

GLC = calculated ground level concentration 

Q = stack emission 

y = crosswind distance of a receptor from the plume 

center I i ne 
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H = height of the plume center I ine above the ground 

N =number of reflections 

The summation term is repeated unti I the effect of additional 

reflections on the computed ground level concentration is less 

than 1%, usually after N = 2 or 3. 

This mu It i p I e ref Iect ion procedure is used to compute 

ground level concentrations only if CJz i s less than I .6 

If CJz is larger than I.6 Zi, then uniform mixing between the 

ground and the inversion height is assumed and 

GLC 
1 exp (2)

(27r}7u z u 
y i 

In stab I e conditions where no boundary Iayer height is 

assumed, there is only one reflection off the ground, resulting in 

the following expression: 

(3)QGLC = --"--- exp (_1_) (- exp - ----H2 ) 
'Ir!J (J u 

y z 2CJ~ 2CJ~ 

3. I .2 Sector-Averaging 

The wind direction looping within the program GLCGEN for 

the generation of ground level concentration required a 

discretization of the wind direction into a smal I number of 

directions (for examp Ie, 8 or 16). However, ca I cuI at ions a I ong 

only discrete directions could give fictitious peaks for receptors 

along these directions compared to off-center! ine receptors. This 

problem was avoided by assuming that the wind direction is 

actually uniformly distributed across a sector. Sector-averaging 

was accomp I i shed within the mcde I by combining the effects at a 

sing I e receptor from pI umes whose center I i nes had the latera I 

displacements of 0, +I , +2 CJ from the receptor. This va Iue was 
- - y 

then norma I i zed by the number of such center I i ne d i SRI a cements 

necessary to cover the sector width; that is, the lateral width of 
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the sector at the downwind distance of the receptor divided by 

cry• This procedure is equivalent to marching the plume 

center! ine across the sector in sufficiently small angular steps 

to ensure that every point is significantly affected by at least 

four rea I i zat ions. S i nee the sector-averaging in the mode I is 

computed after the ground level concentration below the center! ine 

has been calculated, the actual calculations involved are few. 

The angu I ar width of the sectors, or equ iva I ent I y the 

number of wind directions, is presently a variable in the program 

GLCGEN. There are at Ieast three criteria a user shou I d consider 

when choosing the number of wind directions. The first is the 

accuracy of the wind directions on the time series file; the 

second is the need to have a representative popu I at ion of va I ues 

for a frequency distribution analysis; and the third is the 

problem of implicit lateral dispersion. 

The wind direction estimates in the time series file are 

based upon a statistical modification of wind directions estimates 

abstracted from the 850 mb analyses avai I able every 12 h. 

Linear interpol at ion was used for intermed late hours. Errors in 

the wind direction data can be estimated based upon the ana I ys is 

of the cumu I at i ve frequency d i str i but ion of the turning ang I es 

between the 850mb winds and winds measured at plume height by 

mini sonde. In add it ion, the amount of systematic error in wind 

directions can be estimated from a comparison of wind roses for 

the minisonde data, and for the corresponding derived winds from 

the 850 mb analysis. The wind direction uncertainties in the 

present data file are substantial, particularly in winter. 

Details are presented in Volumes 2 and 3 of this report. 

The need tor a representative population provides a 

further constraint on sector width. With a small data base, the 

use of small angular sectors may mean that some wind directions 

are not represented adequate I y, parti cuI ar I y when subsets of the 

time series are used. Thus, the angular width of sectors must be 

wide enough to ensure a reasonab I y representative d i str i but ion of 

wind directions. 
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The angular width of sectors is also constrained by the 

implicit lateral dispersion inherent in sector-averaging. If a 

map of integrated average values is the only desired output from 

the model, then lateral dispersion becomes of minor importance. 

However, it a time series or frequency d i str ibut ion of 

concentrations at a particular receptor is desired, then it is 

important to discriminate an infrequent high concentration from a 

more frequent lower concentration. Sector- averaging can smear 

out the high concentrations into more frequent I ower 

concentrations. 

Sector-averaging may approximate some of the low 

frequency effects on pI ume dispersion. It there is a wind 

direction sh itt due to, for example, the advection of a meso- sea I e 

system, then the wind can move the center I i ne of a pI ume in a 

fashion analogous to sector- averaging. However, the turbulence 

respons i bl e tor mixing about the pI ume center I i ne may be unchanged 

by the wind direction change, it it is generated strictly from 

local mechanical effects. Thus, the crA value entering the 

pi ume sigma formulation, lor equivalently the Pasqui I I (1976) or 

Taylor statistical theory formulation from which the previous two 

are derived], is unchanged. 

Low frequency wind direction changes can have effects 

quite dissimilar to these of sector-averaging. Consider a 

sinusoidal wind direction change of the form: 

e = e + A sin wt ( 4)0 

where A and w are the amp I i tude and frequency of the change and 

6 is the center I ine about which the asci llation is occurring. If 
0 

the frequency of the motion is sut tic ient I y s I ow, then the 

asci llation wi II be completely decoupled from the higher frequency 

turbulence causing mixing about the pi ume center I ine. The 

concentrations at a particular receptor may then appear as two 

peaks within the period of asci llation as shown in Figure 3. If 

the receptor is on the mean center I ine, then the peaks may be 
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Figure 3. 	 Effect of a low frequency wind direction oscillation on 

ground level concentrations. The average GLC values will 
be the same for any receptor within the crosswind amplitude 
of the low frequency wave and there will be no decrease 
with increasing downwind distance. 
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equi-spaced; whereas, towards the edges of the range covered by 

the centerline oscillations, the two peaks will occur closer 

together. There are two significant features about such a 

scenario: 

I. 	 The tota I exposure tor any receptor within range of 

the center! ine variations is the same for any given 

downwind distance. 

z. 	 It the pi ume is mixed in the verti ca I, there is 

I imited change in the concentrations with downwind 

distance unti I dispersion about the center I ine 

exceeds the magnitude of the wind direction 

fluctuations. 

The impact of a I inear or s i nuso ida I wind direction 

change wi II depend upon the time scale of the changes compared to 

the time scale of the crA specification. If the changes are very 

slow, then a value of OA estimated from local turbulence 

parameters may be fully adequate for estimating a h GLC. 

Sector-averaging in this case wou I d tend to smooth out rea I loca I 

GLC maxi rna across a sector. However, if the time sea I es of the 

wind direction changes are equ iva Ient to the a A ca I cuI at iona I 

period, (presently 1 h), then the sector-averaged GLC may give a 

best estimate of the h observed GLC. 

The correct measurement of a A is a I so dependent upon 

the separation of turbulence from decoup led low frequency wind 

d i recti on changes. If a Iarge measured va I ue of crA due to low 

frequency effects is inadvertently used in a turbulent dispersion 

formulation, then an incorrect power law dependence for GLC with 

distance wi II result. The standard deviations of wind direction 

should be calculated from a de-trended data set. The trend 

information is part of a different dispersion process which may or 

may not be important. 

In the present frequency distribution model, 

sector-averaged GLC values are used exclusively. With the limited 

data base presently on the time series file, this 16-direction 

discretization appears to be a reasonable compromise tor the 
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constraints discussed above. However, the sector-averaging over 

22.5° does produce an imp I icit lateral dispersion. Note that for 

the worst case scenarios, there shou I d be no sector-averaging. 

Although the ground level concentrations under the center! ine can 

be printed out as an intermediate step in GLCGEN, the present 

version of the mode I is not designed for effective use in a worst 

case mode. 

3.2 PLUME RISE 

The plume rise formulations used in the present model 

are based on the recommendations of Briggs (1975) with some minor 

modifications. For neutral and unstable conditions, a final plume 

rise has been adopted of the form: 

( 5) 

;where: F 	 gVs (0.5dl 2 <Ts-Tal/Ts is the 

buoyancy flux parameter and has units of 

(m4;s3) 

Us ; mean wind 	 speed from stack top to plume top 

(m/s) 

vs = stack exit velocity (m/s) 

d = stack diameter ( m) 

Ts ; stack gas exit temperature (OK) 

Ta = ambient temperature (oK) 

;Xf 	 a downwind distance chosen to produce a useful 

eftecti ve stack height and 

cl ; [31 czs 2>] l/J 

c 1 has a value of about 1.4 based on AOSERP data 

<Davison and Leavitt 1979). Briggs (1975) 

recommends a value of 1.6. The parameter 8 

is an entrainment constant used to close 

the conservation equations for plume rise. 

AI I of the above 	parameters are standard except for Xf· Briggs 
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(1975) points out that plume rise may continue during neutral 

conditions. There has been some recent work that suggests that a 

more detailed theoretical analysis of the problem leads to a final 

pI ume rise <Dj urfors and Netterv i I I e 1980). However, for the 

purposes of obtaining a reasonable effective stack height in a 

climatological dispersion model using a Gaussian formulation, the 

plume rise needs to be I imited to the downwind distance at which 

significant ground level concentrations are I ike I y. An arbitrary 

va I ue of 2000 m was adopted for a I I sources. Briggs ( 1969) 

app I i ed a simi Iar I i ne of reasoning and recommended an exp I i cit 

formulation 

x£ = 3. s x * 
(6) 

F2 15=where: x* 34 

for values of F greater than 55 m4;s3. For the Suncor plume, 

Briggs 1 formulation would lead to an Xf value of about 1750 m. 

Considering the approximate nature of the specification, a 

standard value of Xf = 2000 m seemed reasonable for neutral and 

unstable conditions. 

In stable conditions, the plume rise formulation adopted 

was that recommended by Briggs (1975): 

h = c (u~ r/J2 (7) 

aes = .&
where: T 3Z a 

The constant was taken as 2.6 following Briggs ( 1975).c2 

The choice of plume rise formulation depended upon 

>~hether the transition from source-dominated to environmentally 

dominated dispersion was contra I I ed by the mechan i ca I or therma I 

stability constraints. This transition is discussed in the 

fo I I owing section. The criterion adopted was that if mechan i ca I 

turbulence was dominant in the specification of turbulent 

dissipation, then, for consistency, rise should also be calculated 

according to the neutral formulation of Equation 5. The value of 



25 


Xt in such cases was taken to be the transition distance. The 

rationa I e tor this choice was that the pI ume rise cou I d not cease 

unt i I the pI ume d iss i pat ion va Iues, which are due to the pI ume 1 s 

therma I I y generated turbu Ience, were equa I to env i ronmenta I 

dissipation values. 

The specification of ae/az tor the stable plume rise 

formulation was based upon empirical measurements. Values of 0.1, 

0 .5 and I .2 c• I I 00 m were considered appropriate tor s I i ght I y, 

moderately, and very stable conditions. The latter two values are 

the average of TVA classes B and C and classes D and E, 

respective Iy. In addition, they correspond to the average 

temperature gradients tor the moderately and very stable groupings 

of Suncor plume rise data collected by Fanaki et al. ( 1979 a, b, 

c) as ana I yzed by Davison and Leavitt ( 1979). The stab i I i ty 

parameter tor stable conditions according to the similarity theory 

discussed below is ll*• Slightly, moderately, and very stable 

conditions were taken to correspond to va I ues of 5, 15, and 40. 

Then, ae/az was made a continuous variable based on values at 

those three points. The advantage of making ae /az a continuous 

variable was to minimize any unnecessary effects of discretization 

on a parameter as important tor dispersion estimates as the plume 

rise .. 

The pI ume rise tormu Iat ions adopted are recognized as 

being approxima-te va I ues. However, the tormu Iati ons are 

considered adequate in the light of their application in a 

frequency distribution model where ranges of meteorological 

parameters are grouped together. 

3.3 SIGMA SPECIFICATION 

The third major aspect of dispersion formulation is the 

choosing of a procedure to specify the plume sigma values. 

3.3. I Characteristics of the Three Regions of Sigma 

Specification 

In defining the plume sigmas tor an industrial source, 
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it is well known (e.g., Pasqui II 1974) that there are up to three 

distinctive regions as the downwind distance from the source 

increases. These regions are determined by the dominant 

dispersive mechanism acting at a given downwind distance. These 

regions are: 

I. The source-dominated region; 

2. The environmentally dominated region; and 

3. The lateral shear-dominated region. 

The characteristics of these regions have been discussed by many 

authors and were summarized in a previous report (Oav i son and 

Leavitt 1979). In the paragraphs be I ow, the procedures used in 

the rrode I are brief I y out I i ned, with more deta i Is fo I I owing in 

subsequent sections. 

In the source-dominated region, the pI ume itse It has 

greater energy in the higher frequencies of motion responsible for 

initial plume spread than the ambient environmental turbulent 

eddies. Thus, the spread of the pI ume is governed by the source 

characteristics. How I ong this situation Iasts, or eq u iva Ient I y 

at what downwind distance the source turbu Ience becomes equa I to 

the ambient, depends upon source characteristics and the magnitude 

of the ambient turbu I ence. The present understanding of this 

concept of source-dam i nated dispersion has been we I I reviewed by 

Briggs ( 1975); however, some practical problems remain. There are 

some uncertainties in the specification of the transition 

distance, given routine meteorological data. For the present 

study involving a frequency distribution model, some simple 

assumptions are probably adequate. These are discussed in a 

subsequent section. 

The case of unstable conditions brings out a more 

fundamental I imitation. The assumption of a source-dominated 

region implies a spectral gap in energies between the low 

frequency eddies which cause the pI ume direction to meander and 

the higher frequency mixing eddies. For a source-dominated region 

to be a usefu I concept, the reI at i ve dispersion about the pI ume 

center I i ne must be dominated by source-generated turbu Ience. In 
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unstable conditions, however, the dominant ambient mixing eddies 

tend to have lower frequencies (larger size scales) and may 

markedly influence the dispersion very near the source. The plume 

materia I in a looping pI ume segment may have more energy than the 

ambient in the higher frequencies, but this frequency of energy 

may not be too important for mixing. Source region transition 

formulas based upon dissipation values as proposed by Briggs 

(1975) are probably questionable for moderately or strongly 

convective situations. Adoption of a sma I I ad hoc transition 

distance of the order of a few hundred metres is probab I y more 

appropriate for convective situations as discussed below. 

The env i ronmenta I I y dam i nated region of dispersion is 

the downwind range of distances within which the dispersion is 

largely governed by the standard deviations of the wind elevation 

and az i mutha I angles crE and respectively). Taylor'scrA ' 
formulation as presented by Pasqui II ( 1976) has found wide 

acceptance for lateral dispersion (Hanna et al. 1977). A similar 

formulation for vertical dispersion has problems in that the 

turbulence structure changes significantly with height. However, 

in a Gaussian model, the vertical variations of wind speed and 

plume geometry are neglected, The crE value does characterize the 

amount of vertical mixing. The major problem in adopting a Taylor 

theory expression involving crE for vertical mixing from a tall 

stack appears to be the observations that in stable conditions, 

the plume cr values do not scale as xl/2, This problem
2 

appears to be overcome by adopting an effective downwind distance, 

Xeff, based upon the matching of cr at the transition to 
2 

environmenta I I y dominated dispersion. The va I ues sea I i ng 

according to Xeffl/2 appear to generate very 

reasonab I e crz curves as a function of X. In the mode I, crz va I ues 

in the environmentally dominated region are calculated using a 

Taylor theory expression involving Deta i Is 

are presented in a later section. 

The matching of the source and environmentally dominated 

regions of dispersion has not been wide I y discussed. If there is 

a significant source-dominated region (as there usually is for the 
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typically hot plumes from a synthetic oi I sands plant), then this 

matching needs attention. As outlined below, the requirement is 

to define an effective downwind distance for the environmenta I I y 

dominated region that is different from the actual downwind 

distance based upon sigma matching at the transition distance. 

This distinction has been included in the present model. 

For cases of significant vert i ca I wind direction shear, 

combined with non-neg I igible environmental vertical mixing, 

Iatera I dispersion can become dominated by a mechanism of 

shear-enhanced dispersion. The theory was presented by Pasqu i I I 

( 1974) for simple I inear shears. Pasq u i I I suggests that these 

effects may dominate under ideal conditions at downwind distances 

of the order of 10 km. The a va I ues wou I d then increase at a rate 
y 

of x3/2 compared to the long-range Taylor theory limit of 

xl/2. 

Slawson et al. (1978) found shear effects much closer to 

the source than I 0 km and proposed an emp i rica I formu Iat ion to 

account for shear effects. As part of the present study, Leavitt 

and Davison (1980) re-examined some of the Slawson et al. data and 

proposed an a I ternat i ve interpretation. The basic idea was that 

within the source-dam i nated region the environmenta I directiona I 

shear can interact with the source-induced vertical mixing to 

generate an x5/3 region of lateral plume spread. The size 

of the effect can amount to 100% of the normal spread within I or 

2 km of the source and can account for the enhanced near-source 

dispersion found by Slawson et al. Beyond the transition to 

environmental turbulence, Leavitt and Davison concluded that the 

S I awson et a I • pI ume sigma data were consistent with an X 1/2 

spread of Taylor's theory, although lack of cr8 data precluded a 

more definitive conclusion. 

The effects of shear-induced dispersion were not 

included in the present version of the model. The shear-induced 

dispersion can greatly increase the lateral dispersion of a plume 

and so reduce the maxi mum ground Ieve I concentrations. However, 

in a frequency distribution model, the sector-averaging dominates 
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the effects of Iatera I dispersion. In addition, there were major 

problems in determining a reliable mean wind direction at plume 

height; so that generating a direction shear data base would be 

much more difficult. The ana I ys is of the shear et tects in the 

S I awson et a I • data did permit the reso I uti on of the apparent 

discrepancies between that data base and the data base used in the 

previous sigma study <Davison and Leavitt 1979). In addition, the 

procedures for inc I us ion of directiona I shear effects have been 

defined. The present model was designed so that inclusion of 

directional shear effects on the plume sigmas could be readily 

accomp I ished in the future when an adequate data base has been 

derived. 

3.3.2 Source-Dominated Region of Dispersion 

3.3.2.1 Plume sigma specification. The plume sigma formulations 

appropriate tor the source-dominated region of dispersion were 

reviewed by Davison and Leavitt ( 1979). Basi ca I I y, the 

recommended formu Iat ions to I I owed the out I i ne presented by Briggs 

( 1975), with modifications of the empirical constants based upon 

an ana I ys is of the AOSERP data base, espec i a I I y the data co I I ected 

by Fanaki (1979 a, b, c). Within the source-dominated region, the 

plume sigmas scale with the plume rise. The formulations used tor 

plume sigmas were: 

r = SllH 
(8)a 0.42 r 

z 


a l. 4 a 

y z 

where LlH is the plume rise in neutral or stable conditions and r 

is the radius of the plume. The factor 0.42 arises from the 

assumption that the "radius" of the visual plume corresponds to 

the 10% concentration in a normal distribution. The ratio of 1.4 

between the lateral and vertical sigmas was recommended by Davison 

and Leavitt (1979) based upon an analysis of preliminary LIDAR 

data of the Suncor plume presented by Hoff and Froude (1979). 
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The parameter s is an entrainment constant first used as 

a closure hypothesis for the pi ume rise conservation equations by 

Morton et al. (1956), as discussed below Equation 3. Values of 

S are normally determined from observations of plume rise and 

plume thickness. A value of S: 0.5 gives good agreement with 

observations of the ratio of plume rise and plume radius (Briggs 

1969), but leads to a value of C1 = 1.8 in Equation 5 for plume 

rise. Briggs ( 1975) has proposed a concept of modified val ume 

flux to define an effective value ofs, with a recommended value 

of 0.6 [see Davison and Leavitt (1979) for a more complete 

discussion]. 

In neutral conditions, the values of S, and hence crz and 

(J depend upon c s and thus have only a 1/3 power dependence on 
y 1

S, as shown in Tab I e I. Because of the uncertainty in the 0. 42 

factor relating crz to r, a value of C1S = 1.0 is considered 

to be sufficiently accurate and was adopted in the model. 

In stable conditions, the plume geometry defined by 

Equation 8 was assumed. However, the maximum pi ume rise, HR, 

given by 

HR = 0.79 HRf 
( 9) 

where HRf is the f ina I pI ume rise, was used to ,compute the va I ue 

of crz at the transition distance. 

Note that the size of the sigmas is such that the pI ume 

rises faster than the pI ume spreads downward. Thus, the ground 

level concentrations for flat terrain are minimal at downwind 

distances within the source-dominated region. A reasonably 

accurate estimate of the pI ume sigmas is required, however, to 

permit a proper matching of the sigma formulations at the 

transition to the env i ronmenta I I y dam i nated region of dispersion. 

The determination of the transition distance and the matching at 

that transition are outlined in the next two sections. 
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Table I. Typical values for the neutral plume rise coefficients (C 1) 
and the corresponding values for the entrainment constant. 

I .40 0.74 I .03 

I .60 0.61 0.97 

I .80 0.51 0.91 
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Formulation of the transition distance. For neutral and 
unstable conditions, the transition distance from source-dominated 

to environmentally dominated dispersion regimes was defined by the 

criterion of d iss i pat ion matching as suggested by Briggs ( 1975) o 

As discussed in Davison and Leavitt (1979), the dissipation can be 

affected by both therma I and mechan i ca I turbu Ient energy, or can 

be dominated by one or the other The significance for theo 

present study is that the diss ipat ion, and hence the transition 

distance, has a different dependence on the wind speed (U), 

depending upon whether the thermal or mechanical effects dominate. 

From Briggs (1975) and Davison and Leavitt (1979), 

T 

8 = o.a ~ F213 ux-5/ 3 


P Ta (I 0 J 

where 8 p represents the dissipation rate inside the plume. The 

transition distance defined by dissipation matching becomes 

xt = )o.a :o FZ/3 ~ f3/s ( I I ) 

a 

where E is the environmental dissipation. The problem now reduces 

to specifying the environmental dissipation. 

For a mechanically dominated planetary boundary layer 

(PBL), the environmental dissipation is 

( 12) 

where u,. is the friction velocity evaluated in the surface layer, 

Z is height, and k is von Karman's constant. Using a logarithmic 

wind profile, the dissipation matching criterion for mechanically 

dominated conditions becomes 

Xt ={0.8 :: FZ/J k:U ( 13)[log (:~)r rS 
2 

where Z 1 is the height in the surface layer where the friction 

velocity is evaluated (typically 10 m), and is the roughnessZ0 
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length. This value can be used as a limit for the approach to 

mechanically dominated conditions. 

For a convectively dominated PBL, the environmental 

dissipation, ( € ), was made a function of we• According to 

similarity theory, the dissipation, when non-dimensional ized by 

the relevant velocity and length scales, should be a function of 

the stabi I ity sealing parameter Zi/L. The detai Is of the 

se I ect ion of the reI evant sea I es and of the sea I i ng parameter are 

discussed in a section below on PBL parameterization. The 

expression for dissipation in convective conditions reduces to 

( 14) 

wherewe is the surface heat flux and f(Zi/U is a function to be 

specified. Based upon measurements of dissipation in the AOSERP 

study area <Davison and Grandi a), the expression for diss i pat ion 

adopted in the model was 

0. 05 we ( I 5 ) 

where a mean value of Ta was adopted. The values for the 

d iss i pat ion generated by the above expression are about a factor 

of 2.8 larger than those adopted by Venkatram, 1980. However, the 

values are typical of observed values. The 1.4 factor is 

consistent with turbulent energy conservation because of the 

effects of heat f I ux at the top of the PBL and of the effects of 

water vapour f I ux, and a I so mechan i ca I energy generation at the 

surface, 

The transition distance in the model was taken to be the 

mini mum of the mechan i ca I I y dominated and convective I y dominated 

estimates. This mini mum criterion ensures that the mechan i ca I 

I imit is used for a mechanically mixed PBL in strong winds and the 

convective I imit is used for weak winds when convective effects 

s hou I d dam i nate. Examp I es of the estimated transition distances 

as function of wind speed for the Suncor pI ume based upon the 



34 


above formulations are presented in Table 2. It is seen that for 

higher wind speeds, the mechan i ca I I y dominated estimate is the 

contra I I i ng I i mit. 

The transition distances for strong I y convective cases 

may be questionable due to the importance of larger scale 

environmental eddies. In very unstable conditions, the looping of 

pI umes and the pI ume break-up c I ose to the source imp I y that the 

adoption of a source-dam i nated region may be inappropriate even 

when the diss i pat ion /eve Is inside the pI ume (or pI ume segments) 

are large. The transition distances for the very unstab I e case in 

Table 2 are less than km on I y tor I i ghter winds. However, 

high I y organized convective structures are known to exist in the 

presence of strong surface heating even in moderate winds. Thus, 

it seems appropriate to restrict the transition distance in the 

highest positive heat flux class to a maximum value of 800 m. 

There are cons i derab I e uncertainties in the constants 

i nvo I ved in the pI ume d iss i pat ion expressions needed for 

transition estimates in neutral and convective situations. A 

discrepancy of 50% was noted by Davison and Leavitt (1979) between 

alternative formulations of the mechanically dominated plume 

dissipation discussed by Briggs (1975). The uncertainties in the 

convective case may even be Iarger. Fortunate I y, these large 

uncertainties do not have a major effect upon the final ground 

I eve I concentration va Iues. The d iss i pat ion va I ues enter the 

formu Iat ion on I y in the ca I cuI at ion of the transition distance, 

and even there, only to the power of 0.6. Thus, a 50% uncertainty 

in dissipation becomes about a 25% uncertainty in transition 

distance. The resultant uncertainty in the ground level 

concentration wi I I be a function of many parameters and cannot be 

simp I y expressed, but w i I I consist of both a s I i ght I y changed 

magnitude and location of the maximum ground level concentration. 

Results of sensitivity tests are presented in Volume 3 of this 

report. The reI evant cone I us ion is that the d iss i pati on 

formulation uncertainties are tar from being the control I ing 

uncertainties and often have minima I effect upon the ground Ieve I 

concentrations. 
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Table 2. 	 Examples of values for the transition distance based upon 
mechanical and convectively dominated values of the ambient 
dissipation. The estimates are for the Suncor plume. 

WIND SPEED TRANSITION DISTANCES XT (km)a 

m/s Mechanical Slightly Moderately Very 
Stable Stable Stab I e 
(0.001) (0 .005) <0.010) 

2 18.6 I .9 0.7 0.5 

5 6.2 3.3 I .3 0.8 

10 2.7 5.0 I .9 I .3 

15 I .2 6.4 2.4 I .6 

a 
The examples for the convective PBL correspond to dissipation rates 
as shown: 0.001, 0.005, 0.010 m3;s. These dissipation rates 
correspond to heat flux values of 0.02, 0.10 and 0.20, respectively. 
In the model, the minimum of the mechanical and convective estimates 
was adopted. 
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For stab I e boundary Iayers, the transition distance was taken to 

be the distance to maximum plume rise. Following Briggs ( 1975), 

the maximum plume rise for a buoyant plume wil I occur when 

w't = rr/2 
( 16) 

where w' is the Brunt-Vaissala frequency modified for the 

effective momentum flux. The transition distance is then defined 

as 

= ~ J.ll. ae Mf-1/2xt 2 u e azH ( 17) 

e 

where M and Me are the actual and effective momentum f I uxes as 

defined by Briggs. Briggs (1975) suggests a value, 

M 
M ~ 2.3 ( 18 ) 

e 

The values of ae;az for stable conditions are those presented 

ear I i er in the discussion of pI ume rise. In the present mode I , 

the expression for transition distance then becomes 

-1/2 ( 19) 
X = 12.7 U { ~ t }dZ 

where an ambient temperature of 5"C has been adopted. The va I ues 

of Xt for a range of typical wind speeds are shown in Table 3 

along with the corresponding transition distance for a 

mechan i ca I I y dominated mixing I ayer based upon the d iss i pat ion 

criterion discussed above. In the present mode I , the mini mum of 

the mechanical and stable transition values are adopted. 
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Table 3. 	 Examples of values for the transition distance for stable 
conditions, taking the distance of maximum plume rise as the 
transition distance. The values for a mechanically mixed 
boundary layer based on the dissipation criteria are 
also calculated in the model, and the smaller value of XT 
is adopted in each case. 

WIND SPEED 	 TRANSITION DISTANCES XT (km)a 

m/s Meehan i ca I 	 Slightly Moderately Very 
Stable Stable Stable 
(0.001) (0.005) (0.012) 

2 18.6 0.8 0.4 0.2 

5 6.2 2.0 0.9 0.6 

10 2.7 4.0 I .8 I.2 

15 I .2 6.0 2.7 I • 7 

a 
The bracketed va I ues are the typ i ca I values of the dissipation 
rate in m3;s. 
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The formu Iat ion for the transition distance indicates 

that the transition distance is typically of the order of 1 km. 

However, it can be greater than 3 km for wind speeds of about 

7 m/s for near neutra I conditions. This I i mit is in agreement 

with the case study of 22 June 1977 presented by Davison and 

Grandia (1979). In that case study, the transition distance was 

observed to be greater than 3 km just after sunset with a wind 

speed of 7.5 m/s. The transition distance was less than 3 km for 

a II other case studies in that fie I d study and in the March 1976 

AOSERP field study <Davison et al. 1976). 

3.3.2.3 Sigma matching at the transition distance. The presence 

of a source-dominated region means that a matching of the sigmas 

at the transition point is required. The matching results in the 

definition of an effective downwind distance coordinate for use in 

the environ menta I I y dominated region. The matching of sigmas at 

the transition point leads to 

a (X ) = a (X )
s ts e te (20) 

where subscripts s and e refer to the source region and 

environmental regions, respectively, and where the subscript t on 

the X - coordinate refers to the transition point. If the 

environmental sigmas are functions of X, 

(2 I ) 

then the va I ue of X which corresponds to a va I ue of cr equal to 
e 

as at the transition distance can be called Xte· The va I ue 

of Xte corresponds to the downwind distance at which 

wou I d be equa I to as <Xts) in the absence of any source 

region effects. In general, 

X #X 
te ts (22) 
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For example, a tracer emitted into a stable elevated layer might 

take a long distance to disperse to a size scale equal to that 

obtai ned by the source-dominated dispersion. In such a case, the 

effective source location for the environmentally dominated 

dispersion formulations would be significantly upwind of the 

actual source, as is sketched in Figure 4. The appropriate 

downwind distance coordinate for use in environmental formulations 

is changed by from the actual downwind 

distance coordinate. This effective downwind distance correction 

can clearly be different for the vertical and lateral spreads. 

Allowance for effective downwind distance coordinates has been 

inc I uded in the present mode I for sigma ca IcuI at ions in the 

environmentally dominated region. 

A further constraint was imposed upon the va I ues of the 

pI ume sigmas in the source-dominated region. The va I ue of the 

sigmas had to be at Ieast as Iarge as the va I ues predicted by the 

formu Iat ion presented by Pasqu i I I ( 1976). The formu Iat ion was 

changed to a power law of the form F(X) = 0.6 x0.2 and was 

extended to cr 2 / cr e• where cr e is the standard deviation of the 

wind elevation angle fluctuations. This constraint ensured that 

an error in the transition distance, due to such uncertainties as 

the dissipation specification inside the plume, could not lead to 

unrealistic values. The results of sensitivity tests on this 

constraint are discussed in Volume 3 of this report. 

The use of effective downwind distances had a very 

significant effect upon the apparent power law for cr 2 in stable 

conditions. By having a significant positive offset on X, then 

adopting a constant power law of cr 2 "' Xel/2 lead to much 

lower power laws based upon true downwind distance X. The result 

was that a stability and downwind distance dependence of the power 

I aw exponent on X was imp I i city oonta i ned. One of the major 

theoretical advantages of such an approach is that the same 

environmental dispersion formulation is applicable regardless of 

downwind distance and the degree of stabi I ity. The changing of 
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Figure 4. 	 I I lustration of the difference between the actual downwind 
distance {X) and the effective downwind distance (X ).e 
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emp i rica I power Iaws with stab i I i ty and downwind distance common 

to most sigma specification schemes can be avoided. Results of a 

I imited comparison to observations are shown in Volume 3 of this 

report. 

Environmentally Dominated Region of Dispersion 

3.3.3.1 Rationale for boundary layer parameterization. As 

mentioned above, the environmentally dominated region is the 

downwind range within which dispersion is governed by the standard 

deviations of wind azimuth and elevation angles. Davison and 

Leavitt ( 1979) report that the lateral plume spread is reasonably 

wei I predicted by variations of Taylor's statistical theory. Such 

an approach is currently widely accepted e.g., Hanna et 

al. 1977). 

In the present version of the model, the vertical spread 

for all stabi I ity has been specified using an approach equivalent 

to that adopted for lateral dispersion. The sigma specification 

subroutine does include, however, a calculation of the parameters 

necessary to imp I ement a simp I if i ed TVA scheme as recommended by 

Davison and Leavitt for predicting <rz in stable conditions. A 

comparison of the present scheme based on an ama Igam of resu Its 

from the I iterature on bcundary layer parameterization with the 

simp! ified version of the TVA scheme of Carpenter et al. (1971) is 

recommended during future tuning of the model. Because the 

procedure used to calculate either sigma value is similar, it is 

out I i ned be Iow for cr on Iy. 
y 

As mentioned above, the procedure used to calculate 

cr y is a variant of the statist i ca I theory first derived by G. I. 

Taylor in the 1920 1 s For long dispersion times (or 

equivalently, large downwind distances), 

cr = cr ( 2 t ) 1/2 Tl/2
Y v ve (23) 
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where a v is the standard deviation of latera I wind 

f I uctuat i ens, t ve is the Lagrangian integra I time scale and T 

is the pol Jutant travel time from release. Detai Is of the 

derivation of this equation and specifications for appropriate 

sampling of crv are given in Pasquil I (1974). 

Assuming a A = cr viU, where U is the mean wind speed, 

this formu I a can be rewritten as 

(J a (29- ) 1/2 xl/2 (24)y A v 

where, !l.v = tve U is the Lagrangian length scale, Because 

it is difficult to measure the Lagrangian length scales, various 

approximations have been derived. A useful abbreviation to 

Equation 24 is 

cry = aA X f(X) (25) 

Estimates of f(X) are avai I able from Pasqui II ( 1976). At large 

downwind distances, Pasqui II suggests 

(26)f(X) = 0.33 (10/X) 1/ 2 

where X is the downwind distance in km. Comparison of these two 

equations suggests that 

~ ~ 540 m (27)v 

The equivalent expression for cr is 
z 

a = a X f (X) (28)z E w 

where fw(X) is not necessari Jy equal to f(X). 

As discussed above, the pI ume dispersion tormu I as for 

the environmentally dominated phase should be modified to account 
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for the enhanced spread during the source-dominated phase where 

the sigma values are proportional to x213. The simplest 

procedure is to use the concept of an effective downwind distance 

XE• 

The correction factor is found by matching sigma 

predictions at the transition distance In the 

env i ronmenta I I y dominant region, the eq u iva I ent downwind distance 

for latera I dispersion, Xety• at the transition point is 

given by Equation 24 as 

(29)Xety 22=(~f l 

v 

where <ryt is the va I ue of cry at the transition distance. 

Then the correction factor for effective downwind distance is 

(30) 

The expression for in the en vi ronmenta I I y dominated regiona Y 

becomes 

xt I l/2 (3 I ) a (X) = aA(29-) l/2 a2 
ty )x + -

crl (2.e.) 

The equivalent expression for crz can be derived in a similar 

fashion: 

l/2<r (X) = a (2.e. )l/Z (32)z E w 

Note that the correction factors are different for Iatera I and 

vertical dispersion. 

Va I ues of cr2 can be ca leu lated if estimates of 

or cr v cr w are avai I able. For this first 

version of the model, Pasqui 11 1s (1976) suggested value for f(XJ 

at large X is used to generate a value of the Lagrangian integral 

length scale of about 500 m. This value is used for both 
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vertical and lateral dispersion, It is consistent with the 

results of estimated values of the Eulerian integral length scales 

based on integra Is of the auto-corre Iat ion functions as measured 

in the AOSERP study area by Davison and Grandia (1979). 

Va I ues for rr A and a E were estimated from a PBL 

parameterization scheme. Any parameterization scheme is inferior 

to use of measured va I ues, and is resorted to here because of the 

absence of rei iable, direct measurements of cr A and a E• 

Although there were wind fluctuation data at the 152 m height of 

the tall tower, there was a serious question as to their 

representativeness for pi ume dispersion ca I cuI ati ons. The 

minisonde winds at typical plume height had been found to have 

wind roses very different from the ta I I tower wind roses. The 

major differences in the shapes of the wind roses (as presented in 

Volume 2 of this report) suggested that the wind fluctuation 

statistics at the 152 m height on the ta I I tower may have been 

inappropriate for use as dispersion parameters for significant 

periods of time. Because of this uncertainty, it was decided to 

uti I ize a boundary layer parameterization scheme to estimate a A 

and IJE· 

The parameterization scheme out! ined below has been 

drawn both from the I iterature and the resu Its of previous AOSERP 

studies. The scheme as developed requires some estimates of 

certain phys i ca I parameters such as roughness Iength. Present I y, 

other data sources exist in the oi I sands region that could be 

ana I yzed to give better parameter estimates, and to va I i date or 

improve certain simp! ification adopted in the formulation as 

necessary. 

Sealing parameters in boundary layer similarity theory. 

The basis of the adopted parameterization scheme is r.bn i n-Obukhov 

simi Iar i ty theory CObukhov 197 I). Obukhov proposed that over a 

horizontally homogeneous surface, the turbulence structure is a 

function of surface stress Ta, the buoyancy parameter g/T, the 

surface heat flux H =c we p , and the height Z above the surface. o p a 
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Here, P a is the density of air, Cp is the specific heat of air 

at constant pressure, we is the vertical flux of potential 

temperature, g is the acce I erat ion due to gravity, and T is the 

mean air temperature. From these variables, velocity, 

temperature, and length scales can be formed: 

velocity scale 

-we /u temperature scale (33)* 

z height scale 

A given turbu I ence property shou I d then depend on I y on 

these parameters. For examp Ie, the mean vert i ca I grad i ents of 

horizontal wind speed can be written as: 

(34) 

This expression leads to the familiar logarithmic wind profile: 

(35) 

where: 

2
L = u e \ I (£ k 

* T *J (36) 

Here, Lis the Monin-Obukhov length, U is the mean wind speed at 

height Z, is the roughness length, and k is von Karman'sZ0 

constant. 11lu, a function of Z/L that must be determined 

empirically, is defined so that elu (0.0) = 1.0. There is sti II 

d i.sagreement in the I iterature, but an approximate value for von 

Karman's constant is 0.4 (Hicks 1976). The form of the 'l'u 

function is determined during integration of Equation 34, as in 

Paulson (1970). Similar equations can be derived for the mean 

vertical potential temperature gradient: 
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kZ ae = r/J (!) (37)e 1e* az 

Integrating this equation gives an expression for the mean 

potential temperature as a function of height: 

M = e(Z) - ecz ) z 
'¥ 

(38) 
= 

0 z e (~}0 

Here, 0 and '¥ are analogues to 0u and '¥ u
9 9 

The above equations for parameterizing the surface 

fluxes have been extensively verified by experimental study (e.g., 

Kaimal et al. 1976; Businger et al. 1971 ). 

For parameterization of dispersion of e I evated pI umes, 

it is necessary to parameterize the turbu Ient properties of the 

whole boundary layer rather than just those in the surface layer. 

Arya ( 1977) and Arya and Sundarajan ( 1976) reviewed similarity 

theories which have been proposed for the PBL. The required 

addition to the surface layer parameterization theory is to 

include the boundary layer height Zi as an additional length 

sea Ie. 

Turbulence properties in the outer boundary layer, that 

is, for heights Z greater than about 0. I Z i, shou I d then depend 

on the ratio of this height to the M-0 I ength L. In convective 

situations, (L <0), it is generally accepted that the most 

appropriate boundary layer height scale is the height of the 

I owest temperature inversion. This was suggested by Deardorf t 

( 1979) on the basis of both exper i menta I and mode I resu Its. He 

a I so suggested a new ve I oc i ty sea I e for the convective boundary 

layer above the surface layer: 

1/3w* = 1.£
T 

we 
(39)

a 
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Kazanski and Monin (1960) proposed that the PBL could be 

parameterized if the earth 1s rotation was inc I uded in the 

similarity theory. Their theory, which is also known as Rossby 

number similarity theory, assumes that the boundary layer height 

is proportional to u*/f: 

(40) 

h ~ u*/f 

Here f is the coriolis parameter (0.00012). An appropriate 

non-dimensional stability scale for the boundary layer is then 

( 41 ) 

Results from several theoretical model studies have suggested that 

the stab I e boundary layer height h can be expressed as a function 

of ll ' •* . 1/2h (42)= 
L 

Estimates of 82 range from approximately 0.2 to 1.0 (Arya 1977). 

The predicted va I ue of 8 2 is strong I y dependent on the 

particular theoretical assumptions. Because of the uncertainty in 

determining h in stable conditions, the stabi I ity parameter 

w i I I be used to c I ass i fy stab i I i ty in the stab I e PBL and the ratio 

Zi/L wi II be used for the convective PBL. The non-dimensional 

boundary layer height h/L is computed and is avai I able on 

intermediate GLCGEN output if desired. 

It is important to point out the I imitations of this 

boundary layer parameterization. The development as outlined 

above assumed stationary and hor i zonta I I y homogeneous conditions 

which at best are only a rough approximation to the real 

atmosphere. 

There is evidence that characteristics of the outer 

boundary layer depend on large scale factors such as horizontal 

temperature advection (e.g., Nieuwstadt and Driedonks 1979). The 

use of a measured boundary layer height in convective cases would 
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permit some i nf I uence of the Iarge sea I e effects in this 

parameterization. At present, the use of season a I c I i matol og i ca I 

va I ues of convective mixing height ignores any shorter period 

large scale effects. The large scale influences are not included 

in the parameterization of the stable boundary layer. 

I n spite of the above I imitations, it is hoped that this 

parameterization shou I d I ead to crA and cr E estimates which are 

less likely to contain major systematic errors than might occur by 

the adoption of a questionable time series from the tall tower. 

It is desirable, however, to compare the parameterization scheme 

with all avai fable data sets to ensure that it has been optimized 

for the AOSERP study area. 

3.3.3.3 Estimated value of surface roughness. The va I ue of 

surface roughness affects the amount of mechanical turbulence, as 

specified by the friction velocity u* , that wi II be generated by 

a given wind speed. Thus to estimate the mechanical mixing 

effects on the plume dispersion, a value for the roughness length 

in 	the AOSERP study area must be adopted, No direct estimates of 

are apparently avai Iable for the AOSERP region. It may beZ0 

possible to analyze the extensive set of pibal profiles to provide 

some estimates of the va I ue of Z0 • However, this apparent I y has 

not been attempted to date. 

Weber et al. (1975) reported an analysis of measurements 

collected from a 366 m television tower in South Carol Ina. Their 

program included measurements of wind and temperature profiles and 

standard deviations of wind elevation (crE) and azimuth (cr A)• 

The estimate of for ro I I i ng terrain, with patches of treesZ0 

and pasture land, was 0.36 m. Slade ( 1969) found values ofZ0 

0.2 to 0.5 m for flow over irregular terrain, including a river 

valley. Garratt (1978) reported a value of 0.4 + 0.2 m for a 

heterogeneous surface comprising 8 m high trees, grass, and dry 

so i I. Based on this admitted I y sma I I amount of data, the Z0 

value adopted was 0.3 m. This value of was used to estimateZ0 

source-environment region transition distances in a previous 
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section and was found to give relatively satisfactory results. 

Sensitivity and validation tests involving various 

va I ues of were undertaken in Phase 2 ot this program. TheseZ0 

tests are discussed in deta i I in Vo I ume 3 ot this report. 

3.3.3.4 Computation of boundary I ayer parameters. The first 

step in the parameterization scheme is to compute values of u* and 

L to use in estimating other boundary Iayer parameters. These 

parameters can be evaluated in the surface layer typically at a 

height of 10 m. Although evaluated at 10 m, the parameters can 

have major sealing effects throughout the boundary layer. 

The va I ue of u* can be found from the mean wind speed 

in the surface layer as 

u* CD U 

where: ~u (i)l 
(43) 

(44) 

Note that this det in it ion of is the square root of the usua I c0 

definition. It the appropriate proti le expressions are 

substituted tor u * and we , the Men i n-Obukhov Iength can be 

written in terms of u and asZ0 

2 
z (45)(Z)
L 

Empirical forms tor ~u (Z/L) and ~e (Z/LJ based on observations 

are given in Paulson (1970) and Carson and Richards (1978). Note 

that by definition ~u (Q) = ~ 8 (0) = 0.0. 

For unstable conditions (Z/L <OJ, the ~ functions are 

comp I i cated and have a reI at i ve I y sma I I et teet on the computation 

of Z/L or U • Given the uncertainty in the value of Z0 , it is 

therefore reasonable to compute U*, assuming that = k/logc0 

(Z/Z0 J. 
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In stable conditions, the 'I' functions can be 

approximated as (e.g., Carson and Richards 1978) 

(46)'~'e 'I' = -a 
u (i) 

This is the fami I i ar log- I inear formulation; the va I ue of a is 

assumed equal to 4.5, following Leavitt et al. (1977) and Businger 

et al. ( 1971 ). Recall that this relationship is being used only 

in the surface layer to calculate the parameters d•dined at the 

surface which govern the PBL characteristics. Using the log- I inear 

formulation, the equation Z/L can be rewritten as 

(47)+ 

Note that the left-hand side (LHSl of this equation depends on Z, 

Z0 , L, and a and that the RHS depends on I y on measurab I e 

quantities or quantities fairly easily estimated from available 

measurements. It is necessary to inc I ude the correction 

represented by the second term in the bracket in Equation 4 7 in 

stable conditions because it makes a significant difference in the 

computed va I ues of L and u * • This equation can be so I ved 

numer i ca I I y for the va I ue of L which can then be used to compute 

u* • The computed va I ues of u* and L are in turn used to compute 

1l * or the ratio of Z i /L, depending on the sign of 116. 

Thus, if there are representative estimates of 116 and 

U, and if the estimates of and are reasonable, thenZ0 


similarity theory sea I i ng parameters for the pI antetary boundary 


I ayer can be estimated. The app I i cab iIi ty of the procedure 


clearly requires that the plumes remain in a region of the 


atmosphere coup I ed to the surface. If the pI umes penetrate on 


elevated inversion, then this boundary layer parameterization 


scheme is not appropriate and is not applied in the model. 
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In the present time series data file, values of the 

temperature gradient are not ava i I ab I e. A modification to the 

above formulation using heat flux estimates had to be adopted. 

The procedure to ca I cuI ate u* and L described above can 

be modified to use the estimated heat f I ux rather than 1\8 • Given 

the value of we, the expression for L can be rewritten as: 

L (48) 

In unstable conditions, this is not difficult to implement since 

'I' is set equa I to zero. 
u 

However, in stable conditions, for a given value of the 

RHS of Equation (48), there are either two solutions for L or no 

value of L for which a solution exists. The value of L for which 

the LHS of the equation has a minimum value is calculated using 

Equation 46 and differentiating the LHS of Equation 48 with 

respect to L. This gives: 

(49) 
= 2aZ I log (iJ 

This value of L corresponds to a maximum permitted heat flux for a 

given U in stable conditions (Carson and Richards 1978), 

(50) 

The physical occurrence is one of the atmosphere 

becoming more and mere stable, turbulence being suppressed and the 

heat flux becoming smaller. Thus, the negative heat flux is small 

for both near neutra I and very stab I e conditions. The negative 

heat flux reaches a maximum at an intermediate level of stabi I ity. 
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maximum at an intermediate level of stability. The formulation of 

Equation 47 involving 118 ,imp! icitly includes this maximum 

negative heat flux effect. 

Equation 48 was solved in the present model by creating 

a table of values of the LHS versus L. Measured parameters define 

the RHS, and hence, the appropriate value of L can then be chosen 

by equating the va I ues of the Ieft - and right-hand sides of the 

equation. If the va I ue of the heat f I ux causes the RHS to be I ess 

than the minimum allowed value, the Monin-Obukhov length is set 

equal to Lmin• Computed values of L are then I imited to 

va I ues equa I or Iarger than this va I ue to remove the prob I em of 

dual solutions. This means that the value of L in very stable 

situations with very low wind speed may be overestimated. Because 

of the relatively large va I ue in the AOSERP study area, thisZ0 

minimum I imit for L is seldom reached. The selection of 

parameters for stab I e boundary Iayers has been adjusted to prevent 

this problem from seriously impacting on the dispersion 

model! ing. 

Estimates of crA and crE in convective conditions. 

Panofsky et al. (1977) summarized field measurements of the 

standard deviation of hor i zonta I ve I oc i ty and showed that there 

was good agreement between the data and the following prediction: 

1/3 

+O.S 2il 
( 51 )-d 

over a range of Z;/-L from 0.0 to 350. Most of the 

measurements, however, were made in the surface Iayer. In the 

I imit of large Zi/-L, this expression reduces to 

(52)= o. 6 
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This agrees with data from Caughey and Palmer (1979) who measured 

crv over the entire depth of the unstable PBL. 

While the horizontal velocity fluctuations are 

relatively constant with height in the unstable boundary layer, 

the vertical velocity fluctuations increase with height in the 

lower boundary layer to a maximum value at Z/Zi = 0.5. Above 

that height, crw decreases with height to some small minimum 

value above the inversion height, possibly associated with 

i nterna I waves (Caughey and Pa I mer 1979). In the surface Iayer, 

Z <0.1 Zi, Panofsky et al. (1977) suggest that 

1/3 
(53) 

McBean ( 1976) compared several different methods of sealing cr w 

in the boundary layer and suggested the empirical formula: 

w (54)= 
cr (iJ­w 0.4 + 1..1 
~ 

According to McBean's equation, cr w has a maximum value of 

cr = 0.68 w* at Z/Zi = 0.5. Caughey and Palmer ( 1979) 
w 

found that the maximum va I ue of crw occurred near Z = 0. 5 Z i 

but the observed maxi mum was on I y cr wlw* = Davison and 

Grandia's (1979) measurements of vertical and horizontal 

turbulence fluctuations can be used to partially verity these 

predictions. In unstable conditions in June 1977, it was 

generally found that cr w = cr v at plume level. 

It is useful to compare calculations of crw and cr v 

from the above formulas. Assuming U = 5 m/s, Zi = 1000 m, 

= 0.2°K m/s and L = 22 m, then substitution into the 

appropriate equations gives values of w * = 1.93 m/s, u* = 0.5 

m/s, and crv = 1.43 m/s. According to Caughey and Palmer's 

formula, cr w = 0.8 m/s or about one-halt of cr v• According 

to McBean, the maximum value of crw would be about 1.30 which is 

approximate I y equa I to the estimated va I ue of cr v, in better 
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agreement with the observations of Davison and Grandia ( 1979) for 

unstable conditions. However, the scatter in Davison and Grandia's 

data precludes verification of any variation of with 

height. In fact, their data suggests that any variation is not as 

systematic as either Caughey and Palmer or McBean detected. 

Because of these uncertainties, and the application of the results 

in a Gaussian dispersion formulation, it seems best to set 

crw/w* to a constant value (of 0.6) rather than to allow it to 

vary with height. The sensitivity of calculated GLC values to 

this assumption was examined in the sensitivity studies presented 

in Volume 3 of this report. 

In the model, the value of crw was also computed from 

Equation 53 for mechanically mixed conditions by setting Z/L to 

zero: 

(55) 

The program then selects the maximum of the convective and 

mechan i ca I cry, values computed by the two procedures for pi ume 

sigma computations. Assuming that and that 

crE ; crw ·u, then 

; MAX (56)crE ( 0.6 w*/U, 1.3 u*/U) 

and 

~~ i 1/3 

crA ; 

u 
u* 

112 + 0. 5 

Here, the wind speed U should be the mean wind speed at pi ume 

height. In the present data set, the ava i I ab I e wind speed is 

estimated for a constant 400 m height. The model adopts the 

wind speed value from the time series file without any 

modifications. 
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3.3.3.6 Estimates of cr A and cr E in stable conditions. There 

are as yet, no expressions for <JA and cr E in stab I e conditions 

equivalent to the equations given in the preceeding section. 

Deardorff ( 1978) suggested that crv and crw have the following 

form: 
cr2 

v 
<X u2 

* 
(1 - Z/h) 

(57) 

cr2 u2<X ( 1 - Z/h)w * 

where h is the height of the stab I e boundary Iayer. However, 

avai I able data suggest that it is unlikely that cr v and cr w 

would decrease to zero at the top of the boundary layer because of 

the effects of the variabi I ity of the large-scale flow on the 

boundary layer. 

Because of the lack of a firmly estab I i shed 

parameterization in stable conditions, estimates for the values of 

cr A and cr E are based upon measurements reported by Weber et a I , 

( 1975) and Luna and Church ( 1972) from tall towers located in 

non-homogeneous terrain. 

The stable boundary layer was initially classified by 

the calculated value p* into three classes as shown in Table 4, 

Recall p* is the non-dimensional parameter formed from the 

boundary layer height according to Rossby number s i m i I ar ity theory 

and the M-0 length (refer to Equation 41). It should be 

emphasized that these are on I y rough estimates and are a fair I y 

poor substitute for hourly observations. The classes are based on 

Deardorff's (1978) recommendations for classifying the stable 

boundary Iayer and on resu Its from Leavitt et a I. ( 1978). The 

limit ofp*= 30 was adopted so that the setting of a minimum value 

for L does not cause very stable cases to be classified as 

moderately stable cases. 
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To minimize the effects of d i scret i zat ion, the above 

va I ues of a A and a E were used to construct cent in uous va I ues 

as funct iens of 11* • A constraint was imposed for small 

values (approaching neutral conditions), such that 

< (58)
= 

< 

The numerical values are consistent with the observations of Weber 

eta!. (1975). A further constraint was that a E and cr A must 

not drop below the values for very stable conditions in Table 4, 
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Table 4. Typical values of cr A and crE as functions of ll*. 

Stabi I ity crA (deg. ) crE (deg.)ll* 

5 Slightly stable 8 4 

20 Moderately stable 4 2 

40 Very stab I e 2.5 
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4. FREQUENCY DISTRIBUTION PROGRAM 

4. I FEATURES OF FRQDTN 

The program FRQDTN computes average ground level 

concentrations, frequency d i str i but ions of ground Ieve I concentration, 

and first-order estimates of wet and dry deposition. As input, it 

requires the ground level concentration file produced by GLCGEN and the 

hourly time series file produced by the program TIMSER. For many 

users, FRQDTN may be the on I y program run. Many options have been 

incorporated into this program to make it as useful as possible to a 

wide range ot potential users. The program features include: 

I. 	 The GLC frequency distributions and deposition can be 

determined at specific locations or tor the grid ot 

receptors set up in GLCGEN, or for specific receptors set 

up in GLCGEN; 

2. 	 Three frequency distributions may be calculated. These 

are the frequency distribution of ground level 

concentration, an inverse cumu Iat i ve frequency 

distribution ot ground level concentrations, and the 

frequency distributions of time between successive 

extreme events; 

3. 	 The time series of GLC va I ues are ava i I ab I e for direct 

comparison with observations; 

4. 	 The GLC calculations can be limited to specific times of 

day and can be averaged over specified periods ot up to 

24 	h; 

5. 	 The GLC ca I cuI at ions may be I i m i ted to specified months 

or may be done tor the total of all time series files 

attached; 

6. 	 A weighting based on standard meteoro I og i ca I parameters 

can be applied to the ground level concentrations to 

s i mu I ate changes in receptor suscept i b i I i ty. That is, 

the GLC ca I cuI at ions can be based on the norma I hour I y 

time series or they can be included, excluded, or 
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or included in part by the weighting option for a 

number of different meteorological conditions; 

7. 	 GLC ca I cuI at ions can be undertaken for any source 

emission values tor any combination of sources 

without re-running the program GLCGEN; and 

8, The deposition ca I cuI at ion can be undertaken using 

de tau It deposition parameters or the parameters may 

be specified by the user. 

The program FRQDTN first reads the user-supp I i ed input 

which includes selection of options, specification of source 

strengths, and the limits of the frequency distribution classes. 

The program then reads the dispersion c I ass bcundar i es from the 

first record of the ground level concentration file, 

The time series file is then read and appropriate hourly 

records are se I ected. For each se I ected hour, the ground Ieve I 

concentration file index is computed. Determination of the file 

index involves the conversion of a radiation estimate to a heat 

f I ux estimate. The ground level concentrations for the desired 

index are then read from the random access file which was created 

previously by GLCGEN. The weighting function is applied, an 

hourly value of wet deposition is ca I cuI ated based on 

precipitation rate in the time series, and the proper frequency 

distribution class is incremented. After each time series file is 

read, dry deposition is calculated and specified results are 

displayed. After all time series file are read, results for the 

total period are displayed in a pre-determined format. 

4.2 WEIGHTING FUNCTION 

The weighting scheme was developed to enable the user to 

s i mu I ate the suscept i b i I i ty of a receptor according to 

meteorological conditions as described by any of the parameters on 

the time series fi Ie. The weighting can be applied for a single 

parameter or for severa I parameters, in which case, the. effect is 
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mu I t i p i cat i ve • For weighting according to N parameters, the 

expression is 

w )c 
m 	 n (59) 

where C and Cm are the calculated and weighted ground level 

concentrations, respectively, and IV;, IVz, are the respective 

parameter weights. 

The parameter weightings are specified by user-defined 

upper and lower thresho I d va I ues denoted by Pu and p 1, where p 

is the time series parameter that controls the weight, There are 

two poss i b I e situations to consider: Case I , where the weight 

increases as the parameter increases in va I ue; and Case I I , where 

the weight decreases. In Case I , the weighting is zero for 

parameter va I ues Iess than p 1, meaning that ground I eve I 

concentrations occurring when p is Iess than p 1 are treated as 

zero for this part i cuI ar mode I run. When p is Iarger than Pu, 

then the weighting is unity and the modified concentrations are 

unaffected by parameter p. For va I ues of p between p 1 and Pu, 

a I inear weighting is used: 

Case I 
0 p < p 

- 2 


w= (p- p,)/(p - 0 ) 

~ u . £ 

p 	 > p (60) 
- u 

The equivalent weighting definitions for Case I I are: 

Case I I 

w= (p - p)/(p - p,) 
NU U ( 61 ) 

0 p > p
- u 
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An examp I e may make the use ot the weighting tunct ions 

clearer. Suppose that tor a particular type ot receptor, the 

suscepti bi I ity to damage is temperature dependent, such that the 

receptor is insensitive to concentrations ot SOz when the 

temperature is less than about -s•c, and is tully susceptible when 

the temperature is at or above zo•c. The susceptibi I ity ot this 

receptor wou I d then be s i mu I a ted by generating modi tied ground 

I eve I con cent rations using va I ues ot -5 and +20 tor p 1 and Pu, 

respectively, in a Case I mode tor the parameter temperature. 

Another example may make the interpretation ot the 

weighting functions clearer. Suppose that FRQDTN has already been 

run and that unweighted annual average ground level concentrations 

have been ca I cuI ated for a grid of receptors. The resu It i ng map 

wi I I have regions of high and low values. Suppose now that FRQDTN 

is run again, this time with the temperature-dependent weighting 

examined in the previous paragraph. The map from this computer 

run wi I I, in general, have a different concentration pattern. The 

differences wil I be due to the lack of contribution of GLC values 

occurring when the temperature is below -s•c, and a reduced 

contribution when the temperature is between -s•c and 20°C. The 

weighted GLC values should be thought of as effective GLC values, 

not true GLC values. 

The weighting parameters can be used to approximate 

meteoro I og i ca I I y dependent receptor sensitivities. The concept 

was or i gina I I y designed to a I I ow for biological susceptibi I ities. 

However, the same procedure can be used tor other app I i cations, 

inc I ud i ng deposition eft i c i ency, and the nuisance factor of air 

pollutants to local residents. The ful I advantages of the concept 

ot weighting parameters w i I I on I y be rea I i zed when typ i ca I users 

have become tami I iar enough with the model to use it as an 

effective receptor sensitivity tool. 

4.3 GENERATION OF THE HEAT FLUX ESTIMATES 

In order to specify the dispersion c I ass, the radiation 

estimates on the time series tile need to be used to generate 
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surface heat f I ux estimates. The heat f I ux is defined as a 

function of net radiation and an allowance is made for 

dew/hoar-frost formation in negative heat flux situations in order 

to more closely approximate the surface energy budget. 

The va I ues for heat f I ux Ieve Is in GLCGEN can be set by 

the user, but some typ i ca I va I ues may prove to be of genera I use. 

For positive heat fluxes, the levels 0.2, 0,1 and 0.02, (°C m/s) 

appear reasonab I e to represent strong, moderate, and s I i ght net 

radiation. These values are consistant with Pasqui II ( 1974) and 

Davison (1973). For clear-sky conditions in mid-July, Davison 

( 1973) measured values for we at 3.5 m, averaging about 0.26 •c 
at Suffield, Alberta. The latitude difference between Suffield 

and Fort McMurray represents a 7% effect. However, an albedo 

difference between short grass prairie and northern forest 

probably compensates. An estimate can now be made of the 

dimensional coefficient (which involves specific heat and air 

density) which relates the heat flux and net radiation. If 

w8 = aR (62) 

where R is the net radiation, then 

0 (63)m/s CC< = 5 X 10-4 

Wm-2 

The above value of a is based upon the maximum net radiation at 

Fort McMurray of about 470 (W • m-2) calculated from the 

radiation subroutine. The corresponding levels of radiation and 

weare shown in Table 5. It is recognized that these preliminary 

va I ues do not account for changes in I a tent heat f I ux and ground 

heat f I ux. 

For negative radiation conditions, the ana I ys is of the 

surface energy budget becomes more d iff i cuI t. A I though in strong 

radiation most of the net radiation appears as sensible heat flux 
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Table 5. The adopted relationship between net radiation and heat flux 
for convective conditions. 

DESCRIPTOR NET RADIATION 
(W m-2) 

Strong 400 0.20 

Moderate 200 0. 10 

S I ight 40 0.02 
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(tor land surfaces), for negative radiation a significant traction 

of the net radiation is balanced by condensation processes. A 

further problem is that negative radiation generates a stable 

thermal regime which inhibits turbulent mixing and so permits a 

decoupl ing ot the surface and upper parts of the boundary layer. 

Time and budgetary constraints did not permit a comprehensive 

analysis of the relationship between negative radiation and 

negative heat flux and the role that the mechanical mixing might 

pI ay. However, review of typ i ca I observed negative heat t I ux 

values (e.g., Pasqui II 1974, Leavitt et al. 1978), compared with 

corresponding radiation values, suggested that a relationship 

similar to that for oonvective conditions would lead to physically 

reasonab I e va I ues of heat t I ux and ot the stab i I i ty parameter for 

stable conditions, u* /fl. The et teet of condensation on the 

surface energy budget tor negative radiation conditions was 

allowed tor in an approximate ad hoc way. The final formulation 

for heat flux in stable conditions is 

HF ~ (5 x 10-4) RAD (1 - 0.6 DLOSS) 
( 64) 

where: OLOSS = T + 20 

40 

and HF = heat f I ux 

RAD = net radiation 

DLOSS =· condensation a I I owance 

T = ambient temperature in oc 
The above formulation tor condensation is only applied if the 

reI at i ve humidity on the surface weather record is greater than 

60%. The condensation a I I owance is in a pre I i m i nary ad hoc form. 

However, it is oonsistent with values reported by Hicks (1976) and 

has a temperature dependence that is reasonab I e tor the present 

purposes. 
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4.4 DEPOSITION 

A first-order estimate of deposition was required as 

part of the airshed management model. A deposition estimate is 

important in determining potential pollutant effects on 

vegetation, water, sci Is, and other materials within the AOSERP 

study area. The resu Its of this estimate may be usetu I as in put 

to more sophisticated deposition models. 

4 .4. I Dry Deposition 

A deposition velocity approach was used to estimate dry 

deposition of gases. With this approach, the deposition flux Ld 

is det i ned to be 

(65) 

where Vd is the deposition velocity and x is an airborne 

concentration. The units of Ld are mass per unit area per unit 

time. In practice Ld and X are measured at a height of about 

1 m. In the absence of a large vertical concentration gradient, 

X is synonymous with the ground level concentration, or with the 

concentration at the top of a vegetative canopy. 

Sehme I ( I 980) reviewed ex peri menta I I y derived va I ues of 

the SOz deposit ion ve Ioc i ty and found that they ranged over two 

orders of magnitude. He attributed this spread to the 

complexities of the actual deposition process and to the 

simp I it i cation of the deposition ve I oc i ty concept tor a comp I ex 

process. He suggested that scatter . in experimenta I Vd data is 

inescapable. 

Sehmel ( 1980) identified many of the factors that 

complicate the actual deposition process. He grouped them into 

three classes: meteorological variables, pollutant properties, and 

surface characteristics. Although by no means definitive, the 

classification is useful in i I lustrating the multidisciplinary 

complexities of deposition. 
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Among meteoro I og i ca I var i abIes that determine the 

transport of pollutants to the surface are stabi I ity, wind speed, 

and roughness length. The effect of changes of the magnitude of 

these var i ab I e on deposition rates is most pronounced above the 

surface layer but is also evident at relatively low levels (Wesely 

and Hicks 1977), In the lowest levels, the influence of surface 

characteristics becomes more important. Above a vegetative 

surface, the deposition process seems limited by the resistance of 

the surface to sorption. However, above a water or snow surface, 

deposition appears I imited by wind speed and stabi I ity. Thus, 

immediately above vegetation, there is little dependence of 

deposition rate upon wind speed, but above snow and water 

surfaces, deposition rates are proportional to friction velocity 

(and so wind speed) and are substantially less in stable 

conditions than in neutra I conditions (Shepherd 1974; Dov I and and 

Eliassen 1976; Wesely and Hicks 1977). 

Possibly the most important poI I utant factors 

influencing gas deposition are gas water so I ubi I i ty, reactions 

occurring in water, and gas concentration increases in the water 

from prior deposition (Bird et al. 1960). Slinn et al. (1978) 

considered some of these factors. If the gas reacts in water, 

there is lessened resistance to additional surface mass transfer. 

However, if the gas d i sso I ves with revers i b I e chemica I reactions, 

deposition may reach an equi I ibrium at lower rates than with 

i rrevers i b I e reactions ( Sehme I 1980). 

The nature of the surface can have a significant effect 

upon rates of deposition. The effects of differences between 

vegetation and non-vegetative surfaces were briefly mentioned 

above. Differences also arise within vegetative surfaces due to 

d i tterences in canopy height and density and amount of water on 

exposed areas. During dry days, stomata are an important 

pollutant sink (fowler and Unsworth 1979). Wesely and Hicks 

(1977) state that the quantitative effects of stomata on the 

deposition rate are probab I y among the most d itt i cuI t of a I I 

variables to estimate. 
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The rationale for using a first-order approach now 

becomes clearer. There is no existing firmly based theoretical or 

empirical specification of many of these properties. Even with the 

meteorological variables adequately specified, the estimate would 

sti II be limited by inaccuracies in the specification of surface 

properties. To minimize the uncertainties in the estimate, the 

deposition ve I oc it i es in the mode I were averaged over a one-month 

period. Day-to-day estimates of dry deposition may thus be 

unreliable; however, an estimate based on many realizations should 

be more dependable. 

The actu a I magnitudes of the deposition ve I oc i ty were 

emp i rica I I y estimated from the range of experi menta I va I ues in 

Sehme I ( 1980), Dennison ( 1979), and Western Research Deve I opment 

( 1978) based on seasona I var i at i ens of meteoro I ogy and surface 

characteristics in the AOSERP study area, The resulting 

deposition velocities are shown in Table 6. 

The program FRQDTN a I I ows the user severa I dry 

deposition options. The first is the option to calculate and 

display loading due to dry deposition. In addition, if this 

option is chosen, the user may use the defau It va I ues of the 

deposition velocities shown in Table 6, or may specify alternate 

values at runtime. 

4.4.2 	 Wet Deposition 

Wet deposition is ca I cuI ated in the program FRQDTN based 

on 	 an irreversible capture mechanism. The calculation based on 

i rrevers i b I e capture w i I I resu It in an upper bound to the wet 

deposition estimate. The equi I ibrium scavenging mechanism was 

also investigated in some detai I and is considered to produce more 

realistic wet deposition estimates (Hales 1978). The inclusion of 

the latter mechanism into the existing model, if though to be 

appropriate, could be accomplished simply and quickly. Because of 

this ease of modification, both wet deposition mechanisms w i I I be 

discussed. 
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Table 6. Empirical estimates of deposition velocity Vd by season. 

Season Vd(cm/s) 

Winter 0.2 

Spring 0.5 

Summer I.0 

Autumn 0.5 
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4.4 .2. I Irreversible capture. The assumption of i rrevers i b I e 

capture results in irreversible wet loading (Liwl given by 

<Dennison 1979) : 

(66)L. = AxH
IW 

where X is the average concentration throughout a depth H and 

J\ is a scavenging coefficient in units of s-1 accounting for 

the effects of a I I washout processes. The product x H can be 

thought of as a vert i ca I I y integrated concentration and depends 

solely on the source strength. Thus, Equation 66 can be rewritten 

as 

i\_Q 
(67)UL 

where Q is the source strength, U is the mean wind speed, and L is 

the pi ume width. In the present model, L was identified as the 

width of a sector at the location of a receptor. Because L rather 

than a is used, wet deposition can be decoupled from the 

diffusio~ process. 

The scavenging coefficient, A , wi II be a function of 

precipitation rate. In a recent review, Dennison ( 1979) quotes 

only four theoretical values of J\ • The following equation is 

representative of those given: 

(68)
J\ = 1.4 X 10-4 p 0,57 

where P is precipitation rate in mi II imetres per hour. A factor 

of 2 scatter was evident in the data presented. 

The assumption of irrevers i b I e capture pI aces 

I imitations on the physical and chemical processes of wet 

deposition. Hales ( 1972) identified some of these I imitations as 

high solubility of the pollutant gases in water, large drop sizes, 

vertically thin plumes near the surface, and irreversible chemical 
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reactions. Although stable conditions resulting in vertically 

thin plumes occur frequently in the oi I sands area, Hales ( 1978) 

characterizes so2 as on I y moderate I y so I ubI e and the appropriate 

reactions involving S02 as readily reversible. Thus, at least 

two of the requirements for irreversible scavenging are not 

usually met. Therefore, the concept of irreversible scavenging is 

probably limited to calculating an upper limit to wet deposition. 

4.4.2.2 Egui I ibrium scavenging. The basic precept of 

eq u i I i br i um scavenging is that gas mo I ecu Ies may absorb or 

desorb from individual raindrops (Hales 197'3). The governing 

equations were given in Barrie ( 198 I ) : 

(69)[sozl . +[H2o] ~ + [so2 · H2o]+ 
a~r 

+f2o] + co2 H2~ 
Kl 

+ [Hso;J+[H3o+J (70) 

( 71 ) 

where KH, K1, and K2 are equilibrium constants and the 

square brackets indicate concentration in moles per litre. Hales 

(1978) expressed the solution as 

~02lain ~ ~ roJ air l, [ H3oj ex 

4+ ~{[H3 o+J e: Kl~ [so2liiJ 
(72) 

+ 

where [H3o+] ex denotes the concentration of hydrogen ion 

donated by sources other than suI phur dioxide. Genera I I y, the 
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assumption is made that the concentration [H3o+J isex 
equal to the free ion concentration, that is: 

~ 10-pH (73) 
[H3oix 

The so Iuti on of Equation 72 thus requires estimates of airborne 

so2 concentrations and the pH of rain upwind of SOz sources. 

Barrie (1981) derived an alternate solution to the 

governing equations by assuming that the reaction in Equation 71 

occurred rapidly. In the range of precipitation pH values of 3 to 

6, he assumed [SOz] rain = (HS03] rain: 

(74) 
= 

Note that the hydrogen ion concentration in this equation denotes 

the total from alI sources. Thus, Equation 72 and Equation 74 are 

not directly comparable. 

The equ iIi br i um constants K 1 and KH are temperature 

dependent. Barrie ( 1981) gave the following empirical relation 

va I i d over the temperature range 0°C to 30°C: 

= 6.22 X 108 
exp (4755.5/T) (75) 

where T is temperature in °K. Wet loading due to reversible 

washout Lrw is then given by <Barrie 1981) 

(76) 
L rw 
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where W is a washout ratio, P is precipitation rate, and X is
502 

an airborne concentration. The washout ratio is given by 

(77) 

and is a function of concentration, temperature, and acidity. In 

the mode I , the airborne concentration of S02, defined by X , is 

replaced by a ground level concentration. This replacement 

assumes either a neg I i g i b I e vert i ca I concentration gradient, or 

reaction rates sufficiently fast for a droplet to remain in 

equi I ibrium with the local concentrations. Hales ( 1978) stated 

that the governing reaction rates are very rapid, so that the 

rep I a cement of X by ground Ieve I concentration is perhaps 

justified. 

The choice of a solution to the governing equations 

depended on the intended application of the results and on the pH 

of the air in the AOSERP study area. It was fe It that the mode I 

should have the abi I ity to estimate sulphur loading due to wet 

deposition in a pristine environment; that is, based on background 

pH measurements before the establishment of industry. Equation 72 

gives this abi I ity. In addition, there are indications (J.W. 

Bottenheim, AES, private communication, 1980) that the pH values 

in summertime precipitation in the AOSERP study area are near a 

va I ue of pH = 7. This is somewhat outside the range of 

appl icabi I ity of Barrie's ( 198 I ) so I uti on. Thus, for th is 

application, the use of Equation 72 was considered more 

appropriate. 

The assumption of equi I ibrium scavenging places some 

limitations on the physical and chemical processes of wet 

deposition. Ha I es ( 1978) identified some of these I imitations as 

sma II drop sizes, sma I I changes in gas-phase concentration with 

height, and low sol ubi I ities. It should be borne in mind that 

these are limiting conditions; in practice, Hales ( 1978) suggested 

that equi I ibrium conditions should prevai I beyond about 20 stack 
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heights downwind of tal I stacks. That distance is about 4 km for 

a Syncrude-type source. 

4.4.2.3 Model options. The program FRQDTN allows the model user 

several wet depositon options. The first option is whether or not 

to print the resu Its of wet deposition ca I cuI at ions. If this 

option is specified, the user has the option to use the defau It 

form of the irrevers i b I e scavenging coefficient, or to specify 

a I ternate va Iues. The defau It va I ues are I.4 x Io-4 tor the 

constant and 0.57 for the exponent, as given in Equation 68, 

The model does not recognize the difference between rain 

and snow in calculating wet deposition. If the precipitation is 

in the form of snow, the precipitation rate (P) in the time series 

wi I I be in melted water equivalents. Thus, the effective surface 

area available for absorption by irreversible capture in the model 

w i I I be Iarger than in rea I i ty, This effect w i I I tend to counter 

the reI at i ve I y large deposition rates produced by the assumption 

of irreversible chemical reactions. Had equi I ibrium scavenging 

been emp I oyed in the mode I, the temperature dependence of the 

equi I ibrium constants would have been a concern, since these 

constants are specified only to 0°C. It is likely that both 

reversible and irreversible wet deposition formulations would tend 

to overestimate wintertime suI phur deposition: the irrevers i b I e 

capture technique because of the assumption of irreversible 

chemical reactions, and the equi I ibrium scavenging technique 

because of its overestimation of the reaction rates below 0°C. 

4.5 PROGRAM OUTPUT OPTIONS 

The program FRQDTN can provide the user with a large 

variety of information in several formats, depending on the 

options requested by the user and on the data in the GLC file 

produced by GLCGEN. The display options are: 

1. 	 Average ground level concentrations; 

2. 	 Frequency distributions of ground level 

concentrations; 
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3. Inverse cumu Iat i ve frequency d i str i but i ens of ground 

level concentrations; 

4. 	 Frequency distributions of time between occurrence 

of extreme episodes of ground level concentrations; 

5. 	 Dry gaseous deposition; 

6. 	 Wet gaseous deposition; 

7. 	 Total gaseous deposition; and 

8. Time series of GLC values. 

The options above may be displayed for each month of the time 

series file, or for the total period of alI the time series files. 

The va I ues d i sp I ayed may be averaged over a specified averaging 

period or may be weighted by meteorological variables on the time 

ser i es f i I e. 

The options may be displayed at specific locations or 

over an entire grid of receptors, depending on the receptor mode 

run in GLCGEN. If GLCGEN was run at specific receptors only, then 

the speci tied receptor option must also be used by FRQDTN. In 

this case, ground level concentrations and depositions are I isted 

for each receptor, and histograms and tables of frequency 

d i str i but ions are presented. If GLCGEN was run for a grid of 

receptors, then either the spec it i ed receptor or grid option may 

be used by FRQDTN. If spec it i ed receptors are chosen, the va I ue 

at the receptor is defined as the va I ue at the nearest grid point 

and options are d i sp I ayed in the above format. If the receptor 

grid is chosen, two-dimensional maps of each option are produced. 

Ground level concentrations and depositions provide one map of 

mean values. Frequency distributions. provide one map tor each 

spec it i ed ground I eve I concentration class. The mapping routine 

uses a second-order procedure to interpolate between grid points. 

Examp I es of user-defined 1 n put data and output d i sp I ays 

are presented in Volume 4 which is the User's Guide. 
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s. SUMMARY 

The documentation tor the frequency distribution mcdel, 

and tor the data base synthesized in order to test and run it, are 

presented in tour volumes. Volume I has presented the description 

of the model itself and the rationale tor the various formulations 

adopted. Vo I ume 2 describes the synthesis of the data base. 

Volume 3 out I ines the sensitivity and validation tests conducted 

on the data base and the model. Finally, Volume 4 is a Users' 

Guide to the model. The changes in authorship of the various 

volumes reflects the amount of effort given to the various aspects 

of the program by the individuals and by the two groups developing 

the system: INTERA Environmental Consultants Ltd., and Wester·n 

Research and Development. The following paragraphs provide a 

summary of the model itself. Recommendations tor further model 

testing and improvements are provided in Volume 3. 

The model developed in this program is primarily 

designed to provide long-term averaged output of ground level 

concentrations (GLC). It was developed to provide a mere flexible 

airshed management tool than other existing models such as the 

Climatological Dispersion Model (COM). In addition, the 

development included a more realistic dispersion formulation based 

upon present understandings of dispersion of pi ume eft I uents in 

the planetary boundary layer (PBL) of the atmosphere. 

There are sever a I major features of the present mode I 

that permit a very flexible usage. The contributions of GLC 

values occurring at particular times of the day or under 

particular meteorological conditions can be included, excluded, or 

included with a fractional weighting when averages are calculated. 

Thus, for example, the GLC values occurring under reduced receptor 

sensitivity can be omitted or de-emphasized. The model is 

designed to be ab I e to vary source strengths or "turn off" 

particular sources VJithout having to rerun the whole model. Thus, 

the incrementa I effects of existing or proposed sources and the 

dispersion of different effluent species can be undertaken without 

a major model rerun. The model produces a time series of 
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predicted GLC values corresponding to the meteorological time 

series being used to drive the model. Thus model predictions can 

be used to evaluate whether particular mixing situations are being 

properly simulated, by comparison to observations. This is 

vita II y important if the model is to be used as a management tool 

to examine the effects of a I ternat i ve deve Iopmenta I scenarios. 

The time series of GLC values can be processed further as desired. 

Several statistical analyses have been inc I uded in the model and 

others can be added very easily. 

The additional model capabilities are due to the way 

that the dispersion calculations are stored and uti I ized. The 

present model first calculates the ground level concentrations for 

each source-receptor pair for each dispersion c I ass and stores 

this information on a random access f i I e. A second program, 

FRQDTN, is then used to calculate a time series of GLC values 

corresponding to a time series of meteoro I og i ca I data. It is in 

this second program that source strengths are se I ected, and GLC 

contributions occurring under se I ected meteoro I og i ca I conditions 

can be included, excluded, or fractionally included depending upon 

receptor sensitivity. Thus, the typical variations needed for 

airshed management and impact studies can be undertaken using 

FRQDTN without the need to re-run the dispersion calculations. 

The plume sigmas in the present model are related to the 

wind azimuth and e I evat ion angIe f I uctuat ions through the 

statist i ca I dispersion theory. The mode I contains the concept of 

a source dominated region and a sigma matching to environmental 

conditions by means of an effective downwind distance. The 

environmental aA and a E values are calculable from a PBL 

parameterization. The stab i I i ty parameters used to estab I ish the 

va I ues of a A and a E are those defined by present day 

understanding of PBL similarity theory. These parameters are 

defined as continuous variables of the main input parameters of 

wind speed, surface heat flux, and convective mixing heighto The 

discretization of the stability parameters, and hence of the plume 

sigma curves, is defined by the product of the number of levels of 
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the main input parameters chosen by the user, and typically, may 

be 80 levels for positive heat flux conditions and 18 for negative 

heat flux conditions. 

Validation and model sensitivity studies are presented 

in Volume 3 ot this report. 
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7. APPENDIX 

7. I GLCGEN DESCRIPTION 

7. I • I Overview of GLCGEN Structure 

Program GLCGEN calculates ground level concentrations at 

receptors due to multiple sources for a large number of dispersion 

c I asses. It creates a random access f i I e onto which the GLC 

va I ues are written. This GLC file is used as input to the 

frequency distribution program FRQDTN. 

A brief summary of the program structure follows. User 

defined input data are read. Source-receptor geometry is 

calculated. Various dispersion parameters are computed and 

c I ass if i ed. Based on these dispersion parameters, the stab i I i ty 

of the boundary Iayer is ca I cuI ated. PI ume parameters are then 

computed. Centerline and sector-averaged ground level 

concentration are determined for each source-receptor pair, for 

each dispersion class. Finally, the sector-averaged GLCs are 

written to the random access GLC f i I e. Figure 5 i I I ustrates the 

cal I ing structure of the program and Figure 6 i I lustrates the loop 

structure within the program. 

7.1 .2 Subroutine Descriptions 

This section gives a brief description of each 

subroutine, and I ists all common blocks used in that subroutine. 

An "input" common b I ock is defined as one that brings a va I ue to a 

variable in the subroutine, while an "output" common block is one 

that is being written onto by the subroutine. Thus, if a common 

block appears in both the input and the output I ists, it means 

that the variables that it carries are modified inside that 

subroutine. Table 7 summarizes the flow of alI the common blocks 

through the different program units. 
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ALLGIN 

PBLCLS 

PLUME 

GAUSS 
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DCLS IN 
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'1 TABLE 

Figure 5. Subroutine call structure in GLCGEN. 
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GLCGEN 

INPUT 

Dispersion Classes 

Receptor Locations 

Source Locations 
and 	Characteristics 

I. 	 WIND SPEED LDOP 

2. 	 HEAT FLUX LOOP. IF 
HEAT FLUX <cr ONLY I MH CYCLE 

3. 	 MIXING HEIGHT LOOP 

ICa I cuI ate Stab i I ity I 

Plume Height 
Transition Distances 

for All Sources 

4. WIND DIRECT ION LOOP 

5. SOURCE LOOP 

6. RECEPTOR OP-:JLO 

I Compute "v " z I 

Sector Average GLC 

Over W/0 Sector 


5.6. EOL 


[Write GLC File I 
1.2.3.4 EOL 

Figure 6. GLCGEN block flowchart. 
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Table 7. Subroutine-block common and subroutine-parameter list 
relationships in the program GLCGENa• 

Common Block Subroutine 

z z z z V1 1­w - z _J w w <( (/) ::00 0 U) 1- u _j U)z: z: 0u _j _j _ju CL co ::0 0 ::0 u_j --' u D:C u co <( <(--' --'0 <( 0 U) D:C CL 1- CL (/) 0 0 

CLASS 0 

FILE 0 I 

SOURCE 0 

STACK 0 

RECPT 0 

ENVR 0 10 

PLMCH 10 0 

SIGMA 10 0 10 I 

CONC 0 0 0 

RSCIDX 0 D 0 

WIND 10 10 

SIGMA1 0 

S I GMA3 0 

Parameter 

List 10 

a;, Common block inputs a value or values to the subroutine 

0: Common block is written to by the subroutine. 
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GLCGEN 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This program computes Gaussian ground level 


concentrations for a I I combinations of spec i f i ed 


dispersion c I asses and source-receptor pairs. These 


GLC values are written to a GLC file which is accessed 


by the frequency distribution program FRQDTN. 


COMMON/CLASS/NWD,NST,NWS,NMH,WDIR(I6),WSPD(6),HMIX(6), 


STAB(6) 


COMMON/SOURCE/NSC ,XS ( I 0) , YS ( I 0) , DS ( I 0) , V S ( I 0) , TS( I 0) , 


HS( 10) ,QS( 10) 


COMMON/RECPT/NR,XR(400l,YR(400) 


COMMON/PLMCH/HP 


COMMON/SIGMA/XSIG,SIGMY,SIGMZ,DXY,DXZ,XT 


COMMON/WIND/DWD,PI 


COMMON/SIGMAI/SIGT,SIGE,LAGV,LAGW,ZJL,UST 


COMMON/FILE/IRD,IPR,IGLCF,IIOF, IOF 


COMMON/STACK/DSTK,VSTK,TSTK,HSTK,QSTK 


COMMON/PLMCH/HP 


COMMON/SIGMA/XSIG,SIGMY,SIGMZ,DXY,DXZ,XT 


COMMON/CONC/GLCGS,NGLCF,GLC(4000) 


COMMON/WIND/DWD,PI 


The program first ca I Is ALLG IN which reads a I I input 


data. Next source-receptor distances and ang I es are 


ca I cuI ated. Entry point SETUP i s ca I I ed which creates 


a table of values of Monin-Obukhov length L. At this 


point, the program enters a series of nested loops, one 


for each dispersion class parameter. With values of 


wind speed, heat flux, and mixing height specified in 


these loops, subroutine PBLCLS is called to determine 


the stabi I ity of the boundary layer. For each source, 




88 


subroutine PLUME is ca II ed to determine pI ume heights, 

transition distances, and distance corrections. For 

each wind direction and each source receptor pair, 

pI ume height and wind ang I es are checked. I f pI ume 

height is more than 100m abcve the mixing height or if 

the wind direction is not within a specified angle from 

the source-receptor angIe, ground Ieve I concentrations 

are set to zero for this part i cuI ar 

source-receptor-dispersion class combination. If plume 

height and wind direction are within acceptable bounds, 

subroutine SIGMA is called to calculate plume spread. 

Then subroutine GAUSS is called which calculates a 

ground I eve I center I i ne concen·rrat ion. The program 

then calculates a sector-averaged GLC. For each 

dispersion c I ass, ground I eve I concentrations are 

written to the random access GLC f i I e. The program 

ends with the closing of the random access file. 
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ALLGI N 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine contro Is reading and echoing of a I I 


input parameters for the run, and records receptor, 


source, and dispersion class information in the random 


access GLC fi Ie. 


COMMON/FILE/IRD,IPR,IGLCF,I IDF,IOF,IDATAC 


COMMON/CLASS/NWD,NST,NWS,NMH,WDIR(I6),WSPDC6),HMIX(6), 


STABC6) 


COMMON/SOURCE/NSC ,XSC 10),YSC I0) ,DS( I 0), VSC I0), TSC I0), 


HS( 10) ,QSC 10) 


COMMON/RECPT/NR,XRC400l,YRC400) 


COMMON/RSCIDX/RSCC60) 


COMMON/CONC/GLCGS,NGLCF,GLCC4000) 


The data check option ( IDATAC) is read in, and the 


subroutines DCLSIN, SRCIN, and RCPTIN are called to 


read and echo the remaining input data; If the run is 


a data check only, execution is terminated. Otherwise, 


receptor, source, and dispersion class information is 

written to the random access GLC f i I e which wi I I be 

used by the program FRQDTN. 
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DCLSIN 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine reads dispersion class information 


necessary to create the GLC fi I e. 


COMMON/FILE/IRD,IPR,IGLCF,I IDF,IOF 


COMMON/WIND/DWD,PI 


COMMON/CLASS/NWD,NST,NWS,NMH,WDIR(I6),WSP0(6), 


HMIX(6),STAB(6) 


COMMON/RSCIDX/MWD,MST,MWS,MMH,WSPDB(6),HMIXB(6), 


STABB(6), DUMA(38) 


COMMON/WIND/DWD,PI 


The 	 following information is read and echoed: 


I. 	 Title (TITLE); 

2. 	 Number of classes for each dispersion parameter: 

wind direction (NWD), stability (NST), wind speed 

(NWS) and mixing height (NMHJ; and 

3. 	 Class upper boundaries of each dispersion 

parameter, and representative values for each 

class to be used in calculating the GLC values. 

The bearings de I i neat ing wind direction sectors are 

generated based on the indicated number of wind 

direction class. 

Dispersion class information is written to common 

block RSCIDX which passes source, receptor, and 

dispersion information to the GLC fi Je. 
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SRCIN 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine reads source layout information and 


stack emission parameters. 


COMMON/FILE/ IRD, I PR, I GLCF, I I DF, IOF 


COMMON/RSCDIX/DUMA(30),MSC,XSS(I0),YSS(I0),DUMB(9) 


COMMON/SOURCE/NSC,XS(I0),YS(I0),0S(I0),VS(I0), 


TS( 10) ,HS( 10) ,QS( 10) 


The 	 following information is read and echoed: 


1. 	 Number of sources (NSC); 

2. 	 X and y co-ordinates for each source (XS,YS); and 

3. 	 Stack and emission information for each source 

[diameter (OS), exit velocity (VS), exit 

temperature (TS), stack height (HS) and pollutant 

emission strength (QS)], 

Source information is written into common b I ock RSC IDX 

which passes source, receptor, and dispersion 

information to the GLC fi I e. 
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RCPTIN 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine reads receptor layout information. 

COMMON/FILE/IRD,IPR,IGLCF,I IDF,IOF 

COMMON/RSCIDX/DUMA(25),NRGX,NRGY,DS,XOR,YOR,DUMB(30J 

COMMON/RECPT/NR,XR(400J,YR(400) 

The number of gridpoints in the x-direction (NRGXJ, 

y-d i recti on (NRGY) , and spec if i ed receptors (NRS) are 

read in. The total number of receptors (NRGX*NRGY+NRS) 

is checked to ensure that the program dimension of 400 

is not exceeded, If grid calculations are indicated 

( NRGX and NRGY non-zero), then grid spacing (OS) and 

coordinates of origin (XORIG, YORIG) are read and grid 

point locations calculated. It specified receptors are 

indicated (NRS non-zero), the coordinates of each 

receptor (XR,YR) are read. AI I receptor locations are 

echoed. 
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OPENMS 

PURPOSE: This subroutine readies the random access GLC t i I e tor 

use. It is a CYBER system subroutine; it is likely 

that on other computer systems, this subroutine wi I I be 

replaced or deleted. 

INPUT: IGLCF,NREC2,0 

OUTPUT: IGX 
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WRITMS 

PURPOSE: This subroutine writes receptor, source, and dispersion 

class information to the second last record of the 

random access GLC file for use by the program FRQDTN. 

This subroutine is a CYBER system subroutine which 

I ike I y w i I I be rep I aced or de I eted on other computer 

systems. 

INPUT: IGLCF,RSC,60,NRECI 
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PBLCLS 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine determines stabi I ity of the planetary 

boundary layer. 

COMMON/ENVR/ZI ,U400,WT 

COMMON/SIGMAI/SIGT,SIGE,LAGV,LAGW,ZIL,UST 

COMMON/SIGMA3/Z,ZO,F,CI,C2,C3,ALPHAS,N 

COMMON/ENVR/ZI,V400,WT 

The first ca I I to PBLCLS is to the entry point SETUP. 

Constants in DATA statements are accessed and echoed. 

Subroutine TABLE is then called which creates a table 

of values of Monin-Obukhov length L. 

Subsequent calls to PBLCLS first calculate values of 

mixing heights in neutra I and stab I e conditions. 

Values of L are calculated explicitly or by calling 

TABLE I, an entry point in subroutine TABLE. Standard 

deviations of lateral and vertical wind fluctuations 

are calculated and Lagrangian length scales are 

specified. 

PBLCLS is ca I I ed from GLCGEN once for each dispersion 

class. 
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TABLE 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine sets up a tab I e from which va I ues of 

Monin-Obukhow length L can be calculated. 

XL,U,WT,USTAR 

COMMON/SIGMAZ/GT,VK 

USTAR,XL 

The first ca I I to TABLE creates a tab I e of L va I ues 

which is accessed by subsequent calls to this routine. 

Later ca I Is to TABLE are vi a entry point TABLE I • Based 

on values for the right-hand-side of the equation, the 

correct va I ue of L is bracketed and then determined by 

I i near interpolation. The friction velocity is a I so 

calculated. 
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PLUME 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subrouTine calculates plume rise using the 

formulaTion of Briggs. 

COMMON/STACK/DSTK,VSTK,TSTK,HSTK,QSTK 

COMMON/ENVR/HM,UW,FLUX 

COMMON/SIGMAI/SIGT,SIGE,RLAGV,RLAGW,ZIL,UST 

COMMON/PLMCH/HP 

COMMON/SIGMA/XSIG,SIGMY,SIGMZ,DXY,DXZ,XT 

Plume rise is calculated according TO stabiliTy. Plume 

rise under unsTable, neutral, and mechanically 

dominaTed stable conditions is calculated using Briggs' 

unstable formulation. Plume rise under thermally 

dominated stable conditions is calculated using the 

stab I e formu I at ion. F ina I pI ume rise XF is assumed to 

occur at 2 km downwind. The transition distance 

beTween source and env i ronmenta I I y-domi nated diffusion 

processes XT is calculated. The minimum XT is assumed 

to be 800 m. 

PI ume spread is constrained to be at least as fast as 

that predicted by Pasqui I 1. Distance corrections 

<DXY ,DXZ) are ca I cuI a ted, based on enhanced dispersion 

in the source-dominated region. 
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PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine calculates plume sigmaso 

COMMON/SIGMAI/SIGT,SIGE,RLAGV,RLAGW,ZIL,UST 

COMMON/SIGMA/XSIG,SIGMY,SIGMZ,DXY,DXZ,XT 

COMMON/SIGMA/XSIG,SIGMY,SIGMZ,DXY,DXZ,XT 

The effective distance from the source to receptor 

(XEY,XEZ) is calculated as the sum of the actual 

distance XS I G and the distance correction for enhanced 

source-region dispersion (DXY,DXZl found in subroutine 

PLU~IE. PI ume standard deviations are then ca I cuI ated 

based on Pasqui II F(xl with xl/2 distance 

variation. 
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GAUSS 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine calculates a Gaussian ground level 

concentration along the plume centerline. 

COMMON/SIGMA/XSIG,SIGMY,SIGMZ,DXY,DXZ,XT 

COMMON/ENVR/HM,UW,FLUX 

COMMON/STACK/DSTK,VSTK,TSTK,HSTK,QSTK 

COMMON/PLMCH/HP 

COMMON/CONC/GLCGS,NGLCF,GLC(4000) 

In stable conditions, I reflection from the surface is 

a I I owed, but on I y when the ratio of pI ume height to 

vertical standard deviation is less than three. 

In convective conditions, it the ratio of vertical 

standard deviation to mixing height is greater than 

1.6, the plume is assumed to be uniformly mixed in the 

vert i ca I and the center I i ne GLC is a I i near tunct ion of 

plume standard deviation and mixing height. 

I f the pI ume is not uniform I y mixed, mu It i p I e 

reflections at the mixing height are allowed until the 

effect of additional reflections is negligible. 
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GLCOUT 

PURPOSE: 

INPUT: 

PROCEDURE: 

This subroutine writes GLC va I ues to the random access 

f i I e and printer. 

COMMON/F I LE/ I RD, I PR, I GLCF, I I DF, IOF 

COMMON/CLASS/NWD,NST,NWS,NMH,WDIR(I6),WSPD(6) 

HMIX(6),STAB(6) 

COMMON/CONC/GLCGS,NGLCF,GLC(4000) 

I WD, I WS, I ST, I MH 

The random access f i I e index is ca I cuI ated for the 

current dispersion c I ass. The subroutine WR I TMS is 

cal led to store the current GLC values in the GLC file. 
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CLOSMS 

PURPOSE: This subroutine closes the random access GLC file. 

is a CYBER system subroutine that I ikely wi II be 

replaced or deleted on other computer systems. 

It 

INPUT: IGLCF 



7.2 
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FRQDTN DESCRIPTION 

7.2.1 Overview of FRQDTN Structure 

Program FRQDTN is the operationa I part of the mode I and is 

the component that wou I d be run by most users. It accesses the t i I e of 

ground Ieve I concentrations produced by GLCGEN and the hour I y time 

series tiles of meteorological parameters produced by TJMSER. 

A brief summary of the program structure follows. User 

defined input data are read. The source and receptor layout are 

regenerated and source strengths are specified. A record is read from 

the times series file. Wet deposition and a GLC weighting factor are 

ca I cuI ated. A dispersion c I ass if i cation is assigned and the 

appropriate value read from the GLC file. A GLC is calculated and the 

frequency distribution information is updated. After each month of 

data, dry deposition is determined and a monthly summary of results is 

printed. When all months have been examined, a summary for the total 

period is printed. Figure 7 shows the cal I ing structure of the program 

and Figure 8 i I Justrates the loop structure within the program. 

7.2.2 Subroutine Description 

The present section gives a short description of each 

subroutine, and I ists all common blocks used in that subroutine. An 

"input" common b I ock is det i ned as one that brings a va I ue to a 

variable in the subroutine, while an "output" common block is one that 

is being written onto by the subroutine. Thus, it a common block 

appears in both the input and output lists, it means that the variables 

that it carries are modified inside that subroutine. Table 8 

summarizes the f I ow of a I I the common b I ocks through the different 

program units. 
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Figure 7. Subroutine cal I structure in FRQDTN. 
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Figure 8. FRQDTN block flowchart. 
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Table 8. 	 Subroutine-block common and subroutine-parameter list 
relationships in the program FRQOTNa. 

Common B I ock Subroutine 
Name 

z 
>­
0 
0 
0:: 
w.. 

z 
_J
_J 
<( 

z 
w 
:2: 

!­

z 
0 
u 
U) 

z 
0
n:: 
w.. 

z -
!­
3 
U) 

z 
(f)_J 
u 

z 
_J 
u 
0:: 

z 
(L 
w 
0 

0_J 
!­
w 
3 

>­
3 
u_J 
C) 

z 
(!) 

(f) 
(f) 
<( 

0o_J 
w>­
0::0:: 
w..o 

>­
::0 
0 
0:: 
(!) 

>­
::0 
0 
(L 
U) 

>­
::0 
§! 
(!) 
0 

>­
::0 
0 
(L 
(f) 

0 

(f)
_j_J>­

O...UUVJ 
<tnt:L:,­
::2::2:()1:!: 

FILE 0 I I I 
TSFILE I 0 
GLCF I 0 
METHR 0 0 
OPT I 0 0 
PSORT 10 0 
TO IFF 0 10 
PERIOD 0 
TIME 0 I 
AVGPO 0 10 
TOAY I 0 
SOURCE I 0 
FREQ 10 0 10 
WEIGHT 0 
RECPT 0 
RSCIOX 0 I 
TITLE 0 
UNITS 0 
OCLS 0 
RGRIO 0 I I I 
RCORO 0 I 
WET 0 
MAPA 0 0 I 
SPCL 10 10 
CLSMB 10 10 

Parameter 
List 0 0 0 10 I I I I 

a I : Common block inputs a value to the subroutine 
0: Common block is written to by the subroutine 
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FRQDTN 

PURPOSE: This program analyses a time series of meteorological 

data, relying on pre-calculated values of GLC based on a 

dispersion classification scheme, and generates 

frequency distributions of ground level concentrations 

and deposition. 

INPUT: COMMON/RECPT/NR,NRSP,IRPT(20l 

COMMON/TSFILE/NFILE,IFILE(20l 

COMMON/GLCF/NGLCF 

COMMON/OPT/MOPT(4),10PT(4),MDOPT(3),1DOPT(3) 

COMMON/PSORT/NPARM,ISORT(20l,PARAM(20l 

COMMON/TDAY/NAPD,NAVG,INCL(24) 

COMMON/FREQ/NCCLS,NTCLS,CCLSC10),TCLS(10),CFREQ(400,10) 

TFREQ(400, 10),GLCPK,CFREQMC400,10l,TFREQM,(400,10) 

COMMON/SOURCE/NSC,XS(10),YSC10),QS(10) 

OUTPUT: COMMON/FILE/IRD,IPR,IGLCF,ITSF 

COMMON/METHR/WD,U,P 

COMMON/DY/VG(12),NWET 

COMMON/PSORT/NPARM,ISORT(20l,PARAMC20) 

COMMON/TDIFF/TLAST 

COMMON/PERIOD/IPC12),1PERIOD(12,2) 

COMMON/TIME/IYR,IMON,IDAY,IHRS 

COMMON/AVGPRD/NAP,GLCAP(20) 

COMMON/FREQ/NCCLS ,NTCLS ,CCLS( 10 J, TCLS( 10) ,CFREQ( 400, 10) 

TFREQ(400,10l,GLCPK,CFREQMC400,10J,TFREQM(400,10l 



PROCEDURE: 
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FRQDTN t i rst ca I Is the CYBER system subroutine 

which readies the random access GLC t i I e. 

Subroutine ALLIN is then ca I I ed to read a I I input 

data, and to read dispersion class, source, and 

receptor information from the GLC file. 

The program then enters its major loop through 

which it eye Ies once each month. Various month I y 

arrays are initialized. The secondary loop in a 

day, is then entered; the tertiary loop tor the 

number of hours in the averaging period in entered 

immediate I y thereafter. A recod is read from the 

appropriate time series file, and the 

meteoro I og i ca I parameters reordered it necessary. 

Wet deposition is calculated by subroutine WETLD if 

precipitation is reported tor the hour. Subroutine 

GLCWT is called to calculate weighting functions 

tor the GLC. Subroutine ASSIGN is called which 

matches a dispersion c I ass in the GLC f i I e, and 

returns a f i I e index. System subroutine READMS 

uses the index to return a GLC for each 

source-receptor combination. The program then 

I oops through the sources and receptors and 

generates a GLC at each receptor due to mu It i pIe 

sources. The tertiary loop ends with the weighting 

function being app I i ed to the GLC and the GLC being 

summed over the averaging priod. At the end of the 

averaging period, subroutine FREQ is called which 

increment the appropriate frequency distribution 

classes. This procedure continues for each 

averaging period in the day. At the end of each 

month, subroutine DRYLD is ca I I ed to compute dry 

deposition, and GLC and deposition arrays are 

i ncremented. 
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Appropriate output subroutines are then ca I I ed, 

dependent upon whether receptors are defined on a grid 

or at specified locationso This ends the major Ioop of 

the program. When all calculations are concluded, the 

output routines are again cal led the output GLC's, 

frequency distributions, and depositiono The final cal I 

to CYBER system subroutine CLOSMS closes the random 

access GLC fi Ie. 
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OPENMS 

PURPOSE: This subroutine opens the random access file of 

information created by the program GLCGEN. It is a 

CYBER system subroutine; on other computer systems this 

subroutine may need to be replaced or deleted. 

INPUT: IGLCF 

OUTPUT: IGX 
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ALLIN----­

PURPOSE: This subroutine controls reading 

input parameters for the run. 

and echoing of alI 

INPUT: COMMON/FILE/IRD,IPR,IGLCF,ITSF,IDATAC 

OUTPUT: COMMON/RSCIDX/RSCC60) 

COMMON/TITLE/TITLEC20) 

PROCEDURE: The title and data check opt'on are read. The 

subroutines TIMEIN, READMS, SCQIN, RQIN, SWTIN, CLSIN, 

RCLIN, and DEPIN are cal led to read and echo the 

remaining input data, and to generate output indicating 

which options have been specified for the analysis. If 

the run is meant merely to echo input data and to 

display the choice of output options, the run is 

terminated in this subroutine. 
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TIME IN 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine determines which meteorological time 

series data records wi I I be used in the frequency 

distribution analysis. 

COMMON/FILE/IRD,IPR,IGLCF,ITSF 

COMMON/TSFILE/NFILE,IFILE(I2) 

COMMON/TDAY/NAPD,NAVG,INCL(24) 

Parameters are read indicating: 

1. Which files of meteorological time series to 

use; 

2. 	 Which records (hours) of each file to use; and 

3. 	 Number of records to combine tor calculating a 

time averaged GLC. 

Information echoing the input data and indicating the 

selected options is printed. 
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PURPOSE: This subroutine 

analysis. 

determines source information for the 

INPUT: COMMON/FILE/IRD,IPR,IGLCF,ITSF 

COMMON/RSCIDX/DUMA(30),MSC,XSS(I0), 

YSS( 10) ,DUMB(9) 

OUTPUT: COMMON/SOURCE/NSC,XS( IO),YS( IO),QS( 10) 

COMMON/UNITS/IUNIT,CUNIT(2,7),1SCU, 

CONVERT 

PROCEDURE: Information is read for emission sealing of each 

source, input emission units, output concentration 

units, and the conversion factor between input and 

output units for the analysis. The information is 

echoed along with the source coordinates used to create 

the GLC f i I e. Intormat ion on number of sources and 

their locations is passed from common block RSCIDX to 

SOURCE. Source strengths are pre-sea I ed according to 

the units of concentration. 
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PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine determines frequency d i str ibut ion 


information for the analysis. 


COMMON/FILE/IRD,IPR,IGLCF,ITSF 


COMMON/UNITS/IUNIT,CUNIT(6,7)1SCU,CONVERT 


COMMON/OPT/MOPT(4l,IOPT(4l,MDOPT(3),1DOPT(3) 


COMMON/FREQ/NCCLS,NTCLS,CCLS(IOl, 


TCLS( 10) ,CFREQ(400, 10) ,TFREQ(400, 10) ,GLCPK, 


CFREQM(400,10l,TFREQM(400,10) 


The 	 following input data are read: 


I. 	 Number of frequency distribution classes of 

ground level concentration and time between GLC 

episodes; 

2. 	 The upper boundaries for each class of the 


frequency distributions; and 


3. 	 Output options tor displaying monthly or total 

period average ground level concentrations and 

frequency distributions. 

The input data are echoed and the selected output 

options are I i sted. 
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SWTIN 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine reads information for reordering 

parameters on the meteoro I og i ca I time series and for 

weighting the calculated GLCo 

COMMON/FILE/IRD,IPR,IGLCF,ITSF 

COMMON/PSORT/NPARM,ISORT(20l,PARAM(20) 

COMMON/WEIGHT/NBWT,IBWT(20J,PTHL(IOJ, 

PTHU ( I 0) , I NOW ( I 0 l 

The 	 following input data are read: 

I. 	 Number of meteorological parameters on the 

time series file; 

2. 	 Indices indicating the order in which the 


meteorological parameters appear; 


3. 	 Number of meteorological parameters to be 


included in weighting analysis for GLC; 


4. 	 Index of each meteorological parameter to be 

included in weighting; 

5o 	 For each meteorological parameter, lower and 

upper threshold values defining the range to be 

weighted; and 

6. 	 Weighting index specifying relationship between 

weight and meteorological parameters. 

Output is generated echoing the input data and 

indicating the options selected. 
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PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine regenerates the dispersion classes used 

in creating the GLC fi Ie. 

COMMON/FILE/ IRD, I PR, I GLCF, ITSF 

COMMON/RSCIDX/MWD,MST,MWS,MMH,WSPB(6) 

HMIX8(6l,STA88(6l,DUMA(38) 

COMMON/DCLS/NWD,NST,NWS,NMH,WSPD(6) 

HMIX(6) ,STA8(6) 

Information for number of c I asses and representative 

data values for each class used in calculating the GLC 

file is transferred from the common block RSCIDX <GLC 

file information) to the common block DCLS (frequency 

distribution analysis information). 

A summary of the dispersion classes is listed. 
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RCLIN 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine specifies the layout for receptors 

where GLC information is required. 

COMMON/FILE/ IRD, IPR, IGLCF, ITSF 

COMMON/RSCIDX/DUMA(25l,NRGX,NRGY,DS,XOR,YOR,NSC, 

DUM8(29) 

COMMON/GLCF/NGLCF 

COMMON/RECPT/NR,NRSP,IRPT(20) 

COMMON/RGRID/NX,NY,XORIG,YORIG,DH 

COMMON/RCORD/XR(400l,YR(400l,XRSP(20l,YRSP(20) 

The number of specified receptors is read. If not 

equa I to zero, the coordinates of the receptors are 

then read. If the GLC f i I e produced by GLCGEN contains 

GLCs for a grid of receptors, grid point locations are 

regenerated. If the grid is regenerated and specified 

receptor Iocat ions are required, the location of the 

nearest grid point to each receptor is determined. 

The coordinates of receptor locations are listed. 
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DEPIN 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine reads information specifying deposition 

calculations to be performed and calculates preliminary 

information required for the deposition computations. 

COMMON/FILE/IRD,IPR,IGLCF,ITSF 


COMMON/SOURCE/NSC ,XS (I 0), YS ( I 0) ,QS( I 0) 


COMMON/RECPT/NR,NRSP,IRPT(20) 


COMMON/DCLS/NWD,NST,NWS,NMH,WSPD(6), 


HMIX(6) ,STAB(6) 


COMMON/RCORD/XR(400l,YR(400J,XRSP(20l,YRSP(20) 


COMMON/DRY/VG( 12) ,NWET 


COMMON/OPT/MOPT(4),10PT(4),MDOPT(3l,IDOPT(3) 


COMMON/WET/A,B,TH(400,10l,CWL(400,10) 


The type of deposition output for each monthly analysis 

and the tota I period is determined from input 

information. 

Dry deposition velocities and wet deposition scavenging 

coefficients are assigned either by input or default. 

Statements echoing these constants and ind icat ing the 

selected options are printed. Sector width and 

coordinate system arig Ies are ca I cuI a ted for a I I 

source-receptor combinations. 
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WETLD 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine calculates sulphur loading due to wet 

deposition. 

COMMON/METHR/WD,U,P 


COMMON/SOURCE/NSC,XS( 10), YS( 10) ,QS( 10) 


COMMON/RECPT/NR,NRSP,IRPT(20) 


COMMON/UNITS/IUNIT,CUNIT(2,7l,ISCU,CONVERT 


COMMON/DCLS/NWD,NST,NWS,NMH,WSPD(6J,HMIX(6) 


COMMON/WET/A,B, TH(400, 10) ,CWL(400, IOJSTA8(6) 


WETDEP 


This subroutine is ca I I ed for each hour during which 

precipitation is indicated on the meteoro I og i ca I time 

series. Wet loading is calculated employing the 

irreversible capture technique. 



119 

GLCWT--­

PURPOSE: This subroutine determines a weight tor 

GLC based on the magnitude of se I ected 

the current time series record. 

the ca I cuI ated 

parameters tor 

INPUT: COMMON/PSORT/NPARM,ISORTC20),PARAM(20) 

COMMON/WEIGHT/NBWT,IBWT( IOl,PTHL(IO), 

PTHU( 10), I NOW( 10) 

OUTPUT: WEIGHT 

PROCEDURE: It weighting was not specified in the input data tor 

the run, a weight of unity is returned. It weighting 

was specified tor a number of time series parameters, 

the weight returned is the product of all individual 

parameter weights. Weighting parameters are calculated 

based on thresho I d va I ues spec it i ed in the input data. 

It weight was specified tor increasing parameter 

va I ues, the weight is unity tor a I I parameter va I ues 

above the upper thresho I d, and zero tor a I I parameters 

below the lower threshold. Weight specified tor 

decreasing 

i.,e.,, zero 

parameter va I ues wou I d 

tor parameter values 

be the opposite, 

above the upper 

threshold, and unity tor parameters below the lower 

threshold. Weight varies I inearly tor all values in 

the range between the upper and lower thresholds. 
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ASSIGN 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine determines which GLC dispersion c I ass 

corresponds to the current record of the meteorological 

time series. 

COMMON/PSORT/NPARM, I SORT< 20) ,PARA1~(20) 


COMMON/TIME/IYR,IMON,IDAY,IHRS 


COMMON/DCLS/N\vD ,NST ,NWS ,NMH,WSPO( 6) ,HMI X (6 )STAB (6) 


INDEX 


Wind direction, windspeed, net radiation, and mixing 

height are read directly from the time series record. 

Heat flux is calculated from net radiation. The 

c I asses into which each of these parameters fa I I are 

determined, and the GLC file index corresponding to the 

overal I dispersion class is obtained. 
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READMS 

PURPOSE: This subroutine reads the GLC f i I e record for the 

current dispersion classification. It is a CYBER 

system subroutine designed to read random access files. 

It is I ikely that this subroutine wi II be deleted or 

changed on other computer systems. 

INPUT: INDEX, IGLCF, NGLCF 

OUTPUT: GLC 
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PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine calculates, for each receptor, the 


current time-averaged GLC and adds the va I ue to the 


frequency distributions for GLC and time difference 


between peak episodes. 


COMMON/IDIFF/TLAST(400) 


COMMON/TIME/IYR,IMON,IDAY,IHRS 


COMMON/AVGPRD/NAP,GLCAP(400) 


COMMON/FREQ/NCCLS,NTCLS,CCLS( IO),TCLS( IOJ,CFREQ(400, 10) 


TFREQ(400,10J,GLCPK,CFREQM(400,10),TFREQM(400,10) 


COMMON/RECPT/NR,NRSP,IRPT(20) 


COMMON/TDIFF/TLAST(400) 


COMMON/AVGPRD/NAP,GLCAP(400) 


COMMON/FREQ/NCCLS,NTCLS,CCLS(IOJ,TCLS(IOJ, 


CFREQ(400, I0), TFREQ(400, I 0) ,GLCPK ,CFREQM(400, I0), 


TFREQM(400, 10) 


For each receptor, the time-averaged GLC is obtai ned, 


The appropriate frequency distribution class 


for the current month and tota I period is incremented, 


If the time-averaged GLC exceeds the peak value, the 


time interval since the last excedance is calculated, 


and the appropriate class of the time difference 


frequency distribution for the current month and the 


total period is incremented. 




--
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DRYLD 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine ca I cuI ates suI phur loading due to dry 

deposition. 

COMMON/DRY/VG(I2J,NWET 

COMMON/RECPT/NR,NRSP,IRPT(20) 

COMMON/UNITS/IUNIT,CUNIT(2,7),1SCU,CONVERT 

GLCMON,NMCNTH,IF 

DRYOEP 

For each receptor, dry deposition is ca I cuI a ted as the 

product of monthly average deposition velocity, GLC, 

and fraction of the month tor which there is no 

preciptation. 
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PURPOSE: 

INPUT: 

PROCEDURE: 

This subroutine provides output of average ground level 

concentration, frequency distribution and inverse 

cumulative frequency distribution of GLC, and frequency 

d i str i but ion of time d i fterence between peak GLC for 

individual receptors. 

COMMON/FILE/IRD,IPR,IGLCF,ITSF 

COMMON/PERIOD/IP(I2),1PERIQD(I2,2) 

COMMON/FREQ/NCCLS,NTCLS,CCLS( IOl,TCL$(10) 

CFREQ (400, I 0 l, TFREQ (400, I 0) ,GLCPK ,CFREQM(400, I0), 

TFREQM(400, IOJ 

COMMON/RECPT/NR,NRSP,IRPT(20l 

COMMON/TITLE/TITLE(20l 

COMMON/UNITS/IUNIT,CUNIT(2,7l,ISCU,CONVERT 

KOPT ,NUM,CONCF, TDF ,GLC, I I, 12 

Pre I i m i nary calculations for arranging output 

information are performed, Depending on the output 

options specified, a table showing average 

concentration at alI receptors is printed. Header 

information for frequency d i str i but ion tab Ies is a I so 

printed. The subroutine HIST is called to print a 

histogram for the frequency distribution at each 

receptor. 
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HIST 

PURPOSE: This subroutine 

distributions. 

pI ots a histogram for frequency 

INPUT: COMMON/FILE/IRD,IPR,IGLCF,ITSF 

NUM,NCLASS,FREQ,CLASS 

PROCEDURE: The shape of the histogram curve is calculated from the 

fr>Jq uency array and stored in an output array, The 

output array is then printed in the form of a 

histogram. 
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OS POUT 

PURPOSE: 

INPUT: 

PROCEDURE: 

This subroutine provides output of dry, wet, and tota I 

deposition for specified receptor locations. 

COMMON/FILE/IRD,IPR,IGLCF,ITSF 

COMMON/PERIOD/IPCI2),1PERIOD(I2,2) 

COMMON/RECPT/NR,NRSP,IRPTC20) 

COMMON/TITLE/TITLEC20) 

DRY,WET,KOPT,I 1,12 

If specified by the output option indices, average, 

dry, wet, and tota I depositions are printed for each 

receptor. 
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GROUT 


PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine provides output of average ground level 

concentration, frequency distribution, and inverse 

cumulative frequency distribution of GLC, and frequency 

distribution of time difference between peak GLC for an 

entire grid of receptors. 

COMMON/FILE/IRD,IPR,IGLCF,ITSF 

COMMON/PERIOD/IP(I2), IPERI00(12,2l 

COMMON/FREQ/NCCLS,NTCLS,CCLS( IO),TCLS(I0),CFREQ(400,10) 

TFREQ(400,10),GLCPK CFREQM(400,10l,TFREQ(400,10) 

COMMON/TITLE/TITLE(20) 

COMMON/UNITS/IUNIT,CUNIT(2,7l,ISCU,CONVERT 

COMMON/PGRID/NX,NY,XORIG,YORIG,DH 

KOPT,NUM,CONCF,TOF,GLC,I 1,12 

COMMCN/MAPA/ARRAY(20,20) 

Each type of output is handled individually in the 

to I I owing manner. The output option se Iect ion indices 

are checked for which type of output is specified. The 

information tor a II gr i dpo i nts is assigned to the map 

array, ARRAY. Header information is then printed and 

the subroutine MAP is called to print out the grid of 

values. 
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MAP 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine prints a two-dimensional array of 

frequency class symbols arranged in an x-y grid. 

COMMON/FILE/IRD,IPR,IGLCF,ITSF 

COMMON/SOURCE/NSP,XSP( 10), YSP( 10) ,QS( 10) 

COMMON/PGRID/NX,NY,XORIG,YORIG,OH 

COMMON/MAPA/ARRAY(20,20) 

COMMON/SPCL/ROW(I25l,NXINT,NYINT,NROW 

COMMON/CLSMB/CLASS(20l,SYMBOL(20l,NC 

COMMON/SPCL/ROW(I25),NXINT,NYINT,NROW 

COMMON/CLSMB/CLASS(20l,SYMBOL(20l,NC 

An array of data is received from the ca I I i ng program. 

The subroutine MCLS is ca I I ed to assign the array 

values into classes and provide a symbol for each 

c I ass. Map sea I e and axes are generated. Va I ues of 

the map data between grid points are generated by 

second-order interpo Iati on of grid point va Iues. The 

subroutine SPCL is cal led to assign special map symbols 

for reference points if required. The map data are 

then output line-by-/ ine. 
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MSCLS 

PURPOSE: This subroutine generates c I asses 

map symbol for each, and outputs a 

of data, 

generated 

assigns 

legend. 

a 

INPUT: COMMON/IFILE/IRD,IPR,IGLCF,ITSF 

COMMON/RGRID/NX,NY,XORIG,YORIG,DH 

COMMON/MAPA/ARRAYC20,20) 

COMMON/CLSMB/CLASSC20),SYMBOLC20),NC 

IZERO 

OUTPUT: COMMON/CLSMB/CLASSC20),SYMBOLC20),NC 

PROCEDURE: The maximum and minimum values in the output array are 

determined. C I asses are generated based on the range 

of data, the number of classes NC, and IZERO, the index 

specifying a I ower bound of either zero or the mini mum 

value of data. A map legend is generated and printed. 
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SPCL 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine plots a special symbol (*) at reference 

points on the map. 

COMMON/RGRID/NX,NY,XORIG,YORIG,DH 

COMMON/SOURCE/NSP,XSP(IOl,YSP(IOl,QS(IOl 

COMMON/SPCL/ROW(I25),NXINT,NYINT,NROW 

J 

COMMON/SPCL/ROW(I25l,NXINT,NYINT,NROW 

A I I the reference points are scanned to determine the 

print row in which they wi II occur. If any points I ie 

on the current row (Jl, the special symbol(*) is 

inserted at the x location of the point. 
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OGROUT 

PURPOSE: 

INPUT: 

OUTPUT: 

PROCEDURE: 

This subroutine provides output of dry, wet, and total 

deposition for an entire grid of receptors. 

COMMON/FILE/IRO,IPR,IGLCF,ITSF 

COMMON/PERIOD/IP( 12l,IPERI00(12,2l 

COMMON/TITLE/TITLE(20) 

COMMON/RGRIO/NX,NY,XORIG,YORIG,OH 

ORY,WET,KOPT,I 1,12 

COMMON/MAPA/ARRAY(20,20l 

Each type of deposition is handled individually in the 

following manner. The output option selection indices 

are checked tor the type ot output spec it i ed. The 

i ntormation tor all gridpoints is assigned to the map 

array, ARRAY. Header information is then printed and 

the subroutine MAP is called to print out the grid. 
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CLOSMS 

PURPOSE: This subroutine c I oses the GLC f i I e at the end of the 

frequency distribution analysiso It is a CYBER system 

subroutine designed to manipulate random access files, 

On other computer systems, this subroutine is likely to 

be changed or deleted. 

INPUT: IGLCF 
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8. LIST 	 OF AOSERP 

Report 	 Project 

PM 

2 AF4.1.1 

3 HE 	 1 . 1 . 1 

4 VE 	 2.2 

5 HY 	 3. 1 

6 PM 

AF 3.1.1 

WIDE DISTRIBUTION RESEARCH REPORTS 

Re fe renee 
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Oil Sands Environmental Research Program. AOSERP 

Report 1. 58 pp. 


Kristensen, J., B.S. Ott, and A.D. Sekerak. 
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gations in the Peace-Athabasca Delta--1975. 

Prep. for the Alberta Oil Sands Environmental 

Research Program by LGL Ltd., Environmental 

Research Associates. AOSERP Report 2. 103 pp. 


McVey, W.W. 1976. Structure of a traditional 

baseline data system. Prep. for the Alberta 

Oil Sands Environmental Research Program by 

the University of Alberta, Population Research 

Laboratory. AOSERP Report 3. 26 + 266 pp. 


Stringer, P.W. 1976. A preliminary vegetation 

survey of the Alberta Oil Sands Environmental 

Research Program study area. Prep. for the 

Alberta Oil Sands Environmental Research 

Program by lntraverda Plant Systems Ltd. AOSERP 

Report 4. 108 pp. 


Strosher, M.T. and E. Peake. l976. The evalua­

tion of wastewaters from an oil sand extraction 

plant. Prep. for the Alberta Oil Sands Environ­

mental Research Program by the University of 

Calgary, Environmental Sciences Centre (Kananaskis). 

AOSERP Report 5. 103 pp. 


Patterson, R. and A.M. Lansdown. 1976. Hous­

ing for the north--the stackwall system; con­

struction report--Mildred Lake tank and pump 

house. Prep. for the Alberta Oil Sands Environ­

mental Research Program by the University of 

Manitoba, Faculty of Engineering, Northern Hous­

ing Committee. AOSERP Report 6. 36 pp. 


Jantzie, T.D. 1977. A synopsis of the physical 

and biological limnology and fishery programs 

within the Alberta oil sands area. Prep. for 

the Alberta Oil Sands Environmental Research 

Program by Renewable Resources Consulting Ser­

vices Ltd. AOSERP Report 7. 73 pp. 
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8 AF 1.2. 1 Machniak, K. 1977. The impact of saline 
waters upon freshwater biota (a 1iterature 
review and bibliography). Prep. for the 
Alberta Oil Sands Environmental Research 
Program by Aquatic Environments 
Report 8. 258 pp. 

Ltd. AOSERP 

9 ME 3.3 Croft, B.R., A. Lamb, and R.N. Dawson. 1977. 
A pre] iminary Investigation Into the magnitude 
of fog occurrence and associated problems in 
the oil sands area. Prep. for the Alberta Oil 
Sands Environmental Research Program by Stanley 
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87 pp. 

10 HE 2.1 Millar, J.F.V. 1977. Development of a research 
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Athabasca Oil Sands area. Prep. for the Alberta 
Oil Sands Environmental Research Program by the 
University of Saskatchewan. AOSERP Report 10. 
69 pp. 

11 AF 2.2. 1 Flannagan, J.F. 1977. Life cycles of some 
common aquatic insects of the Athabasca River, 
Alberta. Prep. for the Alberta Oil Sands 
Environmental Research Program by Fisheries 
and Environment Canada, Freshwater Institute. 
AOSERP Report 11. 20 pp. 

12 ME 1.7 Mercer, J.M. and R.B. Charlton. 1977. Very 
high resolution meteorological satellite study 
of o i 1 sands weather: "a feas i b i 1i ty study". 
Prep. for the Alberta Oil Sands Environmental 
Research Program by the University of Alberta, 
Department of Geography. AOSERP Report 12. 
44 pp. 

13 ME 2.3.1 Davison, D.S., C.J. Fortems, and K.L. Grandla. 
1977. Plume dispersion measurements from an 
oil sands extraction plant, March 1976. Prep. 
for the Alberta Oil Sands Environmental Research 
Program by lntera 
AOSERP Report 13. 

Environmental 
195 pp. 

Consultants Ltd. 

14 none 

15 ME 3.4 Denison, P.J .. 1977. A climatology of low-level 
air trajectories in the Alberta oil sands area. 
Prep. for the Alberta Oil Sands Environmental 
Research Program by Acres Consulting Services. 
AOSERP Report 15. 118 pp. 
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16 ME 1 .6 Barge, B.L., R.G. Humphries, and S.L. Olson. 
1977. The feasibility of a weather radar near 
Fort McMurray, Alberta. Prep. for the Alberta 
Oil Sands Environmental Research Program by 
Alberta Research Council, Atmospheric Sciences 
Division. AOSERP Report 16. 72 pp. 

17 AF 2. 1. 1 Lutz, A. and M. Hendzel. 1977. A survey of 
baseline levels of contaminants in aquatic biota 
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Oil Sands Environmental Research Program by 
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Institute. AOSERP Report 17. 51 pp. 
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1976 for the Alberta Oil Sands Environmental 
Research Program. Prep. for the Alberta Oil 
Sands Environmental Research Program by Fisheries 
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of annual averaged sulphur dioxide concentrations 
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20 HY 3. 1. 1 Strosher, M.T. and E. Peake. 1978. Character­
ization of organic constituents in waters and 
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area. Prep. for the Alberta Oil Sands Environ­
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AOSERP Report 20. 71 pp. 

21 PM Alberta Oi 1 Sands Environmental Research Program. 
1977. Second Annual Report, 1976-77. Alberta 
Oil Sands Environmental Research Program. AOSERP 
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22 PM Smith, S.B., ed. 1979. Alberta Oil Sands 
Environmental Research Program Interim Report 
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Alberta Oil Sands Environmental Research Pro­
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