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ABSTRACN

The pu}pose of this study was to develop an approach to
assess an individual's performance and then to predict that
individual's~o§timum performance, The skill cﬂooseﬁ fo; this
task was the handspring 1 1/2 front salto vault in men's
" artistic gymnastics. This studx was aelimited to the study
of the preflight, push-off and postfight phases for the
_purposes -of the performances.assessment. Thé predidtion of an
optimal ormance was delimited to the prediction of she
movgment in Aﬁhg push-off and postflight phases. f;;
perqumance assessment consisted of first developiﬁg a
deterministic model of the task' s,performance objective of
maximizing the points . awarded for the execution of the
skill. Measurement of the performance variables, determined
from the model, was carrxed out using standard high speed
cinematography. These measures indicated guantitatively that
the performance of the skill was a good typical higﬁ level
per}ormance, Based on the performance result of polints
awardeqj the performer's objective function was com-osed of
those jperfgrmance' variébles that if maximi§.d, would
minimize the ggint deductions. Postflight height and
distance were identified as ‘those variables. 'Angular
momentum was included in a penalty function form to assure
that sufficient angular momehtum wa .present for successful

!

completion of the skill. A Lagrangian épproach was used to

AN

", derive the equations of motion and a R/tz procedure, using

fifth degree polynomials was used “to represent and
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“igzcrotize the state variables (the generalized

gordinates), A Complex algorithm was used to solve the.

optimization problem. Simul the, postflight's

pred‘cted results was achieved usi Entéracti
program which made use of an optimizétioﬁ scheme.
tundtion used in the program was éhe difference betweén the
simulated coordinates for the center of mass and the
predicted valugs. Adjoined toe this function was the
difference between the simulated and predicted postflight
angular momentum guantity. The predicted opfimum performancc
of the skill displayed greater virtuosity in both postflighﬁ
heigﬁt and distance. Angular momentum was also greater. A
comparison of this study's result$ with previously published’
datx on the handspring 1 1/2 front salto vault support the

-

conclusion that the optimug solution predicted valid results

‘and a feasible optimal performance for the individual

investigated.

‘V {
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1. INTRODUCT ION
Onefof Ehe'objeéti;es-cfvbiomechanics research M been
the .optimizatfbn of human ﬁovemeﬂt perfdrmanc; (Hatze,
1973); Through?- qUantitatiQe measuremq" of movemgnt,
\Biomecﬁan3sts; e%ﬁloyiﬁg the methods of’ mechanics have
‘éttempted to a§sess human mo;ion in brder t% Better

-

understand and Ultimately improve performance.
~In the ;ealm of sports, the practitioner often Modelled
performance of the successful champion. One of “the major
drawbacks pf such prdctices was “that very often not only
were the good'perfOEmance technigues copied but so were many
of the faults. Héy (1973) pointed out that the athlete aﬁd.
coach Es faced with the task of dete;mining those features
.of the champion's:  technique which contribute to the”
syecessful pefférmance and are worth c9pying. Hay sug'ges;tég/~
that the ~logical basis for solving tﬁis problem could be
found through biomechanical 1investigation. Thus, wusing
biomechanics, evaluation of those techniques conducive to'an"
excellent performance by the elite athlete coulé\ be .
obtained. |
Biomechanics research of sport movements have taken two
basic approaches,» kinematic and kinetic. The kinematic
approach, /involving displacement-fime histories, has
provided qualitative data from which descriptions of
movemené patterné and technigues have been possible.QA more

‘comprehensive understanding of movement is provided through

the study of those forces causing and modifying the motion.



Kinetic analysis usually involves some form of modelling of
the human bod? as an open chain system of rigid bodies. The
rigid body dynamics problem &as further béen‘categorized
into two types, the direct and inverse dynamics problems.
Th; ditect rigid body dynamics prob{em is such that theff
forces acting. on the system are known a prjori and tyé
resulting motion of the system is sought. The more coméon
type of problem in analysis of sport skills is the inverse
problem. This form of investigation attempts to derive the
forces aéting on the system from known motfon.

[
P
kinematic or kinetic analysis, has provided quantttative

Investigation of the elite, athlete, whether\\zhrough
information for the practitioner. Caution must be exercised
when using information derived from the elite athlete when
coaching the less skilled performer. The 8i£ficulty lies in
the fact that ‘data which 1is an explicit function of
technique is also an implicit function of ihe anthropometric
and physiological properties of the particular elite athlete
studied. Very often there will exis a great. deal of
variance between the elite athlete d the less skilled
athlete with respect .to such qQuantities as strength,
flexibilit§ and somatotype.

Even with the knowledge acquifed from the biomechanical
analysis of eldte performances, the coaqh is still faced
with the problem of how to guide an athlete from the presedt

performance level to a higher yet feasible 1level of

performance. Thus one of the primary objectives of this



¥ S .
study was to provide a strategy for.the optimization of an
individual's performance of a sport skill consistent with
the performer's anﬁhropometric characgeristics and the
specific features of the sport itself.

- In the learning process of a skill, it has been
postulated that the individual will unconsciously choose one
of many ways to reach their goal, so‘asfto ease the burden
of fatigue ( Hellebrandt, 1958 ). Nh6afHand’ContiQi in 1961
considered,.thaf the extispization of ‘a performance index
might be man's adaptive.process‘ig méQement.vThe authors

——postulated a nminimal pfinciple in biomechanics that "in all
likelihood the individual will, consciously or otherwise,
determine his motion ( or his posture, if at rest) in such a
manner as to reduce his total muscular effort to a minimum'
consistent with imposed conditions, ort con!’faints" (p.
377). : ,» < |

| fn more recent years, the.concept that one moves under
an optimality criterion has been wused to study human

. locomotion, Reéearchers such as Chow and Jacobson (1971),
and Hatze (1980) have used optike} control theory in their
studies whereas Seireg and Arvifgr (1973) and Gruver and
Sachs (1980) have used linear and nonlinear optiﬁization
respectively. Those using these methods.aré—;£111 very much
in the.minority.

The classical dynamics approach, used most often in

biomechanical investigations, is not amenable to the

handlings of a great number and variety of constraints. Yet,



optimization theory is well equiped to 'handle magnitude
constraints. Therefore it would‘ appear logical that
optimization .theory be employed in the debelopmsnt of a

protocol for the prediction of an optimal skill performance.

-~

- -

A. The Handspring One and One Half Front Salto Vault !

The handspging 1 1/2 front salto vault as perfgprmed inp
mén's artistic gymnastics is a common vault seen at the
senior level of competition. In the tuck position the vault
is categorizied in the family oﬁ’vaults having the highest
base score 9.8 ( FIG Code of Points, 1980 ).
| This skill 1is confined to general- motion in ‘the
sagittal plane with rotational movement about axes
perpendicular to this plane. In judging, a vault is divided
into 2 pérts, preflight and second flight. The performance
of the handspring 1 1/2 front salto vault proceeds from a
support phase to landing in which the trunk goes through
approx{mately 37 radians of rotation, A schematic
representation of the vault is depicted in figure I.1.

i
R

B. Statement of the Problem

The purpcse of this study was to deQelop an approach to
the analysis of human motion which will allow individual
assessment and prediction of an optimal performance of a

movement and which further considers both anthropometric and

environmental constraints.
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The development, specifically, will proceed through the
study of an individual's performance of a handspring one and
one half front salto long horse vault in men's artistic

gymndstics.

Lim%}ations ‘ '

The limitations'ﬁithin this study involved the use of
existing body segment parameter data,; the data reduction
system and approacﬁ EVailable, and the athlete investigated.

Dempster k1955) conducted his original reseaﬁéh on male
cadavers ranging in age from 52 to'83 yéars of age. Clauser,
McConville, and Young's (1969) data, on kegmental center of
mass, was based in large part on Dempster's dats. The
anthropometric characteristics gf these cadavers°éaahot,be
correlated highly with a 22 year old male gymnast but thééq
data a}e the most complete and most appropriate that are

available nonetheless., «
The data éollection from high speed cinehatography is
subject to errors associated with the physical imperfections
due to camera and projector lens optics and ‘possiblii
camefa/projectbr misalignments; In addition to these errors
random error can be attributed to the researcher's ability
to locate defined points during the digitizing procéss.
‘These errors were controlled for as much as possible by’

strict adherence ' to standard filming protocol. Data

smoothing was also used to attenuate the experimental error.
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The athlete investigated, after the; performance.
assessment data was collected, ceased to be an active
. gymnast. ‘Thia pfevented the study's practical

recommendations from being implemented by the subject.

Delimitations

The study was delimited to the ’tudy of the preflight,
push-of £ (on-horse), and postflight phases for the
performance asse;smént ~and the spush-off. and postflight
phases for the predi&tion of an optimal performance. Th?ee
repétitiong (trials) ‘were used for this investigation. The
film transpdrt rgte was at 100 frames per second.

. )‘

Definition of Terms

Acéuracy the max{ﬁum amount by which the result differs from
the true value - measurement with smali-systematic error
(Beckwith and Buck, 1973, p. 94);

Postf1ight Phase ﬁhat part of thé second flight from the
moment the hands lose contact with the horse up to the
moment before the feet contact the landing mat in the
handspring 1 I/Z‘Eront salto vault.' \

PPécisIon the degree of agreement between repeated results -
measurement with small random errop»(B%tkwith:and Buck,
1973, p. 94). '

Prefl] ight includes the ruh, board contact, preflight phase,

and horse contact up to the moment the hands lose

contact with the horse in the handspring 1 1/2 front



salto vault.
Pref] ight Phase that part of the preflight from the moment .
the feet leave the ‘Soard up to the moment before the

hands make contact with the horse in the ha%éspring 1

1/2 front salto vault. -

PUQQ;Off Phase that part of the preflight from the moment

-he hands make contact with the horse up to the moment
before the hands lose contact with the horse in fhe
hahdspring 1 1/2 front salto vault.
Second Fl.ight from the moment the hands leave tﬁs horse, up
. to and including the stand in the handspring 1 1/2 front

salto vault.



11. REVIEW OF LITERATURE
The review of the related literature for the pur%oses
of this study was divided into the literature pertéining to
the handspring 1 1/2 front salto vahlt and the literature
related to the use of optimization in the study of human

movement.

A. Handspring One and Oné lklf Front Salto Vault

The handspring ! f72’ front salto vault <can be
catégorized in the family of handspring vaults. The
handspring vault is a much simpler vault requiring less
angular mémentum than is required in the seconeé flight of
the handspring L1 1/2 front salto vault. In spite of many
biomechanical differences the results obtained in a number
of handspring investigations are worthwhile reviewing here.

Dianis (1979) studied the handspring vault as performed
by Io’female gymnasts. He used cinematography to measure
kinematic variables. In correlational analysis between the
judges' scores and kinematic variables, Dianis found that
the preflight angular velocity appeared to be related to the
contact time on the horse and th§ second flight variables
such as height and distance. However the angular velocity
was not found to correlate significantly with the judged
scores based on the kinematic variables. Dianis (1980,1981)
further developed his 3 segment model of the handspring
vault ‘ into a mathematical model which aliowed the

manipulation of kinematic variables. In his model, Dianis

9
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assumed that the wrist to center ‘of distance was a

constant during the time the gymnast was WM contact with the

horse., In describingxthe repulsion p' se B

J":.
L
_-l

N

upon the horse. The reaction to this forcé}¢“

(1981) wrote

that the gymnast is "capable of ;f5lrting a force
) conjunction
with the kinematic variables_ of the body at the conclusion
of the compression phase, determines the aft;rflight
char;cteristics of .the wvault" (p. 36). Dianis, however
concluded that for the handspring vault this force during
repulsion had a minimal effect “on the after-flight
characteristics. Bruggeman (1979) reported similar findings
and concluded that for well executed handspring vaults the
gfmnast possesses effough angular momentum in the preflight
that "during support on the horse a further. increase’ of
rotatary impulse 1is not necessary"(p. 19). As will be
m?ntioned later, these results were not echoed for the more
demanding after-flight of the handspring 1 1/2 front salto
vault. Dianis (1980)' disclosed that at least for the
handspring vault, a long after-flight is probably the most
important kinematic aspect of the vault, This.variable may
be considered to be its performance criterion.

Bajin (1979) &evaluated  the temporal and angular
kinematics of the push-off phase of the handspring 1 1/2
front salto vault as performed by 4 of the world's top
gymnasts. When talking about the innovations being made in
vaulting, Bajin pointed out that the "push-off has become

the most important phase of the total vault. It is also the
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most difficult” (p. 1). He contended that an excellent

push-off was characterized by a complete stretch during this
phase. The purpose of Bajin's study was to assess the
extension achieved in the the active joints by these
gymnasts. He found that the near end vaults had a greater
contact time on the horse than those vaults in which the
hands contacted the far end of the horse ( further avay from
the board ). Bajin reported that for near end push-offs the
shoulders were dominant whereas for the far end the lower
back and hips dominated. The vaults assessed in thig study
were peformed in competition between 1974 and 1976. At that:
time the vaulting horse was divided into two zones, near and
far end, thus the distinction between the two vaultsy In
1982 Cheetham studied 23 handspring 1 1/2 front salto vault
performed by accomplished university gymnasts. He did‘npt
distinguish between near and fa:;:nd vaults and his -data
does not allow for interpretation of such a distinction. It
is this author's opinion, based on observation, that most
vaults perfomed today contact approximately in the center of
the horse closer to the near eJd. Dillman, Cheetham and

Smith (1985) found that for the 8 finalists in the 1984

.Oiympics the average distance from the front of the horse to

contact for the handeﬁlng 1 1/2 froht salto vault wés 0.71
meters. The range was between 0.45 andM.0 meters. The horse
is approximately 1.6 meters 1in length, One <can then
speculate that on the average the shou;ders are the

predominant joint during the push-off from the horse when
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pcrtofhiﬁg a8 handspring front salto type long horse vault. :
Bajin (198b) used cinematography to ovalut‘ the
handspring 1 1/2 and 2 1/2 front salto vaults as performed
by the then World Champion, Roche from Cuba. %ajin foun¢d
that both vaults had similar ceater of mass displacement
profiles. He suggested that the weakest component of the
vaults was the repulsions technique. The gymnast d4id not
have complete body extension immediately after push-off from
the horse. .
Cheetham (1982) attempted the identification of those
preflight variables that affect the thre{ main postflight
variables of the handspring 1 1/2 front s%lto vault. These
postflight variables were height, distance of the landing
from the end of the horse and the angular velocity. Chéetham
reveéled that for his subjects, there were no significant
correlations found getween any of the preflight kinematic
variables and postflight height and angular velocity.
Cheetham listed that the postflight distance was:
1. directly related to the distance and time 8f
preflight ' :
2. inversely related to the angle of take-off
3. 1inversely related to the chgﬁge in horizontal
velocity on the board,
4. directly related to the horizontal take-off velocity
5. inversely related to the vertical velocity on horse
contact (Cheetham, 1982, p.246).
Cheetham also pointed out that all but one gymnast exhibited

’
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an impulse on the horse. Dillmsan et al. (1985) in their
descriptive analysis of the handspring front salto  vaults

al%brvcd a vertical velocity imcrease “‘ to almost 3.0

meters per second (p: 110). ' .

8. OPTIMIZIATION

\

Luenberger (1973) described optimization and ;ii

[ ] .
potential with the following: L
It offers a certain degree of phxlosophlcal elogancc
that is hard to dispute, h it often offers an
indispensible degree of operational simplicity.
Using this optimxzation hilosophy, one approaches a
complex problem, involving the selection of values
of a number of interrelated varigbles, by focusing
attention on a single objective designed to quantify
performance and measure the quality of the decision.
This one objective is mhximized ( or miminized,
depending on the formulation ) subject to the
constraints that may limit the selection of decision
variable values. If a suitable single aspect of a
problem can be isolated and charaterizied by an
objective, be . it profit or loss in a business
setting, speed or distance in a physical problem,
optimization may provxde a suitable framework for
analysis.

It is of course, a rare situation in which it ¢

is possible to fully represent all the complexities
of variable interactions, constraints, and
appropriate objectives when faced with a complex
decision problem. Thus, as with all guantitative
techniques of analysis, a-particular optimization
formulation should only Dbe regarded as an
approximation. (p. 1) '

The use of ma;heﬁatical_programminngr optimization is
still a relatively young subdiscipline in mathematics and as
such iés use in the study of human movement. is just
emerging. The -first mention of the extremization of a
performance index was in 1961. by Nubarrand Contini., fhere

t reported research i the area until 1968
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(Beckett an¢ Chang). Yet-tt was not until 1971 that Chov and
Jacobson acﬁﬁally attempted an optimal control problem
approaéh to the study of a motion., It is interesting to‘noto
that since Nubar and Contini's pubfﬁcation th;ro have been
approximately 50 research publications to date but 50
' percent of thoif have been r{ported in the literature since
1880, ‘ '

The study that sparked much.of the research in the area
was that of Nubar and Contini (1961), in which they
‘postulated that the extremization of a performance index
might be man's adaptive process in movement., Intuitively the
authors suggested that "litble trace of uncertainty is
apparent in the movements of the individual. Rather, his
pattern of motion is generally precise at each instant, as
though it }ere in obedience to some strong inner rule of
conduct. This rule seems concernéd with the reduction of
exertion to a minimunm aﬁ all times consistent with the task
assigned” (p. 380, 381). Nubar and. Con:jni stated their
minimization problem as the individual's selection of a set
of 5oint//3é3ements such that an effort function was
~minimized/consistent with imposed constraints. They defined

“
their effort function as exertion or muscular effort as

related/g; energy expenditure in all muscular activity, as a

product of a constant, the joint moment squared_;nd the time
of its application. The authors illustrated their theory's
use in eliminating the indeterminacy in the equation fqf a

static case equilibrium example of a 5 segment body

b
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representation in 2 dimensional space. They also suggested
that a dynémic case may be handled using the techniques of
the calculus of variations. |

| The next teamuqf reseachers to consider studying human

<

motion under a mimimum principle was that of Beckett and

A

Chang (1§%8, 1969). They hypothesized that in well-learned
ébtivities.such as gait, man would move in such a way as to
minimize the amount of mechanical work done. To assess their
'hybothesis, the‘authors investigateé the swing leg in nor;al
walking. The leg was modelled as a rigid body chain, and the
equations of motion were derived. They then imposeéd forces
and moments at the joints of the leg to produce motion that
was consistent wjith the geometric constraintswy?nd which
resulted in minimum energy expenditure. The simulated
kinematic - profile was compared with experimental data
reported in the literature. The results appeared to compare
reasonably Weki, thus sdbportinéﬁ their hypothgsis. They
further investigéted the amount of work done as a function
of cadeﬁce. They found_that there was é sharp decline in
.energy expended as the speed was reduced to a critical or
ideal cadence after which ;ontinued slower walking sgpeeds
resulted in a slow increase in energy requirements. THey
concluded stating that, "e@#s would seem to indicate that
for a given 'individu;l fhere is ‘a givéh distance with a
minimum effort.~Giyenlthe parameters of the body one can

determine this gait by analysis" (Beckett and Chang, 1968,
po 153). ’ . T sy
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Chow and Jacobson‘Uégd'meg%anical energy expenditure,
as didxhupar and Contini, as the basis for the derivation of
their performance criterim1? They attempted to improve -on
one of the shortcomings they associated with Nubar and
Contini's study, ie. "that although the effort function,
being chosen is selected on the basis 4 mathematical
tractability and bhysical dppeal, ther- .« no apparent
connection to the physiology of the musiie activating
system" (Chow and Jacobson, 1971, p. 263). Therefore, Chow '
and Jacobson based their performance, criterion on external
characteristics and on experimental characteristics of
certain functional relationships‘of skeletal muscles. Using
the tension-velocity and length-tensioﬁ/ relationships and
EMG characteristics they stated mathematicalfy that muscle
force was a function of neural stimulation, muscle length
and velocity. Confiningi their discussion to one-joinf
agonist/antagonist muscles, the authors assumed constant
moment arms. Utilizing these assumptions and characteristics
they formed a cost function which related mechanical energy

expenditure proportional to mechanical work ie. the integral

of the square of the net moments:
W = constant ISU'(t) dt.
o]
Chow and Jacobson described the programming approach

that they used to study the human movement of gait. Their

description of the approach can be considered the standard



format taken by most researchers that followed and is
therefore quoted here:

To formulate the problem structure, specification is

required of: (a) an appropriate mathematical model

for simulating the functional behavior of the

locomotor  system; (b) kinematic and dynamic

constraints on the basis of gait information; (c)

initial, terminal, and "inflight",conditions; (d) an

optimality criterion that can be extremized to yield

the actuating moments and other quantities of

motion. (1971, p. 246) :
Chow and Jacobson used a 2 link representation of the lower
extremities and introduced appropriate constraints to ensure
a realistic simulation of the gait pattern. The optimal
gontrol problem aonsisted of three sub-optimal problems
6orresponding to each of the three phases of the study.
Sthte constraints were imposed on the problem which were
phase specific. The constrained problem was reformulated
into an unconstrained one using a penalty function

-
technique. The problem was then solved using a first-order
algorithm for the seatrch procedure and a fixed integration
: . _

step size fourth-order, Runge-Kutta for the integration of
the state and adjoint equations. According to Chow and
Jacobson, the results of the simulation agreed well with
experimental studies reported in the literature. A draw back
of this study was tRat its results were not investigated
experimentally with a living subject. Recently Hatze (1980)
has critized this work for making the assumption of constant

moment arms when he reported published results indicating
. »

variances of up to 200 percent.
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mathematical optimization when solving and simulating

Researchers in biomechanics have made extensive use of

indeterminate systems as is often encountered when
invesigating individual-muscle forces abéut a joiné. Due to
the number of muscles spanning a joint, those that are
synergistic and those that are in an agonist/antagonist
relation usually res;}t in a system with far fewer governing
equations then there are unkowns. .Making an objective
decision as to sequencin‘.fnd load sharing for each muscle -
can only be addressed as an optimization problem even if
external force data is provided by, for example, force
pfétforms (vaughan,' 1984). |

Seireg and his colleagues have utilized the tools of
optimization to solve the redundancy problem in biomechanics
since about 1973. &n their first published research, Seireg
and Arvikar developed a model to evaluate muscle forces and
joint forces in the lowﬁ?extremities"ﬁor different static
positions. The autﬁors estimated origin and inserpion
coordinates from anatomical literature. They represented the
29 muscles on the 3 link model by straight line tensile
force representaﬁions directed along the lines jéining the
points of insertion and origin. A linear system of 21
equations was used to describe the model Lith far more
upknowns fepresenting the 29 muscle forces, joint reaction
forces and ligament moments. To solve this indeterminacy,
the authors proposed 4 objective functions:

1. minimum forces in the muscles,



2. minimum work done by muscles,

3. minimum vertical reaction at the three joints,

4. minimum ﬁoments‘carriqd by the lig;ments at theq-three
joints. : | h T -

To evaluate their model and determine the appropriate cost

function, the authors‘investigated two leaning tasks and a

stooping posture. The SIMPLEX algorithm was used to solve

these linear ﬁrogramming'problems.

Selection and examinatiod of the performance criterion
were bésed on the comparison made between the results and
recorded EMG data for 6 superficial musc.e$. Thebauthors
concluded that the performance criterion was a "weighted sum
of the, muscle forces and joint moments. A weighting factor
between 4 and infinity would be applicable to all the
investigated postures” (Seireg and Arvikar, 1973, p. 325).

In 1975; Seifeg Snd erikar extended their work frpm
the static approach to the investigation of gait by means of
a quasi-static approach. Here again, an indeterminate
problem was formed. Slow walking was investigated with the
purpose of determining the muscles load sharing as well as
the joint reaction forces in the lower. extremties. The
objective function used was the minimization of ¢the sum of
“the muscle forces plus four times the sum of the moments at
all the joints. The SIMPLEX algorithm was again uzed'to find
the 146 unknown variables. To show the veréatility of their
method the authors modified the objective function to

include joint reaction forces thus providing a gait pattern
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with the aim of minimizing pain. Again the authors stated
that "in general the theoretical results for every muscle of
the lower extremities showed good correlation with the
reported averages of the EMG pattern obtained experimentally
from different'subjéctﬁ" (Seireg aﬁé Arvikar,1975a, p. 94).
Seireg and others used these models in a number of
quasi-static inveétigations. The linear pr;gramming problems
all consisted of the minimization of a weighted sum of all
the muscle forces and ligameht forces at all the joints. In
additioﬁ to the lower extremities, the redundancy problem
was solveé for the upper extremities (Arvikar and Seireg ,
1978), the spinal column (Seireg and Arvikar, 1975b) and the
jaw,ghand and foot as reported by §eire§ (1982) in-his
review paper "Optimum Control. of Human Movement". Much of
their work culminated in a general purpose interactive
computer program.-which incorporated the.models) allowed for
various objective functions and would solve for the desired
muscle and joint reaction forces (Williams and Seireg,
'1979). To use this program, the motion of the system must be
known apriori and anatomical data must be providéd. The
progrém sets up the dynamic.eqguations using the principle'of
virtual work and uses a iihear programming optimization
scheme to handle the redundant force actuators. |
Another area of research that.has evolved froﬁ Seireg
and his colleagues, has been in the area of synthesis and
optimization of movement (Townsend and Seireg, 1972, 1973

and Seireg and Baz 1971).
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Townsend and Seireg (leZ)‘devoloped a general theory
for the analysis and synthesis Sf biped;l locomotion. Their
6 degree'of freedom model conéisted of a rdgid'body wiéh
massless extensible legs. The authors approached the
analysis of bipedal locombtion in two phases, the analysié
pha;e and synthesis phase. Using motion data, taken from the
literature in a set of dynamic equations, the resuf%ing
controls (forces and moments) were found. In the synt?esis
phase, both trajectories and controls were synthgsized
concurrently to produce an optimal performance of the model
with respect to each of the 3 motion criteria used. The cost
functions used were maximum stability (as characterized by
minimizing the footprint) and combinations of stability plus
minimum energy expenditure with different weighting factérs
(Townsend & Seireg, 1972, p. 82). Townsend and Seireg
concluded that the synthesized trajectories did not resemble
normal human gait but suggeéted their use in invéstigating
concepts of support, stability and energy expenditure. In a
subsequent study, Townsend and Seireg (1973), looked at thé
optimal programming approach with 3 varyihg models of
complexity. Their first model was that used in their first
study. Models 2 and 3 were derived from a system of two
rigid bodies supported by massless extensible legs. The
three models had 6, 7 and 9 degrees of freedom respectively.
Controls were much the same as in their previsgs study
except that they reflected the additional requirements of

control due to the greater numper of mechanical degrees of
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freedom. Similar conclusions to their first study were drawn
by Townsend and Seireg when they used two motion criteria
based on the. m1n1m1zatlon of a welghted combination of the
size of the base of support (footprxnt), enquy expenditure
and magnitude of the system's external and intsrnal angular
motions. .
'

Sgireg and Baz (1971) also developed a simple model for
the analysis and optimization of swimming. Modelling the
fluid dynamics of the swimmer, optimal parameters producing
maximum swimming speed could be sought for any specific body
power. T;e authors also suggested that their model could be
used to determine the effects of arm and leg patterns on
swimming performance (Seireg, 1982, p. 164).

A large part of the research in biomechanics utilizing
optimization has involved solving the redundancy probleh'in

\

order _to predict muscle load sharing and sequencing.

Crowninshield (1978a, 1978b) used a similar inear
programming approach as did Seireg's group to pred: . e
forces about the elbow. In an attempt tc - * ‘arc

synergistic muscle action that was  phys

;gasonable; Crowninshield pfoposed a different
function and constrained muscle strengths. The linear
objective function gropoéed was the sum of the muscle stress
which was equal toTthe ratio of muscle force divided by
physiological cross sectional area. The author supported his
choice by stating that unlike Seireg's choice of -objective
functiéh (sum of muscle forces);'this one did not impart a

»
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.unique advantage to the muscles of the iérgest moment arms,
Crowninshield reported a good correlation between his.
resulfs and recorded EMG activity.

Crowninshield and Brand in 1981 stated that all
optimization procedures required the assumption that the
body selects muscles for a given activity under some
criterion. Here the authors provided a heuristic proof,
supported in part by the literature, for a selection of
muscle sequencing and load sharing based on maximizing
endu;anée of musculoskeletal function. They wused elbow
flexion (3 muscle model) and gait (47 musculo-tendinous
elements) for examples of their nonlinear optimization
approach with an objective to minimize the summation of- -
muscle stress to the n'" power. Using n=3, asserting that
"the objective function chosen had good convexity and was
subject to linear constraints only, the authors stated that
their solution was a global or absolute minimum.
Crowqinshield and. Brand reported substantial agreement
between the temporal aspects of muscle activity prediction
and EMG patterns.

Pedotti et al. in 1978 and in 1982, reported on tﬁeir’
research into muscle force sequencing in human léé;hotion.
Using a 2 dimensional, 3 linked representation of the lower
extremities, 11 muscles were considered for analysis.
Kinematic data and ground reaction forces for two subjects

were found experimentally. Constraint equations in the form

of equalities between the measured force arms times muscle
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forces and observed torques about the knee and ankle were

-

) : . . . . ,
used as constraint equations. Fpur differing objective

functions were investigated:

1
1. Jy =L F, related to total muscular force required to
1 .

produce an, observed torgue;
11

2. J; =L Ff, minimized total muscular force but penalized
)

large individual muscles;

1

3. Jy, =L F/F , similar to J, but demanded larger force
1 lo, max, .

production from the larger muscles, and took into

account the instantaneous state of each muscle since

F depended upon the 1instantaneous leﬁgths of the
mnax
1

muscles as well as their velocities;

1 .

4, J, = X (F /F‘ )2, used muscles most efficiently while
1 1 mxl

keeping their level of activation as low as possible

(Pedotti et al., 1982, p. 150).
\

These four separate performance indexes were minimized at
‘each instant of time. A linear programming approach was used
for J, and J, whereas for J; and J. the constraints were
adjoined to the performance indexes using the method of
Lagrangian Multipliers. A unique feature of Pedotti's
approach, and thus a criticism of previous works described,
is' that predicted results were compared to torque data,
kinematic data and EMG data from the subject being

investigated and not to data reported in the literature
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perhaps from different subjects. The results revealed good
agreement between simuiated force patterns and EMG data when
using J.. ;ven‘though the gait pattern of the two subjects
were simila}, ‘ihcro vere differing EMG and torque data,

Pedotti (1977) aIl‘”f;:Ad similar results in another study:

"despite the si%ila; kinematics, the torque time, courses of
different subjectd - present significgﬁ(//:j::;rences in
agreement with different ‘Eemporal sequences of muséie
activation”™ (p. 53). The other three objective furctions
indicated shééler muscle force durations wﬁen compared to
the EMG signals.

Hardt (1978) addressed the problem of determining
mﬁscle forces in the leg ddring'level walking from methods
similar to those of previous authots (Seireg & Arvikar,
1975a). He modelled the lower extremity three dimensionally
and modelled 3 muscles solely as tension sources with no
time varying quantities. He quantized thg gait cycle into 50
equidistant time intervals. His linear optimization problem
was to minimize the suﬁ of the muscle forces subject to the
joint angle and torque trajectories. These trajectories were
available measures taken- from the literature. The SIMPLEX
algorithm was used as the method of solutioh. ﬁesults wvere
compared to available EMG and force data for gait. It was
found that impossible force requirements were placed on the-
 tensor fascia lata and that there was lack of activity in 7
muscles. One of Hardt's objectives in this study was to

evaluate the optimization approach. He was highly critical
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of the minimum force criterion since it 4id not reflect many
of the properties of muscles. He then ’gormuiatod an
objective function which incorpo;ated some of the known
muscle properties and minimized the instantaneous onergyl
requirements of the muscles. The reéults of this second
optimization did not produce any significant improvement
over the first. ﬁ | _

Based on his findings, Hardt was also‘very.critical of
modelling muscle force-limb movement problems completely
from a mechanical point of view. Hardt's criticism appears
somewhat conflitting or inconsistent if based solely on his
findings. It is unfortunate that Hardt’ did not have ‘the
benefit of evaluating the technigques of Crowninshield and
Pedotti et al. who also reported their studies in 1978,
Hardt complained that the use of the minimum force criterion
precludéd a solution set favouring those muscles with the
greatest moment arms. Tpis was the rationale used by
Crowninshield for selec;ing ~ his different objective
functions (1978a, p. 90). Hardt questioned the use: of
unidirectional force actuators and suggested that amon§
other things the nonlinear maxi;um férée-velocity apd
maximal ﬁofcé-lqﬁgth relationship be modelled, features he
did not incorporate in the second objective function he
evaluated. Although gne ﬁﬁét criticize Pedotti ‘et al. (1978,
1982) for not --justifying their selection of objective

functions, they do incorporate some of these muscle

characteristics in J, and J, (Pedotti et al., 1978, pp.
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i 62-65).

[

Another source of confusion vas the us¢ of a linear.
programming scheme. Hardt . stated that 'nQniinoér
characteristics should be incorporated into the model and

also gave the shortcomings of linear programming. He warned

-

that the use of a linear objective function and constraint

space

limited the number of nonzero variables in a
particular solution to a range between the number of
equality constraints and the total number of
constraints (equality + inequality), the so called
basic feasible solution. Since the demonstrated
solution involved seven equality and no inequality
constraints, only .seven of the 31 muscles were
active at any one time. This is an artificial
restriction imposed on muscle use Dbefore the
optimization is performed. (Hardt, 1978, p. 77)

Hardt still formulated a linear programming problem in his
second optimization. This limitq‘ion associated with linear
programming .may partially explain why Pedotti's M., a
nonlinear objective function, was found to be the best and
why Crowninshield and ;rand in 1981 resorted to a nonlinear
objective function and programming approaéh. 7

Another limitation pointed out by Hardt of the methods
he used is that of static optimization. One may also
question whether Hardt's conclusions are warranted in view
of the quality of his data if one considers Pedotti's
criticism of research in which evaluations are based qn data

L
from different sources. Hardt does however conclude his

paper by erdorsing the use of an optimization scheme to
solve the indeterminacy _problenm, with the provision that

L_'the proper solution will requiré more input as to the
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ph&sio{pgy of the system since. the optimizatiqn process
itself mhstwbq vieved and therefore formulated as an analog
to the real pyst;m rather”ﬁhan as solution convenience”
(Hardt, 1978, p. 7”-,\ v

Patriarco, Mann, Simon and Mansour (1981) continued
with Hardt'; objective of evaluation of the optimization
approaches for predicted muscle forces in gait. These
authdf§ evaluated the significance of various factors which
contribute to the formulation of a muscle force optimization
solution. They used Hardt's (.1978) 31 muscI: model. As did
Hardt, they evaluated two cost functions, a minimum sum of
the muscle forces (Seireg and Arvikar, 1975) and an energy
cost function simitar to that proposed in Hardt's 1978
paper. This energy function was aeriv;d from a relative
rather than an absolu;e‘measﬁre of energy consumption of the
. myscles. PRatriarco et al. (!981Y”also made corrections to
Hard£'s model to:acqpunt for tendon lengths. To determine
individual muscle forces, the ‘joint tOﬁgues and kinematics
were required ééilihput into tﬁe model.  To assess the
accuracy of these data, the authors derived these values’

independently using MIT's and the Boston Children's Hospital

Gait Laboratory's data reduction systems on the same raw

_+ data taken from the same subjects. In addition to the two

+

objective functions, evaluation was carried out using
physiologically -based constraints on the muscle ‘forces.

Using the SIMPLEX algorithm the problems were solved.
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The authors found that the results (patterns and
quantities of force) were crucially dependent on accurate
determination of kinematic data and calculation of joint
torques rather than on the performance index selected. The
physiologically based information in the form of constraints
on the 13%1:;fual muscles supplemented the opt1m1za;1pna
procedure, medning that it gave béfter results. Théy
admitted that the joint. torgues actually dominated the
puscle force distribution solution and that, they were more
influential than the mathematical technigues and assumptions
used to compensate for muscle redundancy. Probably the most
~interesting finding of this was that
of all_criteria er»judging the validity of muscle
force solutions, the temporal pattern was least
sensigive to errors. Consequently, the choice among
ditferent models and approaches solely on the basis
of Tdneral qualitative behavior of the muscle gait
pattern should be viewed with caution because of the
ease  with which the general “pattern of
flexion-extension can be realized. (Patriarco et
al., 1981, p. 520) ®

This is the most widely used validation technique employed

by those authors reviewed to this point. "

In yet another 'New Technique to Solve the
Indeterminate Problem', An, Kévak, Chao and Morrey (1984)
proposed a new objective ‘function and used a static, linear

= \
programming. approach to solve the redundancy problem about
the elbow joint. An's objective function differed from
Crqwninshield's in that instead of minfmizing the sum of the
stresses, the upper bound, a simple variable for all of the

muscle stress, was minimized. The authors compared their

&
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approaéh to the solution used in previous studies: a) the
sum of the muscle forces, b) the sum of the muscle stresses,
c) the sguare of 'a)' and d) the square of 'b)'. A nonlinear
progré‘mrﬁing’walgorithm was used to solve c) and d).“he
authsrs réborted that their approach compared favourably
with results.obtained in d). They defended the use of their
method over others by stating fhatvit has the benefit of
mathematical efficiency (a linear programmin§ approach) and
that it "allows w solution which considers more even
distribution “of muscle stress among all 'synergistic'
muscles” (An et al., 1984, p. 367).

A possible problem associated wiLh these previous
indeterminacy studies was alluded to in Hardt's. (1978)
paper, that of static or quaSi;static approaches. The
moments being investigated are continuous in.timé yet the
model, and approaches, are discrete with respect to time.
The gquestion natura. arises as to how these static
approaches truly simulate dynamic systems, a guestion that
as of yet has not been addressed in tﬁe 1itérature. Two
possible reasons might explain the lack of continuéus t ime
models. First, to include the dynamic aspects of the system,
the objective function would be extremized subject to
ordinary or partial differential egquations. This would
commonly involve an optimal control problem with both state
and control variables. The only example of this form cited

so far has been Chow and Jacobson's (1971) study in which

the state variables were the generalized coordinates 1i.e.

+
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joint angles and their first derivatives, and the controls

———

were the muscle forces. Most of‘ghese problems are nonlinear
‘and involve greater mathematical complexity than those
static case examples discussed A;o. tar, Secondiy, and
probably the most significant, is that biomechanists very
seldom have the luxury of having state or control
traj;ctories stated analytically as pagametric functions.

~What is more common is sampled data at discrete time points
such as is available experimentally from high speed
cinematography. This wusually adds 'additional mathematical
and computer demands  since all processing such as
hintegration must be done numerically. However, ‘;hese
potential problems have not prevented other researchers from
looking at optimal control ofrﬁuman movement .

Morel, Bourassa and Marcos (1985) Jlooked at human
locomotion using an optimum control problem approach. Their
approach and problem was veﬁgjsimilar to the study presented
by Chow%éna Jacoq.yx (1971) described earlier. The state
variables were the twé’lgireralized' coordinates (hips and
knee angle) and their first time derivatives. The control
variables weregthe joTﬁt"forque§. The objective function, as
with Cth and Jacobson, related to energy expenditure
through an expr%ésion of mechanical work. Adjoined to this
cost "function was a penalty function to handle the
constraints. There were a few gi;ferences between the two
gtudies, but these appear to be minor. For example, a Newton

- .

Raphson instead of a Runge-Kutta integration scheme was used
-
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i% Morel's study. No nével teéhnique or new f{ndings about
gait were provided as a result of this paper.

‘Ghosh and Boykin (1975 and 1976) stuéied the Kip-up on
the horizontal bar using an optimum control approach under a
minimum time strategy:’ The authdrs represented the human
subject as a three segment link model. They used Hanavan's
(1966) mathematical model tg measure the subject's inertial
properties. The control variables were the ;olunta*y muscle
torques at the shoulder and hips. Contrdlled constraints,
described as functions of the state variables, were obtained
from direct experimental measures e subject. The state
variables were the ‘@eneralized coO rdinates representing
angular position and thaﬁf first time derivatives at each
rigid kedy link. Defining ‘a Lagrangian and then the
Hamiltonian for the system, Ghosh and Boykin derived
Hamilton's equations of motion. This analytical approach is
seldom used by others since most studies have more than
three degrees of freedom SHatze, 1981).

A skilled gymnast was filmed while performing a kip-up
in which he was asked to complete the skill in the shortest
time possible. The lack of agreement between méééured and
simulated results in ‘the state trajectories, was attributed
to the large scale deformation observed in the trunk during
theﬁ“actual performance. The authors _suggested that the
difference between a measured and simulated minimum time
might be explained by the folloﬁing:

1. the actual motion was not the gymnast's minimum,
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2. the rate of change of the torques was not consfdefed,

3. the spring at the shoulder and hip was too simplistict
and

4. thefe may have been a significant difference between the
extrapolated portion-of the control limit functions used
and the gymnast's actual torque limits (Ghosh and
Boykin, 1975, p. 199).

Even though Ghosh and Boykin admitted to ’havinq
numerical difficulties with their approach they do cénclude
by saying that the approach is viable. They surmised that
more accurate solutions could be found if improvements were
made with respect to the methods for determining average
joint centers and muscle torque limits. They -also
recommended that more efficient numerical schemes for
constrained nonlinear optimization problems be found. Their
approach required 136 x 10° bytes of storage, and about '6
seconds per iteration. Ghosh and Boykin reported that one
solution required 125 iterations. .

Campbell aﬁd Reid\ (1985) presented a simplified model
of a golf swing to 1illustrate the applicability of an
optimum control theory approach to the study 6f complex
human skills. The authors employed the resultant torques at
each hinge as the «controls 'for the triple pendulum
representation of the downswing. A Lagrangian formula:fon
was ‘used in the .equations of motion which were stated in
canonical form. Campbell and Reid used a Cybex I1 to collect

joint torque values for the shoulder and the wrist through a

»*
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range of velécity values from 0 to 300°/sec. Although this
was an impfovement over Ghosh and Boykin's (1976) method to
arrive at torque ‘constraint béunds two limitations were
encountered. First, no values could be found for the upper
torso. A constant value, equal to the maximum observed upper
torso torque was wused for the minimization problem,
Secondly, the predicted sdlutiqns were beyond the range of
veldcities measured so a linear predicter equation was
required. A similar problem was encountered by Ghosh and
Boykin.

| _Campbell ané Reid (1985) investigated two objective
functions. The maximization problem was identified as the-
club h#ad velocity at impact. The amount of mechanical work
required to drive the ball 250 yards was chosen as the cost
function for the minimization problem. Constraints were
augmented to the performance criteria using a penalty
function and a steepest dq§cent-ascent algorithm was used to
solve the problems. The authors éubmitted that,
in optimum control studies of complex human motions,
a simplification that is made is to use the joint
actuator's torques as the system controls. This
assumption will produce feasible solutions only when
the controls are properly constrained ... The
results of this study indicate that the methods and
equipment for determining torQue constraints in

simplified models be improved. (Campbell & Reid,
1985, p. 531) .

The preceding discussion of the literature has dealt
with studies in ‘which the state and control histories were
discrete data. Some \authors posed their models as being

static or quasi-static to compensate for the available data
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which in ﬁost cases came.from_cinem&tographica} analysis. In
the dynamic cases Chow and Jacobson (1971), Morel et al.
(1985), Ghosh and Boykin (1975), and Campbell and Reid
(1985), most of the differentiation and .integration had to
be handled numerically. Chow and Jacobson were the only
authors to coﬁment on the consequences due to the limitation
of using discrete experimehtal data: "in eagh integraqion
step, the control histories u(t), state trajectories x(t),
and groundvreactions (X(t), Y(t)) are rep;esented by their
values at the end points. Presumably such a 'discretization’
could have an effect on the quality and convergence rate of
the computation™ (1971, p. 281).

Campbell and Reid (1985) and Ghosh and Boykif (1975)
attempted-to express their control constraints analytically
as functions of the state variables, position and velocity.
However, this still left the authors to contend with solving
the state and co-state equatiorns at n number of discrete
points, enough to give an adequate sample to display the
.ptrol and state trajectories.

} Gruver, AYoub and Muth (1979), and Gruver and Sach
(1980) aesigned an approach to determine an optimum lift. "A
lift that would be performed by an individual optimizing his
performance consistent with task constraints". (Gruver and
Sachs, 1980, p..191). These authors modelled their lifter as
a five rigid body linkage moving in a two dimensional plane
with feet stationary. The constraints were anatomical

limitations, ®tate rates, and task specific constraints,
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i.e, 1lifting materials, destination and possible path.
Mechanical gpergy was used as the objective function. The
constraint variables were the net voluntary Ebrques at the
joints. Two lifting methods were used: a) straight knees and
b;nt back and b) bent knees and straight back. ‘Three
different lifting tasks were constrained, 1. foot to
shoulder, 2. waist to shoulder and 3. foot to waist. These
authors were now faced with solving an optimum control
problem of minimizing a functioﬁai subject to differential
equations, boundary conditions, and iHequality constraints.
The authors use a Ritz'approach to approximate the states
thereby converting the oriéinél minimization problem into a
finite dimensidnaljnonlinearrprogramming problem subject to
linear Fpnstraints; The states were approximated by special
functions' that were twice con;inuously differentiable. The
problem was solved using a modified gradient projection
algorithﬁ; One";an only speculate as to how great the
computer demahd{ might have been for the original problem
when Gruver et al. reported an averfige of 300 Kbytes of
storage and'éfto 10 minuﬁes of CPU time per optimization
~using this f&irly efficient optimization algorithm, ‘

| Hatze  1(1976, 1980, 1981, 1983) has repeatedly
criticize@?the approaches taken by the previous researchers

to solve the redundancy problem in human movement. His main

. )
areas of contention, some echoed by the same researchers he

- . - D - ——— —— > . -

. . r

' the approximating functions were due to Slots and Stone
(1969) who specified the displacement-time curve of the free
joints of the body.
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has criticized, are the use of voluntary torques as the
controls, lack of adequate muscle mo§els,' the over
simplification of the system's dynamics by the linear
models, the accuracy of the body segment parameter daﬁa and
kinematic data, the appropriateness of the objecﬁive
functions used on the models, and the use of EMG data as a
means of model validation. Since it is not the intent of
this review to cite specific opposition for each individual
work, Hatze'; research and his approaches to resolve the
above shorEcomings will be giVen,

In 1973, Hatze proposed his concept of optimal control
of human movement. As he stated "K{ an individual repeats a
specific motion under similar edvironmental conditions a
certain number of times, the motion will change in a
particular way. For the healthy individual we may assume
that this adaptation goes in the direction of optimizing the
motion in question" (1973, p.138). Hatze also submitted that
a mathematical approach to motion optimization would be
highly beneficial to the practitioner in terms of economies
of time and effort. He believed that the usual trial and
error approach was very time consuming and reqQuired
favorable conditions and sophisticated training methods to
be highly successfﬁl for motion optimization. He
acknowledged Beckett and Chang's principle of optimality and
suggested that - for well learned <cyclic motion, the
performance criterion is probably the minimization of the

total ehergy expenditure. In his concluding statement he set
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the stage for the next stép of his research. To tackl;Lthe
problem of optimal cont}ol, he contended, the first step "is
to build a general model of the human muscle which allows
for all possible states of different types of muscles in the
body which predicts correctly the energetic situation for
each possible state"” (Hatze, 1973, P.141).

Hatze described his skeletal model in a 1974
publication and gave a fairly thorough examination of its
use in the time optimum control problem of a constrained
kicking motion (1976). In this project Hatze used his model
to simulate the optimum motion in a kicking task under the
performance criteriop of minimum time. The task consisted of
kicking a target in the sh;rtest time, starting from a set
initial condition, hanging down relaxed, and ending at a
predefined terminal state space. Hatze's modelling differed

h}(om others in that he had formulated two interdependent
;*ﬁgéms to describe the dynamic behavior of the
muéquloskeletal system. The complete set of differential
equations governing the motion of the system was divided
into the Jink-mechanical set and the musculo-mechanical set
of equations of motion,

The link-mechanical equations of motion were set Up
using a Lagrangian formulation where the two generalized
ccordinates were the hip and knee angles. Taking the first
derivative of these coordinates as two additional state

variables the equations were expressed in canonical form,

The right hand side of these equations, the nonconservative
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generalized forces, were treated as being the sum of the
passive torque (due to tendons, connective tissue, etc.) and
muscular torques across the respective joints. Hatze (1977)
in a generalized formulation and discussion of his control
equations and model, extended 'this right hand side to
include external forces or torques such as wind resfstance,
external friction, etc. (p. 801). Of these forces, the most
important were the muscular torgues, as these were the
connection between the link-mechanical part and the
musculo-mechanical part. "These moments are created
internally and can be controlled in a highly organized
fashion. Indeed, it is these quantities which (indirectly)
contain the control. parameters of all the muscle groups
involved and which‘ enable the biosystem to form a rich
variety of coordinated motions" (Hatze, 1976, p. 105).

The total muscular torque for a given joint is equal to
the sum of the moments due to each muscle group spanning the
joint in question. Hatze held that there were only five
muscle groups of significance in this two dimensional
_kicking action. Hatze further defined that these moments
were equal to the muscle force times its moment arm. Hatze
had assumed a stationary axis of rotation for the hip and
knee in deriving the equations of motion in the linked
mechanical system. He does howeverrpoint,out that this could
not be gxtended into the formulation within -~ the
musculo-mechanical part because of the influence of the

instantaneous axis of rotation on the magnitude of the
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moment arms, ’

Hatze made the distinction bcfveen his muscle, model aﬁd
those used in the optimum control problems previously
referenced by‘writing that: "none of these models account
for the peculiﬁ% behavior of the stretched and ;£imulated
muscle, and possibly even more important, they all exclude
the two physiological contr61 parameters; motor-unit
recruitment and stimulation-frequency change” (Hatze, 1976,
P.109).vHatze gave a set of four.dﬁ!fktential equations to
represent the dynamic behavior of each muscle which
contained the two neuromuscular control parameters, motor
unit recruitment and stimulation frequency. Some of these
phenomenological behaviors represented in these equations
are the force - velocity - length - time - active state
relationships existing in the contr?ctile element of muscle
(Hatze 1976, p. 112).

Hatze described the equation' formulation and
measurement of required parameters in a series of papers
(1977b, 1977c¢, 1978, 1981) and in his book devoted to the
topic; "Myocybernetic control models of skeletal muscle”
(1981). These details are beyond the scope of this report.
One of the major criticisms one can direct towards Hatze in
his reporting is the lack of detail, wusually veiled in
complexify. Even in his most detailed deéscriptions one is.
left wondering --how to obtain <crucial parameters, for
instance his control parameters for motor unit recruditment

and stimulation frequency. Hatze (1981) wrote in his Book,
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his most detailed thesis, "a detailed dclériﬁtion of the
_experimental and computational procedures for estimating the
neural input control functions zl(t) and v‘(x,t), imt..., m'
from electromyqgraphic recordings is far beyond the scope of
this monograph. Indeed, these @96313 and techniques are so
complicated that their detailed deseription requires a
separate treatise” «p. 96). It is wunfortunate that the
. segmingly very important techniques have not been reported
in the literature. This information deriQed from EMG signals
will also be discussed later.

Having defined the squations of motion for the
link-mechanical system and the musculo-mechanical system and
having found the required parameters, Hatze's optimum
control problem was to find the admisséble controls,
stimulation frequency and motor unit recruitment, which
transferred the state from its given initial position to a
final position in the shortest time possible. . time
optimal problem in which the right hand end point of ghe
state trajectories was able was solved using a
differential dynamic programming algorithm. The results
revealed two significant findings. The solution was not a
global minimum as a ‘similar .minimum‘ was reached with
different controls. Hatze conluded that the "definitjon of
an 'optimum solution' has to be somewhat arbitrary for this
complex system and should, in fact, encompass a certain
range of solutions. In other words there appears to be a

cluster of near-optimum solutions in the vicinity of the

Clr
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(practipally never obtainable) exact optimum solution”
(1976, p.125). The second finding related %o the contrpl
“Jehavior of musculo-skeletal systems, was that for a maximm

effort motion such as was tested, -the controls were ‘of

bang-bang form,

Hatze comp the optimum model solution to the

performance of .sdbject and found that those state
trajectories wh ffered from the predic€§d, were from
motions that took longer. For those living system motions
near-optimal, Hatze found that they wer@ close to the
theoretical optimal process. In addition to the congruency
between the state trajectories asg’/ measured ‘ith electro _
goniometers, validity for his model was demonstrated by the
control variable similarities,

Hatze (1975) demonstrated the practicality of his
method in terms of performance training. In this paper the
author related the way he trgined his subject to perform his
predicted optimal. The initial training, in a period of two
weeks, had the subject repeating the activity with feedback
consisting of time only. The optimum training period used
visual feedback in the form of the current state -
trajectories superimposed on the predicted optimum state
trajegtories., The optimal training proved to be far more
effective than the initial natural Qdaptation. Hatze also

observed that when the subject'fatigued there was a cHﬁnge

from a time optimality to that of an energy optimality.



Ve

o 43

HatzeJ (1977) extended his musculo-skeletal control
modei tc include a complete set of control equations for
general three dimensional motion with n number of links and
m' number of muscle groups. Hatze's research to date has

L4

culminated in a very impressive and .substantial optimum

control simulation of the take-off phase in the long jump.

YHatzei 1981). Here, he simulatqd 0.16 seconds of the planar

'

-motion of a 17 'segment hominoid in a state space consisting

of 42 link-mechanical variables and 46 muscle groups

~ resulting in an additional 230 state variables. The

performancé criterion was maximum distanqe jumped. Further
descriptionlof the metho%i of solution and means of arriving
at the body segment parameters were described in additional
treatisés (Hatze, 1981, 1982, 1983).

Hatze must' Se comhended on his work. There are né

authors that have attehpted a more comprehensive modelling

evident by the quality and proliferation of h¥s research
. [}

2

: . -
of the musculo-skeletal control ‘of#human movement as is"'

pubiicatidns”’Although Hatze's models appear to have great

) . ' _ L
pctential in studying human movement, one must also describe”

his models as being a bit esoteric d Liﬁ‘%art to computer

hardware. and software limitations. Hatze (1981) pointed out

that a total of some 2,300 man hours were required to

comblete the implementation and simulation of the long jump.

In 1983 he suggested that 1in the realm of software

‘development for optimization "only a team of experfs

including system scientists, numerical mathematicians and

-
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fully experienged programmers can master this task
satisfactorily” (p.10). It would appear therefore that
although possessing gréat potential his models may not have
much practical appeal for the aQerage laboratory and sport
biomechanist. This sentiment was also shared by Audu and
Davy (1985) when they stated the following:
| Although the elegant muscle models proposed by Hatze

hold promise for much more accurately describing

many of the recognized characteristics of muscles,

their use in ‘even moderately sized problems appear

to lead to enormous computational costs.; As a

consequence, these models probably preclude their

use on moderately sized computing machinery which

might be available to most of the biomechanics
‘research community. (p. 147)" '

S
fﬂbﬁé.may speculate that the resource demands might partially
acgount for the appareht lack-of simulations reported in the
.ﬁliterature’using Hatze's approach. Hatze has reported his
kick and™long jump and Audu and Davy (1985) replicated
Ha:zéfs kick in a séuﬂy assegsing muscle model complexity.

| Auddxand Davy investigated the significance of muscle
mode 1l comple#ity in terms- of computational results and
computational cost. Using Hatze's (1976) muscle model as
their basis for comparison, they investigated three other

models of lesser complexity and a fifth model in which the

net torques were ysed as the controls for the kicking tasks.

Models 1 and 2 were linear models. Model ! was"ka simple

 force generator in parallel with a 1lineat spring /gnd
dashpot. Model, 2 had an additional contractile and series
elastic element replacing model 1's simple force generator,

Model 3 was structured in the same manner as model 2 but

e
™



45

assumed Hill's \force—velocity relatioﬁship in the
contractile element and the series elastic element was
modelled as a nonlinear épring. The primary difference
between Hatze's model (model 4): and model 3 were with
réspect to the force velocity, activation-stimulation

frequency, and force-length relationship. The authors use

. [

" all of the muscle parameters reported by Hatze (19761 but
used a different optimizatibn approach, amenable to faster
convergence with a large scale problem. The authers found
tQ?t there was close agreemehﬁ 'between the results from
model 3 and 4. They  concluded .Ehat the optimum
ﬁotion-histories could not be.found using the simpler models

«

1t and 2. Interestingly enougn the ogt%mization which had the
torgues as control vari;bles yieldeé optimum state”
trajectorieﬁi that agreed favorably with the results from
modelg 3 and 4. However, the envelbpe of the moments.did not’
.follow the same Eattetn as in models 3 and 4. Audu and Davy

Y. (% 5

. ;é;gSf concluded bgystating that "model 3 which is somewhat
s complex .than Hatze's provided appreciable gains in

»
k
g

L2 ]
efficiency and stability while giving very similar results”

(p. 156). These authors also inY§§tigated the model's.
sensiti&ities to musclé parametéfs. dsing perturbed muscle
lengths for the 1iliopsoas égibp resulted in different
optimal state trajectories for the hip and knee. '"These
results, as well-as others we obtained iilustrate‘the strong
influence of the model parameters on solutions using tﬁese

more complex muscle g

ERRel -

#ls; and suggest that a formal
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sensitivity analysis would be fruitful™ (Audu & Davy, 1985,

p. 156). ., . ..

? . [ f
' DR V)
: 1.7

Finalrkk_’uﬁfgﬁparang the controls for model 4 wigh
those of 1, 21;32 3, the first 3 '‘model controls are not
exactly bang-bang controls. Audu .and DaQy attribute this to
the use of a gradient type optimization algprithm; It is
unfortunate that the authorsvdid not r?plicate mod;lj4 using
their optimization algorithm. A run of model 4 mag“have
p%oauced controls that were- not exactiy bang-bandf% In
talking about the bang-bang form of 'the controls, Hatze
(1976) pointed out that "recent experimental results (Hatze
and Hayes, to be published) seem fo confirm thir prediction
although only approximations to the actual bang-bang

» controls could be observed” (p. 804).

one of the greétest potentials in wusing mathematical
optimization in sport biomechanics is the chance of
prediCtiﬁg optimal sport's performances.'Hatze's (1981) 1long
jump take-of f 'simulation, was an example of the use of
opﬁimal éontrol theory in maximizing the athlete's
performance objective of distance jumped. Although less
numerous than those studies of gait there has been a more
frequen; occurrence of optimal programming in the study of
sport {n.recent years.

Hubbard and Barlow (1980), in their study of pole

) }zgplting, examined the question: "what is the set of inputs

;ﬁgﬁh&ch théfvaulter should choose (given a set of initial

*

t" . :
g’co'ndi_tions) in order to maximize the height of the center of
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. mass while simultaneously clearing the bar?" (p. 34)., These
authors formed a three body, five degree of freedom model of
the vaulter, a static model of the pole and included the
torque dynamics into their overall model of the pole and
Qaulter system. The objective 'function was the maximum
height cleared. Constraints were set up to assure successful
passage ovor;»tbe bar and toeprohibit excessively iarge
applied joint torques. This nonlinear, free end time, 2
point boundary value problem was solved numerlcally using a
penalty function'approach. Hubbard and Barlow (1980) drew a
number of prg#ticalrgbservations for the practitioner with
respect to thfs type of perfo:iﬁnce analysis. They signified
that the optimal torque profiles can provide iﬂformation to
the athlete as to where and when to do work and which muscle

“groups are important. The authors contended that, "it is
better to know when to push and pull (i.e. the optimal
torque profiles) "than to attempt to match one's own
trajectories to it" (Hubbard &;Barlow, 1980, p. 46). They
also suggested that repeated solutions with different
initial conditions, muscle constraints, etc. can give
.information with respect to these gquantities (Hubbard &
Barlow, 1980). |

Hubbard and Trinkle used a simpler model to investigate
the effects of iditiél conditions alghe, (without the
additional complications connected with muscle torgues) on
the maximum height cleared for the Eastern Roll (1982) and

the Fosbury-Flop (1985) high jumps. Here Hubbard and Trinkle
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modelled the jumper as a single rigid bo%y and assumed a
horizontal position of the body at the top of its
trajectory. The Qquestion investigated was that "given an
initial kinetic energy, what is the maximum height that a
jumper can clear (or equivalently), iﬁ order to clear a
given height, what is the minimum initial kinetic energy
réquired) and what are the take;off conditions which specify
the solution complefély?" (Hubbard & Trinkle, 1985, p;'448).
The objective function height cleared, was defined as a
functien of the free variables: the initial conditions
take-off height, take-off angle, take-off wvelocity and
take-off angular velocity. These .constrained nonlinear
programming problems were - solved numerically. For the
Eastern Roll, Hubbard and Trinkle (1982) asserted "that it
is advantageous for the jumper to lean back at take-off
sacrificing some potential energy mgdsinf, so that less
rotational kinetic energy will be requiredi\to become
horizontal at the instant the bar is cleared” (p. 173). For
the Fosbury-Flop, the authors stated the "results show that
the optimag jump always consists of two brushes with the
bar, near but not at the jumper's center, so that the zenith
of the jumper c.m. does not coincide with the crossbar
position (Hubbard & Trinkle, 1985, p. 452).
Hubbard (1984) in his study of 'Optimum Javelin
Trajectories' used an optimizatidn technique to search for
\\\\che optimum initial conditions over a meaningful subsét of

( the entire initial condition space. From the review of the
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literature, Hubbard found that she range was the function of
five initial conditions: take-off velocity, height of
release, angular velocity, attitude angle and attack angle.
Assuming tﬁax in any one throw, take-off height and velocity
are maximum, Hubbard looked at two sub-optimum préblems in
which two variables were free and a sub-sub—optimuq problem,
in which only one .-variable was free.‘" also imVYestigated
the global optimum with the three variables being free. For
this last problém, he attsmpted an unconstrained solution,
but found that it had to be constrained to ensure a legal
throw. Finally, design and environmental parameters were
investigated i.e. minimum allowed javelin'mass, headwind and
tailwind. In shis study, Hubbard demonstrated the
practicality of an optimization approach. For the global
6ptimum problem, had he attempted a ’bﬁUte}force’ approach
(in which all the possibilities are simulated) for say 30
values of the three ffee variables, a total of 30° = 27,000
simulations would :rave had to be ©performed. Hubbard
cautioned that "this number of simulations would require
more than 4 solid days on PDP-11/44 and was Jjudged
unfeasible,” (p. 782).

Vaughan (1985)  introduced a simple general purpose
nonlinear optimization program with an example of a jump
shot in which initial conditions were the state variables.
The gqradient projection algorithm was written in Basic for
misfo-computer use. The'objective function was tﬁe'minimum
'clearind distance over the opponent's hands subject to the

e
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constraints which would.ensure'a successful completion of
the shot, It was the qgthor's intent in this paper to
demonstrate the practicalitf and to promote the use of
mathematical programming in Sports biomechanics. Bavuer
(1982) discussed” the possibility of optimization °'and
demonstrated its use with an investigation of a giant swing
using a two—link\\represgntation of the giant swing. An
optimal control problem was posed in which the total energy
was .to be minimum. The authors used a series expansion to
represent the control function, thus reducing the dynamic
optimization proiflem -to ‘that of an ordinary optimization"
problem. 1In .Eﬁig treatisg, Bauer revealed a perplexing
aspect of modelling; "it is difficult to improve the médel
through comparison with experimental results because one
cannot tell 'whether deviation from reality comes from
inaccurate model or inaccurate performance index
formulation."4(1982, p. 142). Other authors have proposed
t%e use of optimization techniques for purposes of improving
technique. Borysiewicz, Bucka, and Konar (1981) proposed an
optimum control model and procedure an alternative to the
traditional form of training. They used the snatch in weight
lifting as their specific example. Remizov (1984) wused
maximum distance jumped as his objective function in his
investigation of'thé 'Biomechanics of Optimal Flight in Ski
Jumping'., The conﬁrol function in this study was the attack

angle time history.
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Optimization and optimum control have been used in a
number of diverse areas and are recorded here to illustrate
‘the versatility of . this\ logical, systematic approach to
decision-making. Sooné (1273) used optimization to present a
theoretical oétimal design for an archery bow. Vaughan,
Andrews and Hay (1982) use optimization in selecting the
most appropriate body segment parameters to use for specific
studies. They chose the minimi;ation of the difference
between the sum of thé‘measured distal forces and torques
and the' optimized calculated distal . forces énd torques,
squared, as their cost function. Chao and Rim (1973) used
optimization as the basis of an alternate approach to data
smoéthing. In their study, they determined the applied
moments at the joints from displacement data by minimizing
the difference between‘the observed displacement and that
calculatéd Sy solving the equations of motion, Penfﬁd, Davy,
and Singh (1974) used an optimization scheme to solve the
redundancy problem when determining force distributionuin
the tendons of the wrist. Lastly Vaughan, Hay and Andrew
(1982) used anjoptimization approach to solve a redundancy
problem associated with a closed loop problem such as .the
double support phase in walking. In this study Vaughan et
al., investigated two objective functions, the sum of the
faoxrces and torques and just the sum of the torques in the
joints of the closed loop. They found that the .latter cost

function gave better results.
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In reviewing the preceding studies it appears that we
are confronted with a rather consting situation with
respkct to the objective functions chosen by man in the
performance of motor skill. There have been a number of
different performance criteria put forth and most authors
have held they were valid as was evidenced by the
interpretation of their\results. As has been alluded to in
the previous discussion the performance objective of a skill
may be the task de;erminants such as time or distance, but
for those activities of a well learned cyélic nature, energy
may be ¢t ; cost. Some additional answers may lZe in the
comments giQen by researchérs in two separate sets of
experiments. Keller theorized and used an optimization
approach to formulate optimal strategies i@ running (1973,
1974, 1977). Keller used the obvious performance criterion
for foot racing; minimize time to cover a specific distance.
Kellér's results p;ompted him to propose that for races
under a critical distance of 291 meters that the runner
should run at maximum acceleration.‘Hé suggested that for
longer races the athletes accelerate for a time t, maintain
velocity for a period of time and that it would be observed
that velocity actually decreased beyond that period until
the finish of the race. Keller, noted that "runners at
distances greater than 291‘meters often finish with a kick
rather than with- the negative'kick of the optimum solution.

This discrepancy indicates either that they are not doing as

well as they could, or that the theory is inadequate.
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Presumably their goal is to beat competitors rather than to
achieve the shortest time and that goal influences their
strategy” (Keller, 1977, p. 172). Therefore, it may be said
that the performance objective may be very different ‘rom
the seeminglyllogical or obvious. '

Nelson (1983) compared movements which are optimal
undet different objectives.y The specific performance
criteria he considered related to movement time, distance,
velocity, energy, acceleration anq jerk (rate of change of
acceleration). In his paper, Nelson discussed the concept of
performance trade-offs between competing objectivesf He
defined an 'economicél movement' as one "which 1is not
optimal in any single criterion sense (not minimum-time or
maximum-distance, or minimum-energy, etc.) but rather one
which represents a reasonable trade-off Dbetween the
competing physical costs, while meeting the ©primary
requirements of the movement task" (Nelson, 1983, 5. 141).
Nelson submitted that for skilled movement involving
distance and time, the governing motor control strategies
may be designed to meet the primary objectives of the task,
independent of considerations of physical economy.
Therefore, 'as Nelson contends, a single performance
“criterion may be insufficient to describe an optimum
performance, "especially wheﬂ the process of optimizing one
criterion generally pushes the solution to th§ limits of one
or more of the criteria which were included‘;: constraints”

(1983, p. 140).



In summary, optimization has been used as a tool i
study of human movement and has brought objectivity and
economy to the decision-making processes. It has facilitated
the bursuit of the solution of the indeterminacg problem of
muscle ‘redundancy at the joiﬁts. It has given some
;?searchers,the means to investigate and model human control
of skeletal action. And finally, mathematical programming
has been demonstrated to be a viable approach to the

N

prediction of optimum performance in sport.

4



¢ 111. MEBTHODS
The dual purpose of this study was the development and
implementation of a protocol which allowed individualized
assessment of a performance and prediction of an optimal
pertorm?nce of a sport skill which is consistent with
anthropomctric'and‘environmental constraints. ”
The sequence taken in thisxstudy was the assessment of
the performance of the handspring one and one half front

salto vault, the optimization and prediction, and finally

the simulation of the predicted optimal performance.q

«: &
. IR “ !

A. The Subject ‘ . u\ 3@32: . '
L Lo e N o B R

The subject for this study w.as 3’22 ye!!&” ,-kﬁi&ti ‘
e TP P

level national cepmpetitor who has us&d thg??undbptwngigne b

i '
and one half front salto "aulﬁﬁbn competigépn. ‘.ﬁ;“ « NEL ‘%

. g 5}" ¢ .A‘:‘ ) :‘*

A, % VR ©F

' “‘ ‘ ‘a L * %v o o *‘é"

B. Performance Assessment

-~

The handspring one and one h

ront salte lafg horse*
vault as performed in men's‘artisv‘ ” man§ti¢s‘is & common
vault seen at the senior level offfgﬁpctitﬁan. In the tucked
vaults which has a base scoretfg'v§§.8 ( P;G.ﬂ1979 f. A
performance of the vault is?z . :
vhich deductions are made f“‘ iflfbrmanée faults. The
gymnast may recexve up to Q§aa iyﬁnts as a bonus for
‘  is notmally nggn fbf adplxﬂude (height) in

a




the second flight. Ideally the gymnast strives for a maximum

score out of a possible 10, This is achieved by maximizing
amplitude and minimizing performance faults while adhering
to the movement comnstraints required in the skill,

The FIG code of points divides the vault into two
parts, the pre-FIféht, up to the moment the hands leave the
horse, .Bh the second flight, atter the hands leave the
horse up to apd incluaing the stand. General deductions are
made for form violations such as poor position of feet,
legs, bent arms, etc when the vault does not requireﬁit.
SpeC1£1c deductions for the pre- flxght hav; to do with the
body position with réspeﬂi to the horxzontal vhen Phe hands
-first make contact wlth the horse. The major deductions for
the second flight are for insufficienﬁ‘he%ght and distance,

figure III.1

>l

'

Figure II!.1 Minimum Second Flight requirements
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To determine the performanee- variables that should be

measured in ordef to assess a perﬁormance% a deterministic
‘type mechanical model was developed which«tranglated the

sﬁbjective' evaluation of the skill into quantifiable
A
variables. 4

- -
.

The Deterministic Modek‘

The *devélopment of e the detgrmin%sgic model for the
handspring one and one half‘fron£ salto vault consisted of 2
steps. The first consisted of identifying the result of the

skill and subd1v1d1ng it into its point ﬁiduct1ons per part.

N
~

‘The second step was the translation of these subjective

' movement evaluatian vatiables (deductions) into mechanical

quantitiggl A further €dpdivision of these quantities into
- those quantifiable kinematic and kinetic factors which’
kﬁrgéuced t@a&e”mefhadtkal guantities was also perfofmed. The
approach was based in pgrt on Hay's determifistic models for
qualilativg analysis (Hay, 1984). Hay described this mode 1

as being, s
. 4 A et

: -
made up of mechanlcafizsbéﬁtlties, or appropriate
' combinations of wmechanical quantities, and it is so
- arranged that all of tF!’ factors included at one
level of the model completely determine those
+ ~included at the next highest level. It is this"
second feature wh1ch leads us to refer to the model
tic model. (1984, p.71)
]// - ’ ’ »
The result, as previously stated, 1is the points
2
awagded.‘ThQLfinal score the gymnast receives is dependent

as a determini

Qn %he{ bSSgD score, the amplitude (virtuosity) and the
.- « 1 '

deﬂucﬁionsfgiven‘(figﬁre 111.2).

L}
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POINTS AWARDED o

BONUS
BASE SCORE DEDUCTIONS VIRTUOSITY
9.8 ' .2 v

-Figure I11.2 Step 1: Results and Division of the Results .

Vi
*

3

The skill, for evaluative purposes, ' is divided into a
pre-flight and second flight.~Deductions‘consist of génefal
form deducﬁions‘ and specifﬁc ones efor body position,
amplitude and range .(figure III.3).

In the ;econd step” these deductions are e#pressed in
ﬁecha;ical terms. In describing the procedure for this step
Hay and Reid (1982) suggesteé the factors included at this
stage,shouid be mechanical quantities. However they stated
"this rule should .b% digre?ardad ~only when the use of
another term conveys tﬁe sam;]méanfhg in a more concise way.
Thus, for example, it would\bé:mére appropriate to use the
term body position at toudédoyf than the more precise but
much more long-winded terms coordinates of ihe heel at
touchdown, lquths'of body segmgﬂaf...(Hay & Re;d,’1983, p.

272). The 'general body position' will be the term used for

RS

a



DEDUCTIONS

PRE-FLIGHT

+

SECOND FLIGHT

DISTANCE

.5 , .5
. POSITION . '
RUN FORM | - WRT BENDING POSITION

‘ HORIZ .3 o l.a - 1.0

LENGTH BENDING POSITION

.3 .3 .3

~

o

Figure 111.3 Deductions
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example as a simplification for the specific deduction of

bending a particulér limb.

The height and distance achieved by'tﬁe gymnast are

dependent upon those mechanical relationships that influence

. projectile motion, These ¥actors, for uniformly accelerated

motion, are the height of the center of mass at take-off
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from the horse, the take-off Yeloc}ty and angle of take-off.
The height at ‘take-off is;the cumulative height of the horse
and the height of the center of mass with respect to thé
horse. The height of the center of mass .is dependent upon
the athlete’'s physique .and bo@y position at the time of
take-off.

The take-off velocity’ -was modelled using the
impulse-momentum relationship. According to Newton's second

law, Force F can be expressed in the form

- 4 ~

where mv is the linear momentum of the athlete's center of"
mass. Letting t, be the time when contact is made with the
horse and t, the time the athlete leaves the h?fsepéquétion
(1] can be rewritten as 5

F dt = d (mv) ™ .

t, '#'w-
I: F dt mvé® - mv,

3
>

mv,= Jt F dt + mv, ' 12)

1 P ' ~ B

then the velocity at take-off can be expressed ds =

1 tz . .
Ve = ;n" It F dt + Vi [3]

1 . ‘

t, _ , L
where T: F dt is the impulse. These relationships are
. 1 L ’ ' Y

N :
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expressed in block form  in figure III.4. The last major
kdeductidn'can'bccur during the landing depending on how the
athlete Eomeé to a stand. If steps Qre taken or the hand
touches the ground, appropriate point losses will ‘ensue. The
complete‘détermiﬁistic‘model is given in fiéure II1.5. Note
?§§§ "~ there has been no quelling of the angular
'éharacgeristics of the skill. The skill requires that the
trunk during the second flight complete approximately 3=

radians of rotation, however, there are no specific

HEIGHT : . DISTANCE
. 5 ’ : . 5 ."".,
HEIGHT OF'CM ANGLE OF TAKE-OFF
. AT TAKE-OEF TAKE-OFF VELOCITY
HEIGHT | : GENERAL INITIAL CHANGE IN
OF PHYSIQUE BODY POSITIONI VELOCITY VELOCfTY
HORSE . AT TAKE-OFF
IMPULSE _ MASS
FORCE TIME -

Figure I11.4 Second Flight Projectile Mode’
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deductions related to this aspect. The angular disﬁiacement
and manner in which it is achieved characterize the skill
and thus establishes the base score from which the skill is
judged.

For the pﬁfposes of this study the performance
assessment centered on the second flight of the skill. The
pgrformancé’d%riables selected for the assessment are ‘those

" variables found in the deterministic model under the "height
and distance deductions. Even though the second flight was

~used for the performance assessment, same performance
variables are found in' the pre-flight of the skill, ,}or
example the impulse. The variables used to assess the

performance of the handspring 1 1/2 front salto vault are

¢defined in figure III.6 and lysted in table III.1.

]

‘>.¢ Table III.1 Pérformanée.Variables
gl_x_g:_(secon"ds)'%ﬁ ’

TRC'_ 413. . -duration of horse contac  v

TPSF ”a ) -duratlon of postfllght»ﬁ1
DISPMCEMENT(meterS) e, o3

HCMTO ;;ém o ﬁhelght of CM. on leaq;,lé. P

HCM o B —maximum ight of CM in PoE i
HJGD - . -*~f_ -maxlmuﬂ'a§1ght of hip in postifflighe
DPSF ; - -raffge of CM - ¥n postflight

*DJGD g . -distance from end of horse to

. . land1ng

® ' B

Yo
YA
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VELOCITIES (meters/s)

HVHC -horizontai velécity of CM at horse
contact
VVHC -vertical velocity. of CM at horse
contact
HVTO ~horizontal velocity of CM on
leaving horse '
. VVTO . -vertical velocity of CM on leaving
horse »
"AHVH -change in horizontal velocity on
the horse
AVVH -change in vertical velocity on the
ahorse
ANGLES(radians)
AHC ~angle between left horizontal and
' | i line through hands and CM, at horse
. contact
D -angle between left horizontal Qnd
. line through hands and CM&ﬂat hqrse
departure o
AHTO ’ -angle of take-off from the horse
ANGULAR ' |
MOMENTUM (Kg-m’/s) | |
AMPF ‘ -angular mome l  pre-flight
AMPSF ' -angular mom?ggzz postflight

e

b
*

The number of variables séﬁécted for the performance
assessment was less exhaustive than those meaggiﬁg in
Dillman, Cheetham, Smith (1985) and Cheetham (1982). The
purpose of Dillm;n et ai.'s report was that of a descriptive
analysis of long horse vaylting thus the reason for the

large number of parameters. The relative importance of one
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parameter over another was not investigated. Cheetham's
study, "The men's %handspring front one and one half
ipmersault vaulﬁ: Relationship of early phase to
posffijght", measured essentially the same parameters as dig
Dillman et al. Th‘ only varliable from the pre-flight not
_ included in this preseﬁ; study that‘ Cheetham found
correlated significantly w;th a postflight variable, judged
distance, was the change in horizontal velociéy‘ oh the
reuther board. It was felt that due to the distribution of
point deductions® and the co-purposes of optimization and
simulation, the early phases of the skill, the run and board
contact, would not be asséssed directly. {

As mentioned eariier the present study was designed to
ultimately predict an optimal performance. The evaluation of
the performance was necessary to assess the level of
competency and provide valued feedback to the performe{ and
cecach and also to provide the initigl input data into the
optimization solution. Having developed & deterministic
.modgl of the §kill and having determined those performance
variables which could best evaluate the performance the next
step was the actual data collection. The measurement of tlre
performance variables was acccomplished using standard two

dimensional high speéd cinematography.

- - - M . e . o - ——

*The major deduction in the preflight, body position with
respect to horizontal, is virtually never given in
handspring type vaults as the body invariably gets higher
than 20°.
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Data Collection

Data was collected at the University‘of Alberta, The
subject was filmed during one of his practice sessions. A
Photo Sonics I1PL 16mm high speed camera was positiomed 15

’

meterg from the vaulting horse such thatﬂits optical axis
was perpendicular to the long axis of the horse. At a
running speeé setting ‘of 100 frames per second and an
internal LED pulse setting of 10 Hz, a permanent record of 3
performances of the skill in both space and time, was
obtained; The fif% used was 7250 (ASA 400) Kodak Video News
Film which allowed for a 1/800 of a second exposure time
using a 45° shutter angle. The center of the horse coincided
with the center of the film plane. The field of view covered
by this camera .Eonfiguration was 7.8 meters in the
horizontal dimension. The running speed of 100 frames per
second was later verified when the film was developed. The
actual film'speed, of 100 frames r second, was determined
by comparing the number of £ramyzﬂ2xposed to the number “of
light marks put on the film by the internal LED.

The film was later projected, by a fraid V/R - 100
mirror projector, onto a Bendix digitizing board which was
interfaced to a Hewlett Packard 9825B desktop computer, A
conversion factor relating projected image size to real life
size was determined from the ratio of board units for a
- marked reference -length on the horse and the actual measured

length of this reference. This conversion factor was used

for the subsequent- spatial determination of the digitized
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Cartesian coordinates of selected points taken from thé
film.

The segmental end points on the subject that were
digitized were the wrist, elbow, shoulder, hip, knee and
ankle joiht centers for the left side of the body. These
points were digitized for the complete movement starting 10
frames prior to board contact up to and ihcluding 10 frames
past the}stand at landing. Due to thé symmetry of this skill
only one side of the body was digitized and the appropriate
‘changes were made to the body segmental parameters to
reflect this feature.

Dianis (1979) used a 3 segment linked representation
for his model of the héndspring 1 1/2 front salto vault.
Cheetham (1982) on the other hand, used an 8 segment linked
representation for his study c¢f the handspring 1 1/2 front
salto vault. Cheetham included the head, feet and hands as
separate segments in calculations of the subjects center of
mass displacement-time histories. Body segment parameter
data (Dempster, 1955 and Clauéer, McConville, and Young,
1969) ig available such thaﬁ the distal segments of the head
and neck, hand and foot canquu:epfesented as single uhits
with their respective adjoining proximal &egments, the.
trunk, forearm and shank respectively. For the purposes of
this study and for mathematical expediency, the body of the
subject was represented as a system of 5 linked rigid body.
_segments. These segments were the forearms plus hands, arﬁs!

trunk Q}us head and neck, thighs ‘and legs plus feet. The
ey \ \



segmental linked rigid body representation was accomplished

under the following assumptions: (Hanavan 1964, Winter 1979,

Miller 1979): ’

1. The body segments were considered rigid and of constant
dersity,

2. The center of mass remained in a fixed position within
the segment during movement,

3. The mass moment of inertia for each segment remained
constant during the movement,

4. The rigid body links rotate about fixed transverse axes
through the joint centers,

5. The joints were consigdered frictionless.

The system, the 5 segment representation for the
athlete peréorming the skill, has 7 degrees of freedom. In
conjuction with the definition of the degrees of freedom
(Wells, 1967) ahd the Lagrangian formulation for deriving
the‘equations of motion®’,7 generalized coordinates were used
to completely describe the spatial configuration of Ehe body
at anf)oné time with respect to an inertial reference frame.

* The x‘(i-1,...,7) were defined as in figure 1I1I1.7. The
coordinates x, and x; represented the wrist's horizontal and
vertical coordinates with respect to. the origin of a
Cartesian referefice frame located at the reuther board. X
is the angle measured with respect to a left horizontal line

through the wrist joint center. The remaining generalized

coordinates':&e, relative angles measured in the counter

LR A e e R K S

* The Lagrangian formulation for thé\!igations of motion wa
used in the wptimization portion of th study. - '
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PR

4

v

¢iockuise di&é;tion. The dot product identity was used in
;the” calculation  of the angular coordinates. These
génefaLi;ed coordinates were ysed .to assess the general hody
configurétion at critical times in the performance. Prior to
the calculation of the center of maés coordinates, bod?
segment parameﬁer ‘data was selected and anthropometric

measurements made.

Body Segment Parageter Data .

To describe and gquantify the inertial propertiés of the
athlete and to locate the center of mass, Dempster’'s (1955)
and Clauser, McConville and Young's (1969) body segment d;ta
were used. These data consisted of the percentage mass of

~

the 5 segments, the segments' center of mass locations



~ : ‘ ' 4 7

expresseg as a percent of the total length of the segment’

. N, N .
and the radius of gyration expressed as a pecrcent of the

b ’~ . |
total Fength of the segment. The body segment parameters
- used\{ggnthe study gre listed in table III.2. ‘ . ‘

The segmental lengths ~were méésUdi from . the film -
A N )
record. ‘“The assumption previously made for the model with
) v . ) 4 . 7 o * . ' v ’
respect to ftxed joint center location was not adhered to

: S -
during the complete performance of the skill. Therefore, it
A .

was decided that an average lengfh value "be used underiehe
T » :
assumption it wWould better accommodate the assumption made

. . S \
\g fiously for the rigid body segments. The frames of film

digiEized to calculate the segmental lengths were those
L ) - l L

l-deemed’to provide the best\compliance\to pure planar,mgtion
of all body pérts. The preflight, after the gymnasé left\gpe
boé:é up to and including the last instaﬁt of contact (ﬁth
theghors;‘pfior to\the second flightrhas selentedfbedause it

_ best exémplihiéd minimum out of plane motion of any segment.
X;l.th:ee triaISIWere used to calculé;e segméntal lendths,

-.Once thgxsegmentai lengths were degermingd, the body. segment
pa'fr‘ameter\ data was 'uséd,té d\ete;rmiﬁe the location Of the
seémengalé:ehters of mass and;moﬁents‘of‘inerlia, \ )

SO, . Y. :

K 4 . . [ 4 N

Cefiter of Mass vii -
r - &

A .. ' ’ S ' * *
' «+* The séamenta% method, (Hay; 1985) was used . to determihe

2 . LS ;. i _ s ~ - ﬂ :
the two dimensional “JOfation ‘of the center of mass. The
folloving were gs@dlto cafculag&,thé Cartesian coordinates

L4

for'*the center”.

yoo

of mass;, -using the seven geperalized
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‘Ppbordinates: . S o .

~

-Horizontal Coordinate (Xcm)
N ' » . . N

Xem = Z m (x,-(Z 5,4 cos(e ))-d cos(8)) 141

1=l J-l i
v . : /
14
.

;Vett;cal’Coordlnate (Ycm)
/%ﬁ
Ycm = Z m (x,+(£ gll s1n(6 ))+d cos(8 )) {5])"

1=1 1 )=
!H
.

C L3

where:
m = segmental mass
'dl= distance between segment j’s distal endiand its
center _of mass

'lx'= length of segment . ‘ ,‘
~ 0 for i=j »

1 for i#j

. : U X
The first time derivative, ie. Vvelocity, of the' center of

‘o bR
mass was found using central differencks (Miller/and Nelson,
1973) ¢, . S . (J

. | C e
N o ) ‘.s‘ﬂ; ' :
’ R

--—--——---.._--_.;‘_ 3

¢ Central differences were ﬁ%ed through out this sﬁﬁ%y for
the determination of displacement-time histories of -the
- performance variables unless stated otherwise.

/
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Aﬁéular Momentum
The last two performance assessmént variables measured

were the angular momentum prior to horse contact and during
postflight. Using the generalized coordinates and the center

"“of mass data the subject's angular momentum (H) was found

u »
S e | L
, i .

xmV +lw T * [6]

-

using the followihg: .

. & .
?‘ is the position vector from the body'% center of

mass to'sggment i's center of mass, N

m is—the mass of segment i,

V. is the linear velocity of segfient ['s mass
center, . ' ' . §

1 4 L4 B
_1 1is the moment of *inertia ‘of segment / about its
- 1 . ’ \ .
. mass center

Bi is ’re angular veldcity of segment which ‘in

- terms of the generalized coordinates was the .
following

’

b: w =w - iwz for 1=2,3,4,5.

.
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Data Smoothing'ond Error Aosessment
in addition to adhering to sound cxnematographxcal
,protocol dur1ng the actual f11m1ng to minimize experxmental
error, data smoothmg was ’d to further reduce the n&ise
inherent in - the data('A second order low pass. Butte;wq;th
'd;gntal filter (Walton 1981) was used to attenuate the
error in -“b generahzed coordmates. To elmt&ate t,he phase
shift, ~wh1ch;?kesults from a unidirectional pess of the

Q
f1lter, a second pass 1n th*jeverse direction was perfarmed

-

)
rst #d secdnd time Aa.
L3

on the flltered\.data“‘ In . offect thls resultéed in a

fourth-order, zero phase shift f;lterfhgk

derqvatlves were found using central differences
The d:?ee of smoothing is .dependent upon the - cut*—&ff

frequency selected. Selection of the cut-off frequency; waw
: : Py

based on a comparison between various velocity-time plots

derived u51ng firet central  differences with raw

P

d1§placement data and dlsplacemeht ‘data fxltered at cut- off
Y

»

frequenc1es "between 5 Hz and 9 Hz. The plot or plots whch\

best depicted the trend in the data were later selected for

r; .
i

further evaluat1on F1nal selec‘&oirgj a cut off was made‘by »

an evalugsxon of the res1duals between .the f1ltered and raw

[
dlsplacement data for the d1ffer1ng cg}-off f:equenc1es.

McLaughlin, Dillgpan, and Lardner (1977) suggested that

.

. /!
the error associated with obtaining measures from .
Ay film can be reduced to errors of distortion and - .
;32:7 measurement. Relativeé to distortion, it is desired £
to ascertain whether the image recorded and
projected on a screen represents the actual motion. -
With respect to measurement, estimates are needed of

1

if one adhered to good filming protocol,

¢ ¢
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. : - : o

the degree t‘ which an object projected’ on the
analyzer can‘“be measured. (p. 573)

’
To estimate the total error associateg

K4

R the filming and
McLaughlin et
'fin., and ! in.

Disténcgs of

0.35 meters and rers were used Nin this study; An

estimate of the Aty of the measuring procedure was

achieved by redigi g randomly selected frames of film.

. 2 *
Y . L o

s
C. Predittion of an Optimal Performance

] The main objective of t'»/resea\rch was the' predic‘tion
of an optimal performancé"o he handsprlng W 1/2 front

B ¢

salto vault for the subject being assessed To accomplish

L1

this tas&\aﬂ optlmxzaf’%n approach was taken

A human performance optimization problem may be stat"
e %A oY . L
) 2ne‘rally as: -

Identify the 6ptima1 state trajectories &(t)E U, U the~

. . . - [N

set of admissible states, that will minimize (magimize)

s an‘Objeégﬁve"function . - , .
. .’ 4 "_“ . \ . C
3= Flx(t),t] L | (7]
subject to: . .

1. physique, and inertial charactetistics ‘of the.

' } P RN .
athlete; environmental restrictions: and .sport?w

regulations, o

-

2., state constraints . s ' ’
B R )
Y
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' 77-

sy s x(t) < s, ‘ oo \ [8];

“ due mainly’to physical character.'istics;"ie. r‘ange}.
mot fon ‘ - B “;‘1.“

) L]

»~ .

THe cost function is jakin to the result for a skill.

The cost fungtion or res ‘hen for the handspring 1 1/2

front salto vault, as foundfin the deterministic model, was

the points awarded for 'a_perf‘ormanc‘e. Thé ogjecti've can be
achieved by minimizi")ng the point dedugtions or ‘berformance
faui‘ As was stated in prev1 sectio,n:; on th'e
performance asséssment, the major poxnt deductions are found
in, the second flight. Excludmg form deductlons the major
deductions are assoc1dted with the hehht and distance
achieved in the\ posgflight. The probiemef_ mi'nimizingbthe
point deductions"ca’n be restated as a problem with the
objective of maxlimiésj,n‘g' the Height ‘and distance subject to
the appropriate coris“t.ra‘ints." ' !

Prior to”a” more thorough disqussion of the objective

function's explicit form, @m mathemat1cal mode 1 (nust be

, . o -
specified.

- W

For the purposes of this stué’y a mathematical model was
derived for the push-off phase and postflight' phase of the
handspring.1 1/2- front salto vault. ; ‘

Choy, and Jécobson (1971) in their mathematical

model'ling of bipedal gait stated:

e



The obq;ctxve of mathemaq,icaé mcladelli;i\g is: ;o
relate them to the

| .describe ‘the s#hgular ‘motions an
B oveall translatory pmpcess of locomotion. Such?a
. mec amcal descnptxonhs separated from the action
. of the = muscles and .other physiological
céns1derat1ons. ( 247)
#3@”’ % o

-t1fzz1ng the 5 segment body representatxon of the athlete,

figure II1.8, a Lagrang;an appraac'ﬁ was uged to derwe ,the

AU e
equatigns of mgpon. . S

@ ! ’ ., R

To formulate th‘t.ag,rangian ( L. an expression for the
system's fnetic energy,and potential energy was needed. The
ce” !mass, Cartesian coordinates for t‘ﬁ’e' respegtive
1iff are; . (Sl=ith horizontal coordinate; n =i'" vertical .

coordinate)

; §,= x,-4,C,

J | .
n.= x2+d, S, .
§2= x1-1,C,*d,C; '_J ’ - -

' n,= x2+1,8,+3:8; . . ,Af\.‘ Y
~ $3= x1714€,-1,C,-dsCy | (9]
] Mm% X2+1,5,+1282+d,S, | "

&= x -I,c,-l;c,-l,c,-d Cs
' ‘me %4+1151+1:8,+15 S,+d.S.,
. Se= —1,c, 1.ca- 1,c,-'1 Ca-dsCs

= x,+1.s,+1,sq*1353+1 S.+dsSs v

where: “ “
C,=cos(6) = ¢
,Sl=sih(9)

e

T

e 6.=x, . . : »s



Figure [I1.8 Second Flight Model

Y
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) = - .
1%2,..., H 1= 142 .
]
;
N\
Tl" kinetic energy for the i‘" segment is -
1 co2, 2 1 2
\Txg 'z'm‘(5| +n1 )+ 2wax [1o)
)
"and the system's kinetic energy is '
5 ‘
T=¢T (11)
° 1=) . g

. | .
The potential energy for the i‘" segment is

Y

Vemgh: ‘ : d
. X \

e
i ] )
where g is the acceleration constaht due to gravity and h
is the vertical Ca§tesian cootQ{hame of the i‘“vsegmen£'§.
i . ‘
4 , .
.center of mass. The totdl potential energy of the system (V)
[
isgthe sum of the potential energies of the five segments.-" v
N
After differentiation and manipulation the Lagrangian

2

}b expressed as:

L=T-V
- luxBad e A L8 txaxsC ) :
+Az{k,(i;s,-k.’s,)ti,(i‘c,—i.c,)}
+A3{(x (Xy-xa-xs ) Qg+ (x2(x3-%x4=x4)C3) 1}

+AQ{(*|(*,"*.‘i&'i')s.)*(*z(i;'i.'*|‘*|)C.)‘}



aﬂ.h o o . : -
w - | o

A S S
"A;{(Xg(‘."X.'X["X.‘X1)S;)*(Xg(X;‘X.‘X;"X.|"X7)Cs)}

»

"‘B|(*:"*;*.)C.*Bz(J.(:‘*g).(.‘).(g)‘(;)C1 .
*B)(if**:'Z*;*.“i;ig**.;‘s)C. ‘ ‘
+B|(X§'X3X.'X)XQ‘X)X;)C" ) I

cq g .. .o S
+l (X 3+ Xe=2X3Xa~"X3Xg=X3Xe+X4Xs+XaXg)C o
C2 2 2 U .o - .o .o
*B.(x,-x.+x;-2x;x.-2x,x.-x,x.+2x.x;*x’x.*’x;x.)C‘,
) ! v ) .

"'37(X:’X:Xn’xaxs‘*:x.-xﬁ(y)C'g

. Ca e o
+B.(x,-2x,x.-x,x,—x,x.-‘x.xﬁx.xﬁx.x, )Cy s
) PR oo ..
’ +B.(x,-2x;x.-2x;x;-x;x..-)h '+ZX|XS*X.*. ' .
N\ - . .. . . M ® »
2 % , .
+X X7+ Xg+ X X% *Xgx7)Ca \ .

v

’ +Byo(i:’z*;*.‘z*;;‘;*z*3).(.').()*7**3*2*.&‘,&25{1&“‘?"'? Ww‘f""‘

é

KX RIF 2R Ke XX PRI XX )Coy + AF xd 4
TF2(x3-2%ax0+xd) + 2F, (x3-3xaxa-2xpmerxi+ 200K s+ x])

+ IFL (ki 2K K- 2K s 2% X e o
XI+2XaXs P 2Ea X e PRI TN X g P RE) ,

+ %F,(i}-zk,i.-zi,k.-zi,i.-zi,i,+k3+3i.k.+

2% M 200X, + X420 s K g+ 2Re X4 2R g X7 4XT) .

’MQ*:‘Atgsf‘Azgsz'Aagsa ’ ’

-A.gS.-A;gS;- . . | ‘ [13] -
: N | .
< o
L ] . (

whete: . \ *

> \
. Ce=cos(x,) - ; ?

Cr=cos(x,tx,) ' . '
C.-cos(x.)‘ ‘
Co=cOoS(Xa+X5+Xxg) v |

C|°'COS(X|*X.)

v



Cii=cos(%,)
C,z-cos(x.+x.+x.+i73
C.,-cootx.+x.+x,)
Cra=cos(x¢+x;)
C\.‘COS&X1)’
:M-m,¢m;¥m,fm.*m.
A,-m,d,¥m11{+m,l.+m.l,+m,1,
A;-mzdztm;T,+m.lz+m,1,
A,-m,d;fﬁ;1,+m,1%
A.-m.d.+q.l. 3 7
As=mgd, .
B.-m,l.d,+m,l.1,+m.l,l,+m.lﬁi,
Ba=my1,dy+mil,lyaffal, ], " - /
_ B,=m,izd,+m;1,1;*m,lzlg
Bu=my1lida+mslils
Bs=m,1;d,+ms1,1,
VBe=m 1;d4+mgl, 1, ‘ A . "
By=mgl,ds | ‘
Be=m1,d, ’
Be=mgl,ds;
B1o=;;},d,

¥

Ft‘m1d12;mzlt%*mal12*m0112*m3112*11 +

Fg;m;d32+m5112+m.132+m,1;2+1,

2 2 2
Fi=myd; +mal, +mgl,+1I,

F.-m.d.2+m.1.2+1. / » !
F,-h.d;2+l, °

Q



Using the 7pove Lagrangian the equations o Pion weng

found usihg the following formula

e [—E-.-——]-Fx ' [14)

ax . ax

.ewhere Fx is that part of the .generalized force, noﬁ‘dcrivod
 ’u1r°m a potential, corresponding‘ to the gen;ralized
c’coordxnate x. To opt;mize ,height and <distaae:, i the
posttlight’and thus predi;t the optimal p;rformahc; only &Lhe
exte;nal forces and moments were formulated for the push- off\
phaso For 1-1“"nd 2 the general1zed forces'q?re forces
,'Jhereas for i=3 the generalized' force.is a moment. ‘Using
Equation [14) these generalized forces are: o
. . : Feo® L . .
N Fx,=.Mx, + A.{},S)+x,zcl] + A;{(x,-«.)?;+(?,—x.)zcg}
+ As{(x3mxa=X4) S, -+ (X3=%4=%,3)°C ), @ K
Y4 A (K3 mXemXemXg)Ss + (X3-Xy-x5-x4)°Co) .
+ Ag{(x,y- a.-x{ Xe- X7)Sy + (x,- x.-x. Xe-x7)Cy}  [15)
Fx;» Mx, -‘b A;}.i:,c,'x, S, l (A;{(x,-x‘)cr(x,-x.) Sz}
¥, A [(x;*x.-x;)c,—(x; x.-x.) S3} !
+ A, {(x,-x.-x. Xe¢)Ca=(Xy-X4- x.-x.) Su!
-~ A;{Zx,-x.-x.-x.-x7)C.-(x,-x.-x,—x.-x,)S,}*Mg [16]
Fxy= Av{XS,+x,C,} + A3{x,5:4x2C3} + A3{x,5,+x,C,}
’ * Aix, S.+x,C } + Agix, S.+x,C }
» 1‘ B,{(zx,-x.)C.-(ag, x.)x.S } + Byl (2x3-xe-X35)Cy

‘?g,"x.-“])(x'&&t] + B){(’ZX; 2x. x,)C. [}
h J@y LS L ICIN P RIEE NN PRI

2+ -
Ty
. LV T 3 4
L .
‘



in
.
o q
’

8

(2% X0 =X5-X¢) (Xa*Xy*X¢)Se) * By{(2x,-2X0-%4-%4)C 10
qxzx.-zi.—i.:x.)(x.¢i.)s.ol + Bel(2%,-2X4-2X4-%4)C,
S(2%5- 20020 5-x0 ) %0811 ) ¢ By (2%, X4 Ky =Ke-1)C) 4
“(2X3=Xa=Xs=Xg=X7) (Xy*Xs*X¢+%7)S, 3]
ot Bel(2X372X 4= Xy -Xe-X7)C s ‘
=(2%3-2kaky-Ke ks ) (X *Xe %9 )81 5
¢ Byl (2K,-2K0-2x5-Ke %s)Cra | ,
~(2X;22X 42X 5= X¢=X1) (Xe*X;)S 4}
+ Bm{(2&,-5&.-2i.-2x.—k,)c.,

’(2).(,'2).(.'2).(5"2).(.‘3.(7)).(751;} "' Fl*) + qux)‘*n>

+

F)(i)-i.'is) + F.“(*;'ig"i"XQ)

+

Fl(k)'i.'i;'i.'*y) ’ !/

[}
+

A,éc. + A;9C, + A,gC, + A,gCy + AsgCy [171
where | ' | '
Se=sin(x,) ' ' /
S,isin(&;+x,f
Se=sin(xg)e ° S
S,-sin(x.+x;+x.f
~Sio=sin(xy+xy) ' ‘ -
S,,=sin&;;¥
-~ Syz2=8in(Xe+Xs+xg+x,) | . !
S,,;siﬁ(x,+x.tx7)

S-,."Sin(x'*'x-;) . . ¢

Sj;’Sin(X1)' . *

Héving derived the,. expression for Fx,,. Fx, -and .Fx, the
. - 4 i} / i . .
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objective functiod can be expressed mathematically.

The Objective Functxon

f

} .
- Generally, the optlmlzat1on problem was ;o maximize .the

height and d1stance of the postfllght phase of the skill,
From the determ1n1st1c model it was shown that he1ght was
dependent on the/verfipal take-off veloc1ty,from the horse.

Using the impulse-momentum relationship we have:

o

1 ot ' o '
Vy = — Fx,dt+Vy ‘ (18]
t M Ito o ] .

Vv = Take-off, vertical velocity of body's CM

Vv = initial, vertical velocity of body's CM
(de;érmined during thé performance assessment)

.~ t= time of push-off phase.

This take-off ve;ocity (VQQ was used in the following

, -
relationship to find the vertical displacement of the center

of mass: : _ , \

2
Vv *

Height = Yem +

4
. [19)
, - 2g

where Ycm is the vertical Cartesian coordinate for the

body's center of mass at the point of take-off from the

horse. « .
In._the judging of height in the postflight the hips

must rise\\?t ‘least 1 meter above the horse so ehai- no

/
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. . Yo ) ’ . )
deductions are given. If we use the body's center of mass
a . /l i . . .

this translates  into a performance objective which states
that the vertex of the parabolic path of the center gfﬂSS

-+ musy’ be Qregtqr than or equal to 1 meter plus b above the

" hqrse"
. . . | 4

|

2 1.0+b+ht. of horse [20])

where b}is the difference between CM and hip height. b was
found durihg the 'performance assessment from the film

 ‘records of the vaults. The height element of the objective
\

function was ‘

A

sz .

t , X
29 - (1.0+b+1.35? . [21]

(J1= ch +

The distance component ' of the objective function is
dependent upon both Vv, and the horizontal take-off velocity
from the horse(Vhf). From the impulse-momentum relationship

we have ?
thlJ!Fx,‘*Vh ' [22] ~
t ]

which is used in the projectile equation to determine the

-

distance achieved in the postflight

X g R

"
Distance = Vﬂtﬁhq+ /va+2gh)/g (23]

e
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where .h ii&cm ét take-off minus Ycm at landing.
I1f the gymnast i§ to receive the  maximum points for
this aspect of‘thé vault he must'laﬁd 2 meters past the end
of the horse. This would mean thép from th; positioﬂ St_
take-off“relative to the end,of the horse () the range 4n
the postflight must be greater than or equal to (2.0+r)

meters. Therefore, the distance element of the objective

funetion was
Jz= Vh (Vv + Vv *+2gh) /g - (2.0+r) | [24)

The explicit form of the objective -function is then

L2

14 .
J o= {Yem + 5o— - (1.0+b+1.35)} +
m(<vvf+/vvt,’.+zgh)/g - (2.0+r)} ¢ [25]
A

<

Preliﬂﬁnéry observations durijg the optimization process
revealed that nonexplicit constrain’t‘n Fv, and 'Fh!
produced \nrealistic fo{fcasts of tbe height and distance
achieved. To. rectify this problem, without introducing
encumbering complexity ~or making drastic chpges to the
proposed approach of this study, penalti functions 'were 
introduced into the objective function.

ﬁillman et al. (1985), in their study found a range of
between 2.74 and 3.01 meters for the héight of the center of

mass in the postflight for the handspring 1 1/2 front salto
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vault. Substituting Dillman et, ali's resultse into ;hé a

expression for height yielded

2
Vv ¢ o

2,74 S Yem + 29' s 3.0 4 - [26]

1

which when expressed for the final velocity ié‘

»

V29(2.74-Ycm) s Vv s V2g(3.01-Ycm) . (27)

\ )
Dillman et al. also found a range of between 2.24 and

.

3.38 m/sec for the take-off velocity from the horse. Using

this range and taking into consideration the athlete's
physique and body bosition (Ycm) the bounds used in this

study- for Vv, were
L

lower bound(VYLB) = maximum between (2.24,/?9(2.74-ch),

upper bound(VYUB) = minimum between (3.38,/2g(3.01-Ycm).

The penalty function was expressed in terms of parabolas. If
Vv! was calculated to be betwéen its lower and upper bound

- {he penalty, P(Vvt) was equal to zero, If Vv, was greater
than its 'upper bound, the penalty for this constraint

violation was ’ 2
_ ' 1)
" P(Vv,) = (Vv,- vYUB)® | | (28]

Similarily for Vvtlless than its lower bound

I
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P(Vv,) = (V- vyLB)} o - [29)
» o ) v
. / . \

This penalty function is depicted graphically in figure
111.9. It can be seen that the farther ‘away from the

feasible region [&VLB,W‘UB] the greater the penalty.
The distance compgnent of the objective function waﬁAa
more complex expression dependent upon both Vv, and Vh . In

addition to the.dependence:on velocity, distance was also

l .
dependent on the athlete”s physique and body position..lt_

take-of £ which determined the h value which directly

affected time of flight. Under these circumstances a penalty

function for horizontal velocity and distance itself was

(vvis) (VYus) Vv,

Figure I11.9 Vertical Velocity Penalty Function
- F

=
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intréduqed into the objective function.
. i ) ¢ . X
Dillman found the rdnge for Vh to be between 3.01 and

3.97'm/sec. Using a similar form as for P(Vv')'the penalty

function P(Vhl) vas as fbllows“ ‘ R
N (Vh' -,3.01)2 :for3Vhl <.3.01 -
P(vh ) =1 0 ‘L :far 3.01 s Vh < 3.97 ~ [30])

(w"‘-'s.sn).2 :for Vh > 3.97

' Dillman et al. (1985) also  reported postflight times of

 between 0.87 and 0.97 ‘seconds. Ignoring air resistance,

] C )

possible postflight distances were easily calculated® to lie
betveen 2.619 and 3.85i'meters beyond the take-off position.
The penalty function associated with the postflight distance

was

-
-

LS

(Dst - 2.619)? :for Dst < 2.619
P(Dst)= { O <for 2.619 < Dst S 3.851 C (311

(Dst - 3.851)‘ :for Dst > 3.851

\ . '
A penalty function approach appeared to be the most
logical means of incorporating the implicit requirement of

sufficient angular momentumifor‘the postflight. The minimum

'absolu;e postflight angular momentum from the performance

' Qig{ipce = horizontal velocity times time.
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‘assessmgnt'was used as the penalty function's upper boun

» —o”

(AMQ). *The 1oier bound fAMx) was calculated using the
shbject's inertial properties’ and .the average meximum
angular velocity for the postflight given in Cheetham's

study (1982). Theifolloﬁing was the ‘penalty fuhction used

(AM - AMl)z 1for AM < AM,
P(AM) = | 0 :for AM S AM'S AM (321
. o » v -

(AM ‘.AMU) sfor AM > AMu

.

W~  vwhere: -, K | ‘

. .
t
AM = I! Fx,dt + M « [33)

-]

) 4

and AMN is the averaye preflight angular momentum value for
’ ) , s - -

the 3 trials.

4
i

In summary, the OBJECTIVE FUNCTION which was a’
,maximi;atioé of height and distance, also contained penalty’
functions for Vv, Vh, distance andiangular momentum. The

final form of the objective function wa%)

; Vv!2 - .
minimize J = -{(Ycm + 23 (2.35 + b))

R (w!(\%+ A Te2gh) /g - (2.0+c))}

+ P(Vv!) + P(Vht) + P(Dst) + P(AM) .[34’
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D. Method of Solution -
'] * ‘
The Rayleigh-Ritz Process

Implicitly the optimization problem was to find the v

({35]

;ubject‘ to specific constraints. Assuming thaf'fx(t)f
Celaﬂt!], vhere to-O and t, is squal to the time spent on
the horse, a functiopal form af the-generalized coordinates
x(t) was not available.

In the assessment of the performance, the film, from
which the gener;lizqﬁ coordinates are derived, is a series
of still pictures taken of a continuous event. The
eléctronic storage and -processin; of the generalized

"coordinates Sﬁ'a digital computer implies'a finite data set.
As Gill and‘Murray stated "cleafly it, would be impractical
to stoge\the finite, but enormous, set of values of x(t) at
l;ch m;chine-representablé’point in the intefvaf. Instead,
we must be content with storing a reasonable amount of
information, from which a satisfactory approximation to x(t)
can be constrﬁcted' (Gill ;nd. Murray, 1981, p. 272).
Utilizing the Rayleigh-Ritz approach the discretization of
the optimization problem was accomplished by approximating

the generalized coordinates x(t;\by the functions %(t) which
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.

are finite linear combinations of basis functions (Simpson,

1969 and Gelfand & Fomin, 1963 ).

q
Rit) =L cw(t)
je! ) )

. (36]

‘ ; /
whgre.cJ are a set of coefficiente and w)(t) are a set of

basis functions. The basis functions used were polynomials:
W= t)7'. Specifically the generalized coordinates were
approximated by fifth degree polynomials*:

x(t) = g(t) = co+c|+c,t2+c,t]+c.t‘*Cst5 (37])

3 Instead ©f a problem in which the independent variables
are continuouy functions, substitution of [37] into the
objective funct produ;ea a finite dimensional problem
where the polynomial <coefficients were the .unknown'
variables. To acquire the initial gquess for the optimization
problem} a fifth degree polynomi#l least sguare fit was used
for each of the seven géheralized coordinates from one of

the three trials,
The integrals within the objective function were solved

using a four-point Gaussian Quadrature scheme (Gerald, 1973,

------------------ '

‘tifth degree ploynomials were chosen since they best
represented the trend in the data when compared to those

fits found using third degree, Chebyshev and Legendre
polynomials.
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: ’ .
P. ’32). Use of this integration scheme with the Rit‘?
approximation was suggested by Gill and Murray (1973, p.
107). This vas based on earlier work by Herbold, Schultz and
3.:9; (1969)- who showed that the qﬁidraturc errors are

consistent vith the errors of the Ritz approximation.

Time of Horse Contact
In the ihpulse:bomentum relationship, the change in
momentum can be affected by an increase in the force applied
or in the £ime of its application or both. Since the
prediction of the optimum performance is directly related to
the impulsev on the horse, both components making up the
impul se were considered in the’ opt}mization problem
KYormulation. Therefore, in addition to the 42 unknowns,
associated with the generalized coordinates, t, . was
introduced as an independept variable. However, the use of
this variable set a restriction oa the source of the initial
guess'for the 42 polynomial coefficients.

« The time of horse contact was constraineg::;tween upper
and lower bounds. The maximum and minimum times for the
push-of f phase found in the three trialg were used for the
upper and lower bounds for horse contact time t. Due to the
poor extrapolation .properties of polynomials (Conte & de
Boor, 1980, p. S54), the initial buess for the generalized
coordinates was determined from the least square fit of the
data from that trial from which the upper bound for t was

taken.
9
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- Numerical Computation | '
The optimisation problo;‘ of tﬁil study , vas ‘thc'
minimizétion of a nohlincar objocti;o !unct%on -uijoct to“
simple inequality bounds on the varinbloi and nonlipd‘r
inequality constraints. The -conitraingd optimisation .
technique employed vas the Cbmplcx‘mothod, 8 direct search
method. The subroutine COMPLX/DCOM, supported Computing
Services at the University o6f Alberta vas';uszd: This
xsubroutine is based on Box's 1965 constrained version of the
Slmplek (or Polytope’) methpd. |
" Generally, the Complex method finds the local
minimum* of a constrained function of n. indcpeﬁdcnt
3Aridbles. The constraints as described in the desesiption

of the subroutine COMPLX are "inequalities of the form
gs xsh, i=1,...,m [38)

where the implicit variables'7;”,...,x. are functions of the

explicit variables XoveoorX o Thektir:t n constraints are
termed explicit and the last Q-n are called implicit”
0Univefsity\o£ Alberta vrité up Rg!7.0977)

The basic operation inh the program is that of
over-reflectlion. Since £ﬁis is a- constraine§ problem two
operatioqs were used to assure a point's feasibility and to.

ensure that progress was made. These operations were : .

'Gill and Murray (1981) prefered td use the term Polytope to
avoid confusion vith the Simplex method for linear
programming. - ‘

*to find the maximum the negative of the minimum is sought.

*
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s, moving haltvay tovardl <the centroid in the event that &

teisl point violatod an implicit constraint or in the
ovont that ) trial peint proves ltill to be the vorst,
and 4
b. moving inside 'an cxplicit. constraint by an amount,
0.000001 in the event that a trial point violates it
(COMPLX write up R247. 0977) .
The iterative procedure as doscr:bed by Box (196%) and later,
by Rao (1979) is as tollows
[ ¢
step | Generat ing the K 2 m+1 vertices of the Complex
‘alsuhing an initial feasible éoint x® = x:,...,x: is

‘available, the remaining (k-1) points are found one

at a time using a random number r‘((o,l) and
= 9“ rl(h:- gx) (39])

Equation [39] ensures that this point satisfies the
explicit constraint8. If this trial point violates
an implicit constraint, operation a. is used, and
repeated if necessary, to make the point feasible.
Proceeding in this manner the k-1 permissible points

are generated.

step 2 Over-reflect ion
The objective function is evaluated at each trial

point. The point, X corresponding'zz the largest

-~



: l "
\

\ |
tunction value is roplu.:od by a nev trial polnt'x':

L]

»

Xe (Yea)X- aX , '« SR . teeY -

v {

vhere X = centroid of tm/‘rouining p\oﬂ'ﬁ—(l{

(1965) recommended a }ctloq;idh factor a - 1.3)
. b l

\ ) B ‘
sth‘;.To;t for Feasibll ity _

A}

operations a. and b. are. used and repeated i

nocostary, ultimately a pctmiiniblo point is fo
. " step-2 and step 3 are repeated as long'u)pt'odruo
is made ie. the objective function c?ntinuol to
~converge tovards a minimum. The program willystop
when five consequtive equal' function evaluations

have occurred. . |

The determination of a global minimum ver

minimum can be infer;ed by - restarting E program from
different points and observing if they alliconverge to the
same solution. A rough check was made, as to whcghor the
solution was global, by restarting the program wusing
different random number initiators., |

The COMPLX progra; requires that reasonable bounds b;i
provided for‘ all the variables. :rhc smallest and largest
.polynomial coefficients, found with the least square fit on
the data for the push-off phase of the three trials,’ vere
selected as ghe bounds for ‘the explicit constraints. The-

43" explicit ¢onstrgiﬁt bounds corresponded to the measured
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minimum and maximum time spent on the horse in the three ¢
‘trials. As there were AG data avaplable in the literature,.

the implicit constraint bounds were dgﬁermzned from ‘the'

di§p1acement time-histObies‘of the generalized coordl?ates.

» In the performance. ass‘.'ment, aft®r vthe generalized

cdggbinate data were smoothed and first and second
derivatives calculated, the rﬁpge for each cosrdinate and
its der1vat1ve for each push of £ phase of each trial were
found. The bounds used for the implicit constraints were the

i
averages of these values, with the exception of the limits

for x.(t) ‘and x,(t). Bending of,rﬁe arms and poor position
of the legs can result in deductions of between 0.3 to 1.0 »
or Gp to 0.3 respectively (FIG Code of Points, p. 36). The
implicit variables for the elbows and knees vere rest;ic;ed
to an interval between -0.3 and 0.0 radians. -]

The implicit variables representing theldisplacement of
the generagized coordinates were expreesed as fifth degree
pelynomialg. These variables were functions of the'exﬁficit
variables: the polynomlal coefficients and the time spent in
the push-off phase. The implicit variables de51gnatgd for
the - ‘velocity and acceleration consggalnts were the
appropriate time derivatives of the polynomial»expressions.
For ;eiample* the 1implicit wvariables eesociated with the
‘generalized coordinate xs(t) were: |

“

- /for displacement,



z g 7 | ( ‘{
b'e = X '
59+ a1 24+3 4//1‘
—-— )/
/
) 7/
for velocity, } ;
t /
/
6 ;-2 i
= . /
X, = ;2‘2(3 Dx,.e7 , / (42]
and |
for acceleration,
. 6 . . 3-3 :
rse, = ;‘:‘3(3-2)(]—1)xzmtl (43]
where , | _ \\\.
i=1,2,3,4
and

t = (i ;

e = (i x .25)x
These values for time in the polynomials were chosen so that
there was a consé;;i, for each generalized coordinate 1in
each integration inter used in the four point Gaussian

quadrature.

E. Simulation of the Predicted Optimal Performance
This portion of the study was designed to provide a
visual display of the predicted movement. The approach used

was similar to other studies in which the simulation was

conducted using interactive computer pgbgramming in
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association with computer graphics (Ramey, 1973; Dapena,
1983). Previous studie;jlggre highly dependent on the
operators ability to ‘interact with the program while meeting
the .movement's anatomical rlequirements. In this study an
attempt was made to make the simulation process as objectxvd
- as possible. Although the method did provide for some
interaction between the operator and the computer program,
an pt1m1zat1on schemé‘twés"the primary method in the
decision making process. This was the approach taken for the
| 4

vpostflight phase'of~the”sk111. Simulation of the push-off

phase's mov@hent was a much simpler task.

Movement on the Horse ’ &
The optimizatipy of the skill in the previous section

provided the polynomial coefficients for the generalized

coordinates and txme of contact .#ith the horse Using ‘the

4
polynomial coefficients an8 sel cted times, t €[0,t . the

<
generalized coordinates were calculated for those times. A
stick figure graphics program written on the Hewlett Packard
9825B desktop computer was used to plot the rigid body
reprggentation og\)fhe athlete's performance during the
push-off phase. f
.4

Movement During the Postflight - —

To simulate the predicted postflight, an optimization
scheme was used. The optimization problem consisted of

!
minimizing the differences between the predicted CM
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trajectories and those calculated from the manipulafed
generalized coordinates. The difference between predicted
and calculated angular momentum was also included in the
cost function. Constraint bounds were used on the
generalized coordinates and their first time derivatives to
assure realistic movement 1in the simulation. The cost

function used was the minimization“of dmt:

¢

’ I | XCMOPT - XCMCAL | + | WCMOPT - YCMCAL |

+ | AMOBT,- AMCAL | [44)

where XCMOPT and YCMOPT are the predicted horizontal and

[ 4

vertical Cartesian coordinates for the center of mass

calculated from the projectile equations. The equations were

XCMOPT

Xcm + Vh t : (43]
o [}

YCMOPT

Yea + Vvt - ngt’ [46)

where meoh' cho,and Vh_, Vv _, are the initial postflight
center of mass coordinates and their respecti#e velocities.
'These‘ values were obtained from the pe;formance
“ optimization. Tiée t, t([O,Tp“] where Tp“ was the predicted

time of the postflight, was found using Ycm and

: \

Vv°+/vv°2+29h

Toat® 5 - [(47)
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In the objective Qynciign ( [44) ), XCMCAL and YCMCAL vere
the calculated cen®er of mass values found using equation
(4]. AMOPT was the‘ predicted angular momentum detetmined
from the impulse moment um equation and the optimﬁm

performénce +gtates. AMCAL was the calculated angular

momentum found using‘equation (6]. y ‘

N . .
The Complex. method was used for the extremization of

“the objigtive function yet' a Rayleigh-Ritz procedure to
. P .
approximate the generalizéaycoordinates was not used. The

My

actual data from the pastflidht phase of a trial was used

fj:/}he simulation.
, . The simulation proceeded by first dividing the

predicted postflight time by ten’. This provided 9\$pecific

-~

times for which the body state's were sought. “This

translated into 9 sequéntial optimization problems.

' /
\QQEEE;/GoﬁBecutxve points in time were used in each

t

optimization. The first point was determined in the previous

optimization and was not manipulated in the current

/N///bptiquation", Point 2 was from the previous optimization

except in the first sequence where it was selec®ed in the

same fashion as point 3. Point 3 was chosen from the
generalized coordinate data  from trial 2. The point

selection was based on the point's approximation to the

predicted value. Central differences (Miller & Nelson, 1973)

‘ten was selected because it was felt that 10 equally spaced
_points was sufficient to display graphically the movement of
the body through the postflight.

vofor the first sequence this point was the final state
predicted for the push-off phase,
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¢
<

were used to calculate the required velocities in the!

angular .momentum algorithm. Upon the completion of tﬁés

-

interval optimization, point 2 was retained as the optimal .

state and was used as point 1 in the subsequent interval.
Similarily point 3 became point 2, and point 3 was selected
for the next optimization as before. This point selection

process was repeated for each interval throughdut the

optimization sequence.

- [y

The/terminal state, the last postflight position, vas
selected on the basis of the following:

1. the last optimiZation interval,

2. the three final states observed %n the trials, and

3. the mechanical objectives of a safe controlled landing.

To dissipate the force of Janding and maintain control, the

body should maximize the time in the impulse—momentum.

4

relationship thus reduc1ng the exper1enced forces. Th1§ can
be accomplished by a stretchéd body pos1t1on prfo;
landing. In order to satisfy ,this final state'reQeroment,
the constraints in the final opti;I;étion intervaa were sét
up with narrow bounds to assure the appropriate landing
position.

The constraints Hounds, except for the terminal state,
were chosen as in the push-off optimization. Selection was
based on the ranges for the generalized coordinates taken
from the data on the postflight phasés of the three trials.

The first time derivative was the highest used in the

simulation calculations therefore there were constraints for

’



\*, [Ty

Accompanying each "of the 9 optimizations was a

displacement and velocity oniy.

graphical display of the movement in stick-figure form. This
wvas done to monitor the progress and realism of the movement
gimulation. In addition to the monitoriﬁé, the interactive
format of the éomputer p:ogr;m allowed the restart of the
COMPLX with'slightly modified variables. The modification of
the variables was bpsed on the' values of the calculated
variables in the objd‘live function and the stiéf:tigute
plots. The restarting of the COMPLX optimization alg?rithm
from different 'po§u;s‘ sérved, two - purposes. First it
protected’ against possible unrealiétic or unproducé%ve
searches thus reducing CPU cost and secondly, it assisted in
« + the search for a possible global 'minimum versus local

.
mnima.
“



IV. Results and Discussion ¢
The purpose of this study was to assess the performance
of the hqndspring 1 1/2 front salto Vault by an individual

and then to predict his optimal performance.

A. Performance Assessment s
Error and Reliability of Data

Data were collected. for the performance assessment
using high speed cin;;atography. Thg data reduction process
is subject to experimental error. To estimate the
experimental error in the film analysis procedure knowg
distances were digitized. The aveérage absolute error in
measurihg. known distances (0.35m and 0.69m) was 17.5mm
(s=5.8mm). McLaughlin et al. (1977) suggested that the total
error was equally dist;ibuted between the two points
digitized for the distances and therefore the error band for
each point could bé:estimated as t 8.75mm (p. 573). Ba;ed,on
these results any point could be located in real life to
within *+ 8.75mm. |

MtLaughlin et al.'s (1977) guidelines were used to
estimgze that part of the total error which can be assumed
to be due to distortion and measurement precision, The'
Bendix digitizing board has a coofdingle system capable of
measuring a point to within 0.01 inc}.nes. Twent?‘ repeated

measures of a well defihédl point resulted in a standard

deviation of less than 0.01 inches. Multiplying this

105
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estimate of precision by the conversion factor 0.2586
in}m), used in translating the board un;ts to real life
measures, indicated that the accuracy to which any point
could be lqcated on the digitizing,6 board was within
t 2.59mm. Since the total error was t 8.75mm and the
precision was & 2.59mm;, it can be assumed that the remainder
-¢ 6,16mm wés an estimate of the error due to various sources
of distortion. ; ) .

An estimate of the study's measuring reliability was
found by redigitizing ‘seven randomly selected frames of
. film. The me#m error was 1.305cm (s=0.659).
Data Smoething

Since the digitizéd data were subject to experimental
error, a second order Butterworth digital filter was used to
reduce the amount of error. The cut-off ‘frequency was
selected by first comparing the highest derivative:time
profiles of the unprocessed data and the smoothed data at
variohs. cut-off frequencies. Figures 1V.1 and 1IV.2 are
examples of some of these cqmparisons using the velocities

for the generalized coordinates X; and X,. It can be seen
that, in both figures, the velocity calculat;d using central
differences with the raw data has a noise component. In
figure IV.1, the 4 Hz cut-off produced much more pronounced
smoothing when compared to the 6 Hz cut-off frequency.hThe 6
Hz cut-off more fully represented the trend in the data.

Selection between 6 Hz and ‘'8 Hz was not as obvious a
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decision as Dbetveen the 4 Hz and 6 Hz cut-ofts (figure
IV.1). The 6 Hz agd 8 Hz curves appear to follow iho‘trond'
in the data oqqally as well. ) majdx djifference betveen the
two cut-offs, a tunction of the degree of smssthinqk 15 the
amblitude prior to departure from c1‘ horse. J}t Has been
suggested that cut-off frequency selection can be made by
investigating the power spectrum of the data produced §t
various cut-off frqguencies (wint;z & Wells, 1978 and Conte
¢ de Boor, 1980) . Winter & Wells (1978), used this harmonic
analysis to dotermine a 6 Hz cut-off when 99% of the signal
pover was below the 7th harmonic. Even though this form of
cut-off selection has been demonstrated to be etfectfve,
harmonic analysis was not pursued here. |

Conte ang de Boof (1%60) in their discussion on the
selection of the degree' of polynomial to wuse when
approximating data suggested tﬁ;t a comparison between the
residuals would assigt in the selection process (p. 267).
They contended that if the residuals (errors) behaved
irreqslarly then one could assume that the degree of
polynomial was sufficient. Lf EP’ error behaved in a
somevhat regular fashion not all of the information was
contained in the. approximating vfunctién.. This selection
concept wa.;. tried here. Unfortunately, as can be seen in
figure iv.3 this analys?s revealed onf& that the residuals
behaved in an irregulat_‘fashion. These displays did not
provide any further idfggmation for the selection of the

appropriate cut-off,.
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 Hamming (1973) qQave another possible uaarocch to the
selection of the appropriate degree of polynomial to use in
least-square polynomial approximations. He suggested that it
only noise was left in the residuals, by ;implc prébability,
6ne would expect that s given residual wvould be followed by
one of the same sign one half of the time and by one of an
6ppo;ite sign half ot.:hg time.  Using this description ot‘
fol¥fowing the trend in the daty, the 'number of sign changes
in the residuals wvere determined fcrntﬁe different cut-off
tr)quincio. inv;;tiqatcd. On "the average it was found that ¢
Hz produced tpo few sign changes and 8 Hz produced too 6.ny
sién changes. For example in Trial 2, X,, there were 57, 67,
77 sign chang;s for a cut-oft of 4 Hz, 6 Hz and 8 Hz
respectively for 124 data points. Based on these three forms
of cut-off frequancy selection over the three trials, with
cut-off frequencies between 4 Hz and 9 Hz, a 6 Hz cut-off
frequency vas Selected to smooth the génerelized
coordinates. |
~— )
Performance Variaglos ’
Data were collected for three tria1s of the handspfinq
) 1 1/2 front salto vault. Tge three trials received point
cores of 9.4, 9.5 and 9.0 respectively vwhen qugod. 'An
//jilgustration of the performance of the handspring 1 1/2
front salto Yault is given in stick figure form in figure

/4’ Iv.4. table 1IV.1 1lists all the performance variables

"measured.
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The mean time for horse contact (THC) was identical
“with Dillmaﬂ et-a@;‘s (1985) mean time yet trial two was
beyond the range reported by that study. The 0.22 seconds
value coincideé’more with that reported for near end vaults
by Bajin (1979). The postflight time '(TPSF) was slightly
smaller than those reported by Dillman et al. and Cheethaq
(1982). The gymnast in all tugne trials did not receive a
point deduction for postf: ‘th range as indicated by the
judged postflight variable CJMpi. He was well beyond the
two meters required. These values were within those reported
by Dillman et al. (J985). The gymnast also met the
requirements for vertical displacement in the postflight
(HJGD). The hip, “in all three trials, reached a height
greater than the required 2.35 meters''. The maximum height
that the center of mass attained was slightly lower than the
mean values reported by Dillman et al. (1985) and Cheetham
(1982) but within both reported ranges.

The horizontal velocity of the center of mass at horse
cohtact was less than those values reported in the
literature. However the horizontal velocity from the horse
(HVTO) was larger than that reported by either Dillman et
al. or Cheetham. These diffgrences wvere reflected in the
comparison between the change in horizontal velocity diring
horse contact for the present study and Dillman et al.
study. There was less of a change for the individual

assessed in this study. The vertical velocity of the center

"' 2.35 meters = helght of horse (1.35m) +1 meter
requirement. -
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T#ble IV.1 Performance Variables

VARIABLE
Time(sec)

THC

TPSK-
Dfsplacement(m).
HCMTO

HIGD

HCM

DJGD .

DPSF

Velocities(m/sec)

HVHC

VVHC

HVTO

VVTO

AHVH

AVVH
Angles(r;d)
AHC

AHD

AHTO
Angular
Momentum(kg-m®/s)

AMPF

* AMPSF

TRIAL 1 TRIAL 2 TRIAL 3
0.19 0.22 0.17
0.83 0.81 0.79

2.368 2.338 2.358
2.663 2.63] 2.583
2.720 2.712 2.658
2.723 2.918 2.763
2.917 2.992 2.877
4.395 4.717 3.953
1.417 1.725 1.756
3.728 3.401 4.027
2.760 3.068 * 3.104
-0.667 -1.316 0.074
Y1.343Y 1.343 ° 1.348
0.776 0.612 0.839
1.664 1.726 1.714
0.644 0.721 0.656
-109.866 -100.890 -101.570
-80.929 -75.869 -79.244
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MEAN

<

0

\.
.18

0.81

4.

1

-104.
-78.

.355
.626
.697
.801

.927

355

.633
.719
.978
.636

L] 345

. 742
.701

.674

107
681
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\
of mass at horse contact vas also found to be less than the

values reported in the two previous studies. Nevertheless,

the change in vertical velocity during horse contact, was

greater than that repotted by Dillman resulting in almost"

identical mean velocity values between ~this study . (2.978

m/s) and Dillman et al.'s (2.970 m/s). ’ =
In asseséing the body position at horse contact and

take-b&f, Dillman et al. and Cheetham used a liﬁe drawn

through the hands and center of mass to repfesent the body.

The relative position of this line with respect to the left

horizontal s chosen as the descriptor for the two
positions. The average values measured on the performer were
'slightly greater than the average reported by Dillman et al.
but well within their reported ranges. In trial three the
gymnast contacted the horse at the gqeafest angle, slightly
lérger than the maximum found by Dillman et al. In
conjunétion with a poorer landing, this contact angle might
partially qiélain why tggel 3 waf judged the poorer of the
three vault®s. The greater contact angle found in this study
compared to those found in the 8 Olympiqns of Dillman et
~al.'s study may also be partially explained by the form
error that was common to all threéh trials. This form
deduction is not likely seen at the level of competition
from which Diliman et al. collected their data. The subject
in this study contacted the horse with varying degrees of
bend in his knees. This body configuration raised the center

of mass at contact and thus increased the contact angle

’



value.

Iy ’

To conclude, based on the judge's scores | and the
comparison with two previous studies, the performance of the
handspring .1 1/2 front salto vault, by this subject was
deenmed a typical vault ‘as. per»formed'._‘ffpt a' high lnevel of
competition. ‘There were no consistent differences with~the
results founé»py Dillman et al. (1985) or Cheetham (1982).
Bajin (1979) defined the push-off to be the most.§wportant'
phase in the handspring 1 1/2 front Vvault. This vault then,
evaluated by the degree of extension at take—off (AHD and
HCMTO) and the vertical impulse on the horse, reflected in
AVVH, would be'qonsidered a gegd vault by Bajin's criteria.’

Other performance var.ables measured did not have
comparisons as ‘these were not measured in previous studies.
These yariableé, however, were measured to provide input
variables for the optimization, were found to Dbe
deterministic quantities'?, and were used for subseguent
discussion and comparison with the predicted opt imum
performance. |
Anthropometric Data

The anthropometric data collected for.the subject 1is
given in table IV.2. Segmental lengths were measured from
the film data and averaged ;ver°the three trials for the
pre-flight and on horse phases. Tgpsg data were used in the

calculation of the body center of mass coordinates and the

'+ gee deterministic model Chapter III.
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angular moméntum,

(

Table IV.2 Anthropometric Data

Parameter F9rearms Arms  Trunk Thigﬁg Shanks
Lengths(m)
x(n=123) : 0.288 0.255 0.563 0.450 0.446
s 0.021 0.026 0.037 0.014 0.021
Mass | ‘

total=68.92 kg 3.032 3.860 39.836 13.784  8.408
CM locat ion ‘

(m) 0.092 0.144 0.191 0.195 0,271
Moment of Inertia

(kg®m?) 0.055 0.026 3.195 0.291  0.290

Angular Momentum

In table 1IV.3 data are presented for the angular
momentum calculated for the pre-flight and postflight
phases. Comparison between éable IV.3's values and reported
values is._méde difficult because of the lack of data
presented in the literature on angular momentum values for
airborne skills and specifically for the handspring 1 1/2
front salto vault. Secondly angular momentum is dependeni

upon the subject's inertial properties.
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‘Table 1IV.3 Xngulat Momentum

Trial 1 Trial 2 Trial 3 Mean

Pro-tlight ‘

(kg-m’/s) -109.86 -100.89 -101.57 -104., 11
Postflight

(kg-m/s) -80.93 -75.87 ~79.24 73,68

Hay, Wilson and Dapena (1977)‘ found the angular
momentum for a front salto and a Yamashita long horse
vault'’. The angular momentum was -65.39 kg.mz/s for the
front salto. Averaée values of -60.28 and -30.35 kg.mz/s
were found for the Yamashita's pre-flight and postflight
phases respectively. Miller and Morrison (18975) reported
angular momenta of 93.98 kg-mz/s and 105.95 kg—mz/s for a 1
1/2 and 2 1/2 piked dives respectively. Although these
skills are different from the handspring 1 1/2 front salto
loeng horse vault there is general agreement with what might
be expected. The preflight and postflight values were iarger
>thpn the Yamashita's since 3r radians as opposed to
radians of displacement are expected in the postflight phase

of the handspring 1 1/2 front salto vault. The time of

‘’the Yamashita is similar to the dspring vault dufing
the preflight but is characterized.by a pike/extension
action of the hips in the postflight.
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- \
flight for“the postflight would lie somewhege between the

|

time taken t57complete a standing front salto and the 1 1/2
piked dive. Mqge .angular momentum would be required to
complete 1 1/2 rotations then a single rotation in tuck

(front salto) but less would be required than in the piked

A »! !

position, A

i

B. Prediction and Simulation of khe Optimum Performance
Pfior‘ to the presentation ’of the results fo} the

predicted optimum solution, the constraint bounds on the

state variables and input wvariables required for the

optimization solution will be listed.

Constraints and Input Parameters

Listed in- table 1IV.4 are the anthropometric and
environmental constraints used in the optimization. The
constraint bounds were selected from the performancé
analysis of the three t;ials. For any particular bound the
average value was chosen if the s*=andard deviat{on was
small, otherwise the extrema were ‘al 2 was judged

9
as the best of the three vaults so -z “4ar;ved data was used

as the initial guess in the‘1 . I ' computations,

Therefore, in addition to the above | for constraint
- ? . i
bound selection, to meet the requir&Ment of a feasible

initial quess, trial 2 values where chosen over the previous

4

selections if the value was outside of the selected range.
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Table IV.4 Anthropometric and Environmental Constraints
Variable ‘ Minimum Maximum

Range of Mot lon

x; (rad) 0.751 1.806
X4 -0.300 ‘ 0.000
Xe . 0.000 1.200
X -0.669 0.582
Xy - \ -0.300 0.000
Environmental
x, (m) 2.600 2.850
X2 ' 1,300 1.454
Velocitles
x, (rad/s) "1.533 8.564
X4 ‘ -2.929 7.199
Xy | -8.500 5.500
X -11.700 15.824
Xy -2.700 5.153
x, (m/s) -1.861 ' 2.200
X2 -3.000 3.876
Accelerations ‘
x, (rad/s?) -201,500 - 221.800
Xa -165.100 39.800
Xs -158.200 345.400
Xs -273.550 393.000
X7 -181.500 469.700
x, (m/s?) -57.500 15.200
X2 -5.500 103,100
Time (s)
0.170 0.220

To facilitate a fast and efficient convergence, the
range of motion constraint bound for the generalized
coordinates corresponding to the elbow and knee joints (x.
and x, respectively) were chosen from different data. In the

actual trials there was considerable flexion/extension at
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these two joints. A form requirement was that little or no
bending occur at these specific joints. Therefore, th; trial
2 data -for xe and x; used for the initial guess were
modified so that less bending was possible. The velocity and
acceleration bounds were chosen with the original data from
the 3 trials.

The initial gquess was found by fitting a S5Sth degree
polynomial, using a least square method, to trial 2's
push-off phase data and the modified x, and x, data. This
resulted in 42 state variables., It is the nature of the
complex algorithm, used in the optimization, that the
explicit vamables have constraint bounds. To accommodate
this requirement, a S5th degree polynomial was fitted to the
data for trials 1 and 3 as we}l. The minimum and maximum
values from the trials, for each polynomial coefficient,
were used as the constraint boﬁnds. These values are listed
in table IV.5.

Listed in table IV.6 are the input parameters used in
the indicated equations. The preflight angular ﬁomentum,
horizontal velocity and vertical velocity‘were the average
values found in the performance assessment of the three
trials. The maximum penaig)r\function value for angular
momentum was the maximum value observed in the three trials.
The minimum value was found using the subject's smallest

postflight moment of inertia'* (5.01 kg.m’) times Cheetham's

(1982) reported average maximum postflight angular velocity

- — - e - - - - - -

~'¢ this occurred during the tight tuck position in the
salto.
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(-17.52 rad/sec). The average difference betveen the maximum
posttlxght center of mass height and the corresponding hip
hoiqht was used for b in equation [20]. The height of the
center‘bf mass at landing was chosen from trial 2. Trisl 2's
. landing was judged to be the most effective tcchnique.

L

Table IV.6 Input to Optimization Prpgram .

Variables © Values Equations Used

Angular Momentum (kg-m’/s)

Pre-flight (A"N) -100.89 _ [33]
Penalty Function min (AM ) -87.75 (32]
max (Anu) -75.87

‘Pne-Flight Velocity (m/s)

Horizontal (Vho) 4,355 [22]
Vertical (Vvo) 1.633 [18]
" cM - Nip Height (m)

b ' 0.071 | [21]

Height of Center of
Mass at Landing (m) 1.184 \ [23)
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The Optimal Solution

The initial 'objcctivg tunction_‘value was 50278.5900,
after 30 iterations and 1.1 sec this value vas 2.3124. Three
complete optimizations'® were performed using the best
rclélts obtained from the previous optimization as input
into the current optimization run, Only three were performed
since there was no significant difference between the second
and the third optimization. The final gunction value was
0.0999. This required approximately 14 minutes of CPU time
aﬁd approximately 4500 iterations.

Listed in table 1IV.,7 are the optimal performance
variables. The optimal solution produced a penalty violation
for the horizontal take-off velocity which resulted in a
predicted postflight range (DPSF) that was 6.1 millimeters
greater than the maximum bound set in the disiance benalty
function. The prediction produced a greater impulse as
reflected in the larger and smaller change in vertical and
horizontal velocf§ties respectively during horse contact.
With a smaller predicted horse contact time than trial 2's
time, the force components of the impulse must have been

proportionally greater. This would translate into a more
Vo~

r

forceful push-off on the horse.-

' sRepeated optimizations were performed to assure fruitful
searches and a global minimum.
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Table IV.7 Predicted Optimal Pérformance Variables

VARIABLE

Time(sec)

THC

TPSF
Displacement (m)
HOWO B
HJGD

HCM

DJGD

DPSF
Velocities(m/s)
HVTO

vvVTO .

AHVH

AVVH
Position(radians)
Agp

'AHTO

Anbular
Momentum(kg-m’/s)
AMPSF

N

. a
VALU

~ 0,200
0.900

2,321
2.756
2.827

3.65
3.857

4.286
3.150
-0.069
1.517

1.461
0.715

-87.696

128
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,
Simulation of the Results
The const:aint bounds used . in the% postflight
optimization simulation program are given in table Iv.é.
These values represent the average minimum and maximum
values for the generalized coordinates found over the three
tﬁ}als'é posthight phases. The following discussion, unless
otﬁerwise indicated, will csmpare‘the handsﬁrfhg 1 1/2 froent
\\Balto vaulﬁ as performed in trial 2 wit% khe predicted
optimal. Trial 2 was chosen for comparison because it was
judged the best of the three“p%rforméd vaults and was used

as the initial guess in the optimization computations.

7 -

Table IV.8 Constraints on Generalized Coordinates Postflight

@

Variables _ Minimum Maximum

Range of Mot ion &
x, 2.558 7.076
x; ‘ : 1.098 3.188
X, | 1.514 12.450
X\ - -1.766 -0.200
T 0.447 3.366
X -0.229 2.621
x; \ -2.320 -0.049

“Velocities

X, -3.460 12.470
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X2 | ' -6.605 12,825
X3 - -7.798 22.594
Xq | -9.371 15,610
Xs , -25.3 | 14,119
xs ‘ —15.31" 25.412

X, -19,000 15.653

In figure 1IV.5 the schematic representation of an’

.,actual performance and the simulated optimal are depicted.
Both kineégéms were drawn to the same scale. The individual
pg;itions represented compare approximately, as they were
selected by first normalizing the time interval for both
résults. These diagrams aptly display the resulté of the
optimization. The greater postfligbt angular mom’nthw and
time‘of flight resulted in a body pbsition that was not as
tightly ucked in the predicted performance. The smaller
angular momentum for trial 2 necessitated a tight tucked
position for the s;lto to minimize thé moment of inertia and
thus increase the angular velocity. The optimal performancé
would receive less form deduc¥ion during contact with the
horse. The larger take-off velocities in the optimization
solutions resulted in a greater landing distance and as
demonstrated in figure IV.6 a greater height attained for
the center of mass in the postflight., -

The a;tual performance curve is not a smooth parabolic

curve. This curve does not represent a violation of the

X
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Figure IV.5 Trial and Simulated Performances

Y
o
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principles of wuniformly acée;erated motion but depicts the
compounding error associated with ctnematographical data.
Even though the data for each individual generalized
coordinate were smoothed, complete elimination of the error
without altering the true signal is impossible. A compromise
is made‘in the smoothing process between the amount of error
existing in the signal and the true signal that may be
eliminated. Therefore the curve shows how the existing
e%rors, within 7 separate coordinates may accumulate when
used in‘thé same_algorithms. Errors Qf a similar ‘magnitude
for these curve;\ were also observed for the other two
trials. “

Bajin (1979) indicated that the push-off phase was the
most important phase of the handspring |1 1/2 front salto’
vault. At the time of this study there was still a
distinction bgtween the near and far end vaults. In figure
IV.5 it can be seen that this individual contacted the horse
in its approximate center. Bajin indicated a distinction
between the use of the Hips—and shoulders for the results he
sthigd. If these joints are the prominent ones the question
arises\as to‘which may be the dominant joint in this study
of the vault and if there is a distinction between the
actual énd predicted with respect to the joint actions at
the hips and shoulders.

The disﬁlacement profiles for the shoulders and hips
for the push-off phase are given in fiqures IV.7 and iV.B

respectively. The velocities are graphed in figures IV.9 and
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IV.10. (For comparison. purpd;es the abscissa values were
normalized.) There was greater shoulder extension in the
predicted performance prior to the shoulder flexion’in the
second half of the push-off phase. The shoulder action,
between the trial and the simulation, appear to coincide
with respect to when they occurred. There was greater
shoulder flexion in trial 2 at horse departure yet ‘in both
cases there was incomplete shoulder flexion at take-off.
When domparing the velocities for the shpulder it 1is
apparent that the simulation's clockwise angular velocity
(flexion) was smaller than that in trial two and that {ts
peak was reached at about 80% of the phase as opposed to
approximately 90% for trial 2. '

' The hip displacements revealed a difference 1in timing
as well as in the range of motion. Maximum hip extension
(actually.hyper-extension) occurred earlier and was slightly
larger in the simulation than in the actual performance. At
take~off the hips were already flexed a little in the
simulation. This hip flexion and smaller shoulder flexion
‘accounted for the smaller center of mass height at take-oEf
found in the predicted performance (2.321 meters) in
comparison to the height measured for trial 2 [5.338).
Figure IV.10 also revealed that the veloci{y at take-off was
larger for the simulated performance.

It is difficult to discern which of the two joints may
.be predominant in the performance of this vault and its

predicted optimal. Both appear to demonstrate what Gluck

‘\ P
\
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(1982) has termed the arch-hollow handspring vauylt technique
(p. 91). A gymnast would contact the. ho;se with the
shoulders extended and hips hyper-extended using this style.
To summarize then, both performances demonstrated shoulder
extension followed by flexion. The major distinction between
the two was that the hip flexion commenced earlier and with
a greater rate of change in velocity in the opt imum
performance when cdhpared to the actual performance.
Therefore the recommendation to the gyhnast might take the
form of suggesting that he start his hip flexion earlier and
more forcefully. |
C. Comparison of Predicted Optimal with Other Studies

Panjabi (1979) in a letter to the editors in the
Journal of Biomechanics on the topic of validation of
mathematical models wrote:

The basic dilemma in the process of validation may

be stated in the following manner: W mathematical

analogue can be validated only in a given number of

known situations. Yet the main purpose of an

analogue is to predict Dbehavior in _ unknown

situations. Thus, no perfect validation {Eéﬁqssible.
(po 238) ( !‘,1.

v Vv
Although a perfect validation was not possiﬁ{f;Jan estimate
of the validity of the simulated results vas attempted.

The check of the validity of this study's results
consisted of a combarison between the data from the
predicted optimum, with trial 2 and two previous studies of

the han8spring ! 1/2 front salto vault, Dillman et al.

(1985) and Cheetham (1982). An inspection of the daté in
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table IV.9 revealed good | agreement between the predicted
optimal data and the published dat4. Howéver, differences
did exist between the predicted and published data for the
center of mass velocities. The change in vertical velocity
reflected a consistently smaller trial initial velocity than
the previously published values. Since the final take-off
value was proportionally similar, a larger impluse was tﬁe
tionsequence; Admittedly the horizontal velocity is larger
than the réported averages yet jt. did remain below the
. maximum reported by Cheetham (1982). In making the
comparison between tﬁe predicted optimized data and Dillman
et al.'s (1985) d{t&, Yor the top 8 Olympians, it must be
kept in mind that as Bajin indicated "even with the world's
best gymnasts, there is still room for improvement” (1979,
p. 8).

According to the data presented in t;ble IV.9,
recognizing possicle differences due to sampling technigues
and body segment parameters used, it is congluded’ that the
results *in this stud; are reasonable and represent a vaéid

prediction of an optimal performance.
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®
v. Suum;ry and Conclusions

The purpose of this study was to develop ah approach to
assess an individual's performance and then to predict that
individuval's opﬁ{mum performance. The skill chosen for this
task was the hané)pring 1 1/2.£ront salto vault in ﬁenfl'
artistic gymnastics. The individual &ssessed was an
accomplished gymnast experienced in th; performance of the
particular skill. This study was delimitoé to the study of

t

preflight, push-otg and postfight phases for the
es of the performance assessment . The predictioq of an
) ‘perfogmance was delimited to the prediction’ of the
mo nt in the push-off and pqafflight phases.

The petformance  assessment consisted of first
develc;ping a deterministic mo.del of the task's per‘foaﬁi;e
objective of maximizing the points awarded for the execué’%n
of the skill. The appéoach'tak;n'vas based on Hay and Reid's
(1982) proposed qualitative modelling procedure. Utilizing
the subjective®measurement judging code of points, exeéqtion
faults were translated into measurable ‘ Qechanical
quantities. This deterministi;vmgdgl provided 5 systematic
and logical means of ideatifyinq tﬁe skill's performgnce
variables. . .

Measurement of these performance variables for the
three trials of the handspring 1 1/2 front salto vault was
carried out'psing standard high speed cinematography. The
derived generalized coordinates (Cartesian coordinates and
relative angles for the '5 segment representaﬁion of the
139 ~
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gymnast) were smoothed at a 6 Hz cut-sff frequency using a® -
second order Butterworth Digital Filter. The average time
for horse contact and postflight wgre 0.18 and 0.81 seconds
respective%y, The height and range ot the center of mass in
" the ‘pOStflight were found to be 2.697 and 2.921 meters
respectively. When these values were converted to their
" judged lengths it was determined quantita:fvely that the
subject recelved no execution faults on the height and
distance parameters. The mean body pos1t1on at take-off from
the horse indicated that the subject did not maximize the
heigpt of the center of mass. This body extension has been

suggested by Bajin’ (V979) as being “an impo;;app{fg
deterministic characterlstlc of a successfulrbault Angmia;J
momentum %alues measured for the preflight and postfllght:v
phases were -104.107 and -78.681 Kg- m'/s respectlve}y These
values compared reasonably with publ1shed values for other

~

airborne somersaplting skills. ;

Once having assqgsed the performance asfbein; a good
typical high level performance, ®m predicticn of’an\qpcimal‘”;
performance for this i'ndividual was made. Hav1ng previously
identified the performance result és beihg ipé points
awarded, those perfo nc3§ variables which 1f mamamlzed
would minimize the pgﬁft deductions, were selected “in the
‘formation of the performer's objective function. Postf;1ght
height and ’distance were identified as those variables.
Angular momentum was included in a penalty function form to

assure that sufficient angular momentum was present for
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suc¥essful compleéion of the skill. Penalty constraints for
height and distance were also adjoined to the objective
funétion to assure a realistic solution. The penalty
function bounds were determined from published data on the
handspring 1 1/2 front salto vault (Billman et al., 1985 and
Cheetham, 1982).

A Lagrangian approach Qas used to derive the equations
of motion. A Ritz procedure, using fifth degree polynomials
was used to represent and discretize the state variables
(the general%zed coordinates). A Complex'a}gorithm was used
to solve the bptimization problém? The coﬁstraint bounds for
the state variables were the ranges found for the polynom{al
coefficients from the least square fits on the tﬁree triéls.
The constraint bounds for the generalized coordinate
time-histories came from the ranges determined in the
performance assessment of the three trials, Trial 2's data
was selected as the initial guess in the numerical solution
of the problem.

Simulation of the postfllght s predicted results was
achieved using an interactive computer program which made
uée of an optimization scheme. The cost function used in the
program was the difference between the simulated coordiﬂatest
for the center of mass and the predlcted values Ad301nea to

)
this function was the d1fferenceﬁbetween tﬁo S1mulated akd,»
predicted postflight angular mgmentum qq;nt1ty;\\ .

The predicted optimum displayed greater virtuosity in.

that a greater height and distance was achieved in the
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postflight. Angular momentum was also greater. The suggested
recommendation for the athlete, ag %ndicated by the optimal
resdlts, is that the hips should be flexed sooner and more
forcefully in the'push-dff bhase of the §kill. Comparison of

the results of this study with previously published data on

, the handspring 1 1/2 front salto vault support the

conclusion that the optimum solution predicted valid results

and a feasible optimal perférmance for the individual

-investigated.

Based on the results obtained in this study, within thef
limitations and delimitations of this research,
following conclusions are warranted. \ \
1. The deterministic model provides a systemagfn

logical approach® to define the performance variab
required in a 3erformance assessment. }
2. The optimization approach used in this study is a viable
and practical means of predicting an optimal performance
subject to ‘the individual's anthropometric
v
characteristics, environmental constraints and imposed

initial and terminal conditions.

Recommendations
Based on the p@ﬁtinent literature and on the research

for and in (EEF study the following are recommended as

future research for human performance optimization.

1. The means to acquire human movement state constraints be
b Y

further studied and a data base established.
8
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2. Research into data approximétion for data acqQuired on

- human movement be continued.

3. Nonlinear optimization algorithms, that are easier to
.;;'ié‘;é‘w,}mpleme‘nt,_ are more economical, efficieqt and capable of

PRt ',‘being supported on micro-computer should be made more

accessible to the general sport biomechanics community.
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