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## Abstract

The behavior of multiphase multicomponent systems can be well predicted by Gibbsian composite-system thermodynamics. This approach is used in this thesis to study three different systems of interest: (i) nanobubbles on a flat solid surface submerged in a liquid solution at constant temperature and liquid pressure, (ii) bubble formation, starting with a convex or a concave meniscus inside a finite cone exposed to a liquid solution at constant temperature and liquid pressure, and (iii) comparison of the polynomial equations for the osmotic virial equation and the Margules model, and their application in fitting to solid-liquid equilibrium data of different water/solute mixtures with a eutectic point.
(i) A surface nanobubble has the shape of a spherical cap with a height of tens of nanometers and an anomalously high contact angle (measured through the liquid phase). The conditions for the stability of surface nanobubbles submerged in a liquid solution at constant temperature and liquid pressure are investigated by finding the conditions for equilibrium and the appropriate free energy of the system. It is assumed that on the time scale of the experiment, the bubbles are not in diffusive contact with each other or the gas phase outside the system. The changes in the concentration of the liquid phase and the surface nanobubble as it grows are both taken into account. From this investigation it is concluded that surface nanobubbles can only be
stable if the liquid solution is initially supersaturated, and the contact angle is anomalously high.
(ii) For a bubble starting inside a cone, with a convex or a concave meniscus (depending on the contact angle and cone apex angle), from a liquid solution at constant temperature and pressure, stability analysis has been performed by finding the conditions for equilibrium and the appropriate free energy of the system. The bubble is studied over the whole growth path: inside, pinned to the corner, and outside the finite cone. The changes in the concentration of the bulk liquid phase and the gas phase are considered as the bubble grows. For a bubble starting with a convex meniscus, a stable bubble can only form after passing an energy barrier and if the initial liquid is above a certain degree of saturation (which depends on other parameters of the system). In cases where the height of the energy barrier becomes comparable to the depth of the energy well of the stable point, and if the energy barrier is sufficiently small, bubble "formation-disappearance fluctuation" occurs. For a bubble starting with a concave meniscus, there is always at least one stable equilibrium state, even when the liquid phase is pure, and there is no initial energy barrier to be overcome. In each of the cases, the stable equilibrium may form inside, pinned, or outside the cone depending on the parameters of the system. The effect of different parameters including cone apex angle, cone half mouth radius, contact angle, total number of moles, and the initial degree of saturation, on the stability of a bubble inside a cone are investigated to present a comparative complete picture of the phenomena.
(iii) The polynomial forms of the osmotic virial equation and the Margules model are compared for two-component solutions. Fitting each model to the solidliquid equilibrium experimental data of different water/solute systems with a eutectic point shows that both models perform well in fitting the data. Fitting is done over both the ice-formation and the solute-precipitation regions. In the osmotic virial equation, the integration constant in expressing the concentration effect of the solute (that arises from the Gibbs-Duhem equation) is shown to be dependent on the osmotic viral coefficients and the relation for that is derived.

The comparative approach in this study provides a big picture for each of the systems that promotes better understating, hence an ability for future design or control, of the phenomena.
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## 1. Introduction

Fundamental understanding of multiphase systems improves prediction, design, or optimization of natural systems or industrial processes in chemical, pharmaceutical, food, and many other industries. In this thesis the behavior of certain multiphase multicomponent systems at equilibrium is studied using Gibbsian composite-system thermodynamics. ${ }^{1}$ The systems of interest presented in this study are: (i) nanobubbles on flat solid surfaces submerged in a liquid solution in Chapter 2, (ii) bubble formation inside a finite cone submerged in a liquid solution in Chapter 3, and (iii) the comparison of two models for the effect of concentration on the chemical potential of the liquid phase: the osmotic virial equation and the Margules model, and their performance in fitting to data for solid-liquid equilibrium across a flat interface, in Chapter 4.

The approach is to obtain equations for the conditions for equilibrium from the fundamental postulate stating that changes in the entropy of the system plus reservoir are zero for a system at equilibrium. For systems with highly curved interfaces and micro- or nanoscale systems, the involved interfaces must also be considered in the entropy of the compositesystem to account for surface effects. In this thesis surface effects are significant and considered in the systems of Chapters 2 and 3 . Some examples of the conditions for equilibrium (depending on the system) are: the well-known Young-Laplace equation defining the pressure difference across a curved interface, the Young equation that dictates the contact angle of a curved fluid-fluid interface on a solid surface, and the equality of chemical potential of a component between two phases. Next, the equations for the conditions for equilibrium are combined with equations that represent the effect of concentration on the chemical potentials, such as equations of state for components in vapor or liquid phase, or
activity models for components in the liquid phase. Rearrangement of the equilibrium equations, along with equations for the chemical potentials, leads to valuable equations for describing the behavior of the system. This approach results in the equation for equilibrium radius of the liquid-vapor interface (also called the Kelvin radius) for the case of the solid-liquid-vapor systems with curved liquid-vapor interfaces in Chapters 2 and 3, or equations describing the phase diagram (temperature versus concentration) of solid-liquid systems with flat interfaces and with a eutectic point in Chapter 4.

In Chapter 2 of this thesis, the stability of interfacial nanobubbles on hydrophobic solid surfaces submerged in liquid, at constant temperature and liquid pressure, is investigated using Gibbsian composite-system thermodynamics. Surface nanobubbles are spherical caps with a height up to tens of nanometres, and an anomalously high contact angle (measured through the liquid phase). ${ }^{2}$ Surface nanobubbles have been proposed to play a role in interactions of hydrophobic surfaces submerged in aqueous solutions ${ }^{3}$ and thin film rupture. ${ }^{4,5}$ Some potential applications of surface nanobubbles are separation of fine particles by air bubble floatation, ${ }^{6,7}$ manipulation of adsorption on hydrophobic surfaces, ${ }^{8,9}$ drag reduction in microfluidic devices by increasing wall slip, ${ }^{10,11}$ and as soft nanotemplates, ${ }^{12,13}$ among other proposed applications summarized in recent review papers. ${ }^{2,14-16}$ Gibbsian composite-system thermodynamics can contribute to understanding the conditions for stability of surface nanobubbles. Previous thermodynamic studies investigated homogenous nucleation of bubbles from bulk liquid, ${ }^{17,18}$ pure surface bubbles ${ }^{19,20}$ (an idealized assumption in the case of very low solute gas solubility or gas diffusion into the surrounding bulk liquid), and stability of bubbles in a hydrophilic conical solid submerged in a liquid-gas solution. ${ }^{21}$ The present thermodynamic study investigates the stability of nanobubbles on a flat surface, considering both the solute gas and the solvent being present in each of the liquid and vapor phases, with the concentration changing as the size of the bubble changes over the range for stability analysis. The size of the equilibrium radius and nature of the equilibrium state (unstable, stable, or metastable) of surface nanobubbles are determined from two methods (available in literature ${ }^{21}$ ): the
intersection of the equilibrium radius and the geometry radius, and also by finding the extrema in the free energy curve as a function of size of the system. The results from both methods are reaffirming. We also investigated the effect of different parameters on the size and stability of the equilibrium states. Parameters include: the type of dissolved gas, the total number of moles per bubble in the system (analogous to the total number of bubbles in a system with certain number of moles), the degree of saturation, and the equilibrium contact angle.

Chapter 3 of this thesis presents an investigation of the stability of a bubble, starting with a convex or a concave meniscus, inside a finite cone exposed to a liquid solution, at constant temperature and liquid pressure, with multiphase Gibbsian composite-system thermodynamics. The stability analysis is done over the whole growth path of the bubble: inside, pinned to the corner, or outside the cone. This study has significance in designing superhydrophobic surfaces with applications in drag reduction ${ }^{22,23}$ and nucleation sites to stimulate boiling heat transfer. ${ }^{24,25}$ Furthermore, stable bubbles on the rough surface have a role in manipulation of adsorption on solid surfaces, reduction of biofouling, ${ }^{26,27}$ and adhesion of blood platelets to the roughness of synthetic biomaterials, ${ }^{28}$ among many other applications. ${ }^{2}$ The few current thermodynamic studies of the phenomena are restricted to limited cases only. Ward et al. ${ }^{21,29}$ showed that for a bubble starting with a convex meniscus in a cone exposed to a liquid solution, a stable bubble forms when the bubble gets pinned to the corner of the cone. However, they did not investigate the effect of different parameters such as cone angle, cone width, or contact angle. Some other works focus on the cases where a bubble starts with a concave meniscus inside a cone; ${ }^{24,30-33}$ although they did not fully investigate the stability of the bubble as it gets pinned to the corner and grows outside the cone, nor did their study include a full investigation of the effects of different parameters. In this thesis, we present a full study of the phenomena, for both cases of the bubble starting with a convex or a concave meniscus inside a finite cone exposed to a liquid solution. The status of the system is investigated over the whole growth path: inside, pinned, and outside the cone. The size and nature (unstable, metastable, or stable) of the equilibrium states are determined
from two methods: the intersection of the Kelvin radius and the geometry radius, and the extrema in plots of free energy versus size of the bubble. It is tested whether the stable bubble is always pinned to the corners of the cone. The effect of cone apex angle, cone mouth radius, contact angle, total number of moles, and initial degree of saturation on the number and nature of equilibrium states are all investigated.

In Chapter 4, two models for expressing the concentration dependence of chemical potential of a component in a two-component liquid solution are compared: the general polynomial form of the osmotic virial equation and the Margules model for the liquid activity coefficients. Each of the osmotic virial equation (truncated to the first or second virial coefficient) and the Margules model is fitted to experimental data of phase equilibrium in order to empirically obtain the coefficients/parameters of the model. In this study solid-liquid equilibrium data for water/solute systems is chosen as the phase equilibrium data. Relevant equations for the phase diagram (temperature $v s$. composition) of solid-liquid equilibrium with a flat interface and the curve fitting procedure are explained in this Chapter. The osmotic virial equation (OVE) is widely used to model nonideal behavior of biological solutions, with parameters obtained by fitting to experimental equilibrium data. In the cryobiology literature, solid-liquid equilibrium data for binary aqueous solutions in equilibrium with ice have been fitted with the osmotic virial equation by Elliott and co-workers. ${ }^{34-36}$ The coefficients obtained by Elliott and co-workers ${ }^{34-36}$ are only accurate for the solid ice-liquid solution equilibrium region, as the fitting was based on the limited data of the ice-formation region. In this study, the fitting of the osmotic viral equation was done to binary solid-liquid equilibrium data over the entire range of composition, including both the ice-formation and the solute-precipitation regions. The results are compared with the result of fitting of Margules model, which has a similar polynomial form.

It should be noted that in Chapters 2 and 3, $\gamma$ represents the surface tension, while in Chapter 4, $\gamma_{i}$ represents the activity coefficient of component $i$. The symbol $R$ represents the
universal gas constant in Chapters 2 and 4, whereas it represents the size of the radius in Chapter 3. The universal gas constant is denoted by $R_{U}$ in Chapter 3 .

The highlights of this research are:

1) A comparative study is conducted throughout the research. In Chapters 2 and 3, the effects of different parameters (geometry parameters, contact angle, concentration, and total number of moles) on the stability of each system are investigated. In Chapter 4, two models for the effect of concentration on chemical potential in the liquid phase are compared: the empirical Margules model versus the osmotic virial equation. Such a comparative study leads to a big picture understating of the phenomena. In the case of a bubble on a flat solid surface or inside a cone, for example, having the big picture of effects of different parameters will enable optimal design in applications or control of the phase transition.
2) Unlike many studies available in literature that consider pure fluid phases for simplifications, here we consider multicomponent multiphase systems for better representation of real cases.

## 2. Thermodynamics of Surface Nanobubbles

### 2.1. Chapter summary

In this study, we examine the thermodynamic stability of surface nanobubbles. The appropriate free energy is defined for the system of nanobubbles on a solid surface submerged in a supersaturated liquid solution at constant pressure and temperature, under conditions where an individual nanobubble is not in diffusive contact with a gas phase outside of the system or with other nanobubbles on the timescale of the experiment. The conditions under which plots of free energy versus the radius of curvature of the nanobubbles show a global minimum, which denotes the stable equilibrium state, are explored. Our investigation shows that supersaturation and an anomalously high contact angle (measured through the liquid) are required to have stable surface nanobubbles. In addition, the anomalously high contact angle of surface nanobubbles is discussed from the standpoint of a framework recently proposed by Koch, Amirfazli, and Elliott that relates advancing and receding contact angles to thermodynamic equilibrium contact angles, combined with the existence of a gas enrichment layer.

### 2.2. Introduction

Surface nanobubbles (also called interfacial nanobubbles) are nanoscopic gaseous domains on solid-liquid interfaces. ${ }^{2}$ The typical shape of surface nanobubbles is a spherical cap with a height of up to tens of nanometers, a lateral diameter ranging from hundreds of nanometers to several micrometers, and an anomalously high contact angle (measured through the liquid) compared with that of macroscopic droplets. ${ }^{2}$ For example, on highly oriented pyrolytic graphite (HOPG) with advancing/receding macroscopic contact angles of 95/65 ${ }^{\circ}$, the
contact angle of nanobubbles formed by the solvent exchange method is reported to be in the range of $160-175^{\circ} \cdot{ }^{37,38}$ On mica with an advancing/receding macroscopic contact angle of $5 / 0^{\circ}$, the nanobubble contact angle is in the range of $120-150^{\circ} .{ }^{37}$ Another example is nanobubbles with a contact angle between 150 and $170^{\circ}$ on silicone coated with octadecyltrimethylchlorosilane (OTS), whereas the advancing/receding macroscopic contact angle is $110 / 100^{\circ} .{ }^{38}$ Several other examples of nanobubble sizes and contact angles are reported in the review article by Lohse and Zhang. ${ }^{2}$

Surface nanobubbles are stable for days in experiments. ${ }^{2}$ Such long-term stability is considered controversial and contradictory to the theoretical results of Ljunggren and Eriksson ${ }^{39}$ that showed short lifetimes (between 1 and $100 \mu \mathrm{~s}$ ) for single small bubbles (with radii between 10 and 100 nm ) in the bulk. A similar method was first developed by Epstein and Plesset ${ }^{40}$ for macrobubbles and is based on the combination of the diffusion equation, the Young-Laplace equation, and Henry's law. What Ljunggren and Eriksson ${ }^{39}$ did not consider is that surface nanobubbles can have nanometer height yet micrometer radius of curvature. The anomalously high contact angle (measured through the liquid) means that the surface bubble is flattened to nanometer height. In fact the term nanometer refers to the nanoscale height of the bubble, whereas the diameter of the bubble is on the order of micrometers. ${ }^{41}$

Surface nanobubbles were first hypothesized by Parker et al. ${ }^{42}$ in 1994 (based on stepwise features in atomic force curves between hydrophobic surfaces in aqueous solutions) to explain long-range attraction between hydrophobic surfaces. The first direct experimental evidence for surface nanobubbles was reported in 2000, from tapping mode atomic force microscopy (AFM) images by Ishida et al. ${ }^{43}$ and Lou et al. ${ }^{37}$ Despite initial doubts that considered the observations to be an artifact of AFM or contamination, later experimental methods, such as optical microscopy and spectroscopy, confirmed the existence and gaseous nature of surface nanobubbles. ${ }^{44}$

There is an emerging interest in the field of nanobubbles because of their potential applications. The existence of surface nanobubbles was proposed as a reason for some surface phenomena such as the increase in attractive interactions between hydrophobic surfaces ${ }^{3}$ and thin liquid film rupture. ${ }^{4,5}$ Moreover, surface nanobubbles may potentially be used for separation of fine particles by air bubble flotation, ${ }^{6,7}$ in manipulation of adsorption on hydrophobic surfaces, ${ }^{8,9}$ for enhancement of wall slip to achieve drag reduction in microfluidic devices, ${ }^{10,11}$ and as soft nanotemplates for the production of hollow nanomaterials, ${ }^{12,13}$ among other proposed applications summarized in recent review papers. ${ }^{2,14-16}$

Among various methods for inducing surface nanobubbles summarized by Lohse and Zhang, ${ }^{2}$ the most commonly used protocol is the solvent exchange process (commonly alcohol-water exchange). In this method, an alcohol that is saturated (or even supersaturated) with air or a specific gas is replaced by water, which is an inferior solvent. As a result, a local transient gas supersaturation is created. ${ }^{2}$ Until now nanobubbles could only be produced on hydrophobic surfaces. The only exception is nanobubble formation on mica which, according to Lohse and Zhang, ${ }^{2}$ can be due to the crystalline structure of mica, ion dissociation from the surface, or unavoidable airborne adsorbents. The surface nanobubble nucleation mechanism is considered to be due to supersaturation. ${ }^{45}$ The supersaturation is attributed to (a) lower solubility of air in water than that in the initial solvent and (b) the decrease in solubility because of the temperature increase by exothermic mixing of water and the initial solvent. ${ }^{16}$ The necessity of supersaturation for surface nanobubble nucleation has been denied by Seddon et al., ${ }^{46}$ who criticized that "most, if not all," alcohol-water exchange experiments use unsaturated water to replace alcohol. ${ }^{46}$ However, as discussed by Weijs et al., ${ }^{47}$ local supersaturation can exist that is not reflected in the global concentration in the bulk liquid.

Different theories have been proposed to explain the observed stability of nanobubbles and their high contact angle (measured through the liquid):
(i) Line tension: It was proposed that the anomalously high contact angle of nanobubbles can be explained by the effect of line tension, ${ }^{48-50}$ which is related to the excess energy of the three-phase contact line. By including line tension, the contact angle becomes size dependent according to the modified Young equation. However, the theoretical values of line tension are too small (by one to two orders of magnitude) to change the contact angle of bubbles with contact lines of the size of surface nanobubbles. ${ }^{2}$ Also, even if higher values for line tension are used, the existence of a positive line tension would decrease the contact angle (as measured through the liquid) from that of a macrobubble rather than increase the contact angle as is observed in surface nanobubble experiments. ${ }^{2,51}$ Furthermore, trends of the nanobubble contact angle with nanobubble size are not consistent with explanation by the Young equation modified by line tension. ${ }^{2,51}$ Therefore, line tension cannot explain the elevated contact angle of nanobubbles. ${ }^{2,51}$
(ii) Dynamic equilibrium theory: Brenner and Lohse ${ }^{52}$ postulated that there was a balance between diffusive gaseous outflux and a continuous gas influx near the contact line, because the hydrophobic surface attracts gas molecules more than water. Their theory predicts the radius of the metastable bubble and the threshold of nanobubble formation as a function of gas concentration and hydrophobicity. ${ }^{52}$ However, there is still a lack of explanation of the driving mechanism. ${ }^{2}$
(iii) Contamination layer: Ducker ${ }^{53}$ suggested that there is a film of contamination at the gas-liquid interface that leads to bubble stabilization by hindering gas diffusion from the bubble, and also increases the contact angle (measured through the liquid) by decreasing the liquid-gas surface tension. Das et al. ${ }^{54}$ showed theoretically that the effect of the ionic or nonionic contamination on lowering surface tension can explain the high contact angle but is not sufficient to explain the long term stability of nanobubbles. In their modeling, Das et al. ${ }^{54}$ did not consider the blockage effect of the contamination. Later, Zhang et al. ${ }^{55}$ provided experimental evidence against Ducker's contamination theory, ${ }^{53}$ showing that nanobubbles
remained stable even after using various surfactants (cationic, anionic, and nonionic) to wash away potential materials adsorbed at the gas-liquid interface. Moreover, the gas-liquid interface was found to be gas permeable in experiments by German et al. ${ }^{56}$ contrary to Ducker's ${ }^{53}$ claim.
(iv) Three-phase contact line pinning: Several groups considered roughness and/or chemical heterogeneity as the cause of high contact angle. ${ }^{49,57}$ According to Liu and Zhang, ${ }^{58}$ heterogeneity can result in contact line pinning that is crucial for the stabilization of surface nanobubbles, along with supersaturation. Lohse and Zhang ${ }^{59}$ demonstrated that a pinned single surface nanobubble can be stable in a supersaturated liquid solution when the pinning site is small enough. Their modeling is based on a combination of the diffusion equation, the Laplace pressure, and Henry's equation. Their theory predicts the equilibrium contact angle as a function of the size of the pinning site and the equilibrium radius of curvature. Also, their calculations show that the equilibrium radius of curvature is constant at a given supersaturation.
(v) Interfacial gas enrichment theory: Experiments of van Limbeek and Seddon ${ }^{60}$ showed that the contact angle of nanobubbles on hydrophobic surfaces is more significantly affected by the gas type compared to the solid type, so they proposed that nanobubbles sit on top of adsorbed gas molecules. ${ }^{60}$ The presence of an interfacial gas layer can clarify the anomalous contact angle and the source of gas influx in the dynamic equilibrium theory ${ }^{52}$ that explains the stability of nanobubbles. ${ }^{47,60}$ Although experiments showed no gaseous layer in the absence of nanobubbles, ${ }^{56}$ in the presence of nanobubbles, experiments provided evidence of an interfacial gas layer. ${ }^{61-63}$ It remains a question why the gas layer is only present when nanobubbles are present, and why it does not affect the macroscopic contact angle. ${ }^{51}$ From a theoretical point of view, molecular dynamics simulations ${ }^{47,64,65}$ showed reduced density near the hydrophobic surface in water because of the accumulation of dissolved gas. Later Peng et $a l .{ }^{63,66}$ provided proof of the existence of a dense gas layer called interfacial gas enrichment
on hydrophobic interfaces in water by force curve analysis ${ }^{63}$ and molecular simulations. ${ }^{66}$ According to Peng et al., ${ }^{66}$ molecular simulations can explain the long life of nanobubbles through slow diffusion of high-density gas clusters into the bulk. Peng et al. ${ }^{66}$ also showed high contact angles, close to the experimentally reported nanobubble contact angle of $150^{\circ}$ (measured through the liquid side), for cylindrical gas domains on graphite-water interfaces by two methods, finding an angle of $\sim 141^{\circ}$ by fitting a cylindrical shape to the simulated position of the interface and an angle of $145^{\circ}$ by substituting interfacial tensions calculated by Monte Carlo simulations into the Young equation.

Several groups attempted to prove the stability of surface nanobubbles by molecular dynamics simulations. Molecular dynamics simulations by Weijs et al. ${ }^{67}$ indicated stable surface nanobubbles in a closed, finite system supersaturated with gas. For an open system, Liu and Zhang ${ }^{58}$ showed stable surface nanobubbles in a supersaturated system, for a timescale of 200 ns , by including controlled surface heterogeneity into the earlier molecular dynamics simulation of open systems by Weijs et al. ${ }^{47}$ Current molecular dynamics simulations are limited to small length scales and short time scales (at most tens of nanometers and sub-microseconds) with the currently available computational power, whereas surface nanobubbles are experimentally stable for hours or days and may have larger sizes. ${ }^{2}$

The goal of this study is to contribute to the understanding of the stability of surface nanobubbles from a thermodynamic point of view. There have been only a few articles using thermodynamic stability analysis to study nanobubbles. Wasai et al. ${ }^{17}$ investigated homogeneous nucleation (i.e., a bubble surrounded by a bulk liquid solution). By taking into account the changes in the free energy of the parent phase, Wasai et al. ${ }^{17}$ showed that the nucleation curve (free energy change versus homogeneous nucleus size) has a minimum point, which indicates the theoretical possibility of stable nano-nuclei in equilibrium with a supersaturated parent phase. Later, Colaço et al. ${ }^{19}$ used a thermodynamic approach to evaluate the stability of a pure vapor bubble trapped at a solid-liquid interface for surfaces with
different roughnesses and hydrophobicities. However, there were inaccuracies in their calculations, ${ }^{68,69}$ and their model only considered the less realistic case of a pure bubble. Recently, Yarom and Marmur ${ }^{20}$ showed thermodynamic stability of a bubble (at a surface or in the bulk) for the case of insoluble gas in water (an idealization of very low gas solubility and very low diffusion of gas in the surrounding liquid) at constant temperature and pressure. In contrast, the study presented in this work considers the stability of surface nanobubbles in a realistic case where both the solute gas and the solvent are present in the liquid and vapor phases.

Several years before Parker et al.'s ${ }^{42}$ hypothesis of nanobubbles in 1994, there were two theoretical articles by Ward et al. ${ }^{18,21}$ that showed the stability of bubbles with a micro-scale radius of curvature in two cases: bubbles in the bulk of a liquid-gas solution ${ }^{18}$ and bubbles on a hydrophilic conical solid surface submerged in a finite-volume liquid-gas solution. ${ }^{21}$ However, the contact angle was only involved in the later article for a hydrophilic conical surface (with a contact angle of $10^{\circ}$ ). Herein, we describe the appropriate free energy (similar to that used by Ward and Levart ${ }^{21}$ ) for the system of surface nanobubbles on a solid submerged in a liquid solution at constant pressure and temperature. We assume that a single nanobubble is diffusionally isolated from other nanobubbles and the free liquid surface on the time scale of the experiments. That is, we assume that the nucleation and stability of nanobubbles are dependent on the local supersaturation of a volume of liquid surrounding an individual nanobubble. Plots of free energy versus the radius of curvature of the nanobubble reveal the number of equilibrium states and their nature-stable, metastable, or unstablecorresponding to the global minimum, local minima, and maxima or inflection points, in the free energy, respectively. ${ }^{70-75}$

In the following sections, the system is defined and then the thermodynamic potential (free energy) is calculated and analyzed. For the stability analysis, we take the experimentally observed high contact angle of nanobubbles as known. Following the thermodynamic stability
analysis, we discuss possible reasons for the anomalously high contact angle of surface nanobubbles.

### 2.3.Thermodynamic stability analysis of nanobubbles

The system of interest consists of diffusionally isolated surface nanobubbles so that we can first consider a single nanobubble on a surface submerged in a liquid-gas solution, as shown in Figure 1. The constraints on the system are the following: the pressure $P^{R}$ and temperature $T^{R}$ of the reservoir surrounding the system are constant; the solid phase is considered to be smooth and rigid, consisting of non-volatile non-dissolving components, and does not absorb fluids; the system is closed to mass transfer with the reservoir, and hence, the total number of moles of any component $i$ in the system, $n_{i}$, is constant. Although systems are at least partially open in experiments, it is reasonable to consider a closed system as the height of the liquid above the bubbles is much larger than the height of surface nanobubbles. We consider that there is only one dissolved gas in the liquid. Therefore, each of the liquid phase and the vapor phase has two components, $\mathrm{H}_{2} \mathrm{O}$ (component 1) and the gas (component 2, $\mathrm{CO}_{2}$ or $\mathrm{N}_{2}$ in this work). The dividing surface of the curved liquid-gas interface is placed according to the "Gibbs surface of tension" ${ }^{1}$ approach (interfacial tension independent of curvature); thus, both components 1 and 2 can be in excess at the liquid-gas interface. The dividing surface of the solid-gas interface and the solid-liquid interface are placed according to the "Gibbs dividing surface" ${ }^{1}$ approach for flat surfaces, that is, such that there is no excess of the solid component at these interfaces, and therefore, both components 1 and 2 can also be in excess at these interfaces.


Figure 1. Schematic of a nanobubble formed on a smooth solid surface submerged in a liquid-gas solution and the definition of the geometric parameters. $T^{R}$ and $P^{R}$ are the temperature and pressure of the reservoir, respectively.

The independent variables of this system are the temperature, pressure, total number of moles of components 1 and 2 , and size of the vapor phase. The size of each nanobubble can be expressed in terms of any two variables from the set of height $(h)$, width $(w)$, radius $(r)$, and contact angle $(\theta)$, as illustrated in Figure 1. Only two of these four variables are independent because of the following geometrical relations

$$
\begin{align*}
& h=r(1+\cos \theta)  \tag{1}\\
& w=r \sin \theta \tag{2}
\end{align*}
$$

Once the system is defined, thermodynamic stability analysis has three steps: ${ }^{1,18,21,71-75}$ (I) finding equilibrium conditions, (II) determining the appropriate free energy of the system with respect to some reference state (the conditions for equilibrium, found in the previous step, are useful for further simplification of the expression of free energy), and (III) analyzing the stability of the new phase, that is, surface nanobubbles. The extrema of free energy versus size of the surface nanobubbles identify the equilibrium states that satisfy equilibrium conditions. The stable equilibrium condition is at the global minimum in free energy, which is equivalent to a maximum in the entropy of the system subject to constraints.

### 2.3.1. Conditions for equilibrium

When the system is at any form of equilibrium (stable, unstable, or metastable), the total entropy, $S$, of the system plus reservoir is an extremum; hence, the differential of the total entropy vanishes at equilibrium

$$
\begin{equation*}
\mathrm{d} S^{\text {reservoir }}+\mathrm{d} S^{\text {system }}=0 \tag{3}
\end{equation*}
$$

Substituting the constraints of the system discussed in the first paragraph of Section 2 in Equation (3) and simplifying gives the conditions for equilibrium in the system shown in Figure 1:21

$$
\begin{align*}
& T^{R}=T^{S}=T^{L}=T^{V}=T^{L V}=T^{S L}=T^{S V}=T  \tag{4}\\
& \mu_{i}^{L}=\mu_{i}^{V}=\mu_{i}^{L V}=\mu_{i}^{S L}=\mu_{i}^{S V} \quad i=1,2 \text { (components in fluid phases) }  \tag{5}\\
& \gamma^{S V}-\gamma^{S L}=\gamma^{L V} \cos \theta_{C}  \tag{6}\\
& P^{V}-P^{L}=\frac{2 \gamma^{L V}}{R_{C}}  \tag{7}\\
& P^{L}=P^{R} \tag{8}
\end{align*}
$$

where $T$ is temperature, $P$ is pressure, $\mu_{i}$ is the chemical potential of component $i$, superscripts $L$ and $V$ denote the liquid phase and vapor phase, and the interfaces are denoted by superscripts $L V$ for liquid-vapor, $S L$ for solid-liquid, and $S V$ for solid-vapor. $\gamma^{\alpha \beta}$ is the interfacial tension of the $\alpha \beta$ interface. $\theta_{C}$ is the equilibrium contact angle measured through the liquid phase, and $R_{C}$ is the Kelvin radius, that is, the radius of curvature of a nanobubble in equilibrium with the liquid-gas solution. Equation (6) is the Young equation, and Equation (7) is the Young-Laplace equation.

Combining the equality of chemical potentials between the liquid and vapor phases for each component $i$ as expressed in the first equality in Equation (5) with the Young-Laplace equation, Equation (7), the radius of curvature of the nanobubble at equilibrium, that is, the

Kelvin radius, $R_{C}$, is obtained. In the expressions for the chemical potentials, we assume that the vapor phase is an ideal gas, that the liquid phase is incompressible, and that the liquid solution (gas dissolved in $\mathrm{H}_{2} \mathrm{O}$ ) is a dilute solution (hence that Henry's law is applicable). Ward and Levart ${ }^{21}$ showed that with such assumptions the Kelvin radius is given by ${ }^{21}$

$$
\begin{equation*}
R_{C}=2 \gamma^{L V} /\left[\eta P_{\infty}+P^{L}\left(n_{2}^{L} / n_{2 s}^{L}\right)-P^{L}\right] \tag{9}
\end{equation*}
$$

where $P_{\infty}$ is the saturation pressure of pure component $1, n_{i}^{L}$ is the number of moles of $i$ in the liquid phase, and $n_{2 s}^{L}$ is the number of moles of gas dissolved in the liquid phase at $P^{L}$ at the saturation limit across a flat interface. $n_{2 s}^{L}$ can be calculated from Henry's law for the slightly soluble gas, ${ }^{21}$

$$
\begin{equation*}
n_{2 s}^{L}=n_{1}^{L} P^{L} / K_{H} \tag{10}
\end{equation*}
$$

where $K_{H}$ is Henry's law volatility constant, and at 298.15 K its value is $1.6 \times 10^{3} \mathrm{~atm}$ for $\mathrm{CO}_{2}$ and $9.1 \times 10^{4}$ atm for $\mathrm{N}_{2}{ }^{76}$

The value of $\eta$ is given by ${ }^{21}$

$$
\begin{equation*}
\eta=\exp \left[\frac{v_{1}^{0 L}}{R T}\left(P^{L}-P_{\infty}\right)-\frac{n_{2}^{L}}{n_{1}^{L}}\right] \tag{11}
\end{equation*}
$$

where $v_{1}^{0 L}$ is the molar volume of pure component 1 (water), $R$ is the universal gas constant, and $T$ is the temperature of the system (which is equal to the reservoir temperature from Equation (4)). $\eta$ accounts for the difference in pressures of the liquid and vapor phases, as well as the effect of the dissolved solute. ${ }^{21}$

The Kelvin radius in Equation (9) is expressed in terms of liquid phase properties; hence, it is a thermodynamic property of the liquid phase, as mentioned by Ward et al. ${ }^{18,21}$ According to Equation (7), the Laplace pressure at equilibrium is also linked to the properties of the liquid phase because equilibrium Laplace pressure is a function of the Kelvin radius.

To describe the Kelvin radius in terms of independent variables $\left(T, P^{L}, n_{1}, n_{2}\right.$, and the size of the vapor phase), expressions for $n_{1}^{L}$ and $n_{2}^{L}$ in terms of independent variables are required. When neglecting the adsorption of components 1 and 2 at interfaces, compared to the total masses of each component, $n_{1}$ and $n_{2}$, we have ${ }^{21}$

$$
\begin{align*}
& n_{1}^{L}=n_{1}-\frac{\eta P_{\infty} V^{V}}{R T}  \tag{12}\\
& n_{2}^{L}=\frac{n_{2}\left(n_{1} R T-\eta P_{\infty} V^{V}\right)}{n_{1} R T-\eta P_{\infty} V^{V}+V^{V} K_{H}} \tag{13}
\end{align*}
$$

where $V^{V}$ is the volume of the vapor phase. In the case of a single nanobubble, $V^{V}$ would be the volume of the nanobubble, but we can generalize our work to the case of more than one diffusionally non-interacting nanobubble by calling $V^{V}$ the total volume of all nanobubbles that are present.

An iterative method is required to obtain $\eta$ because $\eta, n_{1}^{L}$ and $n_{2}^{L}$ are functions of each other. However, for the conditions of our interest, the value of $\eta$ given by Equation (11) is always very close to unity. ${ }^{21}$ Substituting Equations (12) and (13) into Equation (9) and making use of Equation (10), the Kelvin radius in terms of the independent variables is given $b y^{21}$

$$
\begin{equation*}
R_{C}=\frac{2 \gamma^{L V}\left(n_{1} R T-\eta P_{\infty} V^{V}+V^{V} K_{H}\right)}{\left(\eta P_{\infty}-P^{L}\right) \times\left(n_{1} R T-\eta P_{\infty} V^{V}+V^{V} K_{H}\right)+K_{H} R T n_{2}} \tag{14}
\end{equation*}
$$

### 2.3.2. Free energy of the system

According to the second law of thermodynamics, the total entropy of the system plus reservoir increases for any change toward equilibrium $\left(\Delta S^{\text {reservoir }}+\Delta S^{\text {system }} \geq 0\right)$ and remains constant once the equilibrium state is reached. The appropriate free energy (also called the thermodynamic potential) is obtained by combining the second law and the constraints of the system. The appropriate free energy of this system, $B, \mathrm{is}^{21}$

$$
\begin{equation*}
B=G^{L}+F^{V}+F^{L V}+F^{S L}+F^{S V}+P^{L} V^{V} \tag{15}
\end{equation*}
$$

where $G$ and $F$ denote Gibbs and Helmholtz functions respectively. It should be noted that the appropriate free energy for this system is not any of the conventional thermodynamic potentials (such as Gibbs or Helmholtz) alone. An equivalent form of Equation (15) is ${ }^{21}$

$$
\begin{align*}
B= & {\left[\mu_{1}^{L} n_{1}^{L}+\mu_{2}^{L} n_{2}^{L}\right]+\left[-P^{V} V^{V}+\mu_{1}^{V} n_{1}^{V}+\mu_{2}^{V} n_{2}^{V}\right] } \\
& +\left[\gamma^{L V} A^{L V}+\mu_{1}^{L V} n_{1}^{L V}+\mu_{2}^{L V} n_{2}^{L V}\right]+\left[\gamma^{S L} A^{S L}+\mu_{1}^{S L} n_{1}^{S L}+\mu_{2}^{S L} n_{2}^{S L}\right]  \tag{16}\\
& +\left[\gamma^{S V} A^{S V}+\mu_{1}^{S V} n_{1}^{S V}+\mu_{2}^{S V} n_{2}^{S V}\right]+P^{L} V^{V}
\end{align*}
$$

where $A^{\alpha \beta}$ is the surface area of the $\alpha \beta$ interface.

A convenient reference state is the condition where no vapor phase has formed yet. Considering the constraint of constant mass and assuming the reference state to be an equilibrium state, the free energy with respect to the reference state is given by ${ }^{21}$

$$
\begin{align*}
B-B_{0}= & -\left(P^{V}-P^{L}\right) V^{V}+\left(\gamma^{S V}-\gamma^{S L}\right) A^{S V}+\gamma^{L V} A^{L V} \\
+ & \sum_{i=1}^{2}\left[n_{i}^{L}\left(\mu_{i}^{L}-\mu_{i 0}\right)+n_{i}^{V}\left(\mu_{i}^{V}-\mu_{i 0}\right)+n_{i}^{S L}\left(\mu_{i}^{S L}-\mu_{i 0}\right)\right.  \tag{17}\\
& \left.\quad+n_{i}^{S V}\left(\mu_{i}^{S V}-\mu_{i 0}\right)+n_{i}^{L V}\left(\mu_{i}^{L V}-\mu_{i 0}\right)\right]
\end{align*}
$$

where subscript 0 refers to the reference state. The differences between intensive properties in Equation (17) were expanded around an equilibrium state to derive the free energy around the equilibrium state in terms of independent variables $\left(T, P^{L}, n_{1}, n_{2}\right.$, and the size of the vapor phase $)^{21}$

$$
\begin{align*}
B-B_{0}= & \frac{-2 \gamma^{L V} V^{V}}{R_{C}}+\gamma^{L V}\left(A^{L V}+A^{S V} \cos \theta_{C}\right)  \tag{18}\\
& +\frac{n_{2} R T V^{V}\left(K_{H}-\eta P_{\infty}\right)}{n_{1} R T-\eta P_{\infty} V^{V}+V^{V} K_{H}}+n_{2} R T \ln \left(\frac{n_{1} R T}{n_{1} R T-\eta P_{\infty} V^{V}+V^{V} K_{H}}\right)
\end{align*}
$$

For any bubble size, the change in the free energy of the parent phase (bulk phase) is not neglected in Equation (18). It should be noted that the liquid-vapor interfacial tension, $\gamma^{L V}$, changes with the solution concentration. To consider the effect of solute gas, we used the fit to
experimental data of interfacial tension versus pressure of solute gas at 298.15 K provided by Massoudi and King. ${ }^{77}$

$$
\begin{equation*}
\gamma=\gamma_{0}+B P+C P^{2}+D P^{3} \tag{19}
\end{equation*}
$$

where $\gamma_{0}$ is the surface tension (in $\mathrm{N} / \mathrm{m}$ ) of water in equilibrium with its pure vapor at 298.15 K. Coefficients $B, C$, and $D$ are fitting parameters, which for nitrogen are given as $-8.35 \times 10^{-5}$ $\mathrm{N} / \mathrm{m} . \mathrm{atm}, 1.94 \times 10^{-7} \mathrm{~N} / \mathrm{m}_{\mathrm{atm}}{ }^{2}$ and zero, and for carbon dioxide are given as $-7.789 \times 10^{-4}$ $\mathrm{N} / \mathrm{m} . \operatorname{atm}, 5.43 \times 10^{-6} \mathrm{~N} / \mathrm{m}_{\mathrm{atm}}{ }^{2}$, and $4.2 \times 10^{-8} \mathrm{~N} / \mathrm{m} . \mathrm{atm}^{3}$ respectively. ${ }^{77} P$ was the gas phase pressure in the experiments of Massoudi and King, ${ }^{77}$ but here we will replace it with the partial pressure of the solute gas. From the conditions for equilibrium (Equation (5)), the partial pressure of the solute gas is found to be ${ }^{21}$

$$
\begin{equation*}
P_{2}^{V}=n_{2}^{L} P^{L} / n_{2 s}^{L} \tag{20}
\end{equation*}
$$

Although $\gamma^{L V}$ should be explicitly independent of curvature according to Gibbs surface of tension approach, here it implicitly depends on size because the partial pressure of the solute gas changes as the bubble size changes.

The three geometric terms $V^{V}, A^{L V}$, and $A^{S V}$ in Equation (18) can be expressed in terms of $\theta$ and $r$ of the bubbles. Alternatively, any combination of two variables from $h, w, r$, and $\theta$ can be selected because $h$ and $w$ are related to $\theta$ and $r$ through Equations (1) and (2).

However, because $\theta_{C}$ is explicitly present in Equation (18), it is convenient to keep $\theta$ as one of the two independent geometric variables.

We consider the vapor phase to consist of $q$ non-interacting surface bubbles of equal sizes. Therefore, the geometric terms in Equation (18) can be expressed as

$$
\begin{align*}
& V^{V}=q \times \frac{\pi r^{3}}{3}(1+\cos \theta)^{2}(2-\cos \theta)  \tag{21}\\
& A^{L V}=q \times 2 \pi r^{2}(1+\cos \theta) \tag{22}
\end{align*}
$$

$$
\begin{equation*}
A^{S V}=q \times \pi r^{2} \sin ^{2} \theta \tag{23}
\end{equation*}
$$

Substituting Equations (21) to (23) in Equation (18), the free energy can be expressed in terms of independent variables of the problem, $T\left(=T^{R}\right), P^{L}\left(=P^{R}\right), n_{1}, n_{2}, q, \theta_{C}, \theta$, and $r$. Alternatively, the number of moles of gas, $n_{2}$, can be calculated from a specified degree of saturation, $f$, at the initial condition before bubble formation-all molecules are in the liquid-as follows

$$
\begin{equation*}
n_{2}=f\left(n_{1} P^{L} / K_{H}\right) \tag{24}
\end{equation*}
$$

where $f<1$ for an undersaturated solution and $f>1$ for a supersaturated solution.

For a particular system with known $T, P^{L}, n_{1}, n_{2}$ (or alternatively $f$ ), and $\theta_{C}$ and $q$ nanobubbles, a plot of free energy versus size of the nanobubble ( $r$ or $w$ or $h$ ) reveals whether stable nanobubbles can exist.

### 2.4.Thermodynamic stability results and discussion

### 2.4.1. Number and nature of equilibrium states

Regardless of the reason for the anomalously high contact angle of surface nanobubbles (our argument in the next section, pinning theory, ${ }^{59}$ or simply experimental observations), for the rest of the free energy analysis in this study we consider the equilibrium contact angle to be known. To investigate the stability of nanobubbles, we consider an example case with 5 moles of water as the solvent at a constant temperature of $25^{\circ} \mathrm{C}$ and a constant pressure of 1 atm, with a supersaturation of $f=2.5$. The equilibrium contact angle is assumed to be $164^{\circ}$ from measurements ${ }^{45}$ (measured through the liquid and is higher than the macroscopic contact angle reported to be $101-112^{\circ}$ ). Figure 2 shows the free energy versus height of a nanobubble for two systems with different solutes, carbon dioxide $\left(\mathrm{CO}_{2}\right)$, and nitrogen $\left(\mathrm{N}_{2}\right)$. Nitrogen is less soluble in water than carbon dioxide. Therefore, the same amount of initial supersaturation results in more nanobubbles of a certain size for $\mathrm{CO}_{2}$ in the case of Figure 2
where the total number of moles of the solvent and degree of initial saturation are set parameters. Experiments show nanobubbles to be stable for hours when the solute is carbon dioxide, and for days when the solute is nitrogen. ${ }^{38,45}$ This lends support to our assumption that on the time scale of experiments the stable nanobubbles are in equilibrium with the surrounding initially supersaturated liquid. On longer time scales, the gas is removed from the liquid to the room far from the nanobubbles and gas must dissolve and diffuse through a large amount of liquid, a slow process that would be faster for a more highly soluble gas.
(a) $\mathrm{CO}_{2}$

(b) $\mathrm{N}_{2}$


Figure 2. Free energy versus height of the nanobubble for a system at $25^{\circ} \mathrm{C}$ and 1 atm , with 5 moles of solvent (water), under an initially supersaturated condition of $f=2.5$. The equilibrium contact angle is assumed to be known and is $164^{\circ}$ (measured through the liquid). Two systems with two different solutes are presented: (a) carbon dioxide and (b) nitrogen.

According to Figure 2, the free energy curve of an individual bubble in a system with $q$ bubbles reaches a global minimum point, that is, a stable equilibrium condition, after passing a maximum (unstable) point. The maximum point is the energy barrier that must be overcome for the bubble to nucleate from the supersaturated liquid. For the number of bubbles considered in Figure 2, the height of the bubble is on the order of nanometers (between 80 and

100 nm ). Figure 2 also shows that as the number of bubbles decreases, individual bubbles must overcome a smaller energy barrier to evolve to stable equilibrium. Moreover, as the number of bubbles decreases, the stable equilibrium state would have a larger bubble height and more stability. The most stable case would be one bubble with a macroscopic size. Considering $q$ bubbles of equal size is equivalent to partitioning the liquid into regions each surrounding a single nanobubble and assuming that each region has limited gas exchange with another region on the time scale of the experiments. This treatment is a way to include the limited diffusion between neighboring bubbles on short time scales into the analysis. This approach is necessary to consider only thermodynamic consequences of local supersaturation and not to consider kinetic aspects of diffusive transport between bubbles. As the number of bubbles $(q)$ increases, the initial barrier and the size of the critical initial nucleus increase, whereas the size and stability of the stable equilibrium point decrease. It should be noted that the $q$ non-interacting bubbles are considered to form simultaneously, and the formation of an individual surface bubble is therefore not affected by a previously formed bubble.

While plotting Figure 2 it was assumed that the geometric contact angle $\theta$ in Equations (21) to (23) is equal to the equilibrium contact angle $\theta_{c}$ appearing in Equations (6) and (18). In Figure 3, the geometric contact angle was varied and the 3D plot illustrates free energy $v s$. radius $v s$. geometric contact angle. The graph has a minimum point with radius equal to equilibrium radius (i.e., Kelvin radius) and the contact angle equal to the equilibrium contact angle (considered to be known in this study). This minimum point is the stable equilibrium state of the system.


Figure 3. Free energy versus height versus geometric contact angle of the nanobubble for a system of water and carbon dioxide at $25^{\circ} \mathrm{C}$ and 1 atm , with 5 moles of solvent (water), and $5 \times 10^{14}$ bubbles under an initially supersaturated condition with $\boldsymbol{f}=\mathbf{2 . 5}$. The equilibrium contact angle is assumed to be known, and is $164^{\circ}$ (measured through the liquid).

### 2.4.2. Effect of degree of saturation

Figure 4 shows curves of free energy for $\mathrm{CO}_{2}$ in a water solution, where all of the conditions are kept the same as those in Figure 2, except that the liquid is originally at an undersaturated condition (the degree of saturation $f$ is 0.98 ). By increasing the number of bubbles, the size of the stable height reduces to a certain macroscopic value. Further increase of the number of bubbles results in constantly ascending curves of free energy versus size, implying that phase transition becomes unfavorable. Likewise, for saturated conditions, our results show that only bubbles with macroscopic height can be stable. Therefore, supersaturation, such as the amount shown in Figure 2, is essential for stable surface nanobubbles to exist.


Figure 4. Free energy versus height of the nanobubble for an undersaturated solution at $25{ }^{\circ} \mathrm{C}$ and 1 atm , with an undersaturation $f$ of 0.98 , and 5 moles of solvent (water). The equilibrium contact angle is assumed to be known at $164^{\circ}$ (measured through the liquid). The solute is carbon dioxide.

Figure 5 describes the effect of the supersaturation amount on the equilibrium states. In Figure 5(a), with the presumed number of bubbles $\left(q=4 \times 10^{14}\right)$, when supersaturation $f$ is 2.6, the free energy curve has a maximum and a minimum, indicating unstable and stable equilibrium states, respectively. Nanobubbles adopt the stable equilibrium condition after passing an energy barrier. As the amount of supersaturation decreases (an example of which is $f$ equal to 2.3 in Figure 5), the unstable radius gets larger with a higher energy barrier, and the stable equilibrium becomes smaller in size and less stable. At some threshold level of supersaturation ( $f=1.99$ for the conditions of Figure 5), the free energy curve forms an inflection point, which is stable against growth and unstable against dissolution. That is the most favorable state for the system is for the gas to dissolve back into the liquid and no bubble to be present. At supersaturation lower than this threshold, the free energy curve becomes monotonically increasing. This means that nanobubble formation is energetically unfavorable, and the system is out of equilibrium at any size of bubble present.

Figure 5(b) shows the intersection method ${ }^{18}$ to understand the number and nature of equilibrium states. At equilibrium conditions, the physical (geometric) radius of the nanobubble, $r$, must be equal to the computed equilibrium radius (also called the Kelvin
radius), $R_{C}$. Therefore, computed $R_{C}$ is plotted as a function of geometric radius $r$, and equilibrium states are identified at locations where the computed curve crosses the line $R_{C}=$ $r$. For example, in Figure 5(b) at a supersaturation of $f=2.6$, there are two locations where the curve of computed $R_{C}$ crosses the line $R_{C}=r$ denoted by points 1 and 2 on the figure. It was noted from studying the case of constant $R_{C}$ that if the computed equilibrium radius $R_{C}$ is greater than the physical radius $r$ then mass will come out of the bubble; and if the computed equilibrium radius $R_{C}$ is lower than the geometric radius $r$, then mass will go into the bubble. ${ }^{18}$ This behavior was generalized to the case where the computed equilibrium $R_{C}$ varies with the geometric radius, ${ }^{18}$ which is the case here. The nature of the equilibrium state (stable or unstable) is determined based on the system response to a perturbation, where a perturbation is a change in the geometric radius $(r)$ of the system. The equilibrium state is stable to a given perturbation if the bubble moves in the opposite direction of the perturbation (returns to the unperturbed state) and is unstable to the given perturbation if the bubble moves in the same direction as the perturbation (away from the unperturbed state). ${ }^{18}$ For example, for point 1 in Figure 5(b), if the system is perturbed to a larger geometric size ( $r$ ), moving along the green dot-dashed line, $R_{C}$ becomes lower than the geometric radius (the green dot-dashed curve is below the line $R_{C}=r$ ); hence, mass should go into the bubble and the bubble size increases further. As both the perturbation and the system response are in same direction (size increase), point 1 is unstable against growth. On the other hand, for point 1 , if the radius is decreased because of a perturbation, $R_{C}$ becomes larger than the geometric radius (the green dot-dashed curve is above the line $R_{C}=r$ ), and hence, mass will move out of the bubble, and the bubble size will decrease. Because both the perturbation and the response of the system are size reduction; point 1 is unstable against shrinkage. Point 1 in Figure 5(b) corresponds to the maximum point in the free energy curve of Figure 5(a). With similar logic, it can be seen that point 2 is stable against both growth and dissolution, corresponding to the minimum point in the free energy curve of Figure 5(a). As the amount of supersaturation decreases at some threshold supersaturation value ( $f=1.99$ in Figure 5 ), the $R_{C}$ versus $r$ curve becomes tangent
to the line $R_{C}=r$. This tangent intersection (point 3 in Figure 5(b)) is stable against growth yet unstable against dissolution, and corresponds to the inflection point in the free energy curve of Figure 5(a). With a further decrease in the amount of supersaturation, the curve of $R_{C}$ versus $r$ has no intersection with the $R_{C}=r$ line, indicating that the system is out of equilibrium at any size of the bubble and thus will correspond to monotonically increasing curves in Figure 5(a). For example, see the purple dotted curves in Figure 5 (a) and (b) corresponding to $f=1.70$.
(a)

(b)


Figure 5. (a) Effect of the amount of supersaturation on equilibrium states for carbon dioxide in water solution at $25^{\circ} \mathrm{C}$ and 1 atm , with 5 moles of solvent (water). It is assumed that the number of bubbles $(q)$ is $4 \times 10^{14}$ and that the equilibrium contact angle is $164^{\circ}$ (measured through the liquid). (a) Free energy graph and (b) the intersection method, where equilibrium states are indicated by intersections of computed equilibrium radius $R_{C}$ versus geometric radius $r$ with the line $R_{C}=r$.

### 2.4.3. Effect of equilibrium contact angle

Figure 6 illustrates that nanobubbles cannot be stable if the equilibrium contact angle remains at the reported macroscopic contact angle ${ }^{45}$ between 101 and $112^{\circ}$ (measured through the liquid phase). A larger equilibrium contact angle results in more stable nanobubbles, as shown in Figure 6.


Figure 6. Free energy versus height of the nanobubble for different values of the equilibrium contact angle. The system has 5 moles of solvent (water) at $25^{\circ} \mathrm{C}$ and 1 atm , initially supersaturated with $f=3$, with the number of nanobubbles being $q=5 \times 10^{13}$. The solute is carbon dioxide.

### 2.5. Explanation for the anomalously high contact angle of surface nanobubbles using a combination of the Koch-Amirfazli-Elliott ${ }^{78}$ framework and existence of the gas enrichment layer

It is generally accepted that pure water cannot have a contact angle greater than approximately $120^{\circ}$ on a homogeneous smooth rigid surface. ${ }^{79}$ To have larger contact angles requires (i) adsorption at interfaces, (ii) a rough or heterogeneous solid, or (iii) contact line pinning; previous theoretical discussion of the anomalously high contact angle for surface nanobubbles each involves one of these mechanisms. To explain the high contact angle of nanobubbles, here we will discuss the implications of the existence of a gas enrichment layer at the solid surface combined with a recent framework proposed by Koch, Amirfazli, and

Elliott ${ }^{78}$ which incorporates resistance to contact line motion into the understanding of contact angles. There is independent support for both the contact angle framework of Koch, Amirfazli, and Elliott, ${ }^{78-80}$ and the gas enrichment layer. However, the validity of this section does not depend on the experiments for the gas enrichment layer as we have not used any experimental value from gas enrichment layer supporting experiments. Rather, herein we theoretically investigated the consequence of the assumption of the existence of a gas enrichment layer. It should also be noted that the ideal homogeneous surface assumed in sections 1 to 3 can describe either a bare surface or a surface with an adsorbed gas layer. In the derivation of the conditions for equilibrium in section 1, the choice of the "Gibbs dividing surface" approach for the solid surface meant that both components 1 and 2 can be in excess at the solid surface. The existence of an adsorbed gas enrichment layer would mean a surface excess of component 2 . The effect of the adsorbed gas layer would have been captured by the experimental contact angle.

There is experimental evidence ${ }^{61-63}$ for the existence of a gas enrichment layer at the solid surface under the conditions of formation of surface nanobubbles (i.e., after the solvent exchange and with the supersaturation). This gas enrichment layer would not be present when the contact angle of water at the same hydrophobic surface is measured in the usual way with a macroscopic phase, that is, without the solvent exchange and resulting supersaturation.

In a series of papers, ${ }^{78-80}$ Koch, Amirfazli and Elliott proposed a theoretical framework connecting experimentally accessible advancing and receding contact angles to thermodynamic equilibrium contact angles (the Young contact angle in the case of smooth solid surfaces and the Cassie-Baxter and Wenzel contact angles in the case of rough solid surfaces). In this framework it is supposed that when the contact line is moving across the solid, an additional surface force opposing the contact line motion is added into the equilibrium force balance that yields the contact angle. The magnitude of the introduced surface force (a two-dimensional force per unit length with the same units as interfacial
tension) is obtained empirically by comparing the force balance to measured contact angles. It is important to understand that a surface force determined in this way would empirically account for all phenomena that cause advancing and receding contact angles to be different from thermodynamic equilibrium contact angles. A surface force determined in this way could represent an actual frictional or pinning force, but could alternatively be a way to account for effects left out of thermodynamics such as disjoining forces arising from molecular interactions between interfaces, non-equilibrium redistribution effects in the case of surfactants, and local geometric constraints on the contact angle in the case of rough surfaces. This framework is very useful since it gives theoretical validity to the experimentally confirmed practice of cosine averaging of measured advancing and receding contact angles to estimate the Young contact angle for smooth surfaces and explains why cosine averaging should never be used for rough surfaces ${ }^{78}$ As well, the framework is able to provide an explanation for a wide variety of seemingly inexplicable experimental results for contact angles on rough hydrophobic, ${ }^{78}$ wetting, ${ }^{80}$ and oleophobic ${ }^{79}$ surfaces. The framework also allows one to gain additional insight into contact angle phenomena by comparing the magnitude of the extra surface forces between different experimental circumstances. ${ }^{79}$

Let us consider the effect that the gas enrichment layer and the Koch-Amirfazli-Elliott framework would have for surface nanobubbles. According to the hypothesis of the interfacial gas layer ${ }^{47,60}$ the surface nanobubble sits on a gas enrichment layer (denoted by $E$ ) as shown in Figure 7. When the nanobubble is first formed, the bubble nucleates and grows to its stable size according to the initial local supersaturation; thus, the contact angle would be a receding contact angle (noting that the contact angle is measured through the liquid) and the force opposing the contact line motion, $F_{R}$, would be as shown in Figure 7 (a). At long experimental times, as the dissolution of the bubble becomes appreciable and the nanobubble is shrinking, the contact angle will eventually become an advancing contact angle and the force opposing the contact line motion will be as shown in Figure 7 (b).


Figure 7. Surface nanobubble sitting on the gas enrichment layer, according to the interfacial gas layer hypothesis. ${ }^{47,60} \gamma^{E V}, \gamma^{E L}$, and $\gamma^{L V}$ are the interfacial tensions of the gas enrichment layer with the vapor in the bubble, the gas enrichment layer with the liquid solution, and the liquid solution with the vapor in the bubble, respectively. $F_{R}$ is the resistance force opposite to the direction of contact line motion in the case of (a) receding contact angle (growing bubble) and (b) advancing contact angle (shrinking bubble).

The receding contact angle, $\theta_{\text {Rec }}$, and the advancing contact angle, $\theta_{\text {Adv }}$, are given by ${ }^{78}$

$$
\begin{align*}
& \cos \theta_{R e c}=\frac{\gamma^{E V}-\gamma^{E L}+F_{R}}{\gamma^{L V}}  \tag{25}\\
& \cos \theta_{A d v}=\frac{\gamma^{E V}-\gamma^{E L}-F_{R}}{\gamma^{L V}} \tag{26}
\end{align*}
$$

where we have assumed that the force opposing contact line motion in the receding and advancing cases is equal and opposite as is appropriate for smooth surfaces. ${ }^{78} \gamma^{E V}$ is the interfacial tension of the gas enrichment layer with the vapor phase inside of the nanobubble, and $\gamma^{E L}$ is the interfacial tension of the gas enrichment layer with the liquid.

Assuming that the gas enrichment layer consists of the same gas type as the bubble, we take $\gamma^{E V}$ to be zero, and assuming the enrichment layer-liquid interface to be flat, we take $\gamma^{E L}$ to be $\gamma^{L V}$ for a macroscopic size (which is almost equal to $\gamma^{L V}$ of pure water, i.e., $71.9 \mathrm{mN} / \mathrm{m}$ ). We take $\gamma^{L V}$ of the surface nanobubble to be $70.7 \mathrm{mN} / \mathrm{m}$, that is the value of interfacial tension at the stable equilibrium point (minimum point) for $\mathrm{CO}_{2}$ solution for the condition of

Figure 2 with $8.5 \times 10^{14}$ bubbles. Substituting these values and the observed (receding) contact angle of surface nanobubbles of $164^{\circ}$ in Equation (25) yields a value for $F_{R}$ of $3.94 \mathrm{mN} / \mathrm{m}$.

Thus, the existence of a gas enrichment layer combined with the Koch-Amirfazli-Elliott framework with a surface force of $3.94 \mathrm{mN} / \mathrm{m}$ resisting contact line motion can explain the anomalously high contact angle of surface nanobubbles. Next, we compare the magnitude of this surface force to that of other known forces to see whether this magnitude of surface force is reasonable. First, we note that the obtained surface force is very small, more than one order of magnitude smaller than the liquid-vapor interfacial tension and more than one order of magnitude smaller than the values of $F_{R}$ found for water on rough surfaces. ${ }^{78}$ Next, we can obtain the value for $F_{R}$ in the case of macroscopic contact angle measurements on the same hydrophobic surface as was used in the nanobubble experiments (but without the conditions of solvent exchange, water supersaturation, and therefore a gas enrichment layer being present). For any smooth surface, an equation analogous to Equation (26) can be subtracted from an equation analogous to Equation (25) to yield ${ }^{78}$

$$
\begin{equation*}
F_{R}=\gamma^{L V}\left(\cos \theta_{R e c}-\cos \theta_{A d v}\right) / 2 \tag{27}
\end{equation*}
$$

Substituting the values of the reported macroscopic contact angles (101 and $112^{\circ}$ from measurements for receding and advancing contact angles, respectively ${ }^{45}$ ) and the macroscopic interfacial tension of $71.9 \mathrm{mN} / \mathrm{m}$ for $\gamma^{L V}$, the resistance force for a macroscopic bubble is found to be $6.61 \mathrm{mN} / \mathrm{m}$. The value for $F_{R}$ on the gas enrichment layer in the case of nanobubbles is approximately a factor of 2 smaller than that for the hydrophobic surface. This is reasonable because it implies that the gas enrichment layer reduces the interactions of the liquid and interfaces with the solid that contribute to the surface force $F_{R}$.

Finally, we consider what this nanobubble theory (role of the gas enrichment layer and the Koch-Amirfazli-Elliott framework) would say about the behavior of surface nanobubbles as they shrink and disappear at long experimental times. In the case of shrinking nanobubbles,

Equation (26) would apply. Substituting $F_{R}=3.94 \mathrm{mN} / \mathrm{m}$ in Equation (26), we see that this small force is more than enough to balance the interfacial tensions in the advancing contact line case (shrinking nanobubble) and that therefore the advancing contact angle would be $180^{\circ}$. Thus, as in other experiments in which a receding contact angle changes to an advancing contact angle or vice versa, we expect the bubble shrinkage to occur first by changing the contact angle without changing the contact footprint of the bubble and only when the advancing contact angle of $180^{\circ}$ is reached for the contact footprint to reduce. In other words, as the nanobubble is shrinking, the contact line would appear pinned initially. In 2013, an important series of experiments were performed to see if contact lines were pinned. ${ }^{41}$ The authors felt that the results indicated that the contact lines are pinned both when nanobubbles are growing and when nanobubbles are shrinking. ${ }^{41}$ However, upon looking at the data presented, it is clear that the interpretation is complicated. First, we note that different behavior is seen for different sizes of nanobubbles. Ostwald ripening processes are evident in that during shrinking experiments, smaller nanobubbles shrank more quickly than larger nanobubbles; nanobubbles with initial heights below 50 nm (widths below 420 nm ) dissolved completely within the time of the experiment. For nanobubbles that were reasonably large (initial heights larger than 50 nm and widths larger than 420 nm ) their widths shrunk little (although they did shrink some) during bubble dissolution, which might be interpreted as pinning. Interestingly the calculated radii of curvature of larger nanobubbles (initial heights larger than 50 nm and widths larger than 420 nm ) all went through a maximum during the bubble shrinkage experiment, indicative of more complex stick-slip behavior rather than the simple pinned or unpinned interpretation. The bubble growth experiments were with flatter bubbles-bubbles had probably been shrinking prior to the start of the experiment-and their contact lines appeared pinned as one might expect if bubbles were in the process of switching from shrinking to growing. There was not as much variation between bubbles, or as much change in the bubble size during the experiments, for the bubble growth experiments as
compared to the bubble dissolution experiments. Also only two time points were measured, so no comments can be made about complicated Ostwald ripening or stick-slip processes.

The explanation presented here for the anomalously high contact angle of surface nanobubbles is satisfactory in several respects: (i) it explains the observed contact angle that is known to be unobtainable for a pure liquid on a smooth surface, (ii) it uses only concepts that have independent support (gas enrichment layer and Koch-Amirfazli-Elliott framework), (iii) the required resistance forces are very small upon comparison with other surface forces, as expected, (iv) it is in agreement with the experimentally observed constant contact footprint (pinning) of nanobubbles during shrinkage at long experimental times, ${ }^{41}$ and (v) it is consistent with the experimental observation that although the observed contact angle of surface nanobubbles is dependent on gas type, it is independent of the type of hydrophobic solid. ${ }^{60}$ The argument presented here for the anomalously high contact angle of surface nanobubbles lends support to the existence of the gas enrichment layer; however, the explanation presented here also raises some questions that cannot be answered at this time. This explanation depends on the existence of the interfacial gas layer. Although there is some experimental support ${ }^{61-63}$ and some simulation support ${ }^{47,64-66}$ for the existence of this gas enrichment layer, its existence is not universally accepted, with alternate interpretations of experimental results put forward. ${ }^{2,51}$ As well as requiring the existence of the gas layer, the explanation presented here also requires that the gas enrichment layer forms first before the growth of nanobubbles and that nanobubbles grow on top of it. This could be possible if the formation of the interfacial gas layer is by individual molecule adsorption rather than by nucleation; nucleation of the nanobubble requires a sizeable fluctuation and thus will require time to occur. In our thermodynamic stability analysis, we did not describe adsorption at the solid interface; rather we took the equilibrium contact angle that would result from such adsorption as a known value obtained from experiments. Ward et al. ${ }^{81,82}$ have had success applying their zeta isotherm to understand the effect on the contact angle of adsorption of molecules of a wetting fluid at a solid surface, ${ }^{81,82}$ however, the zeta isotherm has not yet been
applied in a two-fluid-component case. Finally, it is not clear how the interfacial gas layer is different from the gas inside of the surface nanobubble or how the gas enrichment layer interacts with the gas inside of the surface nanobubble such that the nanobubble could have an interface and a contact line with the gas enrichment layer and have a resistance to motion across the gas enrichment layer. Such an understanding of the actual molecular arrangement and properties of the gas enrichment layer requires information from outside of thermodynamics and will require more experimental investigation.

### 2.6. Chapter Conclusions

In the present study, we investigated the stability of surface nanobubbles (surface bubbles with nanometric height) in a two-component liquid solution, at constant temperature and constant bulk pressure. The free energy of such a system is denoted by $B$, presented in Equation (15), which is a combination of Gibbs free energy of the liquid phase, Helmholtz free energy of the vapor phase and interfaces, and another extra term. In our calculations we considered the solubility of the gas in water (solvent), as well as the dependence of the bulk phase concentration on the size of the surface bubbles. The key point in the investigation is to consider the changes in the properties of the bulk phase as the bubble grows further. Such changes should not be ignored especially after passing the critical size of the maximum point (which is the energy barrier for nucleation).

As the number of surface bubbles decreases through Ostwald ripening or collision and coalescence, the system will have more stable surface bubbles with a larger size. This behavior is similar to the case of bulk bubbles explained by Wasai et al. ${ }^{17}$ Ostwald ripening is slow for a small amount of dissolved gas and the chance of collision and coalescence becomes very low if the surface bubbles are far from one another.

Our thermodynamic modeling of surface nanobubbles shows that surface nanobubbles can be stable only in supersaturated solutions and with an anomalously high contact angle
(measured through the liquid phase). When a liquid solution is undersaturated or saturated, only bubbles with macroscopic height can be stable.

A possible explanation for the anomalously high contact angle (measured through the liquid phase) is offered through a combination of the existence of a gas enrichment layer with the contact angle framework proposed by Koch, Amirfazli, and Elliott. ${ }^{78}$ The gas enrichment layer alters the solid-fluid interfacial tensions. In the Koch-Amirfazli-Elliott framework, ${ }^{78} \mathrm{a}$ force resisting contact line motion is added, as shown in Equations (25) and (26). This resistance force would empirically account for factors such as pinning that cause advancing and receding contact angles to be different from the equilibrium contact angle. As explained earlier, the value of the resistance force is reasonably low compared to the interfacial tensions and other known resistance forces.

The thermodynamic approach presented here can shed light not only on nanobubbles but also on nanodroplets. Nanodroplets have been the focus of interest in recent years. ${ }^{2,83}$ In previous work, our group investigated the rich behavior predicted by a thermodynamic stability study of homogeneous nanodroplets. ${ }^{75}$ Lohse and Zhang ${ }^{2}$ in their review paper reported similarities between surface nanobubbles and surface nanodroplets in terms of production methods and stability. Our previous thermodynamic studies ${ }^{72,73}$ showed that the formation and stability of bubbles and drops in pure fluids could be understood to be analogous for different scenarios of new fluid phase formation inside solid gaps with different geometries. The big-picture understanding provided by multicomponent, multiphase thermodynamics adds to the rapidly developing experimental and theoretical investigations already in the literature on the topic of surface nanobubbles.

## 3. Bubble formation in a finite cone: More pieces to the puzzle

### 3.1.Chapter summary

We investigate the stability of bubble formation, starting with a convex or a concave meniscus, from a liquid solution inside a finite cone at constant temperature and constant liquid pressure (above the saturation pressure of the pure solvent). The number and nature of equilibrium states are determined with Gibbsian composite-system thermodynamics, both from the intersection of the equilibrium Kelvin radius with the geometry radius, and from the extrema in the plot of free energy of the system versus size of the new phase. Bubble stability is studied along the whole growth path, as the bubble grows inside, gets pinned, and grows further outside the finite cone. The changes in the concentration of the liquid bulk phase and the vapor phase during the growth of the bubble are carefully incorporated in the equations. For a bubble starting with a convex meniscus, a stable bubble may only form from a liquid with an initial degree of saturation above a certain value, depending on the system specifications. For a bubble starting with a convex meniscus, the bubble may experience "formation-disappearance fluctuation" when the energy barrier is sufficiently small and of comparable size to the energy well of the stable point. For a bubble starting with a concave meniscus, there is always a stable equilibrium, that may be with a concave meniscus inside or pinned, or with a convex meniscus pinned or outside the cone, depending on system specifications. The effect of various parameters including: cone apex angle, cone half mouth radius, contact angle, total number of moles, and initial degree of saturation, on the stability of the bubble are also investigated. Stability of bubble formation from a liquid solution inside a confined geometry such as a finite cone is of interest in areas such as restoring underwater superhydrophobicity, and adhesion of particles to the roughness of synthetic materials.

### 3.2. Introduction

Formation of a stable vapor phase on a rough solid surface submerged in a liquid solution has a significant role in many applications. Superhydrophobic surfaces that practically remain dry in submerged condition are valuable for several applications such as drag reduction, ${ }^{22,23}$ and nucleation sites to promote nucleate boiling heat transfer ${ }^{24,25}$ that can lead to higher heat transfer coefficients compared to film boiling. The presence of stable bubbles on the rough surface also influences the adhesion of particles to the surface, having application in areas such as separation of water contaminants, manipulation of adsorption on solid surfaces, reduction of biofouling, ${ }^{26,27}$ and adhesion of blood platelets to the roughness of synthetic biomaterials, ${ }^{28}$ among many others. ${ }^{2}$ Theoretical study of the stability of bubble formation in the roughness is essential for optimal design in any of the applications.

Several thermodynamic studies of vapor phase trapped in the solid roughness submerged in a liquid solution predicted that submicroscopic roughness spacing is required to sustain vapor. ${ }^{24,30-32}$ Jones et al. ${ }^{33}$ conducted a thermodynamic study on conical roughness, as a roughness geometry for which the wetted state is unfavorable and the wet-to-dry transition can be induced spontaneously. In comparing conical versus cylindrical roughness, they mentioned that spontaneous dewetting does not happen in cylindrical pores because they have a base area that must be dewetted to initiate the wet-to-dry transition. ${ }^{33}$ (A similar point was made by Zargarzadeh and Elliott in comparing nucleation of a pure fluid in an infinite cone to nucleation in the gap between solids. ${ }^{17}$ ) The above mentioned thermodynamic studies ${ }^{24,30-33}$ only focus on cases where the solid material was such that vapor formed with a concave meniscus out of the liquid phase inside the pit. However, they ${ }^{24,30-33}$ did not extend their investigation to whether it is favorable for the vapor to grow outside the pit. ${ }^{24,30-33}$ Nor did they ${ }^{24,30-33}$ investigate the cases where the solid material is such that vapor formation starts with a convex meniscus. There were other thermodynamic studies that showed stable bubble formation starting with a convex meniscus inside a conical pore at constant volume and temperature ${ }^{29}$ or at constant pressure and temperature. ${ }^{21}$ However, those works ${ }^{21,29}$ did not
fully discuss the effect of geometric parameters, contact angle, or the initial number of components in the system.

The purpose of this research is a comparative study of thermodynamic stability of vapor formation starting inside a finite conical pore exposed to a liquid solution of water and a dissolved gas (solute). The analysis is presented for two different cases where vapor starts with either a concave or convex meniscus, depending on the solid material and geometric shape. We investigate the energy of the system as the vapor starts inside the cone, gets pinned to the corners of the finite cone, and grows out of the cone, to find the most stable equilibrium configuration of the system. The same analysis method as in the article by Ward and Levart ${ }^{21}$ and our previous study of interfacial nanobubbles ${ }^{84}$ is applied to the cases of the present study, combined with appropriate geometry equations. For each case in this study, we investigate the effects of the geometric parameters, contact angle, total numbers of moles, and the initial degree of saturation of the liquid solution. We have previously conducted similar comparative studies for different geometries, including a conical pore of infinite height, for the case of pure (single-component) vapor formation out of a bulk liquid phase, or liquid formation out of a pure bulk vapor phase. ${ }^{72,73}$ In the present research both the vapor phase and the bulk liquid phase are considered to be a binary mixture of water and the solute gas (nitrogen). We carefully considered the concentration change in both liquid and vapor phases as a result of changes in the size of the bubble and the liquid-vapor interface radius of curvature. The current research will extend our previous big-picture understanding for confined pure phase transitions ${ }^{72,73}$ to impure, multicomponent (binary in the present work) phase transitions inside microscopic confinement, for the real situation of a nucleated gas phase starting inside a finite conical pit in a solid surface.

### 3.3. System definition and governing equations

### 3.3.1. System definition

The system of interest is a bubble in the conical roughness of a solid submerged in a liquid solution, at constant temperature and liquid pressure, denoted by a movable piston in Figure 8, and closed to mass transfer with the surrounding thermal reservoir.


Figure 8. Schematic of the system in which a bubble forms in the conical roughness of a solid surface submerged in a liquid solution at constant temperature and liquid pressure, and closed to mass transfer. Based on the solid material, the bubble may start forming inside with a) a convex or b) a concave meniscus. $\beta$ is half of the cone apex angle, $w$ is the mouth radius of the conical pit, and $h_{\text {cone }}$ is the height of the cone from the apex to the corner. $H$ is the vertical distance from the apex to the center of the liquidvapor interface, $R$ is the radius of curvature of the liquid-vapor interface, and $\boldsymbol{\theta}$ is the contact angle of the interface with the solid, measured through the liquid phase.

The roughness is in the shape of a finite conical pit, with limited cone opening width $w$ and half cone apex angle of $\beta$. Although in reality systems are at least partially open (for example liquid is exposed to some air on top), the system can reasonably be considered closed because the height of the liquid above the roughness is much larger than the roughness and bubble size. With the assumption of a closed system, the total numbers of moles of any component in the system $\left(n_{i}\right)$ are constant. We consider the liquid phase and the vapor phase to be a binary solution of water $\left(\mathrm{H}_{2} \mathrm{O}\right)$, component 1 , and a dissolved gas such as nitrogen $\left(\mathrm{N}_{2}\right)$, component 2. The solid is assumed to be nonvolatile, nondissolving and rigid; therefore knowing the equilibrium contact angle, $\theta$, between the liquid-vapor interface and the solid,
along with the geometry parameters of the solid, fully specifies the solid in our study. Under the given constraints, the independent variables of the system that must be specified are therefore $T, P^{L}, n_{1}$ and $n_{2}, w, \beta$, and $\theta$, where $T$ is the temperature of the system and $P^{L}$ is the pressure of the liquid phase. Instead of $n_{1}$ and $n_{2}$ (which are the total numbers of moles of component $i$, and are equal to the numbers of moles of component $i$ in the initial liquid phase), one may define either of $n_{1}$ or $n_{2}$ and $f_{\text {init }}$, the initial degree of saturation in the liquid phase at the initial condition (before bubble formation).

Depending on the solid material and cone apex angle, a bubble may form with a convex or concave meniscus while inside the cone. The conventional method categorizes the surface as hydrophilic when $\theta<90^{\circ}$ or hydrophobic when $\theta>90^{\circ}$. For the liquid-vapor interface in geometries such as a cone, it is more helpful to define the concave-to-convex transition contact angle, $\theta_{t}$, as introduced in our previous work. ${ }^{72,73,85}$ For the case of vapor formation out of a liquid phase, the concave-to-convex transition contact angle is: ${ }^{72,73,85}$

$$
\begin{equation*}
\theta_{\mathrm{t}}=\beta+90^{\circ} \tag{28}
\end{equation*}
$$

where $\beta$ is half of the cone apex angle, and the contact angle is measured through the liquid phase (denser phase according to convention). If the cone apex angle $(2 \beta)$ is fixed, then the meniscus shape inside the cone is determined by the contact angle that is imposed by the solid material:

$$
\left\{\begin{array}{l}
\theta<\beta+90^{\circ} \rightarrow \text { bubble with a convex meniscus inside cone }  \tag{29}\\
\theta>\beta+90^{\circ} \rightarrow \text { bubble with a concave meniscus inside cone }
\end{array}\right.
$$

In the case where the solid material and the contact angle are fixed (hence $\theta$ is known), the set of cone apex angles $(2 \beta)$ that result in concave or convex meniscus should match the following criteria:

$$
\left\{\begin{array}{l}
\beta>\theta-90^{\circ} \rightarrow \text { bubble with a convex meniscus inside cone }  \tag{30}\\
\beta<\theta-90^{\circ} \rightarrow \text { bubble with a concave meniscus inside cone }
\end{array}\right.
$$

Based on geometry relations and the definition of the concave-to-convex transition contact angle, we agree with Jones et al. ${ }^{33}$ that the critical cone angle, $2 \beta_{C}$, for initiation of dewetting is $2 \theta-180^{\circ}$, and that spontaneous dewetting with a concave meniscus may begin only if $\beta<$ $\theta-90^{\circ}$. Yet, we disagree with their assertion that hydrophilic conical pores with $\theta<90^{\circ}$ will never dewet for a nonzero cone angle, and to support our disagreement we refer to the case investigated by Ward et al. ${ }^{21}$ where a bubble formed with contact angle of $10^{\circ}$ and a convex meniscus in a cone with apex angle of $90^{\circ}\left(\beta=45^{\circ}\right)$. Bubble formation starting with a convex meniscus is possible from a geometric point of view; however, to determine whether the bubble can be in any equilibrium condition (unstable, metastable or stable), further analysis of free energy and equilibrium radius is required. Thermodynamic stability analysis consists of three steps: $:^{21,84}(i)$ finding the conditions for equilibrium, (ii) defining the appropriate free energy (thermodynamic potential) of the system with respect to some reference point, and (iii) analysis of the stability of the system for different potential sizes of the new phase. In the following sections we discuss the required equations and steps for thermodynamic stability analysis.

### 3.3.2. Conditions for equilibrium

When a composite system evolves to equilibrium, the extensive parameters take on values that extremize the entropy $(S)$ of the system and reservoir subject to the constraints of the system. The system of interest here is composed of subsystems that include three phases: solid, liquid, and vapor, and three interfaces: solid-vapor, solid-liquid and liquid-vapor. Therefore at equilibrium: ${ }^{21,86}$

$$
\begin{equation*}
\mathrm{d} S^{R}+\mathrm{d} S^{S}+\mathrm{d} S^{L}+\mathrm{d} S^{V}+\mathrm{d} S^{S L}+\mathrm{d} S^{S V}+\mathrm{d} S^{L V}=0 \tag{31}
\end{equation*}
$$

where superscripts denote the phase or the interface: $R$ for the reservoir, $S$ for the solid phase, $L$ for the liquid phase, $V$ for the vapor phase, $S V$ for the solid-vapor interface, $S L$ for the solid-liquid interface, and $L V$ for the liquid-vapor interface. The entropy terms in Equation
(31) must be replaced by the differential form of the Euler equation. ${ }^{1,86}$ The differential form of the Euler relation for any bulk phase is: ${ }^{1,86}$

$$
\begin{equation*}
\mathrm{d} S^{b}=\frac{1}{T^{b}} \mathrm{~d} U^{b}-\frac{P^{b}}{T^{b}} \mathrm{~d} V^{b}+\frac{1}{T^{b}} \sum_{i} \mu_{i}^{b} \mathrm{~d} n_{i}^{b} \tag{32}
\end{equation*}
$$

where superscript $b$ denotes any arbitrary bulk phase, $U$ is the internal energy, $V$ is the volume of the phase, and $\mu_{i}$ is the chemical potential of component $i$, and the sum is over all components present in that phase.

The differential form of the Euler relation for an interface is: ${ }^{1,86}$

$$
\begin{equation*}
\mathrm{d} S^{a b}=\frac{1}{T^{a b}} \mathrm{~d} U^{a b}+\frac{\gamma^{a b}}{T^{a b}} \mathrm{~d} A^{a b}+\frac{1}{T^{a b}} \sum_{i} \mu_{i}^{a b} \mathrm{~d} n_{i}^{a b} \tag{33}
\end{equation*}
$$

where superscript $a b$ denotes interface $a b, \gamma$ is the surface tension, and $A$ is the surface area of the interface $a b$.

The next step is to impose the constraints of the system, based on the definition of the system in the previous section, on Equations (32) and (33) substituted into Equation (31).

The system can exchange energy with the reservoir, and the system and reservoir together are isolated, hence:

$$
\begin{equation*}
\mathrm{d} U^{R}+\mathrm{d} U^{S}+\mathrm{d} U^{L}+\mathrm{d} U^{V}+\mathrm{d} U^{S L}+\mathrm{d} U^{S V}+\mathrm{d} U^{L V}=0 \tag{34}
\end{equation*}
$$

The system can exchange volume with the reservoir to maintain constant liquid phase pressure as shown by a movable piston in Figure 8. Also, the solid is considered to be rigid and incompressible $\left(\mathrm{d} V^{S}=0\right)$. Therefore, for volume exchange we have:

$$
\begin{equation*}
\mathrm{d} V^{R}+\mathrm{d} V^{L}+\mathrm{d} V^{V}=0 \tag{35}
\end{equation*}
$$

We assume, according to the "Gibbs diving surface" approach for flat surfaces, ${ }^{1}$ that the solid-liquid and solid-vapor interfaces are located such that there is no excess of the
component of the solid phase at each of the interfaces. Therefore, only components 1 and 2 are present at the solid-liquid and solid-vapor interfaces. For the curved liquid-vapor interface, both components 1 and 2 can be in excess in the interface, because the interface is located such that the surface tension is independent of the curvature, according to the "Gibbs surface of tension" approximation. ${ }^{1}$ The system is closed to mass transfer with the reservoir, and for mole exchange we have:

$$
\begin{array}{ll}
\mathrm{d} n_{i}^{L}+\mathrm{d} n_{i}^{V}+\mathrm{d} n_{i}^{S L}+\mathrm{d} n_{i}^{S V}+\mathrm{d} n_{i}^{L V}=0 & i=1,2 \text { (components in fluid phases) } \\
\mathrm{d} n_{j}^{S}=0 & j=\text { component of the solid phase } \\
\mathrm{d} n_{k}^{R}=0 & k=\text { any component in the reservoir } \tag{38}
\end{array}
$$

When Equations (32) and (33), along with constraints (34) to (38), and appropriate geometry equations for volume of the new phase and relevant surface areas, are substituted into Equation (31), like terms collected and the resulting equation required to be true for any arbitrary variation about equilibrium, the conditions for equilibrium are found to be: ${ }^{21,84}$

$$
\begin{align*}
& T^{R}=T^{S}=T^{L}=T^{V}=T^{S L}=T^{S V}=T^{L V}=T  \tag{39}\\
& \mu_{i}^{L}=\mu_{i}^{V}=\mu_{i}^{S L}=\mu_{i}^{S V}=\mu_{i}^{L V} \quad i=1,2 \text { (components in fluid phases) }  \tag{40}\\
& \gamma^{S V}-\gamma^{S L}=\gamma^{L V} \cos \theta_{C}  \tag{41}\\
& P^{V}-P^{L}=\frac{2 \gamma^{L V}}{R_{C}}  \tag{42}\\
& P^{L}=P^{R} \tag{43}
\end{align*}
$$

$\theta_{C}$ is the equilibrium contact angle of the fluid interface with the solid phase measured through the liquid phase, and $R_{c}$ is the inverse of the mean curvature of the liquid-vapor interface at equilibrium, called the Kelvin radius (note that mean curvature, $\kappa$, is defined as $\kappa=\frac{1}{2}\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right)$ where $R_{1}$ and $R_{2}$ are principal radii of curvature). Conditions for equilibrium consist of thermal equilibrium (Equation (39)), chemical equilibrium (Equation (40)) and
mechanical equilibrium (Equations (41) to (43)). Equation (41) is the well-known Young equation and Equation (42) is the famous Young-Laplace equation. To obtain Equations (41) and (42), volume and areas in Equations (32) and (33) were expressed in terms of radius and contact angle.

In cases where the interface is part of a spherical cap, such as this case of an interface inside a conical pit, the two principal radii of curvature are equal. Therefore, at equilibrium the radius of curvature is equal to the Kelvin radius. According to the sign choice in the expression of the pressure difference in Equation(42), radius has a positive sign if the center of the radius is in the vapor phase and the meniscus is convex, and radius has a negative sign if the center is in the liquid phase and the meniscus is concave.

Equality of the chemical potentials of component $i$ between liquid and vapor phases (according to Equation (40)) gives further information for the partial pressure of each of component 1 and 2 in the vapor phase. For the chemical potential of component $i$ in the liquid phase, it is assumed that the liquid is incompressible and component 2 dissolved in water forms a dilute solution and therefore Henry's law is applicable. ${ }^{21}$ For the expression of chemical potential of component $i$ in the vapor phase it is assumed that the vapor forms an ideal gas. ${ }^{21}$ These assumptions combined with Equation (40) give: ${ }^{21}$

$$
\begin{align*}
& P_{1}^{V}=P_{1, \infty} \exp \left[\frac{v_{1}^{0 L}}{R_{U} T}\left(P^{L}-P_{1, \infty}\right)-\frac{n_{2}^{L}}{n_{1}^{L}}\right]  \tag{44}\\
& P_{2}^{V}=P^{L} n_{2}^{L} / n_{2 s}^{L} \tag{45}
\end{align*}
$$

where $P_{i}^{V}$ is the partial pressure of component $i$ in the vapor phase, $v_{1}^{0 L}$ and $P_{1, \infty}$ are the specific volume and saturation pressure of pure component 1 , respectively, $R_{U}$ is the universal gas constant, $n_{i}^{L}$ is the number of moles of component $i$ in the liquid phase, and $n_{2 s}^{L}$ is the number of moles of component 2 (solute) in the liquid phase at the saturation limit across a flat interface and is obtained from Henry's law: ${ }^{21}$

$$
\begin{equation*}
n_{2 s}^{L}=n_{1}^{L} P^{L} / K_{H} \tag{46}
\end{equation*}
$$

with $K_{H}$ denoting the Henry's law constant.
The vapor phase pressure is the summation of the partial pressures of component 1 and 2. By combining Equations (44) to (46), with Equation (42), the Kelvin radius is obtained as: ${ }^{21}$

$$
\begin{equation*}
R_{C}=\frac{2 \gamma^{L V}}{\eta P_{1, \infty}+P^{L}\left(n_{2}^{L} / n_{2 s}^{L}\right)-P^{L}} \tag{47}
\end{equation*}
$$

where $\eta$ is the coefficient of $P_{1, \infty}$ in Equation (44) for calculation of partial pressure of component 1 in vapor $\left(P_{1}^{V}\right)$ that corrects the vapor pressure of component 1 for the effect of dissolved solute (component 2) and the pressure difference of the liquid and vapor phases: $:^{21}$

$$
\begin{equation*}
\eta=\exp \left[\frac{v_{1}^{0 L}}{R_{U} T}\left(P^{L}-P_{1, \infty}\right)-\frac{n_{2}^{L}}{n_{1}^{L}}\right] \tag{48}
\end{equation*}
$$

For $n_{i}^{L}$, we assume that the adsorption of component $i$ at the interfaces is negligible compared to the total mass of $i$, and that the number of moles of $i$ in the vapor phase is calculated from the ideal gas law. Therefore: ${ }^{21}$

$$
\begin{align*}
& n_{1}^{L}=n_{1}-\frac{P_{1}^{V} V^{V}}{R_{U} T}  \tag{49}\\
& n_{2}^{L}=n_{2}-\frac{P_{2}^{V} V^{V}}{R_{U} T} \tag{50}
\end{align*}
$$

where $V^{V}$ is the volume of the vapor phase.
Substituting Equation (44) in Equation (49) and Equations (45) and (46) in Equation (50) to calculate $\frac{n_{2}^{L}}{n_{1}^{L}}$, and combining with Equation (48) for $\eta$ we have:

$$
\begin{equation*}
\eta=\exp \left[\frac{v_{1}^{0 L}}{R_{U} T}\left(P^{L}-P_{1, \infty}\right)-\frac{n_{2} R_{U} T}{n_{1} R_{U} T+V^{V}\left(K_{H}-\eta P_{1, \infty}\right)}\right] \tag{51}
\end{equation*}
$$

For an arbitrary size that a bubble can take, $V^{V}$ is calculated and Equation (51) must be solved to determine the value of $\eta$. For the conditions we considered, $\eta$ is close to unity.

The Kelvin radius can be expressed in terms of the independent variables of the system ( $T, P^{L}, n_{1}, n_{2}, w, \beta, \theta$, and $R$, where $w, \beta, \theta$, and $R$ apprear in $V^{V}$ ) by substituting Equation (44) in Equation (49) and Equations (45) and (46) in Equation (50) for $n_{1}^{L}$ and $n_{2}^{L}$, that are then replaced in Equation (47) yielding: ${ }^{21,84}$

$$
\begin{equation*}
R_{C}=\frac{2 \gamma^{L V}\left(n_{1} R_{U} T-\eta P_{1, \infty} V^{V}+V^{V} K_{H}\right)}{\left(\eta P_{1, \infty}-P^{L}\right)\left(n_{1} R_{U} T-\eta P_{1, \infty} V^{V}+V^{V} K_{H}\right)+K_{H} n_{2} R_{U} T} \tag{52}
\end{equation*}
$$

For the case of pure vapor and liquid phases, Equation (52) simplifies to the Kelvin equation for the pure case, as also derived in our previous article: ${ }^{72,73}$

$$
\begin{equation*}
R_{C}=\frac{2 \gamma^{L V}}{P_{1, \infty} \exp \left(\frac{v_{1}^{0 L}}{R_{U} T}\left(P^{L}-P_{1, \infty}\right)\right)-P^{L}} \tag{53}
\end{equation*}
$$

It should be noted that the sign convention is different from our previous work, ${ }^{72,73}$ as we defined the pressure difference $P^{V}-P^{L}$ to correspond to a positive radius of curvature here. ${ }^{72,73}$ As can be seen from Equation (53), for the case of pure phases, the size and concavity (sign) of the Kelvin radius is determined once the temperature and pressure of the reservoir are fixed, as also discussed in our previous paper. ${ }^{73}$ (For pure vapor phase formation with a convex meniscus, there was a sign error in Equation (31) of one of our papers. ${ }^{72}$ For the correct form refer to Equation (5) of our other paper. ${ }^{73}$ ) Here where phases are not pure, the Kelvin radius depends also on the initial values of $n_{1}$ and $n_{2}$, the limit of solubility of component 2 in the solvent, expressed by $K_{H}$, and the geometry of the system determining the volume of the vapor phase $V^{V}$.

### 3.3.3. Free energy of the system

Free energy, also called thermodynamic potential, of the system can be calculated from the second law of thermodynamics, where entropy of the system and reservoir must increase for any spontaneous changes toward equilibrium $\left(\Delta S_{\text {reservoir }}+\Delta S_{\text {system }} \geq 0\right.$ ), and remains constant at equilibrium. With the constraints of the system combined with the second law, the free energy of this system is found to be: ${ }^{21}$

$$
\begin{equation*}
B=G^{L}+F^{V}+F^{L V}+F^{S L}+F^{S V}+P^{L} V^{V} \tag{54}
\end{equation*}
$$

which is a combination of Gibbs free energy, $G$, of the liquid phase, Helmholtz free energy, $F$, of the vapor phase and the interfaces, and a $P^{L} V^{V}$ term. Energy can be evaluated with respect to a reference state. A convenient reference choice $\left(B_{0}\right)$ is the state where no bubble has formed yet. The equation to calculate free energy with respect to the reference state is therefore: ${ }^{21}$

$$
\begin{align*}
B-B_{0}= & \frac{-2 \gamma^{L V} V^{V}}{R_{C}}+\gamma^{L V}\left(A^{L V}+A^{S V} \cos \theta\right) \\
& +\frac{n_{2} R_{U} T V^{V}\left(K_{H}-\eta P_{\infty}\right)}{n_{1} R_{U} T-\eta P_{\infty} V^{V}+V^{V} K_{H}}+n_{2} R_{U} T \ln \left(\frac{n_{1} R_{U} T}{n_{1} R_{U} T-\eta P_{\infty} V^{V}+V^{V} K_{H}}\right) \tag{55}
\end{align*}
$$

The first term in Equation (55) is the Laplace contribution to the free energy, and is denoted in this work by $\Delta B_{\text {Laplace }}$, the second term is the surface contribution and is denoted by $\Delta B_{\text {Surface }}$, and the sum of the last two terms is the contribution of the chemical potential changes, and is denoted by $\Delta B_{\text {Chemical potential }}$. Later on in our plots, the contributions of each term in the total free energy will be discussed. Comparing the contribution of each term in the free energy can yield physical insight into the controlling phenomena. ${ }^{71}$

With the expression of volume and interfacial areas, the free energy $B-B_{0}$ (also called $\Delta B$ ) in Equation (55) and the equilibrium (Kelvin) radius, $R_{C}$ in Equation (52) can both be expressed in terms of $T, P^{L}, n_{1}$ and $n_{2}, w, \beta, \theta_{C}, \theta$, and $R$ over the range of $R$. Either of $n_{1}$ or $n_{2}$ can be replaced by setting the initial degree of saturation, $f_{\text {init }}$, of the solution before any
vapor formation. The initial degree of saturation is the ratio of the number moles of solute in the liquid phase to the number of moles of solute that would saturate the liquid phase with a flat interface. At the initial condition with no vapor formation yet, the total number of moles of component $i$ in the system is equal to the total number of moles of component $i$ in the liquid phase, $n_{i}=n_{i}^{L}$. The initial degree of saturation of the initial liquid phase is therefore:

$$
\begin{equation*}
f_{\text {init }}=\frac{n_{2} K_{H}}{n_{1} P^{L}} \tag{56}
\end{equation*}
$$

### 3.3.4. Geometry equations for a bubble in a finite cone

The equations for volume and areas vary based on the concavity of the bubble inside the cone. Figure 9 demonstrates the possible configurations when contact angle and cone apex angle are such that the bubble starts with a convex meniscus OR a concave meniscus inside the cone.

Bubble starting with a convex meniscus $\left(\theta<\beta+90^{\circ}\right)$ in a finite cone


Bubble starting with a concave meniscus $\left(\theta>\beta+90^{\circ}\right)$ in a finite cone


Figure 9. Vapor in a finite cone starting with a convex meniscus (a, b, c) OR starting with a concave meniscus ( $\mathrm{d}, \mathrm{e}, \mathrm{f}, \mathrm{g}$ ). $\varphi$ is the angle that describes the rotation of the interface while it is pinned. For a bubble starting with a convex meniscus, as the bubble grows it may take one of these configurations: (a) inside the cone with a convex meniscus, (b) pinned to the corner of the cone with a convex meniscus, or (c) out of the cone with a convex meniscus. For a bubble starting with a concave meniscus, as the bubble grows it may take one of these configurations (d) inside the cone with a concave meniscus, (e) pinned to the corner of the cone with a concave meniscus, (f) pinned to the corner of the cone with a convex meniscus, or (g) out of the cone with a convex meniscus.

Equations for the case of vapor with a convex meniscus are presented in the article by Ward and Levart, ${ }^{21}$ and are summarized in Table 1.

Table 1. Geometry relations for a bubble inside a finite cone starting with a convex meniscus, $\theta<$ $\boldsymbol{\beta}+90^{\circ}$
(a) Inside the cone with a convex meniscus, $R$ has a positive sign

$$
R \leq \frac{w}{\cos (\theta-\beta)}
$$

$H=R\left[\frac{\cos (\theta-\beta)}{\tan \beta}+1-\sin (\theta-\beta)\right]$
$V^{V}=\frac{\pi}{3} R^{3}\left[\frac{\cos ^{3}(\theta-\beta)}{\tan \beta}+2-3 \sin (\theta-\beta)+\sin ^{3}(\theta-\beta)\right]$
$A^{L V}=2 \pi R^{2}[1-\sin (\theta-\beta)]$
$A^{S V}=\frac{\pi R^{2} \cos ^{2}(\theta-\beta)}{\sin \beta}$
(b) Pinned to the corner with a convex meniscus, $R$ has a positive sign

$$
\begin{equation*}
\frac{\pi}{2}-\beta \geq \varphi \geq 0 \tag{61}
\end{equation*}
$$

$|R|=\frac{w}{\sin (\theta+\varphi)}$
$H=\frac{w}{\tan \beta}+R[1+\cos (\theta+\varphi)]$
$V^{V}=\frac{\pi}{3}\left\{\frac{w^{3}}{\tan \beta}+R^{3}\left[2+3 \cos (\theta+\varphi)-\cos ^{3}(\theta+\varphi)\right]\right\}$
$A^{L V}=2 \pi R^{2}[1+\cos (\theta+\varphi)]$
$A^{S V}=\frac{\pi w^{2}}{\sin \beta}$
(c) Out of the cone with a convex meniscus, $R$ has a positive sign

$$
\begin{equation*}
R \geq \frac{w}{\sin \theta} \tag{66}
\end{equation*}
$$

$H=\frac{w}{\tan \beta}+R[1+\cos \theta]$
$V^{V}=\frac{\pi}{3}\left[\frac{w^{3}}{\tan \beta}+R^{3}\left(2+3 \cos \theta-\cos ^{3} \theta\right)\right]$
$A^{L V}=2 \pi R^{2}[1+\cos \theta]$
$A^{S V}=\pi\left[\frac{w^{2}}{\sin \beta}+R^{2} \sin ^{2} \theta-w^{2}\right]$

For a bubble starting with a convex meniscus, the pinning starts when $\varphi=\frac{\pi}{2}-\beta$, and ends when $\varphi$ is zero, while the radius always has the same positive sign (as the interface remain convex). The liquid-vapor interface radius of curvature changes in the range of $R_{\text {pin, start }}$ and $R_{\text {pin, end }}$ where according to Equation (61), we have:

$$
\begin{align*}
& R_{\mathrm{pin}, \text { start }}=\frac{w}{\sin \left(\theta+\frac{\pi}{2}-\beta\right)}  \tag{70}\\
& R_{\mathrm{pin}, \mathrm{end}}=\frac{w}{\sin (\theta)} \tag{71}
\end{align*}
$$

The two values of $R_{\text {pin, start }}$ and $R_{\text {pin, end }}$ become equal when $\theta=\frac{\pi}{4}+\frac{\beta}{2}$. Therefore depending on the values of $\theta$ and $\beta$, the radius of curvature of the liquid-vapor interface may increase or decrease during pinning as the rotation angle $\varphi$ changes from $\frac{\pi}{2}-\beta$ to 0 . It is the most convenient to define the pinning range by letting the rotation angle $\varphi$ change from $\frac{\pi}{2}-\beta$ to 0 , and then calculate radius as a function of the rotation angle. (Figure A-1 in the appendix shows changes of the radius of curvature when the interface is pinned as the rotation angle changes for various contact angles in the case of a bubble starting with a convex meniscus).

It should be noted that in the case of a bubble starting with a convex meniscus, there are some cases where $H$ (the vertical distance from the apex to the center of the liquid-vapor interface) is greater than $h_{\text {cone }}$, yet the bubble is still considered inside because the vertical height of contact of the bubble with the solid from the cone apex, $h$, is still less than $h_{\text {cone }}$.

The geometry equations for the case of a bubble starting with a concave meniscus are presented in Table 2.

Table 2. Geometry relations for a bubble inside a finite cone starting with a concave meniscus, $\boldsymbol{\theta}>$ $\beta+90^{\circ}$
(d) Inside the cone with a concave meniscus, $R$ has a negative sign

$$
\begin{align*}
& \quad|R| \leq \frac{-w}{\cos (\theta-\beta)} \\
& H=R\left[\frac{\cos (\theta-\beta)}{\tan \beta}+1-\sin (\theta-\beta)\right]  \tag{57}\\
& V^{V}=\frac{\pi}{3} R^{3}\left[\frac{\cos ^{3}(\theta-\beta)}{\tan \beta}+2-3 \sin (\theta-\beta)+\sin ^{3}(\theta-\beta)\right]  \tag{58}\\
& A^{L V}=2 \pi R^{2}[1-\sin (\theta-\beta)]  \tag{59}\\
& A^{S V}=\frac{\pi R^{2} \cos ^{2}(\theta-\beta)}{\sin \beta} \tag{60}
\end{align*}
$$

Pinned to the corner with a
(e) concave meniscus, $R$ has a negative sign, $\frac{\pi}{2}-\beta \geq \varphi \geq \pi-\theta$

OR
(f) convex meniscus, $R$ has a positive sign, $\pi-\theta \geq \varphi \geq 0$

$$
\begin{align*}
& |R|=\frac{w}{\sin (\theta+\varphi)}  \tag{61}\\
& H=\frac{w}{\tan \beta}+R[1+\cos (\theta+\varphi)]  \tag{62}\\
& V^{V}=\frac{\pi}{3}\left\{\frac{w^{3}}{\tan \beta}+R^{3}\left[2+3 \cos (\theta+\varphi)-\cos ^{3}(\theta+\varphi)\right]\right\}  \tag{63}\\
& A^{L V}=2 \pi R^{2}[1+\cos (\theta+\varphi)]  \tag{64}\\
& A^{S V}=\frac{\pi w^{2}}{\sin \beta} \tag{65}
\end{align*}
$$

(g) Out of the cone with a convex meniscus, $R$ has a positive sign,

$$
\begin{gather*}
R \geq \frac{w}{\sin \theta} \\
H=\frac{w}{\tan \beta}+R[1+\cos \theta] \tag{66}
\end{gather*}
$$

$$
\begin{equation*}
V^{V}=\frac{\pi}{3}\left[\frac{w^{3}}{\tan \beta}+R^{3}\left(2+3 \cos \theta-\cos ^{3} \theta\right)\right] \tag{67}
\end{equation*}
$$

$$
\begin{equation*}
A^{L V}=2 \pi R^{2}[1+\cos \theta] \tag{68}
\end{equation*}
$$

$$
\begin{equation*}
A^{S V}=\pi\left[\frac{w^{2}}{\sin \beta}+R^{2} \sin ^{2} \theta-w^{2}\right] \tag{69}
\end{equation*}
$$

As presented in Table 2, for a bubble starting with a concave meniscus in the cone, the pinning starts when the bubble touches the corners of the cone, and the rotation angle is $\frac{\pi}{2}-\beta$. Further growth happens as the rotation angle decreases, and the absolute radius of curvature of the liquid-vapor interface increases toward infinity for a flat interface (note that in the case of a concave meniscus, radius has a negative sign according to our definition in this work). At a rotation angle of $\pi-\theta$, the meniscus becomes flat and the radius becomes infinity. The concavity switch happens at the rotation angle of $\pi-\theta$, and further bubble growth happens as the rotation angle decreases to zero, while the absolute radius of curvature decreases. When modeling the system in Matlab, it is not possible to give the exact rotation angle of $\pi-\theta$ and physically reach the infinite radius. Therefore, for a bubble starting with a concave meniscus, the bubble is considered to pin with a concave meniscus when rotation angle is in range of $\frac{\pi}{2}-\beta \geq \varphi \geq \pi-\theta-\varepsilon$, and to switch its concavity and pin with a convex meniscus when the rotation angle is in the range of $\pi-\theta+\varepsilon \geq \varphi \geq 0$. In cases where the bubble at equilibrium is pinned with a rotation angle close to $\pi-\theta$ (where the meniscus concavity switches from concave to convex), $\varepsilon$ must be adequately small to allow including large absolute values of radius (compared to the cone mouth radius) that result in the equilibrium state. Correct selection of $\varepsilon$ is especially important for cases where the cone mouth radius is much smaller than the range for the Kelvin radius, as presented in Appendix A-2.

According to Table 1 and Table 2, the vapor volume and surface areas are expressed in terms of contact angle, $\theta$, size of the bubble, $R$, and the cone geometric parameters, that is half of the cone angle, $\beta$, and cone opening width, $w$.

### 3.3.5. Step by step stability analysis

The steps for thermodynamic stability analysis are as follows:
i) Specify the independent variables: $T, P^{L}, n_{1}$ and $n_{2}$ (or $n_{i}$ and $f_{\text {init }}$ ), $w, \beta$, and $\theta$ (equal to $\theta_{C}$ ).
ii) Find physical properties, $P_{1, \infty}, v_{1}^{0 L}, K_{H}$, and $\gamma^{L V}$ of the specified system from handbooks.
iii) Consider the range for geometry radius of curvature of the interface, $R$.
iv) Calculate $V^{V}, A^{S V}$, and $A^{L V}$ for each $R$.
v) Calculate $\eta$ from Equation (51) for each $R$.
vi) Calculate $R_{C}$ from Equation (52) for each $R$.
vii) Find equilibrium states from the intersection of the $R_{C}$ versus $R$ curve with the $R$ versus $R$ line. At equilibrium, the geometry radius must be equal to the equilibrium (Kelvin) radius. Alternatively, the equilibrium radius can be found from the intersection of the curve of $R_{C}$ versus $H$ (or versus $V^{V}$ ) with the curve of $R$ versus $H$ (or versus $V^{V}$ ). Plotting $R_{C}$ and $R$ versus $H$ or $V^{V}$ is particularly more convenient compared to plotting versus $R$, in cases where the radius of a pinned bubble decreases and increases again, while the bubble grows constantly (such as the case described in Appendix A-3) or where the sign of radius changes, as a result of a change in concavity of the interface (for cases where the bubble starts with a concave meniscus inside the cone, gets pinned to the corner with a concave meniscus, switches the concavity to convex while it is pinned, and grows out of the cone with a convex meniscus). It should be noted that in all such cases, $H$ and $V^{V}$ are constantly increasing over the growth range.
viii) Calculate free energy from Equation (55) over the range of sizes of the bubble.
ix) Plot free energy of the system versus size of the bubble ( $R$ or $H$ or $V^{V}$ ). The extremum points in the plot correspond to the equilibrium states: a maximum in the free energy corresponds to an unstable equilibrium state, a local minimum in the free energy corresponds to a metastable equilibrium state, and a global minimum in the free energy corresponds to a stable equilibrium state. It should be noted that a minimum in free energy corresponds to a maximum in entropy of the system subject to its constraints. The size of the bubble at the equilibrium state from this method should match the results from step (vii).

### 3.4. Results and discussion

In this section we present the results for the number and nature of equilibrium states, as well as the size of the vapor phase at the equilibrium states, for two cases of (1) vapor starting with a convex meniscus or (2) vapor starting with a concave meniscus inside a finite cone submerged in a liquid solution at constant temperature and liquid pressure. We discuss the effects of cone apex angle, cone width or height, contact angle, total numbers of moles, and initial degree of saturation on stability in each case. For the system of interest in this study, temperature is set at $25^{\circ} \mathrm{C}$ and the liquid pressure at 1 atm . Fluid phases are considered to be made of water and nitrogen. At a temperature of $25^{\circ} \mathrm{C}$, the saturation pressure of pure water, $P_{1, \infty}$, is $3.17 \times 10^{3} \mathrm{~Pa}$, and the specific volume of pure water, $v_{1}^{0 L}$, is $18.07 \mathrm{~cm}^{3} / \mathrm{mol}$. The liquid-vapor surface tension, $\gamma^{L V}$, is considered to have the same value as the liquid-vapor surface tension of pure water, $72.06 \mathrm{mN} / \mathrm{m}$, assuming negligible concentration effect on the liquid-vapor surface tension for the concentration range in this problem. ${ }^{87}$ The Henry's law constant $K_{H}$, for describing the saturation limit across a flat interface for the water/nitrogen system is $9.1 \times 10^{4} \mathrm{~atm} .{ }^{76}$

### 3.4.1. Binary bubble starting with a convex meniscus in a finite cone

For vapor starting with a convex meniscus, we chose the same values as Ward and Levart ${ }^{21}$ for the independent variables of the system. We considered one conical pit, hence one bubble, and the numbers of moles of the solvent (water) and the solute (nitrogen) are set to the same per-bubble values as were used by Ward and Levart, ${ }^{21}$ that is $2.5 \times 10^{19}$ molecules $\left(4.15 \times 10^{-5}\right.$ moles $)$ of water and $3 \times 10^{14}$ molecules $\left(4.98 \times 10^{-10} \mathrm{moles}\right)$ of nitrogen. ${ }^{21}$ The initial liquid is therefore slightly supersaturated, with an initial degree of saturation of 1.089 according to Equation (56). The mouth radius, $w$, of the cone is $50 \mu \mathrm{~m}$, and the half cone apex angle, $\beta$, is $45^{\circ}$. The contact angle, $\theta$, is considered to be $10^{\circ}$. The equilibrium states are analyzed both with the method of intersection of the Kelvin radius with the geometry radius, and from the free energy diagram, as shown in Figure 10.
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Figure 10. Equilibrium states of a bubble starting with a convex meniscus in a finite cone submerged in a liquid solution, (a) intersection of the Kelvin radius with the geometry radius versus height of the center of the liquid-vapor interface, (b) free energy versus height of the center of the liquid-vapor interface, (c) magnification of the energy axis for free energy versus height of the center of the liquidvapor interface, to show the maximum and minimum point. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of $1 \mathbf{~ a t m}$, with the liquid initially containing $2.5 \times 10^{19}$ molecules ( $4.15 \times 10^{-5}$ moles) of water and $3 \times 10^{14}$ molecules ( $4.98 \times 10^{-10}$ moles) of nitrogen (initial degree of saturation of 1.089 ). The cone mouth radius, $w$, is $50 \mu \mathrm{~m}$, and the half cone apex angle, $\beta$, is $45^{\circ}$. The contact angle, $\theta$, is considered to be $10^{\circ}$. The status of the bubble (inside or pinned to the corner, or outside the cone) is shown with different line types.

Figure 10 shows that for this system of interest, the system has two equilibrium states: The system passes an unstable equilibrium state (energy barrier), then moves to the stable equilibrium and stays there. The unstable equilibrium occurs while the bubble is still inside the cone with a convex meniscus. The stable equilibrium is formed with the bubble pinned to the corner of the cone with a convex meniscus. In Figure 10 (a) the negative values of the Kelvin radius result from the pressure in the vapor becoming lower than the pressure in the liquid as the size of the bubble increases. With the convention of the pressure difference being defined as $P^{V}-P^{L}$, only a positive radius can result in the convex meniscus (to satisfy the set value for contact angle). Therefore such negative values of Kelvin radius have no physical meaning, which is also indicated by there being no intersection with the geometry radius (line $R$ versus $H$ ). Figure $10(\mathrm{~b})$ shows the free energy of the system over the entire growth path. Figure 10 (c) zooms in on smaller values of free energy to reveal the maximum and minimum points of the graph. Our results are in agreement with the results of Ward and Levart, ${ }^{21}$ where the liquid-gas interface height was found to be $2.8 \times 10^{-5} \mathrm{~m}$ at the unstable equilibrium state, and $1.5 \times 10^{-4} \mathrm{~m}$ at the stable equilibrium state. For the condition of interest of this system, the value of $\eta$ from Equation (51) is always very close to 1 as mentioned before. For this problem, the mean value of $\eta$ is 1.0007 , with average deviation of $3.69 \times 10^{-6}$ from the mean value. Contributions of specific terms, $\Delta B_{\text {Laplace }}, \Delta B_{\text {Surface }}$, and $\Delta B_{\text {Chemical potential }}$ to the free energy with respect to the reference point are presented in Figure 11, according to Equation (55).


Figure 11. Contributions of the Laplace term, $\Delta B_{\text {Laplace }}$, the surface term, $\Delta B_{\text {Surface }}$, and the chemical potential term, $\Delta B_{\text {Chemical potential }}$, to the free energy, $\Delta B$, of a bubble starting with a convex meniscus in a finite cone submerged in a liquid solution. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm , with the liquid initially containing $4.15 \times 10^{-5}$ moles of water and $4.98 \times 10^{-10}$ moles of nitrogen (initial degree of saturation of 1.089 ). The cone mouth radius, $w$, is $50 \mu \mathrm{~m}$, and the half cone apex angle, $\beta$, is $45^{\circ}$. The contact angle, $\theta$, is considered to be $10^{\circ}$. The status of the bubble (inside, pinned to the corner, or outside the cone) is shown with different line types.

As can be seen in Figure 11, the total free energy $\Delta B$ has the same trend as the Laplace term, $\Delta B_{\text {Laplace }}$. The Laplace term has a dominant effect because the size of the stable bubble is on the order of hundreds of micrometers. The changes in the surface term $\Delta B_{\text {Surface }}$ and chemical potential term $\Delta B_{\text {Chemical potential }}$ behave in opposite manners. It should however be noted that the Kelvin radius that appears in the Laplace equation accounts for the changes in the concentration of the solution as a result of changes in size of the bubble, according to Equation (52).

For this case the stable equilibrium happens for a bubble pinned to the corner of the cone (as was found in the paper by Ward and Levart ${ }^{21}$ ). However, this is not always the case, and the stable equilibrium may form inside, pinned, or outside the cone. There are cases where the amount of energy required to pass the energy barrier for bubble formation (from point 0 to the maximum point) becomes comparable to the depth of the energy well of the stable state, as presented in Figure 12.


Figure 12. Special case where the height of the energy barrier is comparable to the depth of the energy well for a bubble starting with a convex meniscus in a finite cone submerged in a liquid solution. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm , with the liquid initially containing $4.15 \times$ $10^{-5}$ moles of water and $4.98 \times 10^{-10}$ moles of nitrogen (initial degree of saturation of 1.089 ). The cone mouth radius, $w$, is $50 \mu \mathrm{~m}$. The cone half apex angle $\beta$ is $1^{\circ}$ and the contact angle, $\theta$, is $25^{\circ}$.

When the height of the energy barrier becomes comparable to the depth of the energy well such as in Figure 12, and if the energy barrier is sufficiently small, the system may fluctuate between bubble formation and disappearance, with the density inside the cone switching between the density of the bulk liquid, and that of a vapor. We call this condition bubble "formation-disappearance fluctuation". Although for the specifications of Figure 12 this condition happens from an initially supersaturated liquid, it can happen from an initially undersaturated liquid, depending on other parameters of the system.

Next we investigated the effect of different parameters on the equilibrium states, in the following sections.

### 3.4.1.1. Effect of cone apex angle $2 \beta$ for a bubble starting with a convex meniscus

Figure 13 shows the effect of cone apex angle on the stability of the bubble starting with a convex meniscus inside a finite cone, while the cone mouth radius, $w$, was kept constant.
(a) $\theta=40^{\circ}$

(b) $\boldsymbol{\theta}=60^{\circ}$

(c) $\boldsymbol{\theta}=100^{\circ}$
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Figure 13. Effect of half cone apex angle, $\beta$, on equilibrium states of a bubble starting with a convex meniscus in a finite cone submerged in a liquid solution. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of $1 \mathbf{~ a t m}$, with the liquid initially containing $4.15 \times 10^{-5}$ moles of water and $4.98 \times 10^{-10}$ moles of nitrogen (initial degree of saturation of 1.089). The cone mouth radius, $w$, is $50 \mu \mathrm{~m}$. Different trends in behavior are seen for (a) smaller values of contact angle, $\theta$, (b) medium values of contact angle, and (c) larger values of contact angle. The status of the bubble (inside, pinned to the corner, or outside the cone) is shown with different line types.

When the cone apex angle increases, the heights of the liquid-vapor interface at the stable equilibrium point always decrease. With the cone mouth radius, $w$, kept constant, any increase in the cone apex angle is equivalent to a decrease in the cone height $h_{\text {cone }}$ or cone volume. In Figure 13 with $w$ equal to $5 \times 10^{-5} \mathrm{~m}$, the cone height changes from $2.9 \times 10^{-3}$ m to $8.7 \times 10^{-7} \mathrm{~m}$ as the half cone apex angle changes from $1^{\circ}$ to $89^{\circ}$. The cone gets similar to the flat plate when the cone half apex angle gets close to $90^{\circ}$. It should be noted that there are cases where $H$ (the vertical distance from the apex to the center of the liquid-vapor interface) is greater than $h_{\text {cone }}$, but the bubble is still defined as being inside the cone, as the contact point of the liquid-vapor interface with the solid is inside the cone ( $h<h_{\text {cone }}$ ). For the meniscus to be convex, $\beta$ can only change in the range that satisfies Equation (30). When $\theta \leq$ $\frac{\pi}{2}$, any value of $\beta$ automatically satisfies Equation (30), but for cases where $\theta>\frac{\pi}{2}$, a convex meniscus is possible only with certain values of $\beta$.

For cases with smaller contact angle, case (a) in Figure 13, the stable bubble forms inside the cone for smaller cone apex angle, forms pinned to the corner at intermediate cone apex angle, and further increase in the cone apex angle results in the stable bubble forming inside the cone again. For intermediate contact angles, case (b) in Figure 13, as the cone apex angle increases, the stable point shifts from being inside the cone, to being pinned, to forming outside the cone. For larger values of contact angle, case (c) in Figure 13, the stable bubble forms when the bubble is outside the cone.

In contrast to the height of the stable bubble, the trends in changes of stability, radius of curvature of the liquid-vapor interface, and volume of the stable bubble as a result of changes
in the cone half apex angle are not always monotonic, and are different based on other set values for the system such as the contact angle.

When the stable bubble is formed outside the cone, any increase in the cone half apex angle creates less stability for the stable bubble. (This was tested for contact angles of $100^{\circ}$, $120^{\circ}, 140^{\circ}, 160^{\circ}$, and $178^{\circ}$ with the cone apex angle changing, while keeping the mouth radius of the cone constant. For these contact angles, over the range of $\beta$, the stable point always formed outside the cone. Also for contact angles of $60^{\circ}, 80^{\circ}$, and $90^{\circ}$ and over $\beta$ ranges, the stable bubble was not always outside; however for values of $\beta$ for which the stable bubble is outside, the same behavior is observed.) This trend for free energy is only obsrved for the stable bubble forming outside the cone. For the stable bubble that forms pinned or inside the cone, as the cone half apex angle increases, no genereal trend in the free energy was observed.

### 3.4.1.2. Effect of cone mouth radius $w$ for a bubble starting with a convex meniscus

The effect of changes in cone mouth radius, $w$, on the stability of the bubble starting with a convex meniscus inside a finite cone is shown in Figure 14. Any increase in the cone mouth radius, is equivalent to increase in the cone height ( $h_{\text {cone }}$ ), because the cone apex angle is considered to remain unchanged.
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Figure 14. Effect of cone mouth radius, $w$, on equilibrium states of a bubble starting with a convex meniscus in a finite cone submerged in a liquid solution. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm , with the liquid initially containing $4.15 \times 10^{-5}$ moles of water and $4.98 \times 10^{-10}$ moles of nitrogen (initial degree of saturation of 1.089). The cone half apex angle, $\beta$, is $45^{\circ}$, and the contact angle, $\theta$, is considered to be $30^{\circ}$. The status of the bubble (inside, pinned to the corner, or outside the cone) is shown with different line types.

Figure 14 shows that for larger values of the cone mouth radius (while the cone apex angle is kept constant, i.e., changing conical pit size while keeping the cone aspect ratio constant), the stable equilibrium forms inside the cone. When the cone mouth radius gets smaller, the stable bubble forms pinned to the corner of the cone with less stability, and as the cone mouth radius gets further smaller, the stable bubble forms outside the cone and the stability is decreased. Note that for the last two highest values of cone mouth radius in Figure 14 , where the bubble is formed inside the cone, the graphs overlap and the height and energy level of the stable point remain almost the same.

An infinite cone is the extreme case that happens as the cone mouth radius (as well as cone height) becomes infinitely large, while the cone apex angle is fixed at the defined value. For an infinite cone, bubble formation would be inside the cone (if the bubble forms), and the free energy and the values of the equilibrium states are almost the same as other cases where the bubble is formed inside the cone, presented in Figure 14.

### 3.4.1.3. Effect of contact angle $\theta$ for a bubble starting with a convex meniscus

The effect of contact angle on the equilibrium states is shown in Figure 15.


Figure 15. Effect of contact angle, $\theta$, on equilibrium states of a bubble starting with a convex meniscus in a finite cone submerged in a liquid solution. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of $1 \mathbf{~ a t m}$, with the liquid initially containing $4.15 \times 10^{-5}$ moles of water and $4.98 \times 10^{-10}$ moles of nitrogen (initial degree of saturation of 1.089 ). The cone half apex angle, $\beta$, is $45^{\circ}$, and the cone mouth radius, $w$, is $50 \mu \mathrm{~m}$. The status of the bubble (inside, pinned to the corner, or outside the cone) is shown with different line types.

As the contact angle increases (get closer the transition contact angle, $\theta_{t}$ ), the stable equilibrium becomes more stable, with lower free energy level. In Figure 15, as the contact angle changes from $0^{\circ}$ to $100^{\circ}$, the stable equilibrium becomes more stable, even though the stable equilibrium forms outside the cone for higher values of contact angle. For a smaller contact angle, the stable equilibrium forms inside the cone. As the contact angle increases, depending on the values of cone apex angle and mouth radius, the stable bubble may form pinned to the corner and finally outside the cone. Note that $\theta$ can only change in the range that is described by Equation (29), to maintain a convex meniscus.

### 3.4.1.4. Effect of total numbers of moles, with constant initial degree of saturation, for a bubble starting with a convex meniscus

The effect of the total numbers of moles of component 1 and 2 on the stability of the system is presented in Figure 16, while $n_{1}$ and $n_{2}$ are changed such that the initial degree of saturation (according to Equation (56)) remains the same.
(a)
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Figure 16. (a) Effect of total numbers of moles, $n_{1}$ and $n_{2}$, on the stability of a bubble starting with a convex meniscus in a finite cone submerged in a liquid solution while the initial degree of saturation remains the same (1.1) for each set of $n_{1}$ and $n_{2}$. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm. The cone mouth radius, $w$, is $50 \mu m$, and the half cone apex angle, $\beta$, is $45^{\circ}$. The contact angle, $\theta$, is considered to be $30^{\circ}$, (b) magnification to show the minimum points for the smaller values of $\boldsymbol{n}_{1}$ and $\boldsymbol{n}_{\mathbf{2}}$. The status of the bubble (inside, pinned to the corner, or outside the cone) is shown with different line types.

As the number of moles of component 1 is increased, and number of moles of component 2 is also increased such that the initial degree of saturation remains constant (1.1 in this case), the stable point forms with a larger height and more stability (the minimum point has a larger negative energy level compared to the reference state), according to Figure 16. In Figure 16 , as $n_{1}$ changes from $5 \times 10^{-6}$ to $2 \times 10^{-4}$ moles, $n_{2}$ changes from $6.06 \times 10^{-11}$ to $2.42 \times 10^{-9}$ moles, to maintain constant initial degree of saturation of 1.1 according to Equation (56). The system is initially supersaturated, and for any values of $n_{1}$ and $n_{2}$, the
system forms a stable equilibrium that corresponds to a minimum point. Figure 16 (b) zooms in on the smaller scale of energy values to show the stable equilibrium states for $n_{1}=5 \times$ $10^{-6}$ moles and $n_{1}=1 \times 10^{-5}$ moles. Increasing the total number of moles of components, while keeping the initial degree of saturation constant, also causes the stable bubble to switch from forming inside, to forming pinned, and ultimately forming outside the cone, as larger amounts of components create a larger bubble before sufficiently depleting the solute gas in the liquid to arrive at the stable state.

In our previous paper on surface nanobubbles, ${ }^{84}$ as well as for the bubble in a cone investigated by Ward and Levart ${ }^{21}$, it was considered that there were multiple bubbles of the same size in the system. Hence for each bubble, the total number of moles of each component must be divided by the assumed number of bubbles $(q)$. In this study, we chose a simpler approach and considered only one bubble, and the corresponding total numbers of moles for that single bubble. Comparing the two approaches, increasing the total number of moles of each component at constant degree of saturation in this study, is analogous to decreasing the number of bubbles (while keeping the total number of moles of each component for $q$ bubbles the same) in the previous papers ${ }^{21,84}$ (where higher stability and larger height of the bubble at stable equilibrium were found as the number of surface bubbles decreases).

### 3.4.1.5. Effect of initial degree of saturation for a bubble starting with a convex meniscus

Figure 17 shows the effect of initial degree of saturation, $f_{\text {init }}$, on the stability of a bubble starting with a convex meniscus in a finite cone submerged in a liquid solution, while keeping the total number of moles of component 1 (solvent) constant.
(a)


| $f_{\text {init }}$ | $=0.98$ |
| ---: | :--- |
| $f_{\text {init }}$ | $=0.985$ |
| $f_{\text {init }}$ | $=0.987$ |
| $f_{\text {init }}$ | $=0.99$ |
| $f_{\text {init }}$ | $=1$ |
| $f_{\text {init }}$ | $=1.02$ |
| $f_{\text {init }}$ | $=1.05$ |

(b)


$$
\left\lvert\, \begin{gathered}
-\cdots \cdots \cdots \text { inside } \\
\hline-\quad \text { pinned } \\
- \text { outside }
\end{gathered}\right.
$$

Figure 17. (a) Effect of initial degree of saturation, $f_{\text {init }}$, on the stability of a bubble starting with a convex meniscus in a finite cone submerged in a liquid solution at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm , while total number of moles of component $1, n_{1}$, is constant ( $5 \times \mathbf{1 0}^{-5}$ moles). The cone mouth radius, $w$, is $50 \mu \mathrm{~m}$, and the half cone apex angle, $\beta$, is $22^{\circ}$. The contact angle, $\theta$, is considered to be $100^{\circ}$, (b) magnification to show the minimum points for the smaller values of $f_{\text {init }}$. The status of the bubble (inside, pinned to the corner, or outside the cone) is shown with different line types.

Figure 17 shows that bubble formation inside the cone is unfavorable for smaller values of initial degree of saturation. As the initial degree of saturation increases, stable bubble formation inside the cone becomes possible. With further increase in the initial degree of saturation, a more stable bubble with larger height forms, the stable bubble gets pinned to the corners of the cone, and ultimately forms outside of the cone.

In Figure 17, for a certain initial degree of saturation $\left(f_{\text {init }}\right)$ below saturation level, the height of the energy barrier for bubble formation becomes comparable to the depth of the
energy well of the stable state. At this critical value of initial degree of saturation, and when the energy barrier is sufficiently small, the "formation-disappearance fluctuation" happens as discussed in section 3.4.1 and presented in Figure 12 (in Figure 12, the system is initially supersaturated with other sets of parameters that results in "formation-disappearance fluctuation").

For the case in Figure 17, where the contact angle is $100^{\circ}$ and the half cone apex angle is $22^{\circ}$, with the cone mouth radius, $w$, of $50 \mu m$, a stable bubble can form even with an initial degree of saturation that is below the saturation level. It should be noted that forming a stable bubble from an initially undersaturated liquid solution is not always possible. For example when the half cone apex angle, $\beta$, is $22^{\circ}$, and the contact angle, $\theta$, is $30^{\circ}$, (keeping the same cone mouth radius, $w$, of $50 \mu \mathrm{~m}$, and the same $5 \times 10^{-5}$ initial number of moles of component 1) a stable bubble can only form out of a liquid solution that is initially supersaturated to an adequate level of supersaturation. Also for intermediate values of contact angle, such as $\theta$ of $120^{\circ}$ with large cone apex angle $\beta$ of $88^{\circ}$, again a bubble can only form out of a liquid solution that is initially supersaturated to an adequate level of supersaturation. Therefore whether the stable bubble can form from an initially undersaturated liquid solution, depends on geometry parameters and the contact angle, as well as the initial total number of moles, $n_{1}$ and $n_{2}$ (for example with $\theta$ of $120^{\circ}$ and $\beta$ of $88^{\circ}$, and $w$ of $50 \mu m$, a stable bubble can form outside of the cone from an undersaturated liquid with $f_{\text {init }}=0.99$ if $n_{1}$ is $7 \times 10^{-4}$ moles.)

In Figure 17, the total number of moles of component 1 is constant ( $5 \times 10^{-5}$ moles $)$, and the total number of moles of component 2 changes from $5.40 \times 10^{-10}$ to $5.78 \times 10^{-10}$ moles (according to Equation (56)), as the initial degree of saturation, $f_{\text {init }}$, changes from 0.98 to 1.05 . If instead, the total number of moles of component 2 is constant, and the initial degree of saturation, $f_{\text {init }}$, increases (hence the total number of moles of component 1 decreases), our
investigations confirm the same pattern of behavior for the effect of the initial degree of saturation, $f_{\text {init }}$, on the stability of the system.

### 3.4.2. Binary bubble starting with a concave meniscus in a finite cone

In this section we investigate the cases where the solid is such that the vapor bubble makes a concave meniscus as it starts to form inside the cone. Let's consider the system with parameters similar to Ward and Levart ${ }^{21}$, only with a different contact angle of $160^{\circ}$ such that a bubble forms with a concave meniscus inside the cone ( $\theta$ should be in the range that the bubble starts with a concave meniscus according to Equation (29)). The temperature is set at $25^{\circ} \mathrm{C}$ and the pressure at 1 atm , with $2.5 \times 10^{19}$ molecules ( $4.15 \times 10^{-5}$ moles) of water and $3 \times 10^{14}$ molecules ( $4.98 \times 10^{-10}$ moles) of nitrogen (the initial degree of saturation of the liquid is therefore 1.089 according to Equation (56)). The mouth radius, $w$, of the cone is 50 $\mu m$, and the half cone apex angle, $\beta$, is $45^{\circ}$. Figure 18 shows the equilibrium states both with the method of intersection of the Kelvin radius with the geometry radius, and from the free energy diagram.


|  |
| :---: |
|  |  |
|  |  |

(b)


Figure 18. Equilibrium states of a bubble starting with a concave meniscus in a finite cone submerged in a liquid solution, (a) intersection of the Kelvin radius with the geometry radius versus height of the center of the liquid-vapor interface, (b) free energy versus height of the center of the liquid-vapor interface, (c) magnification of the energy axis for free energy versus height of the center of the liquidvapor interface. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm , with the liquid initially containing $2.5 \times 10^{19}$ molecules ( $4.15 \times \mathbf{1 0}^{-5}$ moles) of water and $3 \times 10^{14}$ molecules ( $4.98 \times 10^{-10}$ moles) of nitrogen (initial degree of saturation of 1.089 ). The cone mouth radius, $w$, is $50 \mu m$, and the half cone apex angle, $\beta$, is $45^{\circ}$. The contact angle, $\theta$, is considered to be $160^{\circ}$. The status of the bubble (inside, or pinned with a concave meniscus or pinned with a convex meniscus to the corner, or outside the cone) is shown with different line types.

As presented in Figure 18 (a), for the bubble starting with a concave meniscus, the geometry radius (solid black line) starts from zero, and grows to a larger negative value, until it gets pinned, and grows further with a concave meniscus toward infinity (with negative number to show concave meniscus), until the meniscus becomes flat. The bubble then further grows by changing the meniscus to convex (positive sign), while still pinned to the corners. The geometry radius decreases until the meniscus makes a contact angle of $\theta$ with the outer solid. Then further growth of the bubble happens outside the cone as the radius increases.

Figure 18 shows that this system has only one equilibrium state, which is stable (one intersection in Figure 18 (a), and only one extremum in Figure 18 (b), which is a minimum point). The system of Figure 18 does not have any unstable equilibrium (as shown in the close-up of the smaller range in Figure 18 (c)), hence when the bubble starts with a concave meniscus, no initial energy barrier needs to be overcome to reach the stable equilibrium. The stable equilibrium state for this case occurs after the bubble grows out of the cone, and the meniscus has changed from concave to convex. Changes in the concavity from concave to convex happen to maintain the same contact angle with the outside of the finite cone. The value of $\eta$ from Equation (51) is always very close to 1 similar to the previous case of a bubble starting with a convex meniscus. Here, the mean value of $\eta$ is 1.0007 , with average deviation of $2.11 \times 10^{-6}$ from the mean value.

Next, we applied our method to the system with parameters selected in research by Jones et al., ${ }^{33}$ that is pore diameter of $759 \mathrm{~nm}\left(w=3.795 \times 10^{-7} \mathrm{~m}\right)$, cone angle of $30^{\circ}(\beta=$ $15^{\circ}$ ), and contact angle of $120^{\circ}$. We considered $3.24 \times 10^{-19}$ moles of water and an initial
degree of saturation of 1.089 (the same initial degree of saturation as considered by Ward and Levart ${ }^{21}$ ). With these values of water and the initial degree of saturation, there are $3.89 \times$ $10^{-24}$ moles of nitrogen in the system. Figure 19 shows the total free energy for such a system, along with the contribution of specific terms, $\Delta B_{\text {Laplace }}, \Delta B_{\text {Surface }}$, and $\Delta B_{\text {Chemical potential }}$ to the free energy with respect to the reference point according to Equation (55).


Figure 19. Contributions of the Laplace term, $\Delta B_{\text {Laplace }}$, the surface term, $\Delta B_{\text {Surface }}$, and the chemical potential term, $\Delta B_{\text {Chemical potential }}$, to the free energy, $\Delta B$, of a bubble starting with a concave meniscus in a finite cone submerged in a liquid solution. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of $1 \mathbf{~ a t m}$, with the liquid initially containing $3.24 \times 10^{-19}$ moles of water and initial degree of saturation of $1.089\left(3.89 \times 10^{-24}\right.$ moles of nitrogen). The cone mouth radius, $w$, is $3.795 \times 10^{-7} \mathrm{~m}$, and the half cone apex angle, $\beta$, is $15^{\circ}$. The contact angle, $\theta$, is considered to be $120^{\circ}$. The status of the bubble (inside, or pinned with a concave meniscus or pinned with a convex meniscus to the corner, or outside the cone) is shown with different line types.

For the case of Figure 19, the stable bubble forms at the threshold where pinning starts from inside the cone with a concave meniscus. An adequate number of moles are available in the system to form the stable equilibrium. As shown in Figure 19, the surface term, $\Delta B_{\text {Surface }}$ has a dominant effect on the total free energy $\Delta B$. Due to the smaller size of the system at the stable equilibrium (on the order of micrometers here, compared to hundreds of micrometers in Figure 11) the surface effect is a dominant term.

Besides the systems discussed above that have one equilibrium state, there are some systems with three equilibrium states. Figure 20 demonstrates an example of such a system where the bubble that starts with a concave meniscus, forms a metastable equilibrium (local
minimum in free energy versus size) while the bubble is pinned with a convex meniscus, and evolves to a stable bubble outside the cone, after passing a maximum point (unstable equilibrium).
(a)


(b)


$$
\begin{array}{|l}
\hline \cdots \cdots \cdots \text { inside } \\
----\quad \text { pinned, concave } \\
\quad \text { pinned, convex }
\end{array}
$$



Figure 20. System with a local and a global minimum in the free energy of a bubble starting with a concave meniscus in a finite cone submerged in a liquid solution, (a) intersection of the Kelvin radius with the geometry radius versus height of the center of the liquid-vapor interface, (b) free energy versus height of the center of the liquid-vapor interface, (c) magnification of the local minimum in free energy versus height of the center of the liquid-vapor interface. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm, with the liquid initially containing $4 \times 10^{-5}$ moles of water and initial degree of saturation of 1.005 (hence $4.43 \times 10^{-10}$ moles of nitrogen). The cone mouth radius, $w$, is $\mathbf{2 \times 1 0 ^ { - 6 }} \mathbf{~ m}$, and the half cone apex angle, $\beta$, is $15^{\circ}$. The contact angle, $\theta$, is considered to be $130^{\circ}$. The status of the bubble (inside, or pinned with a concave meniscus or pinned with a convex meniscus to the corner, or outside the cone) is shown with different line types.

Figure 20 (a) and (b) shows the three equilibrium states in the system. The system forms a metastable equilibrium while it is pinned to the corner of the cone with a convex meniscus (more visible in the magnified graph of Figure 20 (c)). The bubble then passes through an energy barrier (unstable equilibrium) to form the stable equilibrium state outside the cone.

The question may arise: for a system with a bubble starting with a concave meniscus, if the equilibrium state happens while the bubble is pinned to the corner with a convex meniscus, will this equilibrium state always be metastable? For a system with the specifications of Figure 20, except with a larger cone mouth radius, $w$, of $3 \times 10^{-5} \mathrm{~m}$ (approximately one order of magnitude larger), the stable equilibrium (global minimum) forms when the bubble is pinned with a convex meniscus, and the system has only one equilibrium point. This is because for a cone with larger mouth radius, $w$, the volume of the cone (vapor that can be in the cone) increases as well.

In the next sections, we investigate the effect of various parameters on the formation of a stable bubble, as well as whether it is formed inside, or pinned, or outside the cone.

### 3.4.2.1. Effect of cone apex angle $2 \beta$ for a bubble starting with a concave meniscus

Figure 21 shows the effect of cone apex angle on the stability of a bubble starting with a concave meniscus inside a cone.
(a) $\boldsymbol{\theta}=\mathbf{1 0 0}^{\circ}$


| $\square \beta=1^{\circ}$ |
| ---: |
| $\square \beta=3^{\circ}$ |
| $\square \beta=6^{\circ}$ |
| $\square$ |$=9^{\circ}$

(b) $\boldsymbol{\theta}=\mathbf{1 4 0}^{\circ}$


Figure 21. Effect of half cone apex angle, $\beta$, on equilibrium states of a bubble starting with a concave meniscus in a finite cone submerged in a liquid solution. The system is set to be at $25{ }^{\circ} \mathrm{C}$ and a liquid pressure of $1 \mathbf{~ a t m}$, with the liquid initially containing $4 \times 10^{-5}$ moles of water and the initial degree of saturation of 1.005 (that is $4.43 \times 10^{-10}$ moles of nitrogen). The cone mouth radius, $w$, is $2 \mu \mathrm{~m}$. (a) contact angle $\theta$ of $100^{\circ}$, and (b) contact angle $\theta$ of $140^{\circ}$. The status of the bubble (inside, pinned with a concave or pinned with a convex meniscus to the corner, or outside the cone) is shown with different line types.

As the cone apex angle increases, while keeping the cone mouth radius constant, the height of the cone decreases. With a cone mouth radius of $2 \mu \mathrm{~m}$, the cone height decreases from $1.14 \times 10^{-4} \mathrm{~m}$ to $1.74 \times 10^{-6} \mathrm{~m}$, when the cone half apex angle changes from $1^{\circ}$ to $49^{\circ}$. As presented in Figure 21, increasing the cone apex angle results in a stable equilibrium with smaller height, and less stability, both in case (a) where the system has one equilibrium state, and in case (b) where the system has three equilibrium states and evolves to a global stable minimum after passing an energy barrier moving from the metastable equilibrium state.

### 3.4.2.2. Effect of cone mouth radius $w$ for a bubble starting with a concave meniscus

The effect of cone mouth radius on the stability of a bubble starting with a concave meniscus is shown in Figure 22. Increasing cone mouth radius is equivalent to the effect of increasing the cone height since the cone apex angle is kept constant.


$$
\begin{aligned}
\mathrm{w} & =1 \times 10^{-5} \mathrm{~m} \\
\mathrm{w} & =8 \times 10^{-5} \mathrm{~m} \\
\mathrm{w} & =1.15 \times 10^{-4} \mathrm{~m} \\
\mathrm{w} & =2 \times 10^{-4} \mathrm{~m} \\
\mathrm{w} & =1 \times 10^{-2} \mathrm{~m}
\end{aligned}
$$



Figure 22. Effect of cone mouth radius, $\boldsymbol{w}$, on equilibrium states of a bubble starting with a concave meniscus in a finite cone submerged in a liquid solution. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm , with the liquid initially containing $4.15 \times 10^{-5}$ moles of water and $4.98 \times 10^{-10}$ moles of nitrogen (initial degree of saturation of 1.089). The cone half apex angle, $\beta$, is $\mathbf{4 5}^{\circ}$, and the contact angle, $\theta$, is considered to be $160^{\circ}$. The status of the bubble (inside, pinned with a concave or pinned with a convex meniscus to the corner, or outside the cone) is shown with different line types.

As presented in Figure 22, increasing the cone mouth radius results in stable bubble formation changing from forming outside, to forming pinned, and ultimately forming inside the cone, with more stability. When the cone mouth radius is large enough that the bubble forms inside, further increase of the cone mouth radius does not have much effect on the energy level or height of the stable point, as presented by the overlapping curves for the two largest cone mouth radii in Figure 22. Therefore, for the infinite cone (with infinite cone mouth radius and cone height, while cone apex angle is kept fixed), the stable bubble starting with a concave meniscus forms inside the cone with the energy and height of the stable point almost the same as the value of minimum point of the pink or red curve (for $w$ of $2 \times 10^{-4}$ or $1 \times 10^{-2} \mathrm{~m}$ ) in Figure 22.

### 3.4.2.3. Effect of contact angle $\theta$ for a bubble starting with a concave meniscus

Figure 23 shows the effect of contact angle on the equilibrium states of a bubble starting with a concave meniscus inside the cone.
(a) $\beta=30^{\circ}$

$\square$
$\square$
$-\quad=142^{\circ}$
$\theta=164^{\circ}$
$\square=178^{\circ}$
(b) $\beta=50^{\circ}$


Figure 23. Effect of contact angle, $\theta$, on the equilibrium states of a bubble starting with a concave meniscus in a finite cone submerged in a liquid solution. The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm , with the liquid initially containing $4 \times 10^{-6}$ moles of water and an initial degree of saturation of 1.1 (hence $4.85 \times 10^{-11}$ moles of nitrogen). The cone half apex angle, $\beta$, is (a) $30^{\circ}$ and (b) $50^{\circ}$, and the cone mouth radius, $w$, is $50 \mu \mathrm{~m}$. The status of the bubble (inside, pinned with a concave or pinned with a convex meniscus to the corner, or outside the cone) is shown with different line types.

Increasing the contact angle (getting farther from the transition contact angle, $\theta_{t}$ ) results in higher stability of the stable point. In Figure 23 (a), with $\beta$ of $30^{\circ}$, the stable equilibrium forms inside the cone for smaller contact angles, and forms pinned to the corner with a concave meniscus for larger contact angles. For a cone with higher cone apex angle, such as
for $\beta$ of $50^{\circ}$ in Figure 23 (b), the stable equilibrium forms pinned with a convex meniscus for smaller contact angles, and forms outside the cone for larger contact angles. When investigating the effect of contact angle, it should be noted that $\theta$ must be in the range described in Equation (29) to maintain the case of the bubble starting with a concave meniscus.

### 3.4.2.4. Effect of total numbers of moles, with constant initial degree of saturation, for a bubble starting with a concave meniscus

Figure 24 presents the effect of total numbers of moles of component 1 and 2 on the stability of a bubble starting with a concave meniscus in a finite cone. $n_{1}$ and $n_{2}$ are changed such that the initial degree of saturation remains the same according to Equation (56).


$$
\begin{aligned}
-\mathrm{n}_{1} & =1 \times 10^{-6} \text { moles } \\
\mathrm{n}_{1} & =2.5 \times 10^{-6} \mathrm{moles} \\
-\mathrm{n}_{1} & =3 \times 10^{-6} \mathrm{moles} \\
\mathrm{n}_{1} & =4.5 \times 10^{-6} \mathrm{moles} \\
-\mathrm{n}_{1} & =7 \times 10^{-6} \mathrm{moles}
\end{aligned}
$$

----- pinned, concave

$$
\begin{aligned}
& \text { - pinned, convex } \\
& \text { - - outside }
\end{aligned}
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Figure 24. Effect of total numbers of moles, $\boldsymbol{n}_{1}$ and $\boldsymbol{n}_{2}$, on the stability of a bubble starting with a concave meniscus in a finite cone submerged in a liquid solution, while initial degree of saturation remains the same (1.1) for each set of $n_{1}$ and $n_{2}$. The cone mouth radius, $w$, is $50 \mu m$, and the half cone apex angle, $\beta$, is $45^{\circ}$. The contact angle, $\theta$, is considered to be $160^{\circ}$. The status of the bubble (inside, or pinned with a concave meniscus or pinned with a convex meniscus to the corner, or outside the cone) is shown with different line types.

Increasing the total numbers of moles of components 1 and 2, such that the initial degree of saturation remains the same, results in a stable equilibrium state with more stability and larger bubble height. In Figure 24, to maintain a constant initial degree of saturation of 1.1, as $n_{1}$ changes from $1 \times 10^{-6}$ to $7 \times 10^{-6}$ moles, $n_{2}$ changes from $1.21 \times 10^{-11}$ to $8.48 \times$
$10^{-11}$ moles, according to Equation (56). This trend happens for any values of initial degree of saturation down to $f_{\text {init }}$ of zero, which is the case of a pure system of component 1 ( $n_{2}=$ 0 ). For smaller values of initial degree of saturation, the system is less sensitive to the total numbers of moles. For pure bubble formation starting with a concave meniscus, the stable equilibrium is independent of the total number of moles (as will be discussed in more detail in the next section).

### 3.4.2.5. Effect of initial degree of saturation for a bubble starting with a concave meniscus

Figure 25 shows the effect of initial degree of saturation, $f_{\text {init }}$, on the stability of a bubble starting with a concave meniscus in a finite cone submerged in a liquid solution, while keeping the total number of moles of component 1 (solvent) constant.
(a)


$$
\begin{aligned}
f_{\text {init }} & =0 \\
f_{\text {init }} & =0.3 \\
f_{\text {init }} & =0.6 \\
f_{\text {init }} & =0.8 \\
f_{\text {init }} & =0.98 \\
f_{\text {init }} & =1.003 \\
f_{\text {init }} & =1.006
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(b)

(c)


Figure 25. (a) Effect of initial degree of saturation, $f_{\text {init }}$, on the stability of a bubble starting with a concave meniscus in a finite cone submerged in a liquid solution, while the total number of moles of component $1, n_{1}$, is constant ( $4 \times 10^{-5}$ moles). The cone mouth radius, $w$, is $\mathbf{2 \times 1 0 ^ { - 6 }} \mathbf{~ m}$, and the half cone apex angle, $\beta$, is $15^{\circ}$. The contact angle, $\theta$, is considered to be $130^{\circ}$, (b) magnification to show the minimum points for the intermediate values of $f_{\text {init }}$, (c) magnification to show the minimum points for smaller values of $f_{\text {init }}$ down to $f_{\text {init }}=0$. The status of the bubble (inside, or pinned with a concave meniscus or pinned with a convex meniscus to the corner, or outside the cone) is shown with different line types.

Decreasing the initial degree of saturation, $f_{\text {init }}$, results in a stable equilibrium with less stability, as presented in Figure 25. As the initial degree of saturation changes from 1.006 to 0, while keeping $n_{1}$ constant at $4 \times 10^{-5}$ moles, $n_{2}$ is changed from $4.43 \times 10^{-10}$ moles to 0 . For intermediate values of initial degree of saturation, Figure 25 (b) shows the stable bubble pinned to the corner with a concave meniscus. Unlike the case of a bubble starting with a convex meniscus, in this case of a bubble starting with a concave meniscus, a stable equilibrium forms from undersaturated solutions with smaller initial degree of saturation down to zero, as presented in Figure 25 (c). For pure solution $\left(f_{\text {init }}=0\right)$, the Kelvin radius becomes a constant value, independent of the total number of moles, as the general Kelvin equation (47) simplifies to Equation (53) when $n_{2}=0$. When liquid pressure is above the saturation pressure (such as for the cases in this work), the Kelvin radius calculated from Equation (47) or (53) has a negative value, which implies that the system has an equilibrium which can only form with a concave meniscus, inside or pinned to the corner. For example for the specifications of Figure 25 with $f_{\text {init }}=0$, the stable equilibrium state forms at the Kelvin radius of $-1.46 \times 10^{-6} \mathrm{~m}$. The results for the pure solution also agree with the results of our previous paper ${ }^{73}$ for pure water, when $P^{L}>P_{1, \infty}$, where a stable equilibrium forms in the cone only with a concave meniscus (In our previous paper, ${ }^{73}$ the sign of the Kelvin radius for a concave meniscus was positive as pressure difference was defined as $P^{L}-P^{V}$, rather than $P^{V}-P^{L}$ as in this study).

It should be noted that in Figure 25, for some of the values of initial degree of saturation, the system has three equilibrium states, a maximum indicating an unstable equilibrium, a local minimum indicating a metastable point, and a global minimum indicating
a stable point. When $f_{\text {init }}=1.006$ the system of Figure 25 has a metastable equilibrium while pinned with a convex meniscus, and as the bubble grows outside the cone, after passing an energy barrier it reaches the stable equilibrium. For some other values of $f_{\text {init }}$, the system with three equilibrium states forms its stable equilibrium while pinned to the corner with a convex meniscus. For example for system with $f_{\text {init }}=1.003$ the system of Figure 25 forms a stable equilibrium while pinned with a convex meniscus, followed by an unstable and a metastable equilibrium forming outside the cone.

We also investigated the effect of initial degree of saturation for a bubble starting with a concave meniscus, where instead of keeping $n_{1}$ constant and changing $n_{2}$, the initial degree of saturation was changed by keeping $n_{2}$ constant, and changing $n_{1}$. The trend of changes in the free energy of the stable point as a result of changes in the initial degree of saturation is the same, regardless of keeping $n_{1}$ or $n_{2}$ constant.

### 3.5. Chapter Conclusion

In this study, comprehensive thermodynamic stability analysis of two-component vapor formation from a two-component liquid solution at constant temperature and liquid pressure inside a finite cone was investigated. For a liquid-vapor interface inside a confined geometry, it is more useful to categorize the cases based on the concavity of the meniscus, rather than categorizing the solid into hydrophobic or hydrophilic based on a contact angle of $90^{\circ}$. Concavity of the meniscus (convex or concave) inside a confined geometry is judged based on the "transition contact angle"." ${ }^{72,73,85}$

We explained the procedure of analyzing the thermodynamic stability and number of potential equilibrium states for vapor formation out of liquid solution inside a finite cone, starting with either a convex or a concave meniscus, as summarized in Table 3. The stability of the system was fully investigated not only for the bubble as it grows inside the cone, but also as the bubble gets pinned to the corners of the cone for further growth, and ultimately grows outside the cone. The concentration changes in both vapor and liquid phases as a result
of bubble growth were carefully accounted for. In the case of a bubble starting with a concave meniscus inside the cone, the meniscus changes from concave to convex while the bubble is pinned, so that the bubble can maintain the same contact angle with the solid as it grows outside the cone. Our investigation included the case of pure phases, and the infinite cone as the limiting extremes of this study, and for verification of the method with our previous studies. ${ }^{72,73}$

Table 3. Summary of thermodynamic stability analysis for vapor formation starting with a convex meniscus or a concave meniscus inside a finite cone, from a liquid solution at constant temperature and liquid pressure (above the saturation pressure of the solvent).

|  | Bubble starting with a convex <br> meniscus, $\boldsymbol{\theta}<\boldsymbol{\beta}+\mathbf{9 0}^{\circ}$ | Bubble starting with a concave <br> meniscus, $\boldsymbol{\theta}>\boldsymbol{\beta}+\mathbf{9 0}^{\circ}$ |
| :--- | :--- | :--- |
| Potential <br> growth <br> configuration | Figure 9 (a), (b), (c) | Figure 9 (d), (e), (f), (g) |
| Pure phases | No bubble formation | Always forms only 1 stable <br> equilibrium state, with a concave <br> meniscus (inside or pinned) |
| 2-component <br> phases | For $f_{\text {init }}>f_{\text {critical }}$ <br> $------------------~$ - Initial energy barrier |  |
| -2 equilibrium states |  |  |
| (unstable $\rightarrow$ stable) |  |  |
| - Stable equilibrium may form |  |  |
| convex, inside / pinned / outside |  |  |$\quad$| For any $f_{\text {init }}>0$ |
| :--- |

For a bubble starting with a convex meniscus $\left(\theta<\beta+90^{\circ}\right)$ from a liquid solution (above the saturation pressure of the solvent) inside a cone at constant temperature and liquid pressure, stable bubble formation is only possible when the initial liquid is above a certain
concentration (which can be super- or under-saturated), depending on other specifications of the system. Formation of a stable bubble is only possible after passing an initial energy barrier. The stable equilibrium may form pinned to the corners of the cone such as the case reported by Ward and Levart, ${ }^{21}$ but may form inside or outside the cone for systems with certain other specifications.
"Formation-disappearance fluctuation" of the bubble occurs when the size of the energy barrier of the unstable equilibrium becomes comparable to the size of the energy well for the stable equilibrium, and if the energy barrier is sufficiently small. It should be noted that for a bubble forming from a liquid solution (at pressure above the saturation pressure of the solvent) inside the cone, the "formation-disappearance fluctuation" may only happen for cases where the bubble starts with a convex meniscus, where there is an initial energy barrier. "Formation-disappearance fluctuation" of the bubble may happen from a solution that is initially supersaturated (such as in Figure 12) or undersaturated (such as in Figure 17), depending on other parameters of the system. This behavior is similar to the phenomena that has been observed ${ }^{88}$ and explained ${ }^{70,72,89-91}$ in the formation of capillary bridges in the gap between two solid surfaces, when the two solids that form the gap are at a critical distance.

For a bubble starting with a concave meniscus $\left(\theta>\beta+90^{\circ}\right)$ from a liquid solution (above the saturation pressure of the solvent) inside a cone at constant temperature and liquid pressure, the system always forms a stable bubble, which is not necessarily inside the cone, unlike for the case mentioned by Jones et al. ${ }^{33}$ Depending on the specifications of the system, the stable bubble may form inside the cone with a concave meniscus, pinned to the corners with a concave or convex meniscus, or outside the cone with a convex meniscus. No initial energy barrier exists for this case of a bubble starting with a concave meniscus from a liquid solution above the saturation pressure of the solvent, in a cone. Some systems have only one equilibrium state, which is stable. Some other systems have three equilibrium states: a local or global minimum in free energy while the bubble is pinned, followed by an energy barrier
(unstable equilibrium state), followed by another minimum point forming outside the cone, as shown in Figure 25 for initial degree of saturation of 1.006 and 1.003. The local minimum point is the metastable equilibrium, and the global minimum point is the stable equilibrium state.

For a pure liquid inside a cone $\left(f_{\text {init }}=0\right)$, and when liquid pressure is above the saturation pressure of the pure solvent, the Kelvin radius becomes a constant number with a sign that matches only to a bubble with a concave meniscus, either inside or pinned to the corners of the cone. Therefore, no bubble can form if the solid material is such that the bubble would form with a convex meniscus. In the extreme case of an infinite cone and pure phases, the results of this research match with the previous study of pure bubble formation from a pure liquid inside an infinite cone. ${ }^{73}$

For each of the cases of bubble formation from a liquid solution (above the saturation pressure of the solvent) inside a finite cone, starting with a concave or convex meniscus, we also investigated the effects of the key parameters: cone apex angle ( $2 \beta$ ), cone mouth radius $(w)$, contact angle $(\theta)$, total numbers of moles ( $n_{1}$ or $n_{2}$ ), and initial degree of saturation of the liquid solution $\left(f_{\text {init }}\right)$, as summarized in Table 4.

Table 4. Summary of the effects of different key parameters on the potential equilibrium states of vapor formation starting with a convex or concave meniscus from a liquid solution at constant temperature and liquid pressure (above the saturation pressure of the solvent) inside a finite cone

|  | Bubble starting with a convex meniscus, $\boldsymbol{\theta}<\boldsymbol{\beta}+\mathbf{9 0}^{\circ}$ | Bubble starting with a concave meniscus, $\boldsymbol{\theta}>\boldsymbol{\beta}+\mathbf{9 0}^{\circ}$ |
| :---: | :---: | :---: |
| $\boldsymbol{\beta} \uparrow$ | Trend of changes in the stability of stable point depends on other parameters $H_{\text {stable }} \downarrow$ | Stability of stable point decreases $H_{\text {stable }} \downarrow$ |
| $\boldsymbol{w} \uparrow$ | Stability of stable point increases (larger negative $\Delta B_{\text {stable }}$ ) <br> Stable bubble shifts from forming outside, to pinned, to ultimately inside | Stability of stable point increases <br> Stable bubble shifts from forming outside, to pinned, to ultimately inside |
| $\boldsymbol{\theta} \uparrow$ | ( $\theta$ gets closer to $\theta_{t}$ ) <br> Stability of stable point increases <br> Stable bubble shifts from forming inside, to pinned, to ultimately outside | ( $\theta$ gets farther from $\theta_{t}$ ) <br> Stability of stable point increases <br> Stable bubble shifts from forming inside, to pinned, to ultimately outside |
| $\begin{aligned} & n_{i} \uparrow \\ & \left(\boldsymbol{f}_{\text {init }}=\text { const. }\right) \\ & \text { OR } \\ & f_{\text {init }} \uparrow \\ & \left(n_{1} \text { or } n_{2}=\text { const. }\right) \end{aligned}$ | Stability of stable point increases $H_{\text {stable }} \uparrow$ <br> Stable bubble shifts from forming inside, to pinned, to ultimately outside | Stability of stable point increases $H_{\text {stable }} \uparrow$ <br> Stable bubble shifts from forming inside, to pinned, to ultimately outside |

For bubble formation from a liquid solution inside a cone (at constant temperature and liquid pressure above the saturation pressure of the solvent), the stability of the stable point increases by increasing the cone mouth radius $(w)$, the contact angle $(\theta)$, the total number of moles $\left(n_{i}\right)$, or the initial degree of saturation of the liquid solution ( $f_{\text {init }}$ ). This trend does not depend on the shape of the meniscus of the starting bubble $\left(\theta<\beta+90^{\circ}\right.$ or $\left.\theta>\beta+90^{\circ}\right)$. The effect of the changes in cone apex angle ( $2 \beta$ ) on the stability of the stable point depends on the shape of the meniscus when the bubble starts to form. A summary of the details of the
effects of parameters on where the stable bubble forms (inside, pinned or outside the cone) can be found in Table 4.

A comprehensive investigation of bubble formation from a liquid solution inside a cone at constant temperature and constant liquid pressure (above the saturation pressure of the solvent) is presented in this work. The investigation includes some of the previous cases where the stable bubble forms pinned to the cone with a convex meniscus, ${ }^{21}$ or forms inside the cone with a concave meniscus, ${ }^{33}$ or a pure bubble forms with a concave meniscus inside an infinite cone. ${ }^{73}$ However, these previous cases were only parts of the puzzle, and the present investigation adds the missing pieces to the puzzle. In the comprehensive picture, we show here that a bubble starting with a convex meniscus may form a stable equilibrium inside, pinned, or outside the cone depending on the system specifications. Also a bubble starting with a concave meniscus may form a stable equilibrium while it is inside or pinned with a concave meniscus, or pinned or outside with a convex meniscus. The "formationdisappearance fluctuation" of a bubble starting with a convex meniscus is observed when the system specifications are such that the energy barrier and the energy well are of comparable sizes, and the energy barrier is small enough for spontaneous fluctuations to overcome the energy barrier. The comprehensive picture presented here also includes the effects of different parameters (cone apex angle $(2 \beta)$, cone mouth radius $(w)$, contact angle $(\theta)$, total numbers of moles $\left(n_{1}\right.$ or $\left.n_{2}\right)$, and initial degree of saturation of the liquid solution $\left(f_{\text {init }}\right)$ on the stability of the stable point.

## 4. Comparison of the osmotic virial equation with the Margules activity model for solid-liquid equilibrium

### 4.1. Chapter summary

The main goal of this chapter is to compare the general polynomial forms of the osmotic virial equation and the Margules model for the liquid activity coefficients in binary systems. The coefficients/parameters in each model can be calculated based on best fits to experimental phase equilibrium data. Here the activity coefficient models were combined with the equation of solid-liquid equilibrium. We obtain the coefficients/parameters for the osmotic virial equation and the one- and two-parameter Margules models, and compare the accuracy of each model for fitting the experimental data for five water/solute systems: water/glycerol, water/acetic acid, water/propanoic acid, water/mono-ethylene glycol and water/sulfonale. In obtaining the osmotic virial coefficients, we present a method to fit the equation to the entire range of data including both the ice-formation region and the solute-precipitation region. In expression of the concentration effect of the solute, we showed that the integration constant that arises from the Gibbs-Duhem equation is dependent on the osmotic virial coefficients. The osmotic virial equation is of great interest for its ability to empirically model a very wide range of aqueous solutions and as such is one of the most widely used solution models in biology.

### 4.2. Introduction

When two phases $\alpha$ and $\beta$ are in equilibrium at constant temperature and pressure, the following equality is satisfied: ${ }^{92}$

$$
\begin{equation*}
\mu_{i}^{\alpha}=\mu_{i}^{\beta} \tag{72}
\end{equation*}
$$

where $\mu_{i}^{\alpha}$ and $\mu_{i}^{\beta}$ are the chemical potentials of component $i$ in phases $\alpha$ and $\beta$ respectively. The distribution of component $i$ between the two phases at equilibrium can be obtained from equation (72). Solid-liquid equilibrium is among different types of phase equilibria, hence the condition for solid-liquid equilibrium comes from equation (72), where $\alpha$ and $\beta$ represent solid and liquid phases. Solid-liquid equilibrium is widely observed in various phenomena and technologies such as ice-solution equilibrium during freezing/thawing processes in cryopreservation of cells and tissues, in freeze-drying techniques that are used in the pharmaceutical and food industries, and in solute crystallization, among many others.

To apply the fundamental equation of phase equilibrium, equation (72), it is necessary to describe the chemical potential of component $i$ in solution, in terms of temperature, pressure and phase composition, and for this purpose some auxiliary functions such as activity have been introduced. ${ }^{92}$ The chemical potential of component $i$ in the liquid phase (superscript $L$ ) can be expressed as: ${ }^{92}$

$$
\begin{equation*}
\mu_{i}^{L}\left(T^{L}, P^{L}, x_{i}^{L}\right)=\mu_{i, \text { ref }}^{L}\left(T_{\text {ref }}, P_{\text {ref }}\right)+\int_{P_{\text {ref }}}^{P^{L}} v_{0, i}^{L} \mathrm{~d} P-\int_{T_{\text {ref }}}^{T^{L}} s_{0, i}^{L} \mathrm{~d} T+R T^{L} \ln \left(x_{i}^{L} \gamma_{i}^{L}\right) \tag{73}
\end{equation*}
$$

where $T^{L}$ and $P^{L}$ are temperature and pressure of the liquid phase, $x_{i}^{L}$ is the mole fraction of component $i$ in the liquid, $\mu_{i, \text { ref }}^{L}$ is the chemical potential of pure liquid component $i$ at a reference temperature $T_{\text {ref }}$ and reference pressure $P_{\text {ref }}, v_{i, 0}^{L}$ and $s_{i, 0}^{L}$ are the molar volume and molar entropy of pure liquid component $i, R$ is the universal gas constant, and $\gamma_{i}^{L}$ is the activity coefficient of component $i$ in the liquid phase mixture. Activity coefficient models are a way to describe the nonideal behavior of component $i$ interacting with other components in a mixture.

As liquid is involved in solid-liquid equilibrium, an appropriate activity coefficient model is required in equation (73). We briefly review the most frequently used models for activity coefficients. The activity coefficient models can be divided into three groups: ${ }^{92,93}$ (a) empirical models, (b) theoretical models based on solution theories, and (c) equations of state.
(a) Empirical models (based on some theory combined with physical intuition): Among empirical equations, the Margules and van Laar equations (which are special cases of the more general Wohl expansion ${ }^{92}$ ) give a good representation of even fairly nonideal binary mixtures, with the merit of mathematical simplicity. However, they have a drawback of requiring ternary data (along with binary data) for prediction of multicomponent mixtures. ${ }^{94}$ Only when simplifying assumptions are made with the two-suffix Margules equation and the van Laar equation, can all constants for prediction of multicomponent mixtures be obtained from binary data alone. According to Prausnitz, ${ }^{92}$ such simplifying assumptions may not work for liquidliquid equilibrium, which is highly sensitive to the constants of the model.
(b) Theoretical models based on solution theories: There are various types of solution theories to describe the activity coefficients of components in the solution.

Local composition models such as Wilson, NRTL (Non-Random, Two-Liquid), and UNIQUAC (UNIversal QUAsi-Chemical) equations account for differences in molecular size and intermolecular forces. They are implicitly generalized for multicomponent systems, with the parameters from the constituent binary data. ${ }^{92}$ The Wilson model is restricted to completely miscible mixtures, ${ }^{92}$ and is therefore not applicable for activity coefficients in liquid-liquid equilibrium. ${ }^{94}$ For aqueous solutions, the NRTL model is found to be the best model that works for both the vapor-liquid and liquid-liquid equilibrium of binary and multicomponent systems, ${ }^{94}$ even for strongly nonideal systems. ${ }^{92}$ The NRTL model is applicable to both partially miscible systems (unlike the Wilson model), and completely miscible systems. However, the NRTL model has the disadvantage of containing three parameters for each pair of components (compared to the two-parameter models of

UNIQUAC, Wilson, Margules and van Laar). ${ }^{94}$ One of those parameters ( $\alpha$ ) was shown to be in the range of 0.20 to 0.47 for a large number of binary systems ${ }^{92}$ (about 0.4 for aqueous organic mixtures ${ }^{94}$ ). Choosing a value for $\alpha$, the NRTL model reduces to a two-parameter model. ${ }^{92}$ The UNIQUAC model fits a binary system with only two adjustable parameters, along with pure component data. The model requires three pure-component molecularstructure constants $\left(r, q, q^{\prime}\right)$ that depend on molecular size and external surface areas $\left(q=q^{\prime}\right.$ for fluids other than water or lower alcohols). The UNIQUAC model provides a satisfactory description for many nonelectrolyte mixtures containing polar or nonpolar fluids and water, for either completely or partially miscible systems (compared to the Wilson equation that only works for miscible mixtures). ${ }^{92}$ Peres and Macedo ${ }^{95}$ demonstrated good prediction of vaporliquid and solid-liquid equilibrium data of ternary and quaternary highly nonideal mixtures of sugars (D-glucose, D-fructose, and sucrose) in water, using the modified UNIQUAC model (with linear temperature dependence parameters). For each constituent binary mixture, their model has four interaction parameters obtained from fitting to binary experimental data. ${ }^{95}$

Group contribution models are another category of theoretical models that evaluate properties of complex molecules based on the functional groups in the molecules. The functionality of each group is considered to be independent of the molecule in which it appears. Group-group interaction parameters are obtained from experimental data of binary systems. The most famous group contribution methods are: the ASOG (analytical solution of groups) model which is based on the Wilson model, and the UNIFAC (universal functional activity coefficient) model which is based on the UNIQUAC equation. Examples of vaporliquid equilibrium prediction with the ASOG and UNIFAC models are available in literature ${ }^{96,97}$ For liquid-liquid equilibrium, UNIFAC correlations have been proposed, albeit with less accuracy than for vapor-liquid equilibrium. ${ }^{92,94}$ Gmehling et al. ${ }^{98}$ successfully predicted solid-liquid equilibrium data by the UNIFAC method, including solubility of solid in single and mixed solvents for nonelectrolyte systems, and eutectic temperature and composition of some binary systems. There are other activity coefficient models based on
solution theories such as the Debye-Huckel model for electrolyte solutions, and the FloryHuggins extension of lattice theory for polymer solutions. ${ }^{92}$
(c) Equations of state for condensed phases: Fugacity coefficients (that can be translated into activity coefficients) can be obtained from pressure-volume-temperature (PVT) behavior of a mixture. The PVT behavior is modeled by equations of state, along with some mixing rules and combining rules to account for interaction of different components. The advantage of using equations of state (over solution theory models) is that the equations of state can predict activity coefficients over a wider range of temperature and pressure including at supercritical conditions. However, the problem is in developing appropriate mixing rules. ${ }^{99}$ Different types of equations of state have been used to model activity coefficients based on type of mixtures, such as the Soave-Redlich-Kwong equation and the Peng-Robinson equation for vapor-liquid equilibrium of petrochemical mixtures, ${ }^{100}$ and the osmotic virial equations of state for aqueous mixtures. ${ }^{34-36,101-106}$

Among the above-mentioned three types of activity coefficient models, the goal of this study is to compare the general polynomial form of the osmotic virial equation of state, and the empirical Margules model for obtaining activity coefficients. These models are of interest for their similar polynomial forms, mathematical simplicity, ability to describe nonideal solutions and applicability to solid-liquid equilibrium of aqueous solutions. Each of these models has coefficients/parameters that can be obtained from fitting to some equilibrium data. The osmotic virial equation is of great interest for its ability to empirically model a very wide range of aqueous solutions and as such is one of the most widely used solution models in biology. Until recently the use of the osmotic virial equation for solid-liquid equilibrium had not been explored. The osmotic virial equation has been fitted to solid-liquid equilibrium data of binary aqueous solutions in equilibrium with ice in the field of cryobiology by Elliott and co-workers. ${ }^{34-36}$ However as the coefficients in that work were based on fitting to data only in the ice-formation region, the coefficients do not describe accurately solutions with higher
concentrations in equilibrium with solid solute precipitate. In the following section we explain both the osmotic virial equation and the Margules equation in detail. Next the governing equations for solid-liquid equilibrium, and the procedure for curve fitting to data are explained. Importantly we present a new method for fitting the osmotic virial equation to binary solid-liquid equilibrium data over the entire range of composition. Then the osmotic virial equation truncated to the first or second virial coefficient is applied to the solid-liquid equilibrium of the water/solute system. The osmotic virial equation fits are then compared to fits with the one- or two-parameter Margules model for five water/solute systems: water/glycerol, water/acetic acid, water/propanoic acid, water/mono-ethylene glycol and water/sulfonale. For reasons that will be presented here, the Margules model may be as equally simple and widely applicable as the osmotic virial equation, but may be preferred in some cases.

### 4.3. Osmotic viral equation versus Margules equation

### 4.3.1. Osmotic virial equation:

An advantage of the osmotic virial equation is that successful mixing rules have been proposed based on first principles. ${ }^{34,35}$ McMillan and Mayer ${ }^{101}$ developed a statistical mechanical expression for the natural logarithm of activity of solvent, $a_{\text {solvent }}$ (which is equal to $x_{\text {solvent }} \gamma_{\text {solvent }}$ ), in nonelectrolyte systems, in the form of a power series in molar concentration of solutes. Later Hill ${ }^{102,103}$ developed analogous expansions in terms of molality or mole fraction of solutes. Any of these expressions is especially natural for osmotic systems, and they are all referred to as the osmotic viral equation (OVE). ${ }^{102}$ In practice, the OVE is used in a truncated form of equation (74) ${ }^{34}$ to express activity of solvent (component (1)), in terms of mole fraction of solute in a multicomponent system.

$$
\begin{align*}
\ln \left(a_{1}\right)= & \ln \left(x_{1} \gamma_{1}\right) \\
& =-\left(\sum_{i=2} x_{i}+\sum_{i=2} \sum_{j=2} B_{i j}^{*} x_{i} x_{j}+\sum_{i=2} \sum_{j=2} \sum_{k=2} C_{i j k}^{*} x_{i} x_{j} x_{k}+\cdots\right) \tag{74}
\end{align*}
$$

where subscript 1 denotes the solvent, and indices $i, j$, or $k$ start from 2 and denote solutes. $B_{i j}^{*}$ and $C_{i j k}^{*}$ are the second and the third osmotic viral coefficients, accounting for the interactions between dissolved particles of types $i, j$ and $k$ in the solution. The coefficients are not identical if the polynomial is expanded in terms of molality, etc. rather than mole fraction. ${ }^{35}$ The virial coefficients are functions of temperature and weak functions of pressure. ${ }^{102}$ However, when the osmotic virial equation is fit to phase equilibrium data that is a function of temperature, good fits are empirically obtained with constant osmotic virial coefficients. ${ }^{34-36,105}$ The polynomial is usually truncated to second order, or third order for highly nonideal solutions (such as those with nondilute macromolecules ${ }^{27}$ ).

The activity of water (solvent) is expressed in the form of the osmotic viral equation in many articles: For an uncharged ternary aqueous solution of two incompatible polymers (or proteins) in liquid-liquid equilibrium, Edmond and Ogston ${ }^{104}$, expressed chemical potential of each of the two solutes as algebraic expressions, which, along with the Gibbs-Duhem equation, resulted in an OVE equivalent equation for activity of water in a ternary system. (With two incompatible polymers, each phase is enriched in one polymer. It is worth mentioning that aqueous polymer-polymer extraction is a promising technique in biomolecule separation). ${ }^{104}$ Gaube et al. ${ }^{107}$ proposed a similar model, which is expressed in terms of concentration (g solute / ml solution), and they criticized Edmond and Ogston ${ }^{104}$ for using molality (instead of mole fraction) in the Gibbs-Duhem equation. According to Haynes et al., ${ }^{108}$ to predict binary aqueous solution data at higher polymer concentrations, the OVE expansion should also include a third viral coefficient. Cabezas et al. ${ }^{109}$ outlined a method, based on renormalization group theory, to account for the osmotic viral coefficient
dependence on polymer molecular weight and polydispersity. Other works have extended the application of the OVE to liquid-liquid equilibrium in a ternary polymer-salt aqueous solution; albeit dilute in salt. ${ }^{110,111}$ Elliott and her co-workers ${ }^{34-36}$ applied truncated (to second or third viral coefficient) OVEs to the data of binary aqueous solutions at equilibrium with ice (solid-liquid equilibrium), and obtained osmotic viral coefficients ( $B_{i i}$ and $C_{i i i}$ for use with molality, or $B_{i i}^{*}$ and $C_{i i i}^{*}$ for use with mole fraction) for the various binary aqueous solutions of interest in cryobiology or biology, with solutes such as sodium chloride, potassium chloride, glycerol, propylene glycol, ethylene glycol, ethanol, methanol, mannitol, sucrose, dextrose, trehalose, hemoglobin, dimethyl sulfoxide, bovine serum albumin, ovalbumin, ${ }^{35}$ and hydroxyethyl starch. ${ }^{106}$

According to previous works by Elliott and her co-workers, ${ }^{34-36,105}$ for binary systems equation (74) reduces to the following equation:

$$
\begin{equation*}
\ln \left(a_{1}\right)=\ln \left(x_{1} \gamma_{1}\right)=-\left(x_{2}+B_{22}^{*} x_{2}^{2}+C_{222}^{*} x_{2}^{3}+\cdots\right) \tag{75}
\end{equation*}
$$

The activity of solute (component 2) in the binary system can then be obtained from activity of solvent and the Gibbs-Duhem equation. For a binary system, where $x_{1}=1-x_{2}$, at constant temperature and pressure the Gibbs-Duhem equation can be simplified to the following equation:

$$
\begin{equation*}
\frac{\partial \mu_{2}}{\partial x_{2}}=-\frac{\left(1-x_{2}\right)}{x_{2}} \frac{\partial \mu_{1}}{\partial x_{2}} \tag{76}
\end{equation*}
$$

Substituting equation (75) into equation (73) at constant temperature and pressure, substituting that into equation (76), and integrating, the activity of component 2 is given by, ${ }^{112}$

$$
\begin{align*}
& \ln \left(x_{2} \gamma_{2}\right)= \\
& \quad\left(\theta_{2}+\ln \left(x_{2}\right)+\left[2 B_{22}^{*}-1\right] x_{2}-B_{22}^{*} x_{2}^{2}+C_{222}^{*}\left[\frac{3}{2}-x_{2}\right] x_{2}^{2}+\cdots\right) \tag{77}
\end{align*}
$$

when the activity of component 1 is expressed as in equation (75).

Coefficients $B_{22}^{*}$ and $C_{222}^{*}$ are obtained from fitting to the experimental data (by minimizing the sum of squared errors). $\theta_{2}$ is a concentration-independent integration constant that arises from integrating the Gibbs-Duhem equation for component 2, and can be obtained from the known properties of pure components by applying the condition for phase equilibrium (equation (72) or its equivalent forms) to the cases of pure components where $x_{2}=0$ or $x_{2}=$ 1. Therefore the integration constant $\left(\theta_{2}\right)$ is not independent of coefficients $B_{22}^{*}$ and $C_{222}^{*}$, and so on. We will present an equation for obtaining $\theta_{2}$ for the case of solid-liquid equilibrium in the next section, when we explain the governing equations for solid-liquid equilibrium. When the OVE is used to fit to the equilibrium data, we neglect the temperature and pressure dependence of $B_{22}^{*}$ and $C_{222}^{*}$ over the range of data. Therefore the temperature dependence of $\theta_{2}$ is also neglected.

When $\ln \left(x_{2}\right)$ is eliminated from both sides of equation (77), a simplified relation is obtained for $\ln \left(\gamma_{2}\right)$ that can be examined at infinite dilution, where $x_{2}$ goes to zero, yielding:

$$
\begin{equation*}
\ln \left(\gamma_{2}^{\infty}\right)=\theta_{2} \tag{78}
\end{equation*}
$$

where $\gamma_{2}^{\infty}$ is the activity coefficient of component 2 at infinite dilution $\left(x_{2} \rightarrow 0\right)$.

### 4.3.2. Margules equation

According to the general Margules equation, the activity coefficients of the two components of a binary system are:

$$
\begin{align*}
& \ln \left(\gamma_{1}\right)=b_{1} x_{2}^{2}+c_{1} x_{2}^{3}+\cdots  \tag{79}\\
& \ln \left(\gamma_{2}\right)=b_{2} x_{1}^{2}+c_{2} x_{1}^{3}+\cdots \tag{80}
\end{align*}
$$

where coefficients $b_{2}, c_{2}, \ldots$ are not independent, and are related to $b_{1}, c_{1}, \ldots$ through the Gibbs-Duhem equation at constant temperature and pressure. Considering the dependency of the coefficients (through the Gibbs-Duhem equation), and truncating the polynomial to the third-order term results in the two-parameter Margules equation: ${ }^{92}$

$$
\begin{align*}
& \ln \left(\gamma_{1}\right)=\left[A_{12}+2\left(A_{21}-A_{12}\right) x_{1}\right] x_{2}^{2}  \tag{81}\\
& \ln \left(\gamma_{2}\right)=\left[A_{21}+2\left(A_{12}-A_{21}\right) x_{2}\right] x_{1}^{2} \tag{82}
\end{align*}
$$

The two-parameter Margules equation is a 3-suffix type of Margules equation, as $\ln \left(\gamma_{i}\right)$ is explained in terms of $x_{2}^{3}$ when simplified. Parameters $A_{12}$ and $A_{21}$ are obtained from fitting.

When the molecules of the two components are similar in size, shape, and chemical nature, $A_{12}$ and $A_{21}$ are (almost) equal, and the model reduces to the one-parameter Margules equation (two-suffix as the polynomials of equations (81) and (82) will be of power 2 with equal $A_{12}$ and $\left.A_{21}\right) .{ }^{92}$

### 4.3.3. Comparison of osmotic virial and Margules models

The expression of $\ln \left(x_{1} \gamma_{1}\right)$ in a binary system using the Margules equation is almost equivalent to that using the virial equation (75). To prove that, consider the Taylor series expansion of $\ln \left(x_{1}\right)$ :

$$
\begin{equation*}
\ln \left(x_{1}\right)=\left(x_{1}-1\right)-\frac{\left(x_{1}-1\right)^{2}}{2}+\frac{\left(x_{1}-1\right)^{3}}{3}-\cdots \tag{83}
\end{equation*}
$$

From equations (81) and (83), and the fact that $x_{2}=1-x_{1}$ in a binary system, the following equation is obtained:

$$
\begin{equation*}
\ln \left(x_{1} \gamma_{1}\right)=-\left(x_{2}+\left(\frac{1}{2}-2 A_{21}+A_{12}\right) x_{2}^{2}+\left(\frac{1}{3}+2 A_{21}-2 A_{12}\right) x_{2}^{3}+\cdots\right) \tag{84}
\end{equation*}
$$

Equation (84) is similar to the binary osmotic virial equation (75). With the Margules equation however, only $\ln \left(\gamma_{1}\right)$ is truncated, and $\ln \left(x_{1}\right)$ is explicitly present in the calculations. Prausnitz ${ }^{92}$ has also mentioned this analogy in a subtle way: The Margules equation is a specific case (with binary components having almost equal molecular size) of Wohl's equation, where interaction parameters are important. The "physical significance" of interaction parameters "is in a rough way similar to that of virial coefficients". ${ }^{92}$

### 4.4. Solid-liquid equilibrium governing equations and the fitting procedure to obtain the coefficients for the activity model

In many cases of solid-liquid equilibrium, usually a pure solid phase is formed due to the differences in molecular size and/or molecular structure. ${ }^{113}$ At equilibrium conditions, from equality of chemical potentials of component $i$ that is present in both the liquid and the solid phases, according to equation (72), we can get: ${ }^{94,113}$

$$
\begin{align*}
x_{i}^{L} \gamma_{i}^{L}=\exp [ & \frac{\Delta H_{i}^{\text {fus }}}{R T_{m, i}}\left(1-\frac{T_{m, i}}{T}\right) \\
& +\frac{1}{R T}\left(T \int_{T m, i}^{T} \frac{\left(C_{P, i}^{L}-C_{P, i}^{S}\right)}{T} \mathrm{~d} T-\int_{T m, i}^{T}\left(C_{P, i}^{L}-C_{P, i}^{S}\right) \mathrm{d} T\right)  \tag{85}\\
& \left.-\frac{\left(v_{0, i}^{S}-v_{0, i}^{L}\right)}{R T}\left(P_{\text {ref }}-P\right)\right]
\end{align*}
$$

where component $i$ is the component that is in equilibrium between the solid and liquid phases, $T$ is the equilibrium temperature of the system, and $T_{m, i}$ is the melting point of component $i . \Delta H_{i}^{\text {fus }}$ is the enthalpy of fusion of pure component $i$ at the melting point of that component. $C_{P, i}^{L}-C_{P, i}^{S}$ is the difference in the heat capacities of component $i$ in the liquid and solid phases at constant pressure. $v_{0, i}^{S}$ and $v_{0, i}^{L}$ are the specific molar volumes of pure liquid and solid component $i . P$ is the equilibrium pressure of the system, and $P_{\text {ref }}$ is the reference pressure ( 1 bar ). Since the solid-liquid interface radius of curvature is larger than hundreds of nanometers, liquid pressure and solid pressure are equal to each other $\left(P^{L}=P^{S}=P\right)$.

At low to moderate pressure, the pressure difference term contributes little to the calculated solubility, hence it can be neglected. ${ }^{94,113}$ The temperature dependence of $C_{P, i}^{L}$ $C_{P, i}^{S}$ can also be neglected. At modest displacement from the melting point, the contribution of the heat-capacity term is minor. Under these conditions, temperature can be expressed
explicitly in terms of composition and activity coefficient of the component that has its solid in equilibrium with the solution: ${ }^{114}$

$$
\begin{equation*}
T=\frac{\Delta H_{i}^{\text {fus }}}{\frac{\Delta H_{i}^{\text {fus }}}{T_{m, i}}-R \ln \left(x_{i}^{L} \gamma_{i}^{L}\right)} \tag{86}
\end{equation*}
$$

In the case of a binary solution of water (component 1) and solute (component 2), depending on the concentration of the solution the solution may be in equilibrium with ice ( $i=1$ in equation (86)), or in equilibrium with solidified solute ( $i=2$ in equation (86)).

When using the osmotic virial equation, the integration constant $\left(\theta_{2}\right)$ in equation (77) can be obtained from the fact that equation (86) is valid over the range of concentration, including when $x_{2}=1$, and the pure liquid solute is in equilibrium with pure solid solute at the melting point of the pure solute, i.e., $T=T_{m, 2}$. For equation (86) to give the melting point of component 2 , equation (77) should be zero at $x_{2}=1$. Therefore we derived equation (87) for the relationship between $\theta_{2}$ and the osmotic virial coefficients:

$$
\begin{equation*}
\theta_{2}=1-B_{22}^{*}-\frac{C_{222}^{*}}{2}-\cdots \tag{87}
\end{equation*}
$$

With the appropriate equation for the equilibrium condition (equation (86)), the unknown constants in the activity coefficient model of interest can be obtained by fitting the model to the experimental data and minimizing the sum of squared errors. ${ }^{115}$ We used MATLAB R2017b (fminsearch command) to find the coefficient/parameter values that minimize the sum of squared errors of the fitted model compared to the experimental data points. We also tried the minimization of the sum of squared errors with the "solver" in Excel, and the results were the same as the results from MATLAB.

The goodness of the fits is judged based on the percent average relative deviation $\left(d_{s}\right)$ and percent maximum relative deviation $\left(d_{\max }\right)$. The lower the percent average relative deviation, the better is the fit.

### 4.5. Results and discussion of the osmotic virial and <br> Margules equations applied to water/solute solid-liquid equilibrium data

Figure 26 illustrates the Margules and osmotic virial equation fits to experimental solidliquid equilibrium data of binary mixtures of solvent water (component 1 ) with solute (component 2) for five different solutes: glycerol, ${ }^{116}$ acetic acid, ${ }^{117}$ propionic acid (also called propionic acid), ${ }^{118}$ mono-ethylene glycol ${ }^{119}$ (ethane-1,2 diol) and sulfonale (tetrahydrothiophene 1,1-dioxide). ${ }^{17,120}$ For all of these systems, the possibility of instability of a single liquid and the formation of liquid-liquid equilibrium is ruled out based on the experimental data. Any unexpected shape in the graph therefore solely shows a poor fit of the truncated model, and must not be interpreted as physical behavior of the system. The enthalpies of fusion for each component are obtained from the CRC handbook of Chemistry and Physics. ${ }^{87}$ It should be noted that Elliott and co-workers ${ }^{34-36}$ optimized osmotic virial equation coefficients based on fitting to only the ice-formation region (left liquidus in Figure 26). Such coefficients cannot precisely predict the solute precipitating region (right liquidus). To accurately fit both liquidi, coefficients must be fitted to the available data over the full range of concentration (from $x_{2}=0$ to $x_{2}=1$ ). ${ }^{92}$
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Figure 26. Solid-liquid phase diagram for binary aqueous solutions: water(1)/solute(2) for five different solutes: glycerol, ${ }^{116}$ acetic acid, ${ }^{117}$ propionic acid, ${ }^{118}$ mono-ethylene glycol ${ }^{119}$ (ethane- $\mathbf{1 , 2}$ diol) and sulfonale (tetrahydrothiophene 1,1-dioxide) ${ }^{117,120}$ Fits are: the one-parameter Margules equation and osmotic virial equation truncated to the second order term for panels (a),(c), (e), (g), and (i), and the twoparameter Margules equation and the osmotic virial equation truncated to the third order term for panels (b),(d), (f), (h), and (j). The results for the two-parameter Margules equation for the water/glycerol system were previously presented in Liu et al. ${ }^{121}$

For the water/propanoic acid system, none of the experimental data points was the eutectic point. For the other systems, the eutectic point was considered once as a point on the left liquidus, and once on the right liquidus.

For water/mono-ethylene glycol the system has two eutectic points, one with solid mono-ethylene glycol at lower temperature, and the other one with hydrated solid at higher temperature. For systems with more than one eutectic point, there are obviously multiple solid phases. A detailed approach would require knowledge of the different solid phases. Here we take an empirical approach that has the benefit of not needing to identify the nature or stoichiometry of the solid phase. For the middle section of the solid-liquid phase diagram of the water/mono-ethylene glycol system, a pseudo enthalpy of fusion ( $\left.\Delta H_{\mathrm{pseudo}}^{\mathrm{fus}}\right)$ and a pseudo melting temperature ( $T_{m, \text { pseudo }}$ ) were considered as extra fitting parameters. Hence for the middle section, in equation (86) while $i$ is component $2, \Delta H_{\mathrm{pseudo}}^{\text {fus }}$ and $T_{m, \text { pseudo }}$, are obtained
from fitting to experimental data, along with coefficients of the model for non-ideality of liquid (OVE or Margules).

For the water/sulfonale system, there is a bend in the graph at 288.6 Kelvin, ${ }^{117,120}$ which is considered to be due to a solid-solid transition of the sulfonale. Considering the pseudo enthalpy of fusion ( $\Delta H_{\mathrm{pseudo}}^{\mathrm{fus}}$ ) and pseudo melting temperature ( $T_{m, \text { pseudo }}$ ) as extra fitting parameters for the data points of the middle section (before the transition point), the experimental data can be fit with the two parameter Margules model or the OVE with two coefficients, as presented in Figure 26, panel (h).

Values of the parameters from fitting each model to experimental data and the percent average relative deviation and percent maximum relative deviation for each model are presented in Table 5.

Table 5. Values of the parameters and the percent average relative deviation and percent maximum relative deviation for Margules and osmotic viral equations (mole-fraction based) fitted to the experimental data of the water/solute systems. The best fit for each system is identified by green shading.

| Solute and number of experimental data points (n) | Model | \% average <br> relative <br> deviation ${ }^{1}$ <br> ( $d_{s}$ ) | \% max <br> relative <br> deviation ${ }^{2}\left(d_{\max }\right)$ | Parameters |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \bar{\circ} \\ & \text { U } \\ & \text { N } \\ & \text { त } \\ & = \end{aligned}$ | Margules, one-param. | 1.05 | 2.65 | $A_{12}=A_{21}$ | -1.65 |
|  | OVE with $B_{22}^{*}$ | 0.47 | 1.84 | $B_{22}^{*}$ | 3.03 |
|  | Margules, two-param. | 0.36 | 0.84 | $A_{12}$ | -1.09 |
|  |  |  |  | $A_{21}$ | -2.16 |
|  | OVE with $B_{22}^{*}$ and $C_{222}^{*}$ | 0.41 | 1.93 | $B_{22}^{*}$ | 3.25 |
|  |  |  |  | $C_{222}^{*}$ | -0.30 |
|  | Margules, one-param. | 0.17 | 0.62 | $A_{12}=A_{21}$ | 0.70 |
|  | OVE with $B_{22}^{*}$ | 1.21 | 2.96 | $B_{22}^{*}$ | 0.94 |
|  | Margules, two-param. | 0.17 | 0.63 | $A_{12}$ | 0.70 |
|  |  |  |  | $A_{21}$ | 0.72 |
|  | OVE with $B_{22}^{*}$ and $C_{222}^{*}$ | 0.41 | 1.27 | $B_{22}^{*}$ | -1.00 |
|  |  |  |  | $C_{222}^{*}$ | 2.27 |
|  | Margules, one-param. | 0.53 | 1.58 | $A_{12}=A_{21}$ | 1.81 |
|  | OVE with $B_{22}^{*}$ | 1.01 | 4.35 | $B_{22}^{*}$ | -0.98 |
|  | Margules, two-param. | 0.48 | 1.42 | $A_{12}$ | 1.47 |
|  |  |  |  | $A_{21}$ | 1.82 |
|  | OVE with $B_{22}^{*}$ and $C_{222}^{*}$ | 0.25 | 0.84 | $B_{22}^{*}$ | -2.48 |
|  |  |  |  | $C_{222}^{*}$ | 2.97 |

${ }^{1} d_{\mathrm{s}}=100 \times \frac{1}{n} \sum \frac{\left|y_{a}-\hat{y}_{a}\right|}{y_{a}}$
where $y_{a}$ is the value of the experimental point, $\hat{y}_{a}$ is the calculated value from the model, and $n$ is number of experimental data points.

$$
{ }^{2} d_{\max }=100 \times \max \left(\frac{\left|y_{a}-\hat{y}_{a}\right|}{y_{a}}\right)
$$

| Solute and number of experimental data points (n) | Model | \% average relative deviation ( $d_{s}$ ) | \% max relative deviation ( $d_{\text {max }}$ ) | Parameter |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Margules, one-param. | 1.31 | 4.40 | $A_{12}=A_{21}$ | -1.32 |
|  |  |  |  | $\Delta H_{\text {pseudo }}^{\text {fus }}$ | 73287 |
|  |  |  |  | $T_{m, \text { pseudo }}$ | 236.18 |
|  | OVE with $B_{22}^{*}$ | 0.48 | 1.86 | $B_{22}^{*}$ | 3.04 |
|  |  |  |  | $\Delta H_{\text {pseudo }}^{\text {fus }}$ | 90663 |
|  |  |  |  | $T_{m, \text { pseudo }}$ | 234.61 |
|  | Margules, two-param. | 0.28 | 1.12 | $A_{12}$ | -0.49 |
|  |  |  |  | $A_{21}$ | -2.03 |
|  |  |  |  | $\Delta H_{\text {pseudo }}^{\text {fus }}$ | 77527 |
|  |  |  |  | $T_{m, \text { pseudo }}$ | 234.67 |
|  | OVE with $B_{22}^{*}$ and $C_{222}^{*}$ | 0.40 | 1.78 | $B_{22}^{*}$ | 3.51 |
|  |  |  |  | $C_{222}^{*}$ | $-0.63$ |
|  |  |  |  | $\Delta H_{\text {pseudo }}^{\text {fus }}$ | 91925 |
|  |  |  |  | $T_{m, \text { pseudo }}$ | 234.37 |


| Solute and number of experimental data points ( $n$ ) | Model | \% average relative deviation ( $d_{s}$ ) | \% max relative deviation ( $d_{\text {max }}$ ) | Parameters |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Margules, one-param. | 0.81 | 2.88 | $A_{12}=A_{21}$ | 1.86 |
|  |  |  |  | $\Delta H_{\text {pseudo }}^{\text {fus }}$ | 5907.5 |
|  |  |  |  | $T_{m, \text { pseudo }}$ | 294.82 |
|  | OVE with $B_{22}^{*}$ | 1.63 | 5.15 | $B_{22}^{*}$ | -0.48 |
|  |  |  |  | $\Delta H_{\text {pseudo }}^{\text {fus }}$ | 7182.7 |
|  |  |  |  | $T_{m, \text { pseudo }}$ | 279.7 |
|  | Margules, two-param. | 0.35 | 1.99 | $A_{12}$ | -0.43 |
|  |  |  |  | $A_{21}$ | 1.91 |
|  |  |  |  | $\Delta H_{\text {pseudo }}^{\text {fus }}$ | 25249 |
|  |  |  |  | $T_{m, \text { pseudo }}$ | 288.18 |
|  | OVE with $B_{22}^{*}$ and $C_{222}^{*}$ | 0.34 | 1.22 | $B_{22}^{*}$ | -5.93 |
|  |  |  |  | $C_{222}^{*}$ | 13.05 |
|  |  |  |  | $\Delta H_{\text {pseudo }}^{\text {fus }}$ | 74715 |
|  |  |  |  | $T_{m, \text { pseudo }}$ | 285.16 |

In Table 5, the best fit for each system is highlighted by green. Comparing the results for the five different solution systems considering non-ideality of the solution as presented in Table 5, shows that both the two-parameter Margules model and the OVE with two coefficients give reasonably good fits. In most cases the two-parameter Margules model results in a slightly better fit and we anticipate that to be the result of $\ln \left(x_{i}\right)$ having infinite terms in the Margules model, whereas in the OVE model $\ln \left(x_{i} \gamma_{i}\right)$ gets truncated after some terms. To obtain the correspondence of the Margules model and the OVE model, a Taylor series expansion of $\ln \left(x_{1}\right)$ about $x_{1}=1$ is made in equation (83). Truncation therefore has the least deviation from the $\ln$ expansion when $x_{1}$ is close to 1 (hence $x_{2}$ is close to 0 ).

There are two systems, water/acetic acid and water/propanoic acid, where the goodness of the fit for the one-parameter Margules model is very similar to that for the two-parameter Margules model or the OVE with two coefficients. A closer look at the two-parameter Margules model of these two systems (water/acetic acid and water/propanoic acid) shows that they are a special case where $A_{12}$ is almost equal to $A_{21}$. Hence the one-parameter Margules model only gives a good fit when the parameters of the two-parameter Margules model are almost equal, in which case the two-parameter Margules model can be simplified to the oneparameter Margules model. The OVE with one coefficient fits reasonably well to two of the systems, water/glycerol and water/mono-ethylene glycol, with one less parameter compared to the two-parameter Margules and the OVE with two coefficients. On the other hand, for the water/propanoic acid and water/sulfonale systems, the OVE with one coefficient does not result in a good fit, whereas the OVE with two coefficients gives a reasonably good fit. For the water/sulfonale system, the OVE with two coefficients fits poorly compared to the Margules model with two parameters near the transition point; however, the OVE with two coefficients gives better results at dilute solute concentrations.

For comparison of the two models for nonideality of the solution, OVE and the Margules model, with the ideal model (where $\gamma_{i}=1$ ), in Table 6 the percent average relative deviation and percent maximum relative deviation of the ideal model predictions from the experimental data for each system are presented.

Table 6. Percent average relative deviation and percent maximum relative deviation of ideal solution predictions $\left(\gamma_{i}=1\right)$ from the experimental data for the water/solute systems.

| Solution system | \% average relative <br> deviation ( $\boldsymbol{d}_{\mathbf{s}}$ ) | \% max relative <br> deviation $\left(\boldsymbol{d}_{\text {max }}\right)$ |
| :--- | :--- | :--- |
| Water / Glycerol | 4.28 | 10.07 |
| Water / Acetic acid | 1.65 | 5.85 |
| Water / Propionic acid | 3.40 | 15.94 |
| Water / Mono-ethylene glycol <br> $\Delta H_{\text {pseudo }}^{\text {fus }}=44673$ <br> $T_{m, \text { pseudo }}=236.91$ | 1.50 | 7.85 |
| Water / Sulfonale <br> $\Delta H_{\text {pseudo }}^{\text {fus }}=28588$ <br> $T_{m, \text { pseudo }}=285.56$ | 1.47 | 8.31 |

The infinite dilution activity coefficients are also calculated based on each model, for different systems of interest, and the results are presented in Table 7.

Table 7. Infinite dilution activity coefficients based on the Margules model and the osmotic virial equation, for different systems of interest.

| Solution system | Margules Model |  | Osmotic virial equation |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $\gamma_{1}^{\infty}$ <br> $=\exp \left(A_{12}\right)$ | $\gamma_{2}^{\infty}$ <br> $=\exp \left(A_{21}\right)$ | $\gamma_{1}^{\infty}$ <br> $=\exp \left(-B-C+\frac{1}{2}+\frac{1}{3}\right)$ | $\gamma_{2}^{\infty}$ <br> $=\exp \left(1-B_{22}^{*}-\frac{C_{222}^{*}}{2}\right)$ |
| Water (1) / <br> Glycerol (2) | 0.34 | 0.12 | 0.12 | 0.12 |
| Water (1) / <br> Acetic acid (2) | 2.01 | 2.05 | 0.65 | 2.38 |
| Water (1) / <br> Propionic acid (2) | 4.35 | 6.17 | 1.41 | 7.35 |
| Water (1) / Mono- <br> ethylene glycol (2) | 0.61 | 0.13 | 0.13 | 0.11 |
| Water (1)/ <br> Sulfonale (2) | 0.65 | 6.75 | 0.002 | 1.50 |

The results of the infinite dilution activity coefficients from the two models, the Margules model and the OVE, are less similar for $\gamma_{1}^{\infty}$. The analogy between the two models was explained based on the Taylor series expansion of $\ln \left(x_{1}\right)$ about $x_{1}=1$ in equation (83). Truncation of the polynomial in OVE gives more deviation from the $\ln$ expansion when $x_{1}$ is farther from 1, such as at infinite dilution of component 1 , that is the case for $\gamma_{1}^{\infty}$.

The infinite dilution activity coefficients in Table 7 cannot be directly compared with literature values of infinite dilution activity coefficients from experiments ${ }^{122-125}$ or infinite dilution activity coefficients that have been obtained by fitting phase equilibrium data ${ }^{124,126}$ at a single temperature. The values of infinite dilution activity coefficients in Table 7 have been obtained from fits to phase equilibrium where temperature and composition vary simultaneously. Therefore, they have a different meaning and are necessarily obtained at a different temperature. Fitting the liquidus is different than fitting compositional phase diagrams at fixed temperature.

### 4.6. Chapter Conclusion

The osmotic virial equation (OVE) has recently been used to model activity coefficients in areas such as biological aqueous solutions where the solution is in solid-liquid equilibrium with pure solid ice. ${ }^{34-36}$ In this paper we explained the general form of the osmotic virial equation for a binary system and compared it with the empirical Margules equation that a has similar polynomial form. To further compare the two activity coefficient models, they were combined with the solid-liquid equilibrium equation to fit experimental water/solute solidliquid equilibrium data for five water/solute systems: water/glycerol, water/acetic acid, water/propanoic acid, water/mono-ethylene glycol and water/sulfonale. The constant parameters in the activity coefficient models are obtained from best fits with minimum sum of squared errors for the two models of the OVE (truncated to one or two virial coefficients) and the one- or two-parameter Margules equations. Both the OVE and Margules models show good fits to the experimental data for the water/solute systems based on the percent average relative deviation and percent maximum relative deviation. In this work, we show that the integration constant that arises when the solute chemical potential equation is found from the OVE by integrating the Gibbs-Duhem equation is not independently assignable, but rather is related to the osmotic virial coefficients. In doing so we provide a method for fitting the osmotic virial equation to solid-liquid phase equilibrium data across the complete concentration range including both the water freezing liquidus and solute precipitating liquidus.

## 5. Conclusion

This thesis presents a study of the behavior of certain multiphase multicomponent systems at equilibrium with a Gibbsian composite-system thermodynamic ${ }^{1}$ approach. Phases that are involved in each system are considered to be non-pure, for better correspondence with application cases. Three different systems are studied: (i) nanobubbles on flat solid surfaces submerged in a liquid solution in Chapter 2, (ii) nucleation of a bubble starting with a convex or a concave meniscus inside a finite cone submerged in a liquid solution in Chapter 3, and (iii) the comparison of two models for the effect of concentration on chemical potential of the liquid phase: the osmotic virial equation and the Margules model, and their performance in fitting to solid-liquid equilibrium with a flat interface, in Chapter 4. The surface effects exist and are accounted for in the first two systems (Chapters 2 and 3) due to the existence of curved liquid-vapor interfaces.

In Chapter 2, thermodynamic stability of surface nanobubbles on a flat solid exposed to a two-component liquid solution, at constant temperature and liquid pressure is examined. Surface nanobubbles are shaped as a spherical cap with height up to tens of nanometers and an anomalously high contact angle. It is assumed that each surface nanobubble is not in diffusive contact with the gas phase outside the system (above the liquid phase) or with other nanobubbles on the time scale of the experiments. Both the liquid and vapor phases are considered to be binary. The changes in the properties of the bulk liquid phase are taken into account over the growth path of the surface nanobubble. Conditions for equilibrium, as well as the free energy of this system are presented. Similarly to previous work on different multiphase systems, ${ }^{18,21,71-73}$ the free energy of the system is not any of the common free energies such as Gibbs free energy; it is rather the combination of the Gibbs free energy of the bulk liquid phase and the Helmholtz free energy of the vapor phase plus the interfaces, and
one other extra term. The analysis shows that stable surface nanobubbles (corresponding to global minima in the free energy curves) can only form from a liquid supersaturated with a dissolved gas, and only with an anomalously high contact angle. From an undersaturated liquid solution, stable bubbles can form only with macroscopic height. As the number of surface bubbles present in the system decreases (or analogously the total available moles per bubble of the two components in the system increases), while the degree of saturation of the initial liquid and other parameters are kept the same, the stable point forms with a lower energy (more stability) and a larger size.

In Chapter 3, the stability of a bubble inside a finite cone submerged in a twocomponent liquid solution, at constant temperature and liquid pressure is investigated. Depending on the cone apex angle and contact angle (defined by solid-liquid interaction), the bubble may start with a convex, or a concave meniscus inside the cone. The conditions for equilibrium and the appropriate free energy of the system are presented. The free energy of the system is the same as that in Chapter 2, because the phases and components in the system are the same, and only the geometry of the system is different. The stability of the system is fully studied over the growth path of the bubble, as the bubble forms inside, gets pinned, and grows outside the cone. Changes in the concentration of both the liquid and vapor phases as a result of changes in bubble size are considered.
(I) For systems where the bubble starts with a convex meniscus inside the cone, a stable equilibrium can only form when the degree of saturation in the initial liquid is above a certain value, and only after passing an energy barrier. Depending on the parameters of the system, the stable equilibrium state (when it exists) may form inside, pinned, or outside the cone; hence the stable bubble is not necessarily pinned to the corner as in the case investigated by Ward et al. ${ }^{18}$ There are cases for a bubble starting with a convex meniscus where the size of the energy barrier is comparable to the size of the energy well of the stable point, and the energy barrier is small enough, that the system will fluctuate between bubble formation and
disappearance. We call this phenomena "formation-disappearance fluctuation", which causes the density of the relevant section inside the cone to fluctuate between the density of the liquid and the vapor, as mentioned by Elliott and Voitcu. ${ }^{70}$ For systems where the bubble starts with a convex meniscus inside the cone, if the fluid phases are pure, then no equilibrium state exists.
(II) For systems where the bubble starts with a concave meniscus inside the cone, there is always at least one equilibrium state, which is a stable state. Even when the system is pure, a stable equilibrium state forms without passing an energy barrier (unstable equilibrium), with a concave meniscus, inside or pinned to the corners. Over the growth path of the bubble, first the radius of curvature of the liquid-vapor interface of a pinned bubble with a concave meniscus increases until the meniscus becomes flat. Then the concavity of the pinned bubble changes to convex by reducing the radius of curvature, in order for the bubble to reach the same contact angle with the solid outside the cone. The growth path for a bubble starting with a concave meniscus is therefore: inside with a concave meniscus, pinned with a concave meniscus, pinned with a convex meniscus, and outside with a convex meniscus. In the case of a system with a bubble starting with a concave meniscus, the system may have one equilibrium state, or three equilibrium states (unstable, metastable, and stable), and the stable point may form inside or pinned with a concave meniscus, or pinned or outside with a convex meniscus. It should be noted that the stable equilibrium bubble is not necessarily inside the cone, even in the case discussed by Jones et al. ${ }^{33}$

To present a big picture of the phenomena for the two cases-a bubble starting with a convex or a concave meniscus inside a cone-the effects of different parameters on the stability of each case are studied: The stability of the stable point (if any) increases by increasing the cone mouth radius (w), the contact angle $(\theta)$, the total number of moles $\left(n_{i}\right)$, or initial degree of saturation $\left(f_{\text {init }}\right)$, regardless of whether the bubble starts with a convex or a concave meniscus. The effect of cone apex angle (2 $2 \boldsymbol{)}$ depends on the shape of the starting
bubble (concave or convex meniscus). A summary of the effects of these parameters on the stability of the system can be found in Table 4. This study adds the missing pieces to the puzzle of bubble formation inside a finite cone from a liquid solution at constant temperature and liquid pressure, along with the effects of different parameters.

In Chapter 4, the polynomial expressions of the osmotic viral equation and the Margules model for a two-component system are compared. Each of these models are then combined with the theoretical equation expressing solid-liquid equilibrium, and fitted to the experimental data for different water/solute systems. The parameters of the two models, the osmotic virial equation (truncated to one or two virial coefficients) and the one- or twoparameter Margules equations, are found based on the best fit with the minimum sum of squared errors. In contrast to previous studies ${ }^{34-36}$ where the osmotic virial equation was only fitted to the ice-formation region, here each model is fitted over the entire range of concentration, both the ice-formation liquidus and the solute-precipitating region, with the appropriate equation for each region. For the osmotic virial equation, when deriving the appropriate equation for the chemical potential of the solute, the integration constant that arises from using the Gibbs-Duhem equation along with the osmotic virial equation for the solvent is found to be a dependant parameter, related to the osmotic virial coefficients, and the appropriate equation for that is presented. In comparing the osmotic viral equation and the Margules model in fitting to experimental solid-liquid equilibrium data for water/solute systems, both of the models showed good fits with reasonably low percent average relative deviation and percent maximum relative deviation.

This thesis presents studies of three different multicomponent multiphase systems, with the effect of different relevant parameters on each system. The big picture obtained from this comparative study provides a better understanding of the phenomena, and can help in future optimal design of devices, or better use or control of natural phenomena.
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## 6. Appendices

# (A-1) Changes in the radius of curvature of the pinned interface as a function of rotation angle for a bubble starting with a convex meniscus inside a finite cone 



Figure A-1 Changes in the radius of curvature as a function of rotation angle, $\varphi$, that happen during pinning for different values of contact angle for a bubble starting with a convex meniscus. The cone half apex angle, $\beta$, is considered to be set at $45^{\circ}$. The cone mouth radius, $w$, is set to be constant. Pinning starts with rotation angle, $\varphi$, of $\frac{\pi}{2}-\beta$ with $R / w$ equal to $\sin \left(\theta+\frac{\pi}{2}-\beta\right)$, and ends at $\varphi$ of zero with $R / w$ equal to $\sin (\theta)$.

As presented in Figure A-1, for some sets of $\beta$ and $\theta$, different rotation angles may lead to the same radius of curvature of the liquid-vapor interface. The graphs are purely geometric relations and no equilibrium equation is involved.

## (A-2) Appropriate selection of pinning rotation angle during concavity switch from concave to convex, for a bubble starting with a concave meniscus

There are some cases where the equilibrium state happens while the bubble is pinned and the rotation angle, $\varphi$, is close to $\pi-\theta$ where concavity switches from concave to convex, as mentioned in section 3.3.4. At the rotation angle of $\pi-\theta$, the meniscus becomes flat with infinite radius. It is important that the range is chosen such that the rotation angle gets adequately close to $\pi-\theta$ to capture any potential equilibrium state around that point. In Matlab programming, the range for the pinning rotation angle is set as: $\frac{\pi}{2}-\beta \geq \varphi \geq \pi-\theta-$ $\varepsilon$ for states pinned with a concave meniscus, and $\pi-\theta+\varepsilon \geq \varphi \geq 0$ for states pinned with a convex meniscus, with adequately small values of $\varepsilon$. An example of the results for an inappropriate selection of $\varepsilon$ is presented in Figure A-2.
(a)


(b)

----- pinned, concave

Figure A-2 (a) Geometry radius and the Kelvin radius versus height of the bubble starting with a concave meniscus in a finite cone submerged in a liquid solution with $f_{\text {init }}=0$ (pure) and very small cone mouth radius, $w$, of $1 \times 10^{-8} \mathrm{~m}$. With $\varepsilon=1^{\circ}$, the rotation angle, $\varphi$, does not get close enough to $\boldsymbol{\pi}-\boldsymbol{\theta}$ to show the intersection of the geometry radius, $\mathbf{R}$ (black solid line) with the equilibrium radius, $\mathbf{R}_{\mathrm{C}}$. The half cone apex angle, $\beta$, is $15^{\circ}$, and the contact angle, $\theta$, is considered to be $130^{\circ}$. (b) trend of changes of the ratio of geometry radius to cone mouth width as the rotation angle changes, while the bubble is pinned to the corners. Negative values of $\boldsymbol{R}$ are for the concave case, and positive values are for the convex case. The status of the bubble (inside, or pinned with a concave meniscus or pinned with a convex meniscus to the corner, or outside the cone) is shown with different line types.

Figure A-2 is for the system with $f_{\text {init }}=0$ (hence pure) and the same specifications as for Figure 25 , except for a cone mouth radius of $1 \times 10^{-8} \mathrm{~m}$. If $\varepsilon$ is set as $1^{\circ}$, the geometry radius $R$ cannot grow big enough to intersect the Kelvin equilibrium radius, because of not getting close enough to rotation angle of $\pi-\theta$, as shown in Figure A-2 (a). Only when $\varepsilon$ is set to some samller value such as $0.3^{\circ}$ does $R$ grow large enough to reach the intersection point with $R_{C}$. In the case of pure liquid, the Kelvin radius is constant over the range of bubble
size ( $-1.47 \times 10^{-6} \mathrm{~m}$ at the temperature and pressure of Figure A-2), and negative, denoting that the equilibrium point occurs when the bubble has a concave meniscus. Figure A-2 (a) has an asymptote at $H=h_{\text {cone }}$, the case where the concave meniscus gets flat before switching to a convex meniscus. Figure A-2 (b) shows the changes in the ratio of the geometry radius to cone mouth radius as the rotation angle changes while the bubble is pinned to the corners. This graph has an asymptote around the rotation angle of $\varphi=\pi-\theta$, where the meniscus switches from concave to convex.

## (A-3) Options for plotting the free energy versus size of the vapor phase

As explained in section 3.3.5, free energy is to be plotted versus size of the bubble. The size of the system can be shown by the height from the cone apex to the center of the liquidvapor interface $(H)$, or the radius of curvature of the liquid-vapor interface $(R)$ or the volume of the vapor $\left(V^{V}\right)$. To better explain why plotting free energy versus height of the liquid-vapor interface was chosen, other options of plotting free energy versus radius of curvature of the liquid--vapor interface or versus volume of the bubble for different cone apex angles are presented here for the cases shown in Figure 13 (a).
(a)
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$$

(b)


Figure A-3 Plot of free energy (a) versus $R$ and (b) versus $V^{V}$ for the cases of a bubble starting with a convex meniscus inside a finite cone, investigated in Figure 13 (a) for different half cone apex angles ( $\beta$ ). The system is set to be at $25^{\circ} \mathrm{C}$ and a liquid pressure of 1 atm , with the liquid initially containing $4.15 \times$ $10^{-5}$ moles of water and $4.98 \times 10^{-10}$ moles of nitrogen (initial degree of saturation of 1.089 ). The cone mouth radius, $w$, is $50 \mu \mathrm{~m}$, and the cone contact angle, $\theta$, is $\mathbf{4 0}^{\circ}$. The status of the bubble (inside, pinned to the corner, or outside the cone) is shown with different line types.

As the bubble gets pinned, the radius of the liquid-vapor interface may decrease as explained in Figure A-1, and as happens in Figure A-3 (a) for $\beta=5^{\circ}$. Therefore plotting free energy versus $R$ may cause confusion for some cases. Moreover, in case of a bubble starting with a concave meniscus, the sign of the radius of curvature changes as the meniscus changes from concave to convex over the growth path. Therefore, plotting free energy versus radius of curvature, $R$, is not a convenient option.

