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Abstract

Non-contact atomic force microscopy (nc-AFM) is capable of inducing and resolving
single-electron charge transitions of surface adsorbates. Here, these techniques are
extended by studying the charge configurations of dangling bond (DB) ensembles on
the hydrogen-terminated silicon surface. nc-AFM is used to monitor the location of
single electrons confined to DB ensembles that are created via scanning tunnelling
microscopy hydrogen lithography. Electrons are found to remain strongly localized
to individual DBs, but occasionally switch sites. The dominant behaviour of these
meta-stable charge configurations is a result of the Coulombic interactions between
the confined electrons and relaxation of the silicon lattice. The application of charge
sensing nc-AFM techniques to the characterization of field-controlled computing de-
vices is explored. At zero applied bias voltage it is found that the charge of individual
DBs can be selectively manipulated by controlling the tip’s position, resulting in the
ability to prepare specific charge configurations of larger DB ensembles. The ability
to manipulate the charge state of individual DBs is a direct result of the total tip
induced band bending, which has two components at zero applied bias voltage: the
contact potential difference between the tip and sample, and the image charge induced
in the tip. At small tip-sample separations the image charge component can become
dominant, preferentially stabilizing electrons in the dangling bonds beneath the tip.
The tip’s influence is further characterized by investigating how it can cause unin-
tentional changes to the ensembles’ charge configuration, and by looking for evidence
of a ’sweet-spot,” where the tip interacts weakly with the charge configurations. In
addition to the charge manipulation experiments, sub-surface defects are investigated
with (V') spectroscopy. Notably, negative differential resistance is observed on DBs
patterned directly over low-conductance defects, suggesting that the DB and defect
may hybridize.
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1 Introduction

Scanning probe microscopes (SPM) are now indespensable tools in nanoscience and
physics research programs. With the introduction of the scanning tunnelling micro-
scope (STM) in 1982 [4], experimenters were granted unprecedented ability to study
single molecules and atoms in real space. As an example of its potential, the inventors
of STM, Binnig and Rohrer, quickly dispensed a long-standing problem by directly
resolving the atomic structure of the Si(111) surface [5]. In the years since, STM has
continued to make an impact across diverse research areas including superconduc-
tors |6, 7], magnetic materials [8,9], and molecular [10] and atomic electronics [11].

In 1990 Schweizer and Eigler made a landmark advance when they demonstrated
that the probe can also be used to directly manipulate the position of individual atoms
and molecules on the surface [12]. This made it possible to use SPM techniques to
directly engineer atomic devices [13,14] and study tailored physical systems |15, 16].

One significant limitation of STM is that it requires the use of conductive sub-
strates, so that a tunnelling current can be established. To overcome this challenge,
Binnig invented the atomic force microscope (AFM) in 1986 [17]. Rather than use
a tunnelling current to precisely map the surface, AFM relies upon the physical in-
teractions between the probe and surface. Correspondingly, AFM can be used to
study metals, semiconductors, and insulators. Of the several variations of AFM, non-
contact AFM (nc-AFM) has emerged as the preferred version for precise atomic scale
measurements |18].

It has long been established that AFM is capable of resolving the forces associated
with single electron transitions [19]. This has been exploited to great effect, for
example, by using the probe to study the transport of a two dimensional electron
gas through a point contact [20], mapping the electrostatic potential of a sample by
monitoring the occupation of a tip-induced quantum dot [21], and characterizing the
Coulomb oscillations corresponding to the charging of a quantum dot [22].

In 2004 Repp et al. demonstrated the first controllable manipulation of the charge
state of individual adatoms using voltage pulses applied via STM [23]. The distin-

guishing feature of this work was that, because the gold adatoms were supported by



a thin film of NaCl, both the neutral and negatively charged states of the adatoms
remained stable. Upon changing the charge state of the adatom, the equilibrium
positions of the NaCl atoms supporting the adatom shifted as a result of Coulombic
interactions; in the case of a negatively charged adatom the positively charged sodium
atoms were drawn towards the adatom, while the negatively charged chlorine atoms
shifted away [23|. Recently, SPM was used to directly measure the energies associated
with the reorganization of the NaCl lattice upon the charging of a molecule [24].

In 2009 Gross et al. demonstrated that nc-AFM could be used to directly dis-
tinguish the charge state of gold and silver adatoms [25]. The advance here was
that, because charge manipulation and detection could be performed via AFM, a net
tunnelling current was no longer required as with STM. To date, AFM charge ma-
nipulation experiments similar to Repp et al. and Gross et al. have been performed
predominantly on randomly distributed adsorbates, with charge being transferred to
or from the adsorbates via the probe or bulk. However, a better understanding of
intermolecular charge transport would aid the study of molecular and atomic devices.
Recently, Steurer et al. began exploration in this direction by demonstrating that
nc-AFM charge manipulation techniques can be used to used to induce and monitor
the transition of single electrons between closely-spaced molecules [26].

The original work of this thesis is mainly focussed on the use of nc-AFM to observe
and control single electrons confined to atomically defined surface structures. Single
electrons are observed to localize to individual atoms within larger structures as a
result of lattice relaxation, but switch sites on the timescale of seconds. In contrast
to the works mentioned above, these nanostructures were engineered from silicon
dangling bonds on the hydrogen-terminated silicon surface. The motivation behind
this material system is that dangling bonds are midgap states [27], and therefore avoid
the requirement of thin insulating films to localize individual electrons. In addition,
recent advancements in the patterning of dangling bonds [28-30] make it possible to
design complex error-free structures via SPM.

The thesis is organized as follows: in Chapter 2 we will review the physics un-
derlying STM and AFM. In Chapter 3 the essential components of our STM/AFM
are reviewed. In Chapter 4 we will discuss the silicon (100) surface, with an em-

phasis on the physics of dangling bonds. Chapter 5 is a forthcoming publication we



have submitted on the topic of charge manipulation within dangling bond structures,
and Chapters 6 and 7 contain additional discussion and follow-up experiments. In
Chapter 8 I motivate the use of these AFM techniques for the characterization of
technologically relevant nanostructures, by studying a Binary Atomic Silicon Logic
(BASIL) gate. Chapter 9 contains work on a side-project focused on studying sub-

surface dopants via STM. Finally, Chapter 10 is a conclusion and outlook.



2  The Physics of Scanning Tunnelling Microscopy

and Atomic Force Microscopy

2.1 Scanning Tunnelling Microscopy

In STM the tip and sample can both be considered reservoirs of electrons connected
in a circuit (Figure 2.1). Classically, there is no mechanism for current to flow be-
tween the reservoirs while the tip and sample are not in direct contact. Quantum
mechanically, when the two are brought close to one another (typically < 1 nm) the
overlap of the tip and sample’s wavefunctions becomes appreciable, and electrons are
capable of tunnelling between the reservoirs. By applying a bias voltage between the
tip and sample, the net effect is a tunnelling current that flows from the high-energy
system to the low-energy system.

Because the wavefunctions of both the tip and sample decay exponentially quickly
over the vacuum barrier, STM is extremely sensitive to the tip-sample separation [4].
Indeed, the classic signature of STM is an expoential increase in the tunnelling current
as the tip-sample separation is made smaller [4]. This is captured clearly in the
following expression for the tunnelling current at 0 K:

€r

I=C Prip(€) Psam (€) Mg, (€)de (2.1)

ep—eV

where C' is a constant, € is energy, pu, and psq., are the density of states of the tip
and sample, and M. is the average matrix element for the overlap of the tip and
sample wavefunctions. The entire expression is integrated over the energy range ep to
er — eV, where € is the Fermi level of the tip, and V is the applied bias voltage. The
exponential relationship between the tunnelling current and the tip-sample separation
provides justification for why STM is capable of resolving atomic scale features: a
disproportionate contribution of the tunnelling current flows through the tip’s apex
atom.

There is an important asymmetry present in the tunnelling current: the current

flows from the occupied states of the high-energy system to the unoccupied states of
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Figure 2.1: Schematic of an STM. (A) The simplest representation of an STM is of an
atomically sharp tip held just above an atomic surface with an applied bias of Vg, between
them. (B) The tunnelling current (I7) arises from the overlap of the occupied states of the
tip (those below ep) and the unoccupied states of the sample (or vice versa). The width of
this overlap in energy depends on Vi, and the difference between the work functions of the

tip and sample (¢rip and Gsampie)-

the low-energy system. In addition, because the number of occupied states can vary
as a function of energy this suggests that the current achieved with a bias of +1 V
may differ from a bias of —1 V. This is actually a powerful tool. First, it’s important
to note that when we refer to the bias voltage, it is more common to talk about the
bias of the sample with respect to the tip [31]. Therefore, a tunnelling current at
negative biases results from electrons in the filled states of the sample flowing to the
empty states of the tip, and vice versa. Because the nanotips are typically made of
metals, which have a large and nearly-constant density of states near the Fermi level,
it is often assumed that the tunnelling current reveals information solely about the
sample’s density of states around its Fermi level [32], i.e. STM is sensitive to the
HOMO and LUMO states of the sample. These aspects are described much more
formally in what is known as Bardeen’s Tunnelling Theory, which is described in the

next section.



2.1.1 Bardeen’s Tunnelling Theory

Bardeen’s Tunnelling Theory was first formulated in 1961, [33] two decades before
the first STM was built [4]. It was developed for the more general problem of elec-
trons tunnelling between two conductive materials separated via a thin insulator, a
topical problem given the rise of semiconducting and superconducting devices in the
preceding decade. Because of the success of Bardeen’s Tunnelling Theory, others have
since derived it via other complementary methods [34-37|. After the demonstration
of the STM, Bardeen’s theory was quickly applied to the problem by Tersoff and
Hamann [38] and used to formalize the theory that describes the tunnelling current.
The approach taken in this section is the classic approach, and I follow the tutorial
published by Gottlieb and Wesoloski [32].

There are several main assumptions underlying the general approach [32]. 1)
Tunnelling is weak so that a first order perturbative approach is sufficient. 2) The tip
and sample states are nearly orthogonal. 3) All interactions between electrons can be
ignored.! 4) The occupations of the tip and sample are independent and don’t change
as a result of the tunnelling current. 5) Both the tip and sample are in electrochemical
equilibrium.

The first two are general assumptions used in perturbation theory. The third
approximation is necessary to avoid solving a many-particle wavefunction. The final
two permit us to further simplify the calculations by withdrawing the need to account
for how the tunnelling current changes the wavefunctions of the tip and sample. This
is reasonable given that the reservoir of electrons in both systems are very large
relative to the tunnelling current.

The problem can be effectively split into three parts: first we will derive the rate
at which an electron in the sample scatters to a given state of the tip. Second, we
will sum this rate over all the states of the tip. Finally, we will take Fermi-Dirac
statistics into account, and sum over all the eligible electrons to come up with the

overall tunnelling current.

! This is justified in most cases, with a notable exemption being where single electron charging
takes place [32]. Quantitative analysis of the tunnelling current is not undertaken in this thesis,
and so reviewing Bardeen’s Tunnelling Theory in depth remains helpful for clarifying the underlying
physics.



Deriving the Scattering Rate

The general problem is to solve the Schrodinger’s equation:

2
z‘h%w(ﬁ t) = Hy(r,t) = (- ;—mW + V (7, t))(7, 1) (2.2)
where (7, t) is the electron wavefunction and V(7,t) is the potential the electron
experiences. Because the potential V(7,t) is in general complicated, Bardeen opted
to split the Hamiltonian up piece-wise so that the tip and sample wavefunctions
could be considered independently [33] (ie. H = Hyup + Hyp). He also simplified the
problem by using a static potential (ie. V(7,t) = V(7)).
His approach begins by considering an electron that remains confined to the sample
state @ with energy e. The wavefunction at time ¢ is determined from the time-

dependent Schrodinger equation:

.0 .
ifs () = Huanib(1) (2.3)
O(t) = e="/"9(0) (2.4)

In the case where the electron can scatter but the probability is small (in accor-
dance with assumption 1) equation 2.4 should be a good approximation to the actual
wavefunction (¢(7,t)), but we must also include smaller amplitude components cor-

responding to the bound states of the tip (¢y):

Hyiptr = Exdy, (2.5)

G(r,t) = e 00) + > ap(t)on (2.6)

Thus we must work to find the coefficients a;, which correspond to the probability
amplitudes of the electron tunnelling from the sample state 6 to the tip state ¢y.
Because the electron originates in the sample we know that at t = 0 all a;, coefficients
are zero.

Using this new form of ¢ in the time dependent Schrodinger equation we find:



o .
ihagb(f, t) = Hy(r,1) (2.7)
The right half of equation 2.7 becomes:

~

Hy(r,t) = He "/"0(0) + Y~ arHy (2.8)
k

= e "G(0) + ¢ "M H — Ham)0(0) + Y ax(Exdp + (H — Hup)di)  (2.9)
While the left half of 2.7 becomes:

o : d
ihr (7 ) = ee”""0(0) + ih ij k()0 (2.10)

By equating equation 2.9 with equation 2.10, taking the inner product of both sides

with a tip state ¢;, and making use of orthogonality we find:

o d —ite/h ] 3 ' ]
i (1) = G| H = Hoann 10) + Eja; + 3 an(t) (&3] H = Huam [61) - (2.11)
k

Now we make use of the fact that all a; coefficients are zero or small for short
periods of time (i.e. Bardeen’s Tunnelling Theory is only valid for short periods of
time). Under these conditions the third term of the previous equation drops out,

allowing us to solve the differential equation for a; which takes the form:

o—ite/h _ o—itE;/h

e—F;

J

a;(t) = (| H — Hyam |6) (2.12)

and therefore:

o _ o (UE; — 0/20)

(E —6)2 <¢]|IA{_Hsam|9>

|a;(t)

‘2 (2.13)

This can be directly related to the transition probability given by ‘<¢j|¢(t)>|2 by
noting that:



(@3l (2)) = a;(t) + e/ (9;160) =~ a;(t) (2.14)

because the overlap of the tip and sample states is small according to assumption 2.
The result of this part of the derivation is that an electron initially in the sample
state 0 scatters to the tip state ¢; at a rate of %‘aj(t)f. The total rate at which this
electron tunnels is therefore the sum of these rates for each tip state:

%Zj:‘aj( 2 B %;48111 )2)/2h>‘<¢j’f{_ ﬁsam‘9> 2 (2.15)

It is important to note that in this derivation the assignment of the tip and sample
states was arbitrary, and thus this derivation applies equally to the reverse process

where an electron tunnels from the tip to the sample.

Summing Over Tip States - Fermi’s Golden Rule

We now need to complete the sum in equation 2.15 to reveal the overall rate at which
the electron tunnels to the tip. This can be achieved by using Fermi’s Golden Rule?.
It is important to note that to use Fermi’s Golden Rule we must assume that density
of states per unit energy is essentially constant on the scale h/t; assuming that this is
true on the energy range of ~ 10 meV means that Bardeen’s Tunnelling Theory will
be accurate only on the timescale of a few picoseconds [32].

The sum in equation 2.15 can be reformulated as follows:
> DBy — e)M?(¢y.0) (2.16)
k

where Py(z) — sin? (tz/2h) /2% and M2(¢p,0) = |(éx| H — Hoom 6)] . The latter

quantity is known as the matrix element. It is essentially an integral that conveys the

overlap of the tip and sample wavefunctions under the action of the Hamiltonian.
The function P;(x) ~ 0 except in the small energy range —2h/t < x < 2h/t.

This means that only states close in energy to € will have appreciable contributions,

2Fermi’s Golden Rule is a classic result which describes the transition rate of one energy eigenstate
scattering into a continuum of other energy eigenstates.



allowing us to restrict the range of tip states we must sum over in equation 2.16. Note
that this has a very significant physical interpretation: electrons tunnel elastically
between the tip and sample.> Over such a small energy range the density of states
the tip (pup(E)) will be approximately constant. Therefore the total number of tip

states we must consider is:

e+2h/t 4h
N = [l BUE ~ (e 2.17)
e—2h/t
Let us now set:
1
2 ~ 2 a2
> M (¢r,0) = N > Mgy, 0) = M3(0) (2.18)
k k{ B —e|<2h/t

It follows that equation 2.16 can be rewritten as an integral over the small energy

range of interest:

> P(E,—e)M?(¢y,0) = M*(6) > Pi(Ex—e) (2.19)
k k|E,—e|<2h/t
e+2h/t
~ M?*(0)puip(€) / PB(E)dE (2.20)
e—2h/t
S M O)piple) (2.21)

Returning this result back to equation 2.15 we find that the rate at which any given

electron tunnels is constant and given by:

I, = Z Pi(E), — €)M?*(¢y.,0) =~ Q%MQ(Q)ptip(e) (2.22)

Summing Over Eligible States - Fermi Dirac Statistics

To end up with the total tunnelling current we must sum I'; for all the electrons in

the sample, but before completing this we must address two points. First, just as

3This is not strictly true, and inelastic tunnelling spectroscopy is used in STM (e.g. reference [39]),
however, because in most situations the inelastic tunnelling accounts for only a small portion of the
tunnelling current this assumption is often made in the derivation [32].

10



there is a tunnelling current flowing from the sample to the tip there is a tunnelling
current flowing in the opposite direction. The net tunnelling current is therefore
I =1, —I_,"* Second, until now we have assumed that an electron tunnelling
from the sample can end up in any eigenstate of the tip (or vice versa), but clearly
this cannot be true because electrons must obey the Pauli Exclusion principle and

therefore transitions to the occupied states of the tip are strictly forbidden.

1

Fur(B) = e(BE=m)/kpT § |

(2.23)

To account for this second point we must utilize the Fermi-Dirac distribution
(Fu.r(E)), the function that describes the occupation of the energy eigenstates of
a system with a given chemical potential (1) and temperature (7') as a function
of energy (E). Multiplying the tip’s density of states by 1 — F),, r(e) allows us to
account for the number of unoccupied states available to the electron tunnelling from
the sample. F),, r(€) can similarly be used to determine the number of occupied states
of the sample, and therefore the number of electrons that may tunnel in the first place.

Combining these points we end up with an expression for the net tunnelling cur-

rent:

T [Fut7T<€n) (1 - FMS,T(En)) - (1 - FunT(en))Fus,T(en)]Ptip(en)Mg(en) (2-24)
n

Here we see reflected that the net tunnelling current is the difference between I, .,
and I, .. The sum is carried out over all the eigenstates of the sample and takes
into account all of the eigenstates of the tip via pi;,. The matrix element carries
the information regarding rate of transitions for any given eigenstate of the sample.
Finally, the multiplication of this large expression by the unit charge e converts it to
a current.

This expression greatly simplifies when we consider the low temperature limit. At

absolute zero F),o(E) is a step function, with all the states E < p occupied and all

those greater in energy unoccupied.” Therefore the only states which contribute to

4By the bias convention mentioned earlier a positive conventional current flows from sample to
tip
5This is of course the definition of the Fermi energy, pp.

11



the tunnelling current have an energy that lies between the chemical potentials of
the tip and sample. In experiments, this difference is directly controlled by applying
an electrical bias to the tip or sample (ie. eV = ugs — p;). This allows us to rewrite

equation 2.24 as:®

T=+7C S ) M(6,) (225)

nipe—rpr+eV

An equivalent but more intuitive form replaces the sum over each eigenstate of the
sample with an integral over energy. This requires that we substitute M?(6,) with
an average of M?(0,,) for a small energy range around ¢, multiplied by the sample’s

density of states:

eV
=22 T (O M (e (2.26)
it

This expression clearly reveals the three main components that dictate the mag-
nitude of the tunnelling current: the applied bias; the density of states of both the tip
and sample; and the effective overlap of the tip and sample states. While equation
2.26 is only valid at 0 K it remains an excellent approximation for our low tem-
perature experiments because the number of free carriers in a semiconductor at low

temperatures is small.

2.1.2 Modes of Operation

There are two natural modes of operation for STM [31]. The first and most intuitive
is constant height mode. Here, the tip is scanned in a plane parallel to the surface
and the signal is captured in the time-varying magnitude of the tunnelling current.
The second is constant current mode. Here, the feedback control electronics remain
engaged as the tip scans so that the signal is captured in the time-varying height of
the tip. In both cases the signal is the convolution of the atomic-scale topography
and local variations in the electronic density of states.

Constant current mode is safer because the tip is protected from crashing into the
surface as a result of thermal drift, piezo-creep, or large changes in surface topogra-

phy [31]. This mode is typically used to acquire large area scans which often take

6This sum assumes the sample is positively biased but the limits of the sum can easily be switched.
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several minutes to acquire. Constant height mode is preferred for sensitive measure-
ments for several reasons. First, our group works on a semiconductor. We routinely
make measurements where the Fermi level of the tip is momentarily aligned within
the band gap of our substrate; with the feedback control electronics engaged the tip
would crash into the sample attempting to re-achieve the current setpoint. More
fundamentally, constant height mode is preferred because it greatly simplifies inter-
pretation. Consider bias-spectroscopy (I(V')), for example. Aside from taking 2D
scans of the surface, this is the most common measurement taken with an STM. It
involves holding the tip over a single location on the sample surface, sweeping the
bias, and measuring changes in the tunnelling current. If the tip is held at a con-
stant height, the changes in tunnelling current can be attributed solely to changes in
the overlapping energy window of the tip and sample [31]. If the measurement were
performed in constant current mode, however, the tip’s height and therefore the tun-
nelling barrier would also be constantly changing, making it difficult to disentangle
the changes in the electronic density of states.

There are two other common forms of scanning tunnelling spectroscopy (STS). In
I(z) spectroscopy the bias is held constant but the tip-sample separation is swept. In
most cases this simply results in an exponential increase to the tunnelling current as
the tip approaches due to the decreasing width of the tunnelling barrier [31]. In some
cases, however, it can reveal very interesting physics (e.g. reference [40]). Differential
conductance spectroscopy (dI(V)/dV) is performed by applying a small amplitude
AC component to the bias during (V') spectroscopy and measuring the corresponding
AC response in the tunnelling current using a lock-in amplifier.” The reason for this
is clear when examining equation 2.26:

dl/dV o peam (VM2 (V) (2.27)

ave

In STS the tip is typically assumed to have a constant density of states, such that
the two sides of equation 2.27 are equal up to a multiplicative constant. Over small
bias ranges near 0 V the matrix element may often also be approximated as a con-

stant [32], in which case dI(V)/dV spectroscopy can be used as an approximate

It can also be obtained by numerically differentiating an I(V) measurement, although the sen-
sitivity is less.
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method to directly measure the sample’s density of states. Because the tunnelling
current is localized directly beneath the apex of the tip, this in fact reveals the local
density of states (LDOS). As a result, STS can be considered a family of power-
ful techniques allowing one to study the intricate relationship between atomic and

electronic structure.

2.2  Non-Contact Atomic Force Microscopy

There are many variations of AFM. For brevity and clarity only frequency-modulated
non-contact AFM [41] is discussed in this thesis because it was the mode used in the
lab.®

2.2.1  Underlying Principles

In AFM a nanotip is mounted to a stiff cantilever and driven at its resonant frequency
(fo).- Upon bringing the tip close to a surface, interactions between the tip and sample
influence the cantilever’s oscillation (Figure 2.2A). There are many different types of
forces that can exist between the tip and surface. While the London dispersion
force is short range (Frp o< 277) it nevertheless results in a large portion of the
total interaction between the tip and sample because of the large number of atoms
comprising both objects [18|. Longer range forces including ion-dipole, electrostatic,
and magnetic forces can also be present depending on the materials of the tip and
sample and the applied bias voltage [18]. One common qualitative description of the
interaction between two neutral atoms is the Lennard-Jones potential, (Figure 2.2B)

2 corresponding to London dispersion

which has terms proportional to z7% and z7!
and chemical forces, respectively. At long ranges the overall potential is attractive,
but with small interatomic separations the potential becomes highly repulsive, which
is commonly attributed to the overlapping of the atomic orbitals.

Forces between the tip and sample can be classified as either conservative (elastic)
or non-conservative (inelastic) [18]. The latter can arise from a number of distinct
physical processes [42] including magnetic hysteresis [43] and resistive losses from the

modulation of space charge in a semiconductor [44]. Present in all AFM experiments

8The interested reader is directed to a comprehensive review of AFM by Franz Giessibl in reference
[18].
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Figure 2.2: Schematic of an AFM. (A) An atomically sharp probe is affixed to a high Q)
cantilever and brought close to the surface. A A f signal is produced due to the interactions
between the probe and sample as the tip oscillates at a high frequency. (B) The Lennard-
Jones potential is often used to model the potential energy associated with both short (blue)
and long range (red) forces. Ey is the bond energy, z is the tip-sample separation, and o
is the equilibrium bond distance. (C) An experimental Af(z) curve taken with a tungsten
tip over H-Si. Note the similarity between the (B) and (C).

is internal dissipation of the cantilever. By using cantilevers with a high Q-factor
(Q = 2rE/AE) these losses can be safely ignored when using feedback controllers
to control the oscillator’s amplitude [18]. The experiments within this thesis were
performed with g-Plus sensors with @ > 10*. Furthermore, dissipative channels like
those mentioned above are not expected to be present in the experiments here, and
were not observed in the dissipation signal recorded. Consequently, we only need to
consider the effect of conservative forces.

The effect of conservative forces can be modelled as a change in the effective spring
constant of the cantilever, resulting in a shift of its resonance frequency (f). This
frequency shift (Af = f—fo) is the primary signal used in nc-AFM. Figure 2.2C shows
the A f signal obtained as a tungsten nanotip was made to approach a hydrogen atom

on the hydrogen-terminated silicon surface. There is a clear resemblance between this
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measurement and the Lennard-Jones potential.

There are several aspects of AFM that make it more difficult to use than STM
[18]. First and foremost is the technique’s distance sensitivity. As we have already
reviewed, in STM the tunnelling current drops off exponentially as the tip-sample
separation grows. As a result, the signal in STM is localized almost exclusively to
the tip’s apex atom. In AFM, however, the Af signal is a result of several different
force components, each with a different strength and distance dependence. As a
result, atoms on the tip and surface that are far from the apex can still contribute
a measurable signal, making it more difficult to obtain a good SNR with AFM. The
long range contributions can be seen directly in Figure 2.2C as the long tail in Af,
corresponding to the integration of the van der Waals forces between the tip and
sample.

Second, in STM the tunnelling current always grows as the tip approaches, while
in AFM the force gradient exerted on the tip can be positive, negative, or even first-
order insensitive depending on the tip-sample separation. As a result, it is much more
difficult to create a feedback control system to regulate the tip-sample separation in
AFM [18]. To circumvent this issue we operate our AFM in constant height mode

and intermittently recalibrate its height via STM.".

2.2.2  Interpreting Af

To establish a quantiative interpreation of the Af signal we will begin by modelling
the AFM cantilever as an ideal harmonic oscillator [45]. The corresponding Hamilto-
nian is:

p2 N kq/2
2m* 2

where m* is the effective mass of the cantilever, k is its spring constant, and ¢ is the

H =

(2.28)

position of the tip relative to its equilibrium position. The ground state solution of
this equation is simply ¢'(t) = Acos (27 fot), where A is the amplitude of the tip’s
oscillation.

As mentioned above, the conservative interactions between the tip and sample can

9This still requires the use of two control loops to regulate the oscillation amplitude and driving
frequency.
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be modelled effectively as a modification to the cantilever’s spring constant (k.ss =
k+k;nt). The challenge with this approach, however, is that because there are multiple
types of forces, each with different characteristic distances, k;,; is in most cases not
a simple correction term. Rather, k;,; can vary orders of magnitude over a single
oscillation cycle [18]. To account for this, many are forced to turn to approximate,
methods like the perturbative approach developed by Giessibl [45].

An alternative approach is to purposefully restrict oneself to operating with small
oscillation amplitudes (A ~ 50 pm) at a constant height. In this case, the change of
kine over the tip’s range of motion is small, and k;,; can be considered constant. In

this case a simple form of Af can be derived:

Af = %\1/%(\/13 + kine — V) (2.29)

Af = fo(V1+ kim/k = 1) (2.30)

kint
2k
Equation 2.31 clearly states that Af is directly proportional to the force-gradient

Af =~ f, (2.31)

acting on the tip because 0F},;/0q¢' = —kin [18]. This great simplification doesn’t
come for free though. In choosing to avoid functionalizing each interaction force’s
contribution we are prevented from quantitatively estimating their independent con-
tributions to Fj,;. These estimations are possible when a more rigorous approach to
functionalizing A f is taken, but will not be necessary for this thesis.

In this thesis, the most important use of AFM is in sensing changes to the charge
state of atoms beneath the tip, corresponding to changes in the electrostatic forces.
By performing these experiments at a constant height and looking at variations in A f
we can confidently assign contrast in Af to changes in the electrostatic force exerted
on the tip; Van der Waals forces contribute to the magnitude of Af but essentially
remain constant and magnetic interactions between the tip and sample can be safely
neglected.

Our ability to sense changes in the electrostatic environment is clearly dependent

on the levels of noise suppression we can achieve. To set a theoretical upper-bound
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on our sensitivity we consider two sources of noise to Af: thermal noise (8 firermat)
and detector noise (0 faetector) |18]. The former is commonly estimated as the ratio
between the thermal energy of the cantilever and the mechanical energy it stores,
taking the form [41]:

kgTB
6fthermal - f(] m (232)

where B is the bandwidth of the measurement. With typical operating parameters
(B =100 Hz, k = 2 kN/m, A = 50 pm, fo = 30 kHz, @ = 25 k) the thermal noise is
approximately 0.02 Hz at 4.5 K and 0.2 Hz at 300 K. Detector noise arises from the
amplification of the Af signal by the pre-amplifier and has the form [46]:

Vo i -
) etector — _qB3/2 2.33
ot = 2

where n, is the deflection noise density (100 fm Hz/2) giving 6 factector ~ 0.6 Hz.
The unfavourable scaling of § fyetector With B means that even at room temperature
detector noise is typically dominant [18,46]. Because both noise contributions are
independent they can be combined to create a total noise estimate (Jf) [18], which

for our operating conditions at 4.5 K is:

6f = \/5ft2hermal + fgetector ~ 06 HZ (234)

This upper-bound on our sensitivity does not include contributions from vibration
but it does agree well with the noise levels we see experimentally (~ 1 Hz). Interest-
ingly we note that both contributions to the noise scale with 1/A. In our experiments,
however, the sensitivity we could gain by operating with larger oscillation amplitudes

is not worth sacrificing the benefits previously described.

2.2.3  Kelvin Probe Force Microscopy

Kelvin Probe Force Microscopy (KPFM) [47] is the most common AFM spectroscopic
technique used for mapping changes to the local electrostatic environment [48]. The
basis of KPFM is that materials have different work functions (¢ = E,qc —€r). When
brought close to one another (but not necessarily into direct contact) the contact

potential difference (¢cpp = ¢; — ¢;) causes charge to accumulate on both surfaces,
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creating an electric field between the materials. Because AFM is sensitive to the
electric field gradient, it can be used to map the local contact potential difference
by recording Af as a function of the bias between the tip and sample [49]. When
the applied bias is equal and opposite to the contact potential difference there is no
charge accumulation and A f is minimized. The force is:

(Veam — ¢crp)® 0C(2)

Fes(2) = 5 5 (2.35)

where C'(z) is the capacitance between the tip and sample. Because Af o (Vigm —

¢cpp)?, KPFM measurements typically appear as parabolas whose apex corresponds
to when Vigm = dcpp.t°

The reason KPFM is utilized so frequently in nanoscience is that it can be used
to investigate single electron charging events [48,49]. Consider placing the tip over
a nanostructure and sweeping Vi,,,. At the point where the Fermi level of the tip
sweeps past a discrete state of the nanostrucutre an electron will tunnel to or from
the tip. This single electron charging event results in a change to the local CPD.
Consequently the Af signal jumps vertically from one parabola to another allowing

one to measure the charge transition levels of the nanostructure.

1®Note: we perform DC KPFM measurements. Another common method to measure the CPD
is by superimposing an AC component on top of Vi.,, and using a lock-in amplifier to isolate the
time-varying signal.
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3  Essential Components of a Low-Temp UHV Scan-

ning Probe Microscope

Scanning probe microscopy has a rich history of innovation. Indeed, its emergence in
1981 [4] was only possible due to the confluence of many areas of research including
physics, materials, and control electronics [31]. This chapter serves to review the most

important technologies underlying the operation of our group’s custom microscopes.

3.1 | Nanotips

Nanotips are, in essence, simply sharp pieces of wire. Despite their apparent sim-
plicity, however, nanotips are among the most important components of a scanning
probe microscope. For application in SPM nanotips are most-often made from tung-
sten or platinum iridium [31], but in recent years our group has also explored other
materials [50]. Among the many methods to create nanotips [51-54] we use chemical
etching [55] because of its reliability and simplicity. To chemically etch the tungsten
nanotips used throughout this thesis, tungsten wires were situated as the cathode
in an electrochemical circuit. Upon dipping the wire into into a solution of sodium
hydroxide and establishing a DC current the tungsten is chemically removed from the
shank of the wire. Crucially, the material is most efficiently etched at the surface of
the solution, gradually thinning the wire near the meniscus to a waist. Eventually
the weight of the submerged wire becomes too great for the thinning waist to sustain
and it snaps, likely extruding the wire as it does so.

Before the nanotips can be used for SPM they must undergo further processing.
To achieve this the nanotips are clamped to a tip holder (Figure 3.2A) and admitted
to a dedicated chamber of the UHV system. First, they are resistively heated to
approximately 800 °C in order to degas the tip and remove its oxide surface. Any
organic contaminants either desorb or carbonize during this step. Second, the tips
are subject to electron bombardment (e-beam). This is achieved by placing the
tip close to a metal filament, resistively heating the filament so that electrons are

thermionically emitted, and attracting them to the tip by applying a positive voltage
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Figure 3.1: A customized Omicron LT STM-AFM.

to it. Because the electrostatic field is greatest at the sharp apex! it sources a large
portion of the current. This results in intense local heating of the apex, which is used
to ensure its cleanliness.

The quickest way to characterize a nanotip is to perform field emission, which
is essentially the reverse process of e-beam. A positive voltage is applied to the
filament and a negative voltage to the tip. Sharper tips emit current with smaller
applied biases because the field is greater. Occasionally sustained field emission at
small currents (< 10 nA) is found to further sharpen the tip, as evidenced by an
increase in the field emission current while maintaining a constant bias voltage on the
tip. This suggests that the large applied field may lead to a restructuring of the tip’s
apex.

A more robust characterization method frequently employed by our group is field
ion microscopy [56]. The tip is positioned in front of an assembly of a micro-channel
plate (MCP) and a phosphor screen. The former acts as an amplifier and the latter a
spatially resolved detector for the ion current. An imaging gas with a high ionization
energy (we use helium [57]) is admitted to the chamber at a modest pressure (1 x 107°
Torr) and a large positive bias is applied to the tip. With sufficient field strengths the
imaging gas is ionized by the tip and is subsequently accelerated by the field towards

1This is the key principle underlying the use of nanotips in most applications.
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Figure 3.2: A tungsten nanotip. (A) An STMI tip holder. (B,C) Optical micrographs
of the nanotip. (D) A photograph of the MCP-screen assembly during field ion microscopy
of the nanotip. A single predominant apex atom can be clearly seen.

the MCP-screen assembly. The image produced on the screen can be captured with
a camera positioned outside the vacuum chamber (Figure 3.2D). There are three
principles that combine to provide atomic resolution [58]. First, there is a constant
supply of imaging gas, because it is adsorbed on the tip’s shank and is continuously
funnelled towards the apex. Second, because the field is most intense at sharp edges
the imaging gas ionizes almost exclusively near the apex and preferentially over single
atom steps. Finally, the ion beam is highly focused, such that the beams originating at
each apex atom do not cross. The resulting ion beams reveal the atomic structure of
the apex, permitting characterization of the predominant crystal facet and estimation
of the tip’s apex radius.

Admission of a suitable second gas can be used to controllably sharpen the tip
through a process known as field assisted etching [57]. In the case of a tungsten tip we
admit nitrogen gas. It has a lower ionization energy than helium and therefore never
reaches the apex. It does, however, chemically etch the shank [59], resulting in a slow
controlled etch of the tip. Field assisted etching can be used to consistently sharpen
nanotips to a single apex atom, if desired [57]. Progress of the tip’s sharpening is

evidenced by the gradual acceleration of field emission of the apex atoms while a
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constant bias voltage is maintained on the tip.

After performing field assisted etching a nanotip rarely images perfectly without
in-situ processing [60]. There are two techniques we typically utilize while in STM
mode: applying short voltage pulses (3 V, ~ 20 ms) to the tip while it is close to
the surface to generate large perturbative fields, and gently touching the tip to the
surface (controlled-contact). In both cases one hopes that the apex atoms rearrange
themselves to be more stable and sharp but the outcome of any individual action is
uncertain to improve or worsen the tip. In-situ processing therefore requires equal
parts luck and patience, which is why the group has recently moved to automating it
with machine learning techniques. [60] One important consequence of these techniques
is that when we scan we cannot have precise knowledge of the atomic structure or
composition of the tip because tip atoms are rearranged and sample atoms may be

picked up.

3.2 | Piezoelectric Motors

The two sets of motors used to position the tip are both based on piezoelectric ma-
terials. A coarse motor moves the tip in steps of roughly one hundred nanometers by
action of a ‘stick-slip’ mechanism, while a fine motor is used to control movements
with picometer resolution [31]. To approach the tip to the sample the two are used
in tandem: the coarse motor takes a step or two and the fine motor sweeps its full
range. This process repeats until a tunnelling current is achieved.

Piezoelectrics are materials that physically deform when a bias is applied across
them. A number of designs have been presented over the years to exploit this property
for scanning. The simplest is the three-leg scanner, in which the tip is held in a mount
supported by three piezoelectric legs |4]. Applying biases across the three legs can be
used to move the tip in all three dimensions (although there is no ability to rotate the
tip). Another clever design is the tube scanner [61]. In this design several electrodes
are patterned around the circumference of a single cylindrical crystal. The tip is
mounted on top of the cylinder, and can be moved across the surface as the tube
stretches and bends under electrical control.

One important experimental consequence of piezoelectrics is that their displac-

ment due to an applied bias voltage is non-linear becuase they are ferrorelectrics [62].
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Figure 3.3: The stage of an Omicron STM1, a room-temperature scanning tun-
nelling microscope. The tip is mounted in the center of the stage where the three pieze-
olectric legs of a three-leg scanner can be clearly seen. Directly opposing the tip is a small
sliver of silicon which was scanned. Copper fins mounted around the circumference of the
stage aid in damping vibrations by inducing eddy currents in steel inserts when the stage is
hung from its supporting springs.

When a step change in the bias voltage is applied to a piezoelectric in order to repo-
sition the tip there are two distinct periods of the response. The first period is known
as the dynamic repsonse, [62] which is short (several milliseconds) and accounts for
the majority of the piezo’s overall response. The second period is piezo creep and
during this period the remaining displacement of the piezo is achieved logarithmically
in time, often with a slow time constant [62]. Consequently, large movements of the
scanner result in slow uncontrolled movements of the scanner. This can contribute to

the tip moving towards the sample or away from the atom of interest mid-experiment.

3.3 | Ultrahigh Vacuum

All of the microscopes used in our group operate in ultrahigh vacuum (UHV) (<

1 x 107! Torr). This is required to ensure samples remain clean from adsorbates
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that would interfere with our studies.? The strong relation between absolute pressure
and surface contamination has lead to the widespread adoption of the Langmuir unit
by the surface science community [63]. One Langmuir (L) is defined by the exposure
of a surface to 1 x 10~% Torr for one second and corresponds approximately to the
formation of one monolayer of adsorbed gases assuming that all the molecules that
meet the surface stick to it. At the pressures achieved in our systems this often
permits samples several days before they’ve had an equivalent dose of one Langmuir.
Furthermore, because the specific surface we work with (Si(100)-H) is relatively inert
the sticking coefficient is small [64]; in practice we can often scan the same sample for
several weeks or months, saving us a great deal of effort in not having to continually
prepare new samples.?

To achieve these pressures our group uses a combination of pumps and commercial
vacuum chambers. For roughing pumps we utilize Tri-Scroll pumps because of their
cleanliness. These typically back turbo pumps which are used to cycle the load lock,
gas lines, and FIM chamber. Our main pumps are a combination of ion pumps
and titanium sublimation pumps. These are essential because they pump extremely

effectively without contributing any vibration.

3.4 | Vibration Isolation

Thoughtful engineering is required to isolate scanning probe microscopes from vi-
bration |4]. Several of the machines rest on thick concrete pads that are separated
from the foundation via a rubber lining, thus damping the low frequency vibrations
present in any structure. The microscopes are constructed on thick steel tables that
rest on legs that are filled with a steady supply of compressed air. Active air legs,
which are used for several of the machines, are also equipped with accelerometers
that constantly inform piezoelectric actuators on the legs to compensate vibrations
and level the table. Close to the head of the microscope there are two more critical
components. The stage, which holds both the nanotip and sample, is suspended on

springs. Also attached to the periphery of the stage is a series of copper fins which

2There are research areas where scanning probe techniques are used under ambient conditions or
with the surface submerged in solution.

3This depends on which microscope we use. Because the inner shields of the low-temperature
machines act as a cryopump samples remain clean much longer than in room temperature machines.
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overlap anchored magnets; when the stage is hung, vibrations induce eddy currents
in the copper fins and damp the motion of the stage. With these controls we are able

to achieve ~ 0.1 pm/v/Hz, with < 50 Hz frequencies limiting further isolation.

3.5 Low Temperature

The second critical component ensuring the stability of our microscopes is tempera-
ture. While the group has previously worked on room-temperature machines the two
newest additions are both consistently cooled to 4.5 K. Two jackets line the inside of
the head of the microscope to cool the critical components. The outer jacket is filled
with liquid nitrogen that cools the microscope to 77 K. The inner jacket is filled with
liquid *He which maintains it at ~ 4.5 K for two to three days per fill.

Low temperatures greatly improve the stability of the microscope by minimizing
thermal drift. Thermal drift is the result of small fluctuations in temperature which
cause corresponding expansions or contractions of the materials in the machine, and
thereby uncontrolled movements of the scanner. Coupling the machine directly to a
large thermal bath also means that the heat generated from use of the piezoelectric
scanners is efficiently dissipated. These two factors combine to make scanning at
low-temperatures so stable that individual atoms can be tracked over the course of

days or weeks.

3.6 Control Electronics and Signal Acquisition

Scanning probe microscopes rely heavily upon a system of feedback control electronics.
The physical origin of the signal used for control varies depending on the type of
microscope or its mode of operation, but in the Wolkow lab the primary mode we use
is scanning tunnelling microscopy, in which case the control signal is the tunnelling
current. Typically the goal is for the microscope to maintain a constant tunnelling
current by adjusting the height of the tip via the piezoelectric motors. To achieve
this, the tunnelling current (which is often < 100 pA) is first amplified by a preamp
positioned close to the tip. The signal is then digitized by an analog to digital
converter (ADC) and fed into a field programmable gate array (FPGA). A copy of

this digital signal is sent to a workstation for display and record. Depending on
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the settings applied by the operator (e.g. maintain 50 pA tunnelling current) the
FPGA returns commands to a digital to analog converter (DAC) which is continuously
feeding control signals (including the voltage applied to the piezoelectric motors)
back to the microscope. A similar flow of signals is used to record all the relevant
experimental parameters, and the reverse process can be used to impose a series of
signals on the microscope to perform spectroscopy (e.g. vary the bias). Control and
signal acquisition is implmented via commercial control electronics.

A similar system is used to regulate the control of the AFM. We utilize q-Plus
sensors which were introduced by Franz Giessibl in 1998 [65]. Due to a clever design
they can also be used for STM, such that we can dynamically switch between STM
and AFM operation. The main component of these sensors is a quartz tuning fork,
which when operating in AFM mode is driven at (or near) its resonant frequency
(fo). Due to interactions with the sample the cantilever oscillates off resonance (f).
Because quartz is a piezoelectric material, the oscillating cantilever produces a time-
varying voltage across it which can be captured by electrodes patterned directly on the
cantilever’s sides. This weak signal is quickly amplified by a preamplifer mounted close
to the sensor before being filtered and sent to the ADC-FPGA-DAC stack. Splitting
the signal into several branches allows one to control multiple feedback control loops.
We typically operate two: one that controls the driving amplitude from the Vgysg of
the response signal; and one that controls the driving frequency from the phase shift
between the driving and response signals (¢). Both control systems act in conjunction
to maintain a constant oscillation amplitude of the tip.* The primary signal used for
recording AFM images is the frequency shift Af = f — fy. This is readily obtained
by sending one copy of the response signal through a phase-locked-loop [46].

4A third controller can be used to regulate the tip-sample separation while in AFM mode. To
avoid complications with this third controller we typically operate the AFM with this control loop
off and periodically set the height via STM.
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4  The Silicon Surface and Dangling Bonds

4.1 Surface Reconstructions

There are many ways to cleave a crys-
tal, and doing so creates a new vacuum-

facing surface on which we can scan.

Crucially, however, this new surface is of-
ten not stable. On a microscopic level,
cleaving is the process by which bulk
atoms are torn apart from one another,

Figure 4.1: The H-Si(100)-(2 x 1) recon- 1oqylting in the creation of orbitals which
struction. Silicon atoms in dark grey, H

atoms in light grey. remain unsatisfied at the vacuum inter-

face. These orbitals are known as DBs.
To minimize the total free energy, crystals will often spontaneously reorganize several
layers of atoms near their surface, often in a direct effort to minimize the number
of DBs [66]. While these layers must bond directly to the bulk atoms, their atomic
structures are distinct from those of the bulk. Tt is therefore important in SPM
experiments to specify the surface reconstruction being studied.

There are many surface reconstructions of silicon. They can often be controllably
created by cleaving the crystal along a specific orientation and following an annealing
protocol. Heating the crystal provides it with the energy necessary to traverse the
energy landscape defined by the different reconstructions. The two most commonly
studied reconstructions of silicon are Si(111) — (7 x 7) and Si(100) — (2 x 1).! In the
Wolkow lab we generally focus on the latter.

To create the Si(100) — (2 x 1) reconstruction we begin by selecting crystals cleaved
along the 100 plane. Because Si is a fourth group element and has a diamond bulk

crystal structure this symmetrically severs two bonds of each surface atom, creating

!These follow Wood’s notation for naming surface reconstructions. The first half of the name
indicates the direction on which the crystal was cleaved. The second half indicates the size of the
new surface unit cell in comparison to the the unrelaxed surface by providing the scaling factors for
the two unit vectors.

28



T I
R
e e
RN

ses
seS
. = B
58S
ass
-8 s
- B

L )

Si111)-(7x7) | H-Si(100)-(2x1)

Figure 4.2: STM images of the Si(111)-(7x7) and H-Si(100)-(2x 1) surfaces. (A,B)
Constant current images of the Si(111)-(7 x 7) surface at —2.0 V and +2.0 V, respectively.
(C) A constant current image of the H-Si(100)-(2 x 1) surface at —1.8 V. (D) A constant
height image of the H-Si(100)-(2 x 1) surface at +0.5 V. Scale bars are 1 nm. Dashed boxes
indicate the surface unit cell.

two DBs. This arrangement is unstable. Adjacent silicon atoms pinch together and
bond to one another, eliminating one of their two DBs and forming what is known as
a silicon dimer [66,67]. To relieve strain on the crystal lattice, dimers form along a
series of long parallel rows. The orientation of the dimer rows shift by ninety degrees
upon traversing step edges as a consequence of silicon’s diamond crystal structure.
Crucially, each surface atom is equivalent but the overall structure of the surface is

anisotropic.

4.2 | Donors and Surface States

Silicon is a semiconductor. In a pure sample at 0 K the Fermi level would lie directly in
the middle of the band gap. Introducing group three (acceptors) or group five elements
(donors), aka doping, can be used to lower or raise the Fermi level, respectively. At
low temperatures donors 'freeze out’ because they lie approximately 50 meV below
the conduction band, so there is insufficient thermal energy for them to ionize [68].
As a result, silicon typically has poor electrical conductivity at low temperatures. To
study them at low temperatures we use highly n-doped samples. At high enough
concentrations (> 10'® atoms per cm?) the donor wavefunctions overlap, creating a
conductive band approxmiately 50 meV below the conduction band [69].
Interestingly, we can selectively vary the concentration of donors as a function of

depth in the lab via our annealing protocols [70]. In preparing Si(100)—(2x1) we must
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heat the crystal to temperatures > 900 °C in order to remove the surface oxide layers.
At these elevated temperatures silicon also begins to evaporate slowly. Previously
the group has used secondary ion mass spectrometry to provide measurements of
samples’ compositions as a function of depth [70]. It was found that samples heated
to 1050 °C had a consistent concentration of donors, while those heated to 1250 °C
had up to two orders of magnitude lower concentrations of donors in the near surface.
This indicates that at high temperatures the donors evaporate preferentially. At
1250 °C this dopant depletion region was found to extend 100 nm. Controlling the
extent of dopant depletion provides us with a mechanism to vary the strength of
coupling between surface states (ie. DBs) and the bulk. Small local variations in
the proximity to dopants also explains why individual DBs often have unique (V)
characteristics [71,72]. In general, because the surface dopant concentration is higher
for 1050 °C samples we typically find DBs to behave more uniformly compared to
those found on 1250 °C samples [71].

Of paramount importance to SPM experiments are electronic states that exist
at the surface of the crystal. Surface states can be broadly assigned to one of two
types: those arising from imposing boundary conditions on the Bloch states that
describe the bulk, ie. Shockley states, and those that arise from the overlap of atomic
states on the surface ie. Tamm states [73]. Surface states of semicondcutors often
lie within the bulk bandgap and are highly conductive [74]. In the context of SPM
surface states dramatically alter I(V') characteristics [75]. First, they give rise to large
tunnelling currents where one would otherwise expect to be within the bulk bandgap.
Second, they often drown out signals arising from less conductive pathways. Thus,
many SPM studies of semiconductors require the elimination of surface states [75].
With the Si(100) — (2 x 1) surface this can be achieved by terminating the surface
with hydrogen |74], effectively replacing the DBs which form the surface states with an
inert monolayer [64]. Molecular hydrogen is leaked into the vacuum chamber, cracked
to atomic hydrogen by a hot filament, and left to covalently bond with the surface
atoms [76]. This results in the H-Si(100) — (2 x 1) surface, whose I(V') characteristics
closely match those of the bulk crystal |74].
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4.3 | Band Bending

The physics of materials at their interfaces often differ drastically from their bulk.
One significant example of this is band bending in semiconductors [77]. Consider
that when calculating the effect of an electric field on a metal it is assumed that the
potential across the metal is zero; this is because there is a high concentration of
free carriers in metals, such that the external field can draw charge to the surface
counteracting its effect. Because the concentration and mobility of free carriers is
drastically lower in semiconductors, this cannot occur. As a result, electric fields
penetrate the surface, charging a finite volume, which then screens the external field.
Put another way, the electronic bands at the surface can be shifted up or down
in energy relative to the bulk. This effect is clearly exacerbated when performing
experiments at low temperatures where the concentration of free carriers is much
lower.

Numerical solutions to Poisson’s equation can be used to evaluate the the field
strength throughout a semiconductor. To this effect Randall Feenstra has made freely
available a software package known as SemiTip that is designed specifically for SPM
experiments [78]. What is crucial to note is that such calculations can only provide
qualitative evidence to support experiment. This is because numerical solutions for
band bending require one to specify parameters including the geometry of the tip’s
apex, the concentration of near surface donors, and the exact tip sample separation,
which are typically unknown. Nevertheless, in order to correctly interpret SPM ex-
periments on semiconductors it is essential to carefully consider the contributions to
and the effects of band bending.

The first contribution is due to the contact potential difference (¢cpp) [1, 78]
This is the field between the tip and sample that exists at zero applied bias voltage
(even when the tips are not in direct contact), and is due to the difference in the work

functions of the two materials.

¢CPD = ¢tip - gbsample (41)

In our experiments we use tungsten tips and silicon samples for which ¢, ~ 5 eV
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and @sample ~ 4.1 €V [1].2 Thus the contact potential difference is on the order of 0.9
eV and shifts the bands of the sample up in energy.

The second main contribution is due to the applied bias voltage [1,78]. As was
described earlier, the applied bias voltage can be used to directly counteract the
contact potential difference. This is known as flat band conditions [1,78]. By applying
a positive (negative) sample bias one can also further shift the bands up (down)
(Figure 4.5). Because the tip’s Fermi level must be aligned with the conduction or
valence band of the sample to generate a tunnelling current the applied bias is often
> 1 eV. The combined effects of the contact potential difference and the applied bias
typically dominate overall band bending and for this reason the community often
refers to the sum of their contributions as Tip Induced Band Bending (TIBB) [78].

The third contribution is due to local surface charges [1]. For example, if TIBB
is great enough to ionize a donor (D — D™) one must consider the downward con-
tribution of the positive charge to the local bands. Typically these effects are small
but they are often required to accurately describe the charging of surface nanos-
tructures [72,79,80]. The final contribution to band bending is essentially a second
order effect of these local charges: they create a small electric field which imposes
new boundary conditions on the metallic tip |78,81]. The classical way of solving
this problem is to produce an image charge in the tip such that the electric field is
perpendicular to and does not extend beyond the surface of the tip. In this way, a
positive charge on the surface produces a negative image charge, shifting the bands
up (or wice versa). Crucially, this effect is typically negligible, but it can become

significant with small tip sample separations [78,81].

4.4 Dangling Bonds

Despite the fact that the silicon surface has now been studied for decades there is still
fundamental and applied physics to be explored. Of the numerous surface defects

that exist our group is focused on studying one: silicon DBs.

2The work function of the tip depends on the crystal structure of the apex. The work function
of a semiconductor depends on the temperature and doping level. In both cases these cannot be
known precisely during experiment but can be reasonably estimated from bulk values.
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4.4.1 Defining Characteristics

DBs are sp® hybridized atomic orbitals whose lobes are oriented roughly perpendicular
to the surface. While there are many interesting properties of DBs most are derivative
of two key characteristics.

In the context of condensed matter physics di-
mensionality refers to the number of angular de-
grees of freedom for a wavefuntion to spread. By
this definition, a gas of electrons confined to the
interface of two crystals is considered to be two
dimensional. Because DBs are single atomic or-
bitals, they are effectively zero dimensional [27].
This gives experimenters the great freedom to de-
Vacuum © sign one or two dimensional potentials by making
larger patterns of DBs [2,27,82-84].

The second key characteristic is that DBs dis-
Figure 4.3: Normalized charge play several charge states. The DB, DB, and

density of a DB The lobes are un- DB" charge states correspond to when the atomic
equal in size because of the greater

permittivity of the bulk. Figure
taken from [1]. What is crucially important is that the energies

orbital hosts 0, 1, or 2 electrons, respectively [27].

at which isolated DBs transition between these
charge states lie within the bulk bandgap, such that they are electronically decou-
pled from the bulk [27], though the exact energies of the charge transition levels are
disputed [83,85,86]. The energy difference between these charge transition levels is
due to the on-site Coulomb repulsion between the electrons (often referred to as the
Hubbard U) [86]. Of fundamental importance to the experiments described in this
thesis is that because of the mutual electrostatic interactions between DBs, and also
due to the applied bias voltage, DBs may be neutral or negatively charged [27]. This
means that the charge occupation of larger DB structures cannot be predicted by
simply counting the number of constituent DBs.
At this point it is important to disambiguate the DB charge states (DB*, DB,
DB~) from the DB charge transition levels (DB*/°, DBY~). The former can be
observed directly by AFM, [80] while the latter are what are observed indirectly by
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STM [71,79]. This can be rationalized by noting that a tunnelling current only occurs
when the DB is repeatedly ionized and reduced. Therefore the DB is only capable of
sourcing a tunnelling current while the Fermi level of the tip sweeps through a charge
transition level. Note this also implies that the DB*/? and DBY~ levels are mutually
exclusive, because a DB must be reduced before the DB%~ level may exist.

The dimensionality and charging characteristics of DBs and structures derived
from them make them equivalent to atomic-sized quantum dots [27]. Notably, they
have several distinct advantages compared to traditional nanoscopic quantum dots.
Firstly, the energy splitting of the electronic levels is on the order of 100 meV [85]
which is orders of magnitude larger than kg7 at 4.5 K (~ 0.04 meV). This contrasts
traditional quantum dots which typically require mK temperatures to avoid thermal
excitation. Second, they can be fabricated with digital fidelity because the DBs
are restricted to the periodic spacing of the silicon lattice. This means that the
electronic structure of quantum dots formed from DBs can be precisely crafted [83],
and ensembles of quantum dots can be fabricated with tunable couplings [2|. Finally,
structures derived from silicon DBs are extremely stable because the energy required
to break the H-Si bond is ~ 3.3 eV [87].

4.4.2 Patterning

There is a natural abundance of DBs on the hydrogen-terminated silicon surface, but
they can also be deterministically created. The use of STM to selectively remove
H-atoms from the silicon surface was first demonstrated on H-Si(111) in 1990 by
Becker et al. [88], and extended to H-Si(100) by Lyding et al. in 1993 [87]. These
techniques were quickly framed as atomic-scale lithography, permitting the study of
surface reorganization and surface chemistry restricted to atomically defined domains.
Two desorption mechanisms were found to describe the process [89,90]. The first is
electronic excitation of the H-Si bond by individual free electrons. This occurs when
the tip is withdrawn a short distance from the surface and made to field emit high-
energy electrons (> 6.5 eV). This is a ‘shotgun’ approach that one can use to quickly

2 or larger). The second mechanism

create large patches of bare silicon (~ 5 x 5 nm
is vibrational excitation of the H-Si bond by many low-energy inelastic tunnelling

electrons. The tip is left within tunnelling distance and short voltage pulses (~ 20
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ms, ~ 2.0 V) are used to briefly enhance the tunnelling current. Because tunnelling
electrons are used it is far more precise, and can be used to controllably desorb
individual H-atoms.

Two advancements by our group in the past few years have greatly improved
our patterning proficiency. Firstly, group members have successfully designed an
automated patterning program (Mgller et al. have also published on a similar program
[28]). Based in LabView for integration with our microscopes’ commercial control
software, a user may specify an arbitrary pattern of DBs on a two dimensional grid
that can be overlaid on a scan. The program then automatically moves the tip to
the prescribed locations, and at each location applies a train of voltage pulses. The
amplitude of the voltage pulses is slowly increased until a feedback signal indicates
the successful formation of a DB (a step change in the current while operating in
constant height mode). The feedback controller is then re-engaged before the tip
moves to the next location, repeating this process until the pattern is complete. The
periodicity of the lattice is utilized to ensure the tip is correctly positioned over the
correct atom, such that the software can create large patterns with only ~ 5% error
(limited by tip irregularities).

The second advancement is the ability to selectively re-passivate individual DBs
[29,30]. The procedure for doing so is simple and can be performed in AFM or STM
mode: a hydrogen-functionalized tip is positioned above a DB and brought close
enough that the hydrogen atom may form a covalent bond with the surface silicon
atom. The reason that this procedure was only recently discovered is that it was
previously unknown how to functionalize the tip. As it turns out, tips often pick up
hydrogen from the surface while scanning or creating DBs. The key is identifying
when a hydrogen atom is at the tip’s apex, for which the group has identified two
signatures [29,91]. First, hydrogen-terminated tips often scan with enhanced contrast,
such that the individual atoms in dimer rows can be resolved. Second, the Af(z)
spectra of hydrogen-functionalized tips often show two local minimums. The first
minimum is attributed to the hydrogen atom at the tip’s apex being physically bent
out of position as the tip approaches the surface [29,91]. The significance of this
advancement is that we can now create atomically precise patterns of arbitrary size

by patterning DBs on high-quality regions of the sample and repairing any errors we
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make in the process.

4.4.3 Imaging

DBs can be discriminated from other surface defects by their unique appearance in
STM images. At negative sample bias (filled-states, Figure 4.4A) DBs appear as
bright protrusions on the surface. Typically, even as larger structures of DBs are
created, each individual DB retains its distinct atom-like appearance in filled-state
images (Figure 4.4D). At positive sample biases (empty states, Figure 4.4B) the
appearance of isolated DBs depends on their local environment and the imaging bias.
At modest biases (eg. < 1.5 V) the DB itself remains brighter than distant H-Si, but
the H-Si in the region immediately surrounding the DB is dark (often referred to as a
dark halo) [1]. This is because the DB is negatively charged, such that the local bands
are pushed up in energy, thereby lowering the tunnelling current. As the imaging bias
is increased, however, TIBB increases and eventually raises the DB%~ level above the
Fermi level [1]. Under these conditions, the halo disappears because when the tip is
not directly over the DB it is neutral.> Even at high positive bias, however, the DB
remains negatively charged while the tip is directly over it. This is because the rate
at which the tip can inject electrons into the DB is greater than the rate the DB can
empty [1]. This information is clearly contained within 7(V') curves taken over the DB
and H-Si. As larger structures of DBs are patterned their empty-states appearance
change dramatically (Figure 4.4E). Unlike filled-state images, empty-state images of
larger structures demonstrate complex molecular-like orbitals [83].

Empty-state STM images of isolated DBs also contain information about the
single-electron charging dynamics of the DBs [79]. The area at the edge of a DB’s
halo often has a speckled appearance. Analysis of the current measured in constant
height mode over the speckled region reveals telegraph noise, with apparently random
fluctuations between three states, corresponding to the three charge states of the
DB [79].* When imaging at positive bias the overall TIBB is upwards, thus the

DB~ and DB states are unstable, and electrons confined to the DB are capable of

30n 1050 °C samples, which do not have a dopant depletion region, this requires very large
biases. Therefore DBs appear dark in nearly all empty-state images on these samples [1].

4The DB~ state pushes the local bands up, reducing the tunnelling current. The DB state
doesn’t influence local bands. The DB™ state pushes local bands down, enhancing tunnelling current.
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Figure 4.4: STM and AFM images of a DB and a DB ensemble. (A,D) Constant
current STM images at —1.8 V and 50 pA (filled states). DBs appear as bright atom-like
protrusions. (B,E) Constant current STM images at +1.3 V and 50 pA (empty states).
Individual DBs appear as bright protrusions with a dark halo due to local band bending.
Larger DB structures reveal complex molecular-like orbitals. (C,F) Constant height Af
AFM images with A = 50 pm and z = —300 pm. DBs appear as dark depressions among
the lightly coloured hydrogen atoms. Scale bars in A-C,F are 1 nm, and 2 nm in D,E.

tunnelling to the conduction band. One must also consider that the nearby tip is
constantly injecting charge into the sample. When the tip is very close to the DB the
rate at which electrons are injected into the DB and DB levels is fast enough that
the DB is essentially always negatively charged. As the tip is moved away from the
DB, however, these rates rapidly diminish, such that the emptying and filling rates
are comparable, and the tunnelling current shows telegraph noise indicating that all
three states can exist on a millisecond timescale.

The contrast observed over hydrogen, neutral and negatively charged DBs when
imaged with AFM at zero applied bias voltage depends on the exact tip-sample sepa-
ration, as a result of the complex interplay between short and long range forces [2,3].
With small tip sample separations (< 400 pm absolute tip height) both neutral and
negatively charged DBs appear dark relative to hydrogen (larger |Af|). This is be-
cause at short ranges the tip experiences some repulsive short range forces over hy-
drogen (Figure 4.4C,F). Negatively charged DBs appear darker than neutral DBs
because the image charge they induce in the tip creates an attractive electrostatic

interaction [3]. Occasionally, when larger structures of DBs are imaged at zero bias
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with AFM they appear streaky [3], not unlike the telegraph noise observed in empty
states STM. This is the focus of a Chapter 5.

4.4.4 | Transport

As a naive approximation one might expect DBs to have a similar conductance to
H-Si. As they exist within the bulk bandgap, DBs should not be able to mediate
a tunnelling current between the tip and the bulk. In addition, because DBs are
discrete states (i.e. atomic orbitals) rather than energy bands, one might expect that
tunnelling current could only be drawn through a DB over a very sharp energy range.
Both of these expectations turn out to be false [40,79)].

In the first case, in the absence of band bending it is true that DBs would be
incapable of sustaining large tunnelling currents. Filling DBs with electrons from the
conduction band would be an inelastic process, and electrons injected to the DB from
the tip would need to be thermally excited to the conduction band before another
could take its place. However, because band bending shifts the near-surface energy
levels with respect to the bulk, it is possible to bring the the DB charge transition
levels into energetic alignment with both the conduction and valence bands [40,72,80].
In this case, electrons can tunnel elastically between the bulk and the DB. As a result,
the DB charge transition levels can act as ‘stepping stones’ to source a tunnelling
current (Figure 4.5B,C).

In the second case, the energy states of an atom are discrete only when it is
completely isolated. Because DBs are in close proximity to the bulk, and also to
the tip while we study them, their energy levels acquire a finite width [92]. This
phenomenon is known as level broadening and is well studied in mesoscopic and
nanoscopic physics where single electron transport is of fundamental importance [93].
The complete quantum mechanical treatment of level broadening is very involved,

but one clear result is the following [92]:

/2w
E? +(7/2)

Here D(E) is the density of states of a single level at energy E and + is the coupling

D(E) = (4.2)

strength between the level and the two reservoirs it bridges (i.e. the tip and sample).

The density of states of the level spreads from a delta function when ~ is zero to a
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Figure 4.5: Band diagrams for a silicon DB and a metallic tip. (A) Flatband
conditions occur when the the applied bias (Vsa,) directly counteracts the contact potential
difference between the tip and sample. In this case, negligible tunnelling current is sourced
via the DB. (B) Upward band bending occurs when a positive bias is applied to the sample.
(C) Downward band bending occurs when a negative bias is applied to the sample. In both
(B) and (C) the DB acts as a 'stepping stone’ for the tunnelling current. Black dashed lines
indicate the Fermi level. DBs are depicted as ellipses due to level broadening.

broad Lorentzian when -~ is large. This can be understood as the discrete level of the
DB mixing with the continuum of states in the bulk and tip. Because the integration
of D(F) over the full energy range always remains one, level broadening does not give
rise to new states, but simply smears out the range of energies over which the DB can
be used to channel current between the bulk and the tip [92]. As such, even though
DBs may only channel electrons through the DB/ and DB~ levels, they can do so
over a range of energies that depends on how strongly the DB is coupled to the two
reservoirs. This coupling strength can be controlled to some extent, for example, by

the DB’s proximity to dopants [72].

4.4.5 Applications

In the previous section we considered transport between the bulk and tip via DBs,
but there is also the potential to transport charge across the surface through the DBs.
Indeed, there has been extensive theoretical study supporting the idea that densely
packed DBs can be used to carry current. [94,95] Because the density of states of
DB wires are anticipated to reside within the bulk bandgap they would be naturally
electronically isolated from the bulk. At present several different wire designs have

been proposed, the simplest of which is to simply remove all the H atoms from a dimer
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row [94,95]. There are two paths currently being pursued to prove this technology.
The first is to perform multiprobe experiments, where current is injected to one end
of the DB wire and sensed on the other with two STM tips. While multiprobe
measurements have been performed on H-Si(100)-(2x1) before [96], it is extremely
challenging to integrate multiple tips into a low-temperature machine. Both tips
must be capable of atomic resolution imaging and must be arranged on either side
of an atomically defined wire (likely within < 100 nm of one another). The second
approach is to connect both ends of the wire to traditional lithographic leads (so
called 'macro-to-atom contacts’) [97]. This is challenging because the lithography
must be performed such that the surface remains atomically flat and clean. In either
case, upon realizing functional DB wires a host of interesting physics is immediately
foreseeable, including the ability to study Coulomb Blockade phenomena and single
atom/molecule transistors.

Beyond wires, DBs have been used as the fundamental building block in several
future-facing computing technologies. Our group originally explored DBs for Quan-
tum Cellular Automata (QCA) [27,98]. In this family of technologies, quantum dots
are arranged into four-dot unit cells. Within each unit cell charge can freely tunnel
between each dot. Unit cells are then spaced far enough apart that their interactions
can be explained classically via electrostatics. The central idea is that each unit cell
will take on one of two orthogonal electronic polarizations. By varying the spacing
and 2D arrangement of the unit cells they can be used to transmit binary informa-
tion, compute classical logic functions (eg. AND, NOT), and build other advanced
computational devices (eg. shift registers) [98]. In addition to their natural electron
isolation, DBs are pursued in computing contexts because they can be patterned
with digital fidelity. In theory, this should eliminate any dispersion in the operating
character of devices derived from them.

Another approach to classical computing is Quantum Hamiltonian Computing
which is being developed by Christian Joachim [99,100]. Large structures are pat-
terned from individual DBs to form logic gates. Unlike QCA, the logical states of
the gates are not encoded in the electronic polarization of the structure, but in the
conductance of a specific region of the gate. This conductance can be modified by

patterning additional DBs at specific locations, or leaving them as H-Si, to serve as
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the logical inputs. Also unlike QCA and classical computing, in this approach gates
are not designed to cascade to achieve more complex logic functions. Rather, logical
complexity is achieved by creating larger atomic gates with additional inputs.

More recently our group has developed a derivative of QCA called Binary Atomic
Silicon Logic (BASiL) that utilizes two DBs as the unit cell [2]. While it remains
preliminary, BASiLL has successfully demonstrated a reversible binary wire and an
OR gate. Current efforts with this line of research are to demonstrate more logic
functions, fanout, and cascading multiple gates using binary wires to transmit the
signal between them.

Several other applications of DBs have been explored. These have included using
them to define charge qubits, [85,101,102] and for deterministic donor placement,
[103].
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5 Controlling Individual Electrons with Non-Contact

Atomic Force Microscopy

Atomic manipulation [12,104] has emerged as a powerful strategy to fabricate novel
atomic physical-systems [16,105,106] and devices. [2,14,107]' An important addition
to this experimental toolkit would be the ability to design and control functional
atomic charge configurations with single electron precision. To this end, several stud-
ies have demonstrated the ability to create, move, and controllably switch charged
species on a surface with scanning probe techniques [23, 25,26, 108-111]. While el-
egant, these studies have relied on large perturbative fields applied by the probe
naturally impeding their use in the investigation of systems where charge states are
loosely bound and prevents the generalization of results to systems in the absence of
a probe. Here, we use atomic manipulation to design symmetric and asymmetric con-
fining potentials and demonstrate methods to controllably position and track single
electrons within these structures. With these techniques we prepare specific charge
states of atomically engineered structures and non-perturbatively observe their field-
free temporal evolution. Combining our approach with existing atomic manipulation
techniques presents new opportunities for simulating designer Hamiltonians.

We investigate atom defined charge configurations composed of patterned silicon
DBs on a hydrogen-terminated Si(100)-2x1 surface [87]. The charge states of DBs
are isolated from the host silicon because their energy levels reside within the band
gap, [40] eliminating the need for an insulating film between structure and substrate,
which was essential in previous studies [23,25,26,108,112,113|. The crystalline lat-
tice of the substrate and the ability to selectively re-hydrogenate DBs ensures the
perfect spacing of substituent atoms and the ability to create error free designer
structures [29,30, 114]. Recent non-contact atomic force microscopy (nc-AFM) mea-
surements |2, 80] have confirmed that the negative to neutral charge transition of
isolated dangling bonds occurs at energies on the order of approximately 300 meV

below the bulk Fermi level. This enables their charge state to be selectively modified

! This chapter has been submitted for publication in the form presented here. It is currently listed
on the preprint server arXiv [3]. A detailed account of author contributions is included there.
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by shifting this charge transition level above or below the bulk Fermi level. By per-
forming a series of nc-AFM experiments we study and control the charge states of the
engineered atomic structures with single electron charge sensitivity. All experiments
are performed with no applied bias between the tip and sample. With the tip-sample
separation as our key experimental parameter we uncover two interaction regimes: a
strongly interacting regime where we can controllably position single electrons within
the structures; and a weakly interacting regime, approximating field-free conditions,
where we can nonperturbatively track the position of charge within the structures
over time.

In Fig. 5.1, two dangling bonds are patterned with two intervening hydrogen
atoms using hydrogen lithography. Figure 5.1a and 5.1b display filled and empty
states scanning tunnelling microscope (STM) images of the pair. In a constant height
frequency shift (Af) image of this structure (zero bias, Fig. 5.1¢) the dangling bonds
appear dark due to additional Coulombic attraction. Two closely-spaced negatively
charged dangling bonds experience Coulombic repulsion great enough that one elec-
tron is ejected to the conduction band. Consequently, images of the pair appear
streaky, as the single remaining negative charge is shared between the pair, switching
sites multiple times over the time it takes to acquire an image. This is seen clearly in
individual A f line scans across the structure (Fig. 5.1d) which reveal the localization
of charge to one dangling bond, with subsequent line scans demonstrating that this
charge occasionally switches to the other dangling bond.

Changes in the distribution of charge within the pair can be followed over time
by stacking sequential Af line scans (Fig. 5.1e). Previous theoretical estimates for
the tunnelling rate between two closely-spaced dangling bonds have ranged from THz
to GHz, depending on the spacing [85]. Surprisingly, the bistable signal for each
dangling bond extracted from Fig. 5.le demonstrates that the charge states often
remain trapped for seconds (Fig. 5.1f), indicating that elastic tunnelling between the
paired atoms is not occurring. Recent studies have revealed that charged species are
often stabilized by a lattice relaxation of the supporting substrate |23, 115|. Density
functional theory has similarly shown that negatively charged silicon dangling bonds
experience approximately 200 meV stabilization due to a relaxation of the lattice

which raises the nuclear position of the host atom by approximately 30 pm [83,85]
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Figure 5.1: Fluctuating charge states of two closely-spaced dangling bonds. (a)
Constant current filled state STM image of the structure recorded at —1.8 V and 50 pA. (b)
Constant current empty state STM image recorded at 1.3 V and 50 pA. (¢) Constant height
Af image of the structure taken at 0 V. The initial tip height is set on a hydrogen atom at
—1.8 V and 50 pA before moving the tip 300 pm towards the surface. (d) Two individual
line scans made in constant height AFM mode along a line indicated by the orange arrows in
(c) with a tip offset of —300 pm from the setpoint and at 0 V. The change of peak position is
attributed to the electron jumping from one side of the DB pair to the other. (e) Combined
map of 400 constant height Af line scans taken sequentially over a five minute period. (f)
Time dependent bistable signal for the two individual DBs. (g) Histograms extracted from

the signals in (f). Labels indicate the charge state assignment of each peak. Scale bar is 1
nm (a-c, e).
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which in this case prevents elastic tunnelling of the electrons between neighboring
dangling bonds. To reliably assign the position of the charge in each Af line scan,
the two dangling bond-centered features were fit with Gaussian profiles. Histograms of
the determined A f show two well-separated maxima, which can be reliably assigned
to the negative and neutral charge states of each dangling bond (Fig. 5.1g and
Fig. 5.4 and Fig. 5.6). This permits a binary number to be assigned to the charge
configuration in each line scan.

We noticed that the occupation of the structure appeared to depend on tip-sample
spacing, motivating further study. We performed a series of constant height line scan
maps on a symmetric structure composed of six dangling bonds (Fig. 5.2a-d), each
with different tip-sample separations. The average occupation of each dangling bond
at each height can be inferred from histograms of the A f measured over each dangling
bond (Fig. 5.6). More simply, the average occupation of the entire structure can be
inferred by counting the number of dark bars in each line scan map, which is observed
to decrease as the tip-sample separation is increased (Fig. 5.2e).

To understand this trend we modelled the interaction between the tip and dangling
bonds with a 3D finite-element numerical model, [1, 116] which reveals the height-
dependence of the band bending beneath the tip (Fig. 5.2f). Two contributions to
the total tip induced band bending (TIBB) at zero bias must be considered: (i) the
contact potential difference between the tip and substrate; (ii) a contribution by the
image charge induced in the AFM tip. Because the work function of our tungsten
tip is ~ 1 eV greater than that of the substrate the contact potential difference
results in an upward band bending contribution to the surface. When the DB is
negative, the image charge induced in the tip produces a counteracting contribution,
which has an approximate 1/z dependence on tip height (z). At small tip-sample
separations, the effect of the image charge can exceed that of the contact potential
difference, rendering the total potential energy negative. Under these conditions, an
electron is stabilized in the dangling bond directly beneath the tip (for simulation
details see Fig. 5.5) permitting the tip to be used as a means to manipulate electrons
confined to the atomic structure. This effect vanishes with increasing tip-sample
separation (Fig. 5.2f). Furthermore, as the tip is retracted the true occupation of

the structure is observed (Fig. 5.2e). In this regime, the charge configuration of the
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Figure 5.2: Charge state evolution of a symmetric six dangling bond structure
at different tip heights. (a) Constant height Af image of the symmetric six dangling
bond structure taken at —300 pm and 0 V. The scale bar (a-d) is 3 nm. (b-d) Eight
hundred constant height line scans at —320 pm (b), —290 pm, (c) and —270 pm (d) reveal
the evolution of the system’s charge states in time. Tip heights are in reference to an STM
setpoint of —1.8 V and 50 pA measured over H-Si. Images contain sweeps in both directions
across the sample. Histograms of the Af extracted over each dangling bond in (b) and
(d) are available in Fig. 5.7. (e) The average occupation of the structure, inferred from
digitizing the charge state of 1600 constant height Af line scans at different tip offsets,
decreases from six to three negative charges as the tip sample separation is increased. Two
interaction regimes: read and write are indicated. (f) Modelling of the total tip-induced
potential energy of the DB electron as sum of two components at zero bias: the contact
potential difference between tip and sample and the image charge induced in the AFM tip.
The tungsten AFM tip was assumed to have a work function of 5 eV and an apex radius of
5 nm as observed during field ion microscope imaging of tip. The sample’s work function
was taken to be 4.1 eV. Additional modelling information is available in the Supplementary
Information.
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system appears to remain unchanged for many measurements (> 15 s on average
for both states), suggesting that the tip is nearly non-interacting with the system.
From this we conclude that there are two interaction regimes (Fig. 5.2e): a strongly
interacting regime with small tip-sample separations where the charge is controllably
manipulated by the tip (the write regime), and a weakly interacting regime where we
can observe the natural charge occupation of the structure (the read regime).

Analysis of the charge states observed in the read regime can be used to infer their
relative energies. Inspection of Fig. 5.2d reveals that the outermost dangling bonds
are continuously charged, however, only a single negative charge is electrostatically
confined to the interior of the structure, where it occasionally switches between the
two central dangling bonds. By observing that the total amount of time the central
charge spends in the left dangling bond (50%) is roughly equal to the right (46%),
we confirm the degeneracy of these two charge states.

To further validate our assignment of the write and read regimes we performed the
experiments depicted in schemes Fig. 5.3a-c on the symmetric structure (Fig. 5.3d,
the same structure as in Fig. 5.2) and an asymmetric structure (Fig. 5.3i). First,
we restricted the measurements to the read regime (scheme Fig. 5.3a, Fig. 5.3e,j),
allowing us to characterize the intrinsic charge states of the structures and assess
their relative energies based on their rate of occurrence (Fig. 5.3h,m). Subsequent
experiments contain two associated phases: in the write phase, the tip is scanned
across the structure at close proximity; in the read phase, the tip is retracted 50 pm
with respect to the write phase and scanned back across (depicted in schemes Fig.
5.3b,c). It might be expected that any charge state prepared by the write phase should
be observed in the read phase. Indeed, Fig. 5.3f,g and 5.3k,] confirm that charge in
the interior of both structures can be manipulated. On the symmetric structure (Fig.
5.3d) we could consistently initiate charge to the right (Fig. 5.3f, 85%) or left (Fig.
5.3g, 79%) central dangling bond, corresponding to preparation of the degenerate
ground states observed in Fig. 5.3e and Fig. 5.2d. On the asymmetric structure
(Fig. 5.31), measurements restricted to the read regime (Fig. 5.3j) demonstrate that
this system has three negative charges, again only the charge confined to the inner
pair fluctuates, and because the structure is asymmetric these two charge states are

non-degenerate. Although we expected this charge to favour the left dangling bond
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Figure 5.3: Controlled preparation of charge states in symmetric and asymmet-
ric dangling bond structures. Visualization of the scan modes: (a) all measurements are
restricted to the read regime; (b) the tip is scanned from left to right in the write regime,
retracted 50 pm to the read regime, and scanned back across; (c¢) the same process as
(b) with directions reversed. (d) Constant height Af image of the symmetric six-dangling
bond structure taken at —300 pm and 0 V. (e-g) 200 line scans across structure in (d) cor-
responding to scheme (a) (e), scheme (b) (f), and scheme (c) (g) (write regime: —320 pm,
read regime: —270 pm). (h) Histograms of the binary numbers determined from digitization
of the line scans in (e-g). 0’s and 1’s correspond to neutral and negatively charged dangling
bonds, respectively. Only the four interior dangling bonds are considered. (i) Constant
height Af image of the asymmetric five-dangling bond structure taken at —350 pm and 0
V. (j-1) Maps of 200 line scans across structure (i) corresponding to scheme (a) (j), scheme
(b) (k), and scheme (c) (1) (write regime: -370 pm, read regime: —320 pm). (m) Histograms
of the binary numbers determined from digitization of the line scans in (j-1). The scale bars
in (d) and (i) are 3 nm. Tip heights are in glg;rence to an STM constant current setpoint
of —1.8 V and 50 pA measured over H-Si.



of the pair we observe the opposite (Fig. 5.3j,m 18% wvs. 73%, respectively). This
indicates that other charged species (e.g. dangling bonds or ionized donors) act as
an additional electrostatic bias on this structure, however, these hidden biases can be
counteracted by patterning additional dangling bonds in the structure’s surrounding
area (Fig. 5.8). Using the techniques previously described the central charge could be
manipulated to selectively occupy the right (Fig. 5.3k, 92%) or left (Fig. 5.31. 67%)
dangling bond of the pair, corresponding to the ground and excited states observed to
occur in Fig. 5.3j, respectively. These results demonstrate that ground states can be
prepared with high efficiency and the occurrence rate of excited charge states can be
strongly enhanced. We note that the charge in the right-hand pair of the asymmetric
structure could not be manipulated. We hypothesize this is because the other two
charges in the structure act as strong electrostatic biases, and that to observe the
excited charge states corresponding to its manipulation would require greater time
resolution than was available to us (~ 1 s between write and read phases).

These results demonstrate that charge states in atomic structures can remain
trapped for periods on the order of seconds. This is because dangling bonds are
electronically isolated from the bulk and lattice relaxation induces an asymmetry in
the confining potential. As a result, thermal fluctuations are required to provide
the activation energy required for electrons to tunnel or thermionically hop between
dangling bonds. This motivates a temperature-dependent study of these phenomena.
Our results can be interpreted via electrostatic arguments suggesting atomic systems
could serve well as the building blocks for field controlled computing devices. We
identify the height dependence of tip induced band bending in AFM experiments
at zero bias as the key factor to manipulate and non-perturbatively monitor single
electrons confined to atomic structures. The techniques presented here expand the
scanning probe toolkit with the ability to position charge within atomic structures and
initiate desired charge states, opening the door for future investigations of tailor-made

atomic charge configurations and hardware systems modelling designer Hamiltonians.

5.1 Methods

Experimental Setup: All experiments were performed on a home built system in-

corporating an Omicron LT STM/AFM operating at 4.5 K and ultrahigh vacuum
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(<1 x 1071° Torr). The tip was created from polycrystalline tungsten wire that was
chemically etched and installed to a qPlus sensor [117]. The tip was driven with an
amplitude of 50 pm at a resonance frequency of 28 kHz and Q-factor of 14 x 103.
An additional electrode on the sensor is used to supply tunnelling current. Tips
were further processed with electron bombardment to remove the surface oxide, and
sharpened by nitrogen etching while performing field ion microscopy [57]. In-situ
tip processing was performed by controlled contacts with the tip to the sample sur-
face. Samples were cleaved from (100)-oriented Si crystals that are highly As-doped
(1.5 x 10" atom em™?). After degassing at 600 °C for ~ 12 hours, samples were
flash annealed to temperatures as high as 1250 °C before passivating the surface with
hydrogen while maintaining a sample temperature of 330 °C. These high flash tem-
peratures have been previously shown to induce a dopant depletion region extending

as far as 100 nm below the sample surface [70].

5.2  Supporting Information

Error Rate: Throughout measurements restricted to the read regime we occasionally
observed negative charges occupying both dangling bonds in a pair, despite this being
unlikely due to Coulombic repulsion. We define these line scans as errors. While it
was typically several percent we have achieved error rates of < 1% (Fig. 5.5). We have
identified several contributing factors. (i) The read and write regimes are sensitive
to the tip height (Fig. 5.3). Accordingly, we find that small changes in tip height
can occasionally result in unintentional dragging in the read regime causing the same
negative charge to be measured twice, or influence our ability to control the negative
charge in the write regime. (ii) Sharp tips were found to more clearly resolve the two
charge states of each dangling bond. This reduces the number of incorrect charge state
assignments, which are performed in a digital fashion. Similarly, with H-terminated
tips, which can be effectively identified via force distance spectroscopy, [29] it was
more difficult to discriminate the two charge states each dangling bond.

Data Processing: Minimal data processing was performed and raw data was
used whenever possible. All experiments with repeated line scans were performed
in constant height mode. For experiments performed entirely in the read regime,

forward and backward line scans, which are saved in separate files by the control
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software, were aligned manually by removing an equal number of pixels at the start
of both scans and zipped together (step 1, Fig. 5.4b). Measurements often exceeded
30 minutes, over which time the tip would inevitably drift towards or away from the
surface due to piezo creep and thermal drift. To account for this, a linear drift was
subtracted from all measurements with repeated line scans by fitting the average A f
for each line scan over the course of an experiment (step 2, Fig. 5.4c). In experiments
where A f drifted by more than 2 Hz the entire run was rejected.

The Af value measured over each dangling bond was extracted by independently
fitting each dangling bond associated peak in the line scans (defined by pixels) with
a Gaussian function (step 3, Fig. 5.4d). When dangling bonds were neutral, this
corresponded to fitting the A f associated with the background noise/hydrogen, and
therefore the peak of each Gaussian was constrained to a 30-pixel window centered
on each dangling bond. Supporting Figure 5.4e,f shows the extracted Af values for
two dangling bonds. The bistable behavior of each dangling bond is clearly visible.

Binary numbers were assigned to the charge states by making a single cut in A f
(Fig. 5.4e,f demonstrate cuts). Dangling bonds with A f more negative than the cut
(larger absolute A f) were assigned a negative charge state, while those with A f more
positive than the cut (smaller absolute A f) were assigned a neutral charge state (Fig.
5.4e,f). Two additional steps were used to create the histograms in Fig. 5.6 and 5.7.
First, the largest Af in the set of the Af extracted for all the dangling bonds in an
experiment (corresponding to a fit of the background) was set to 0 (step 4). Thus, the
normalized Af for all the dangling bonds would be positive. Second, each Af was
normalized by setting the average Af to 1.0 (step 5). Because the isolated dangling
bonds were always negatively charged, a normalized Af of 1.0 corresponds to the
average Af for a negatively charged dangling bond. Similar to the process above a
single common cut in Af was used to assign charge states to the normalized data
(step 6).

Potential energy of DBs during AFM imaging: The eigenenergies of a
single DB in neutral and negative states are estimated to be E(DB) = —320 meV and
E(DB0) = —770 meV with respect to the bulk conduction band maximum (CBM)
at flat band conditions [27]. The valence band minimum (VBM) in silicon is —1.17
eV with respect to the CBM at temperatures close to 0 K. We therefore identify
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Figure 5.4: Illustration of data processing routine. (a) Constant height Af image
of a dangling bond structure taken at 0 V. The initial tip height is set on a hydrogen atom
at —1.8 V and 50 pA before moving the tip 300 pm towards the surface. The scale bar
is 1 nm. (b) Two sequential Af line scans demonstrate negative charge confined to the
righthand dangling bond (line scan width is larger than the window shown in (a), line scans
are offset for clarity). The peaks are not aligned because they correspond to forward (top)
and backward (bottom) line scans, which typically have a fixed offset due to piezo creep.
The red tails on both line scans demonstrate the data that is chopped to align the scans.
(c) The average Af of each line scan over the course of the entire experiment demonstrates
that the tip was slowly drifting away from the sample. A linear fit of this data (orange line)
is subtracted from the dataset. (d) Each line scan is fit with two gaussian peaks to extract
the Af over each dangling bond (colour legend indicated above (a)). Note that for neutral
dangling bonds this corresponds to a fit of the signal associated with hydrogen /noise. (e,f)
The Af extracted for each dangling bond clearly displays two distinct states, which we
assign to the negative and neutral charge states of each dangling bond. Each histogram has
75 equal width bins between Af = —62 and — 51 Hz, and has an integrated area of 1.0.
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the ways in which the tip contributes to the potential energy of DBs during non-
contact AFM imaging at zero bias: (i) a shift in energy landscape due to the tip-
sample contact potential, known as tip-induced band bending (TIBB) and (ii) an
image charge contribution to the potential energy, dubbed image-charge-induced band
bending (ICIBB). The AFM tip was assumed to have a work function of 5 eV and
an apex radius of 5 nm while the sample work function was taken to be 4.1 eV. A
3D finite-element Poisson equation solver was employed to calculate TIBB [1]. The
image charge was calculated using a dielectric constant of 6.35, equal to the average
of vacuum and silicon dielectric constants because the lobes of the dangling bonds
extend into both mediums. The results are summarized in Fig. 5.2f, showing the two
energy components at zero bias as a function of tip height. The numerical results in
Fig. 5.2f show that the TIBB (contribution of contact potential difference between the
tip and the sample) is upward and is counteracted by the image charge component,
which remarkably has an approximately 1/z dependence on tip height z and becomes
very important at small tip-sample separations where it can locally exceed TIBB, thus
rendering the total potential energy felt by the electron to be negative. Therefore,
the electron on a negative dangling bond can be greatly stabilized by the ICIBB as
depicted in Fig. 5.5a. As a result, these combined energy shifts render the level of
the single negative dangling bond state lower than the Fermi level of the tip by about
170 meV and, as the tip is within the tunnelling range of the dangling bond, the
latter acquires a net negative charge. However, as tip height is increased, the total
potential energy of the DB electron increases (even though TIBB decreases) to the
point where the DBstate is brought above the tip Fermi level and the localized DB
electron tunmnels into the tip rendering the DB neutral. As a side note: the effect
of coating the AFM tip with silicon material (as some reports have indicated occurs
due to in-situ tip preparation via controlled contacts with the surface) results in a
lower work function of the tip, and therefore a reduced TIBB. It also decreases the
image charge potential by increasing the effective separation between the metal and
the dangling bond charge center.

However, when a few dangling bonds are assembled in a system such as those in
Fig. 5.2 and Fig. 5.3, their charging states become selective according to the mu-

tual repulsion among them in order to minimize the total energy of the system. For
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example, in experiments conducted in the read regime, excessive Coulomb repulsion
between two close dangling bonds (0, 1, or 2 H atoms apart) prohibits equal charg-
ing of these dangling bonds, and only one extra electron is allowed in such a pair.
This situation is depicted in Fig. 5.5b where two dangling bonds are assumed to be
separated by one H atom, as are the two dangling bond pairs in Fig. 5.1. If one of
the two dangling bonds were negatively charged, the repulsion energy at the site of
the other dangling bond (which we dub the perturber-induced band bending, PIBB)
amounts to ~ 280 meV, as calculated by simple electrostatics using point charges and
a dielectric constant of the surface of 6.35. In addition to this, the PIBB from the
far dangling bonds increase the potential energy of middle dangling bonds even more
by a few tens of meV. This brings the total potential energy at that site to above the
Fermi level by about 100 meV, such that the dangling bond is neutral. Note that,
importantly, in the write regime the ICIBB can increase in magnitude by more than
100 meV if the tip height is below 200 pm (Fig. 5.2f). This has the effect of bringing
the negatively charged dangling bond level below the Fermi level of the tip and both
dangling bonds are seen to harbor a negative charge during this phase (Fig. 5.2b).
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Figure 5.5: Potential energy diagram for an isolated dangling bond at zero bias
and with a small tip-sample separation. (a) At small tip height, the electron is
stabilized on a DB by the effect of the ICIBB counteracting the TIBB, such that the level
of the DB state (filled orange oval) is lower than the Fermi level of the tip (upper edge
of the blue rectangle) and thus is stably occupied. The graph also shows potential energy
variations (band bending) as a function of sample depth (horizontal axis), where the dash-
dotted line is the sample Fermi level and the solid curves represent the CBM. (b) If a DB
is located near some other DB, already negative, there is another component (PIBB) to the
total potential energy coming from the Coulomb repulsion. This renders the total energy of
the DB- level (empty orange oval) above the Fermi level of the tip and the sample, therefore
keeping that DB neutral.
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Figure 5.6: Digitization of line scans of an asymmetric structure composed of
five dangling bonds. (a) Constant height Af image of the dangling bond structure at
0 V. (b) A line scan map composed of 2048 Af line scans acquired in the read-regime
(=300 pm) over the structure. (c) The normalized Af acquired over each dangling bond
throughout the course of the experiment demonstrates clearly that there are two charge
states of each dangling bond (although only the green and red dangling bonds appear to
fluctuate between them). With the normalizing procedure described above the negative
dangling bond charge state is normalized to a Af of 1.0, and the Af of the neutral dangling
bond state is centered approximately at 0.25. The orange dotted lines demonstrate that a
single common cut of Af = 0.6 in the normalized data can be used to digitize the charge
state of the structure with each line scan. (d) Histograms of the normalized Af for each
dangling bond reveal that the Af corresponding to the two charge states of each dangling
bond have a Gaussian distribution. Upon assigning binary numbers to this dataset it was
found that in < 1% of the line scans the charge configuration corresponded to having a third
negative charge in the four paired dangling bonds. Each histogram has 75 equal width bins
between A f(normalized) = 0 and 1.5, and has an integrated area of 1.0.
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Figure 5.7: Histograms of the normalized Af measured over each site in a sym-
metric six dangling bond structure at different tip heights. (a) Constant height
A f image of the structure. Histograms of the normalized A f measured over each dangling
bond at (b) z = —320 pm and (¢) z = —270 pm. 1600 line scans at both heights were
used to gather statistics. Each histogram has 75 equal width bins between A f(normalized)
= 0 and 1.5, and has an integrated area of 1.0. All the dangling bonds appear negatively
charged in (b). In (c), the isolated dangling bonds on either end (blue and yellow) remain
negatively charged while the outer atoms of each pair (green and purple) are neutral. In (c)
the inner atoms (red and cyan) fluctuate between the neutral and negative charge states;
the integrated area of each peak is approximately 0.5, indicating they are equally likely to
be in the neutral or negative charge state. This can be seen directly in Fig. 5.2d where a
single electron switches between these two dangling bonds.
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Figure 5.8: The influence of adding an isolated dangling bond on the polariza-
tion of dangling bond pairs. (a) Constant height Af image of a symmetric structure
composed of four dangling bonds. (b) A line scan map composed of two hundred sequential
A f line scans acquired over the structure demonstrate that it is naturally polarized. The
negative charge confined to the left-hand pair favours the outer dangling bond but occasion-
ally fluctuates to the inner dangling bond. The negative charge confined to the right-hand
pair almost exclusively occupies the outer dangling bond. (c¢) An isolated dangling bond was
added to the left of the same structure in (a) using STM lithography. (d) A line scan map
composed of two hundred sequential Af line scans acquired over the structure demonstrate
the effect of this additional negative charge to the polarization of the structure. The right-
hand pair remains polarized in the same way as (b). The polarization of the left-hand pair
reverses compared to (b). This is easily rationalized by noting that the new dangling bond
acts as a new local Coulombic bias. This demonstrates that local charges (e.g. negatively
charged dangling bonds or ionized donors) can influence the distribution of charge states
these structures display. The scale bars in (a) and (c) are 3 and 4 nm, respectively. The
individual line scans acquired in (d) are longer than in (b) due to the increased distance the
tip has to move. The Af colour bar applies to both (b) and (d).
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6 Correlated Switching and Charge State Lifetime

6.1 Correlated Switching

One aspect of the line scan maps not yet discussed is whether we observe any cor-
relations between the sequence of charge configurations observed. For example, one
might assume that in the sequential write then read experiments, (Figure 5.3 f,g k1)
unsuccessful manipulations of the electrons might be correlated with abnormal scans
recorded in the write phase. This could be investigated by comparing the digital
states observed in the write and the following read phase. A correlation would be
manifested by an increase of the counts of a specific charge configuration, relative to
an experiment restricted to the read regime, when a deviant write scan preceded it.
As an example, we performed this analysis on Figure 5.3f. Unexpectedly, we
found little evidence for a correlation between the 9% of deviant write scans (the
structure did not appear fully occupied) and the read scans that followed. Analysis
of the experiments depicted in 5.3g,k,]l yielded the same. Unfortunately, it is difficult
to ascribe whether the lack of correlation between deviant write and read scans is
real, or simply a result of a small sample size (approximately 20 deviant scans per
dataset). This motivates future experiments with larger datasets to determine if there
is a correlation between unsuccessful charge manipulation and deviant write scans.
We also might expect to observe correlations between the charge configurations
of subunits within large DB structures. If such correlations exist, they should be
observed in structures with multiple pairs of DBs that each localize a single negative
charge. As an example, the structure shown in Figure 6.1A was created by adding
an isolated DB to the right of the structure shown in Figure 5.8c. Unlike the six DB
structure studied in Figure 5.2, both pairs in this structure localize a negative charge.
The linescan map depicted in Figure 6.1B was recorded in the read regime over a
period of eleven minutes. It clearly shows that both of the interior charges fluctuate
between the DBs of each pair (unlike in Fig. 5.8¢) because the isolated DBs on either
end act to balance the electrostatic perturbations experienced within the structure. It

is important to note that the intrinsic polarization of the structure observed in Figure
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Figure 6.1: Charge switching in an asymmetric six DB structure. (A) A constant
current STM image of the DB structure (1.3 V, 50 pA). Scale bar is 4 nm. (B) A linescan
map in the read regime (0 V, —320 pm, 400 lines). (C) The occurrence rate of the dominant
digital states observed in (A). Line scans were digitized according the procedure described
in Figure 5.4. 1s correspond to negatively charged DBs, and 0Os to neutral DBs.

5.8A persists (likely due to the influence of ionized subsurface donors [71,72,102]),
with the negative charge of the right hand pair strongly preferring the right DB of
the pair, but that the addition of the sixth DB on the right of the structure does
weaken this effect because of its Coulombic influence.

By digitizing the data with the procedure described in Figure 5.4 we are able to
compare the number of times each digital charge configuration was observed (Figure
6.1C). As expected, we do not observe many line scans where the two innermost DBs
are both charged (< 3%), likely because of the high Coulombic repulsion that would
exist between the inner charges of such a state. If we restrict our attention to the
four inner DBs, that leaves three other possible charge configurations (assuming that
each DB pair always retains a single negative charge): the left DBs of both pairs can
be negatively charged (observed in 9.5% of line scans), the right DBs of both pairs
can be negatively charged (45.3%), or the outer DBs of both pairs can be negatively
charged (27.3%).

It is of technological interest to design a structure where the only charge states
are those where the left or right DBs of both pairs are negatively charged. If such

a structure were to be extended to include many pairs, an electrostatic stimulus

60



applied at one end of the wire would be cascaded along the wire [2|. In this case, the
polarization of the last pair would be an indication of the stimulus applied to the first.
This is the idea behind the BASIL binary wire which is discussed further in Chapter
8. The structure in Figure 6.1 does not demonstrate the desired behaviour. Indeed,
of the 85% of scans that had one negative charge per pair (i.e. not defined as errors)
only 65% of the measurements corresponded to both the left or both the right DBs
being charged. However, the experiment does demonstrate that Af linescan maps

can be used to characterize prototype BASIL wires.

6.2 Charge State Lifetime

An obvious follow-up experiment to those depicted in Figure 5.3 is to determine the
lifetime of the prepared charge states. This could be done in two ways. First, one
could perform a write scan and apply a variable length delay before the follow-up read
scan. Second, one could perform several read scans instead of just one, and count the
number of read scans that the prepared state remains unchanged. In both cases one
would expect that for short delays, the prepared charge state would remain relatively
stable, but that as the delay was increased the likelihood of observing any given charge
state would match their occurrence rate as observed in experiments restricted to the
read regime.

It is interesting to note that while these two variations are similar to one another,
the former could be used to provide evidence for whether or not a prepared charge
state remains stable even in the absence of a tip. To achieve this, during the delay
between the write and read scans the tip could be moved away from the structure.
A lateral distance of 10 nm would be sufficient to eliminate the image charge band
bending, but would likely be a small enough distance to guard against excessive
piezo creep. This is an important aspect of these experiments that has not yet been
explored, because if the image charge band bending is not required to stabilize the
charge states these techniques should be suitable for preparing charge states on larger
structures that will require the tip to move away from any given DB.

A limited version of the second experiment has already been performed in con-
junction with the experiments depicted in Figure 5.3. In the commercial control

software (Nanonis) for the microscope the default scan is comprised of both forward
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and backward sweeps of the tip. Rather than program our entire control sequence
from scratch, we utilized this basic feature. Therefore, the true scanning sequence of
the experiments was a forward and backward sweep in the write regime, followed by
a forward and backward sweep in the read regime. The schematics depicted in Figure
5.3b,c depict only the directly relevant components of this sequence, namely the two
middle steps. Because the backward sweep in the read regime was recorded, however,
it can be analysed independently.

We find that the state prepared in Figure 5.3f decays from 86% to 79.5% between
the forward and backward linescans (~ 1 s delay). The other degenerate state sees an
increase in occurrence from 7.5% in the forward scan to 15% in the backward scan,
indicating that in most cases the electron simply switches to the other interior DB
as expected. The behaviour observed for the experiment depicted in Figure 5.3g is
similar.

It is more interesting to compare the forward and backward linescans for the
experiments depicted in Figure 5.3k,I because the two dominant charge states are not
degenerate in energy due to the structure’s asymmetry. Here we find that the ground
state prepared in Figure 5.3k decays from 93% to 82.4%, while the excited state
prepared in Figure 5.31 decays from 67% to 51%. Notably, for the latter experiment
the ground state surges from only 8% to 42% over the same period, indicating the
excited charge states prepared by the write scan predominantly relax to the ground
state.

With these approximate measures of how likely a prepared charge state is to decay
within a 1 s period we can estimate their lifetimes if we assume two things: that each
sequence of linescans is independent, and that the charge state switches as a result
of the system traversing over an energy barrier. If we do so we can model the decay
process as a zeroth order process, i.e. the probability of decaying in any given time
is constant. In this case:

dN
= —AN (6.1)
where N is the population of the given state and A is the decay constant. The solution

of this first order differential equation is simply:
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N(t) = Noe ™ (6.2)

where Ny is the population at t = 0. In this case A can be found by comparing the

populations at two moments in time:

In (N(t1)/N(t2))
tg - tl

Using the values mentioned above for the symmetric structure we find A is ap-

A:

(6.3)

proximately equal to 0.08 s7! and 0.12 s~! for the degenerate ground states prepared
in Figure 5.3 f and g, respectively. This corresponds to half-lives of 9 s and 6 s,
respectively, which agree closely to the lifetimes inferred by counting the number of
sequential read scans in in Figure 5.3e. For the asymmetric structure we find the A
for the ground and excited state to be 0.12 s™! and 0.27 s™! corresponding to half
lives of 6 s and 3 s, respectively. While the half-life of the excited state is shorter
than the ground state, it is of the same order of magnitude. This suggests that even
though the excited charge state was more difficult to prepare, it did not decay much
faster.

Finally, we can also use these measures to estimate how successful the initial state
preparation is, because the read scans depicted in Figure 5.3 also take ~ 1 s to collect.
For the symmetric structure the two states were initially prepared with 93% and 90%
fidelity. For the asymmetric structure the ground and excited states were prepared
with > 99% and 88% fidelity, respectively.

It is important to stress that for the analysis above it was assumed that a zeroth
order process was a good model, and that the statistical significance of the measures
used was low. This model could be validated in future experiments by verifying that
the probability of observing a switch from a given charge state actually increases
exponentially in time, by making many measurements of its lifetime with more time

points.
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7 The Switching Mechanism

After completing the experiments described in Chapter 5 there remained several im-
portant questions about the underlying physics that prevented their complete inter-
pretation. First, it was unknown whether the electrons thermally hop between sites
or tunnel. Second, it was unclear how strongly the tip interacts with the dangling
bonds while in the read regime. These two questions are intimately related. If while
in the read regime the tip is essentially non-interacting then the switching rate can be
fully accounted for by only considering the physics of the surface. On the other hand,
if the tip is interacting, even if it does so only weakly, then the observed switching
rate would likely be affected.

First, we note that because the DBs are closely spaced, theory has predicted that
electrons confined to the DBs should tunnel between the sites with THz rate [85,102].
Notably, however, this estimate is only valid in the absence of lattice relaxation.
Because we observe switching rates on the order of seconds in experiment facile tun-
nelling cannot explain switching.

Because of this, in Chapter 5 it was suggested that the charge traps because of
relaxation of the lattice. These relaxations have been predicted by theory [83,118,119]
and have been observed directly in other material systems [23,115]. The free energy
associated with these lattice relaxations found by references [83,118,119] are for when
a neutral dangling bond becomes negatively charged. This is clearly distinct from the
energy barrier associated with switching which of two closely-spaced dangling bonds
are negatively charged. For example, the change in the equilibrium position of atoms
in close proximity to the pair may not change substantially between the two charge
configurations, in which case the energy barrier would be a fraction of the lattice
relaxation energies found by references |83, 118, 119|. If the barrier for switching
were sufficiently small, thermal excitations could still be involved in the mechanism
responsible for switching, even though they could not be responsible for the charging
of an isolated dangling bond.

Still, because the experiments were performed at 4.5 K it is very unlikely that

thermal excitation plays a significant role in the switching mechanism, because 4.5 K
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corresponds roughly to 0.4 meV. It is therefore essential that we work to characterize

the tip’s influence on the types of measurements presented.

7.1  Characterizing the Tip’s Influence

Initially after performing the experiments in Chapter 5 we were optimistic that the
tip was interacting weakly with the DB structures while in the read regime. If so, the
switching we observed could reasonably be expected to occur even in the absence of
the tip and our experiments could be used observe the natural switching that occurs
among DBs.

There were two main reasons to be optimistic. First, the switching rate we ob-
served was extremely slow relative to the oscillation rate of the cantilever and its
movement across the structure. This is clearly distinct from the class of nc-AFM
experiments where the tip is been used to drive the transition of single electrons be-
tween the bulk and the local structure, e.g. references [22,120]. It is also distinct from
the charge manipulation experiments of adsorbates on thin insulating films, because
there the charge state of individual adsorbates remain stable during measurement,
e.g. references |25,26]. We therefore contend that if the tip were interacting strongly
it would be unlikely for the charge states to persist over many consecutive measure-
ments, as we observed. Second, theory suggests that at specific heights it is possible
for the overall band bending beneath the tip to be negligible because of the opposing
CPD and image charge contributions. Because in the write regime the tip had to be
close enough for the image charge contribution to be dominant, it was reasonable to
suspect that by withdrawing the tip to the read regime the overall band bending could

be cancelled. To verify our hypotheses we performed several related experiments.

7.1.1 Determining the Onset of the Write Regime

In the first experiment we looked to characterize the tip offset at which the write
regime begins by varying the oscillation amplitude of the cantilever (Figure 7.1). To
do so, we fabricated a pair of closely-spaced DBs, a structure that is known to hold
a single negative charge. By withdrawing the tip 200 pm before beginning a Af(z)
spectrum we hypothesized that the DB under the tip would become neutrally charged

because the CPD would be larger than the image charge contribution. In this regime,
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Figure 7.1: The effect of tip oscillation amplitude on the onset of the write
regime. (A,B) Constant current STM images of a pair of DBs at —1.8 V and +1.3 V,
respectively. The current setpoint was 50 pA for both. (C) A Af line scan map of the pair
in the read regime (z = —300 pm, A = 50 pm, 0 V) demonstrates that the pair equally share
a single electron. The scale bar in (A) is 2 nm and applies for (A-C). (D) Af(z) spectra
taken on top the DBs (spectra from right DB shown) demonstrate a large hysteretic step as
the tip approaches the DB (tip approaching, dark blue, tip withdrawing, light blue). Labels
correspond to the oscillation amplitude of the cantilever. Individual spectra are vertically
offset for clarity. (E) Plots of the point at which the hysteretic steps from (D) occur as a
function of the cantilever’s oscillation amplitude for both the left (blue) and right (purple)

DB reveal a linear relationship.
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the electron would be repelled from the tip and preferentially occupy the other DB.
In addition, we switched DBs for each A f(z) measurement, such that if we positioned
the charge in the DB during the previous measurement, the next measurement would
begin on a neutral DB. Hysteretic jumps in A f were subsequently observed as the tip
approached the sample. Because these jumps always resulted in increases to |Af| we
conclude that they can be attributed to the DB under the tip becoming negatively
charged as the tip passes into the write regime and attracts the electron to the DB
beneath it.

By increasing the oscillation amplitude of the tip we found a corresponding de-
crease in the tip-offset required to observe the hysteretic jumps (Figure 7.1D,E). We
note that by monitoring the pair of DBs from the read regime we found they appeared
to share the single electron equally (Figure 7.1C). This is an important requirement
for this and subsequent experiments because an external bias would make it easier
to draw the electron to one DB and more difficult to draw it to the other. A plot of
the tip-offset at which the hysteretic jumps occurred as a function of the oscillation
amplitude reveals a linear dependence (Figure 7.1E) that is nearly identical for the
left and right DBs (blue and purple dots, respectively).

That the slope observed in Figure 7.1E is almost exactly 1 is surprising. The
oscillation amplitude of the tip is measured from the bottom of its motion to the top.
If the closest approach of the tip was what determined the onset of the write regime, as
we expected it would, the observed slope would have been 1/2. A future experiment
could attempt to isolate the short range forces acting between the tip and cantilever
by converting the Af(z) curve to force using the Sader-Jarvis method [121,122]. If
the image charge is responsible for the switching mechanism we would expect that the
extracted short range force acting between the tip and sample would be fit best by a
function with a 272 dependence, and the overall short range force at the moment the
charge enters the DB would scale as in Figure 7.1E. If the short range forces between
the tip and sample have a different z dependence it would provide evidence that a
mechanism other than the image charge is responsible for writing.

In Figure 7.1D there are two qualitatively different types of withdraw curves (light
blue). For the spectrum taken with A = 50 pm the hysteresis is observed only

over a small range of the tip offset near —350 pm, indicating that as the tip was
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withdrawn the DB became neutrally charged. Each of the other withdraw curves
slowly approaches the approach curve (dark blue), becoming indistinguishable at
approximately —250 pm. These curves therefore suggest that the charge often remains
in the DB beneath the tip even as it withdrawn from the write regime over a ~ 1's
period. These spectra also provides us a quick method to estimate the |A f| signal to

noise ratio for distinguishing the DB® and DB~ states over a range of tip offsets.

7.1.2 | Finding the Sweet Spot

The sweet spot is the hypothesized tip offset at which the CPD directly counteracts
the image charge field. If the sweet spot exists, it should be possible to place the
tip above a DB and measure charge fluctuations without exerting any influence over
them.!

To verify the sweet spot’s existence we performed the series of experiments de-
picted in Figure 7.2. The idea underlying these experiments is that if the image
charge contribution is dominant the overall band bending beneath the tip should be
negative, and an electron should preferentially occupy the site beneath the tip. Like-
wise, if the CPD is dominant, upward band bending should preferentially stabilize
an electron in a site not under the tip. Therefore, by measuring the time-averaged
occupation of each DB in a symmetric pair, we should be able to conclude if the
image charge or CPD fields are dominant. For example, in the case where the CPD is
dominant, each of the DBs will hold a negative charge for < 50% of the time, and the
overall time-averaged occupation of the structure will appear to be < 1. Only in the
case of a balanced CPD and image charge field would one expect the time-averaged
occupation of the whole structure to equal 1.

Figure 7.2A demonstrates two A f telegraph noise traces obtained by holding the
tip over the left DB from Figure 7.1 with a fixed tip offset. As expected, both traces
demonstrate fluctuations between the DB? and DB~ states (DB~ demonstrate larger
|Af|). Both the average Af and the difference in Af for the two charge states is

'Ideally the read regime would correspond exactly to the sweet spot. We introduce the new
terminology because in the previous experiments the read regime was determined by observing the
time-averaged charge occupation of the structure, which was seen to transition sharply as the tip was
withdrawn. This typically corresponded to retracting the tip ~ 50 pm. The theory that supports
the hypothesized sweet spot followed the experiments, and therefore we did not explicitly attempt
to balance the CPD and image charge contributions as we do in the following experiments.
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Figure 7.2: The effect of tip-offset on the time-averaged occupation of a two-DB
structure. (A) Af telegraph noise measurements taken above the left DB from Figure 7.1
demonstrate fluctuations between the DB? and DB~ states. The time-averaged occupation
of the DB varies as a function of the tip offset (—290 pm and —330 pm traces labelled).
The tip oscillation amplitude was 50 pm. (B) The time-averaged occupation of the two-
DB structure is found by adding the time-averaged occupation obtained over each DB. The
grey dashed line corresponds to the sweet spot where the time-averaged occupation of the
structure is 1, indicating the tip is not attractive or repulsive to the negative charge in the
structure. Coloured lines correspond to a linear fit of the data.

smaller for the trace obtained with a tip offset of —290 pm because the tip is further
from the sample. Interestingly, at —290 pm the DB state is observed for longer
periods of time than the DB~ state, and the opposite is true for the trace taken at
—330 pm.

Figure 7.2B presents the time-averaged occupation of the pair, which was obtained
by taking Af telegraph noise measurements above both DBs in the pair, calculating
the ratio of time spent in the DB~ state, and adding them together. For all three of
the tip oscillation amplitudes measured, the time-averaged occupation varies linearly
over the range of tip offsets measured. Crucially, each of the fits pass through the
sweet spot, indicating that in principle it is possible to set the tip offset such that the
CPD is balanced by the image charge field.

One striking feature of 7.2B is that the slopes of the lines fit to the data vary
dramatically between small and large oscillation amplitudes. Presently we do not have
any explanation for this. What we do note is that it suggests that small oscillation

amplitudes are preferable for experiments where one wants to be at the sweet spot,
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because the experiment should be less sensitive to small deviations in tip offset.

7.1.3  The Tip’s Effect on the Switching Rate

To further elucidate the tip’s influence we studied how the rate at which the negative
charge switches between the dangling bonds of a pair is influenced by the scanning
parameters.

To complete this analysis we used the Af telegraph noise traces from the exper-
iments displayed in Figure 7.2A. Whereas previously we calculated the ratio of time
spent in the DB~ state, we now count the number of times the DB beneath the tip
transitions between the DB? and DB~ states. We then calculate the time-averaged
switch rate by dividing the number of switches by the length of time the experiment
is run for (between 7 and 10 minutes). The data displayed in Figure 7.3 is the switch
rate averaged between the left and right dangling bonds.

The switch rate is found to vary strongly with different tip oscillation amplitudes.
With large tip oscillation amplitudes (100 pm and 150 pm) the switch rate varies
strongly with the tip offset. As the tip approaches the sample the switch rate increases
from < 1 to > 5 switches per minute. For small oscillation amplitudes (50 pm) the
switch rate is rather insensitive to the tip offset, with an average of < 2 switches per
minute.

These results can be rationalized when we take the total band bending predicted
in Figure 5.2 into consideration. With large z the first derivative of band bending
with respect to z is small. Therefore, even with large tip oscillation amplitudes the
total field beneath the tip changes rather little, and always remains in the regime
where the CPD is dominant. As a result, the switch rate is small. As the tip ap-
proaches the sample however, the first derivative becomes large because the image
charge contribution strongly increases, surpassing the CPD. In this case, large os-
cillation amplitudes drive dramatic changes in the total band bending, transitioning
between positive and negative values within each oscillation cycle. As a result, the
switch rate sharply increases. Here it is worth noting that the switch rate for an
oscillation amplitude of 150 pm appears to have a 1/z dependence, like the image
charge contribution. In comparison, with an oscillation amplitude of 50 pm the field

does not vary as strongly within each oscillation cycle. Consequently the switch-rate
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Figure 7.3: The effect of tip-offset on the switching rate of the negative charge
in a two-DB structure. Af telegraph noise measurements were taken by positioning the
tip above the left and then right DB of a DB pair and collecting the A f signal for a period
of 7 to 10 minutes (two such traces are displayed in Figure 7.2a). The displayed switching
rate corresponds to the time-averaged count of transitions between the DB? and DB~ states
at each tip offset for the two DBs.

remains relatively constant.

These results strongly suggest that with large oscillation amplitudes the switching
we observe is driven by the tip. Even so, it is worth noting that because the switching
rate is five orders of magnitude smaller than the oscillation frequency of the tip we can
conclude that the interaction between the tip and sample remains relatively weak. If it
were stronger, we would expect the switching rate to be orders of magnitude larger,
and as a result the Af signal we would measure would be the time averaged Af
of the DBY and DB~ states. For smaller oscillation amplitudes we observe that the
switching rate is constant with z, but we cannot conclude if the switching is tip driven
or not. To do so would require knowledge of the intrinsic switching rate, which is
impossible to estimate given our uncertainty for the switching mechanism. However,
these results cast enough doubt to prevent us from claiming that the switching we

observe at small oscillation amplitudes is intrinsic.

7.1.4 | Noise Characterization

There are two reasons why it is vital to characterize the sensor’s noise. First, it can be

used to provide an estimate of what SNR is required to effectively digitize a line scan,

71



and the operating conditions under which this can be achieved. Secondly, measuring
how the sensor’s noise correlates with experimental controls can be used to rule out
or reinforce hypothesis for experimental observations.

Figure 7.4 presents a detailed noise analysis of a gqplus AFM sensor. Data was
collected by withdrawing the tip 10 nm from the surface and rastering it over a
5 x 5 nm? area with different tip oscillation amplitudes and scan speeds. Figure 7.4A
depicts the Af noise profiles obtained for a stationary tip (i.e. the scan speed was
0 nm/s). The noise profiles are all centred at 0 Hz because there is no tip-sample
interaction. As predicted by both Equations 2.32 and 2.33 the noise scales according
to 1/A, with larger oscillation amplitudes having less noise [18]. This would at first
suggest that we should scan with larger oscillation amplitudes to maximize our SNR.
Instead, we purposefully restrict ourselves to small A specifically because it increases
the signal strength. With larger oscillation amplitudes a greater proportion of the
tip’s motion occurs at heights with weaker tip-sample interactions, actually weakening
our ability to distinguish the DB® and DB~ charge states. This can be seen in Figure
7.1D by noting that the visibility between the DB? and DB~ charge states at the
switch point is the largest for the experiment with A = 20 pm, and smallest for
the experiment with A = 140 pm. In addition, Figure 7.3 demonstrates that the
tip’s interactions with the charge states appears to be stronger with larger oscillation
amplitudes, justifying our use of A = 50 pm for these experiments.

By fitting each noise profile with a Gaussian function and extracting the standard
deviation (o) we can easily compare the Af noise for several scan speeds (Figure
7.4B). We find that the faster the tip is rastered the greater the Af noise. While
one would expect that the SNR would scale with the length of time the signal is
integrated, this scaling of the Af noise with the scan speed is an additional burden.
As a result there is a clear trade off between the SNR and time resolution in our
experiments. To maximize our SNR all of our experiments were performed with a
scan speed of 10 nm /s, which is what limited our time resolution to ~ 1 s.

Next we characterized the noise in A. Figure 7.4C demonstrates that the abso-
lute noise in A is rather insensitive to its setpoint. By fitting the noise profiles with
Gaussian functions and extracting their standard deviations we can also effectively

compare the noise in A at different scan speeds (Figure 7.4D). We see that even at
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larger scan speeds the noise in A does not scale strongly with its setpoint. However,
as with the noise in Af the noise does increase with the scan speed. Because these
experiments are extremely sensitive to the tip sample separation it is of crucial im-
portance to minimize this noise. This noise analysis helps reinforce our hypothesis
for the increase in the switching rate observed in Figure 7.3, even when we take into
account the equilibrium offset of the cantilever. If the noise in A did scale with A, one
could have explained the increased switching rate as a consequence of the increased
uncertainty in the tip’s position.

After performing these experiments we questioned whether the noise we observed
could be minimized by disengaging the amplitude feedback controller and the phase
locked loop. We repeated the experiments in Figure 7.4 with these controls disengaged
(not displayed). We found that the Af noise scaled in the same manner with A and
the scan speed, but the standard deviation was ~ 1 Hz greater. Unlike the prior
experiments, the noise in A did scale with its setpoint, and was also larger without
the controllers engaged. As a result we recommend that these controllers remain

engaged during future experiments.

7.2  Next Steps

Multiple avenues of research should be pursued to conclusively identify the switching
mechanism. First, a detailed modelling of charge state transitions, perhaps by time-
dependent DFT, would be valuable. This could help provide a better estimate of the
exact energy barrier associated with these transitions. Second, variable temperature
experiments should be performed on a single structure. If thermal activation is in-
volved in switching between charge configurations, the switching rate should increase
dramatically with only modest increases to temperature. Finally, we have demon-
strated that the tip is almost certainly involved in the switching process, but further
characterization is required. Future experiments should attempt to better balance
the tradeoffs associated with managing the A f noise and the associated fluctuations

in the total potential landscape.
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Figure 7.4: Characterization of Af and amplitude noise. (A) Normalized A f noise
for several oscillation amplitudes of a stationary tip. Experimental data is the fill, envelopes
are Gaussian fits. Plots are offset vertically for clarity. (B) The standard deviation of the
A f noise for several tip oscillation amplitudes and scan speeds. (C) Normalized amplitude
noise for a stationary tip at several oscillation amplitudes. Experimental data is the fill,
envelopes are Gaussian fits. (D) The standard deviation of the tip oscillation amplitude
for several oscillation amplitudes and scan speeds. For all data the amplitude feedback

controller and phase locked loop were engaged.
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8  Characterization of a BASIL Gate

The linescan maps presented in the previous chapters can be employed in the char-
acterization of atom-scale technologies. As was mentioned briefly in Section 4.4.5
our group has recently been working on Binary Atomic Silicon Logic (BASIL), [2] a
technology that is derivative of quantum cellular automata [98]. In BASIL pairs of
closely-spaced DBs form building blocks. As was demonstrated in Figure 5.1 these
pairs localize a single negative charge to the left or right DB. The fundamental idea
underlying BASIL is that the two distinct charge configurations of a pair may be
considered a binary computational basis. Furthermore, as was demonstrated in Fig-
ure 5.7, the polarization of DB pairs can be strongly influenced by the addition of
negatively charged DBs nearby. As such, these negatively charged DBs can be con-
sidered logical inputs, and by combining them with pairs of DBs the transmission
and computation of binary information can be achieved.

Figure 8.1 depicts the transmission of binary information along a wire formed from
nine pairs of DBs [2|. Because the left-most DB is unpaired and remains negatively
charged, the lowest energy configuration for the structure is that in which the right
DB of each pair is negatively charged. If the right-most pair is considered the wire’s
output, then in effect, the output of the wire was forced due to the wire’s input (the
isolated DB on the left). Crucially, the wire is also capable of transmitting binary
information in the opposite direction (displayed in reference [2]) by instead patterning
the input on the right-hand side of the structure, in which case the polarization of
each pair is reversed compared to Figure 8.1.

In a similar manner a logical OR gate has already been successfully demonstrated,
and it is anticipated that a computationally complete gate set is achievable [2|. One
surprising aspect of Figure 8.1 is that unlike many of the AFM images seen throughout
this thesis none of the DBs appear streaky. This suggests that the ground state
charge configuration may be completely dominant for a carefully designed structure.
Unfortunately, we do not currently have computational tools that are capable of
predicting the ground charge configuration of large DB structures, or the ability

to predict if charge switching will be observed in AFM. Similar tools do exist for
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Figure 8.1: BASIiL Binary Wire. (e) A constant current STM image of the wire taken
at —1.8 V and 50 pA. There are nine pairs of DBs biased by a single unpaired DB on the
left end of the structure. The DBs in each pair are separated by a single H atom, while the
pairs are separated by four H atoms. (f) A constant height Af image of the wire taken at
0 V and z = —330 pm. Teal and blue dots indicate the neutral and negatively charged DBs
of each pair, respectively. The red dot indicates the negatively charged lone DB. The black
line is a sketch of the potential energy landscape, which is polarized due to the isolated DB.
Figure taken from [2].

QCA [123]. Until these tools are developed, linescan maps restricted to the read
regime can be used to characterize DB structures and inform the design of future
BASIL logic gates. The utility of this application of linescan maps rests on two
critical assumptions: that the dominant charge configuration observed in a linescan
map is the structure’s lowest energy charge configuration; and if the ground charge
configuration is well-separated from other configurations in energy, then few switching
events will be observed.

Figure 8.2 is an example of this approach. The structure in 8.2A corresponds to
three pairs of DBs. In accordance with the scheme described in Reference [2], the pair
outlined in red is considered the gate’s output and the pairs outlined in orange and
yellow are the gate’s two inputs. Each pair localizes a negative charge. For each pair,
we define the charge configuration where the left (right) DB is negatively charged to
be the 1 (0) state. We expect that for this configuration the output will rest in state 1
and the two inputs will rest in state 0, as a result of the mutual electrostatic repulsion
between the three charges. Figure 8.2D,G show that the output and top input show
the expected behaviour, while Fig. 8.2J shows that the lower input switched between
both states.
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Figure 8.2: The use of linescan maps to evaluate a BASIL gate. (A-C) Constant
current STM images of the gate structure (—1.8 V, 50 pA). Scale bar in (A) is 4 nm and
applies to (A-C). (D-L) Af linescan maps of the DBs composing the structure (0 V, —280
pm). Coloured borders in (D-L) indicate which DBs were scanned, and correspond to the
coloured boxes superimposed in (A-C). Arrows on the coloured boxes indicate the scan
direction. The Af colour bars apply to the line scan maps of each column. The width of
each linescan map is 3 nm, except for (E) which is 5.5 nm.
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Table 8.1: The In 8.2B we pattern a lone DB to the left of the gate’s out-

truth table for a put The purpose of this DB is to act a weak electrostatic

logical OR gate.
& 8 stimulus to shift the gate’s output, such that its default out-

Input | Output put state will be 0 [2]. This should also further stabilize the
00 0 states of the inputs. The linescan maps in Figure 8.2E H K
01 1 demonstrate the anticipated behaviour, namely that both the
10 1 output and the two inputs are in state 0.

11 1 In 8.2C a lone DB is added close to the upper input. The

purpose of this DB is to shift the upper input from state 0 to
state 1. Because this additional DB is only close to the upper input gate, we expect
that its influence will be largely limited to that pair. If the upper input does respond
by shifting to state 1, it will exert a greater electrostatic stimulus on the output than
if it were in state 0. Figure 8.2F confirms that the output does indeed respond by
switching to state 1. Importantly though, panel I shows that the upper input does
not show the anticipated behaviour because it switches between both 1 and 0.

We have observed this behaviour in several similar structures. What we believe is
occurring is that by creating large structures with many interacting charges we create
many possible charge configurations. If undesirable charge configurations have similar
energies to the ground state, we expect from the previous experiments that they
might nevertheless occur. What remains unclear to us in this moment is whether the
observation of the undesirable charge configurations is only because of the presence
of the tip. Because we know that the tip can induce switching, we might expect
that without the tip present, the structure would not be capable of transitioning out
of the ground state. On the other hand, if we can create structures where similar
experiments only observe the desired state, it would provide convincing evidence that
the logic gates are robust.

If we observe only the output pair, the structures in Figure 8.2 B and C achieve
two of the four behaviours of a logical OR gate (the top two rows of Table 8.1).
Unfortunately the other two possible input configurations could not be tested because
the tip’s quality unexpectedly deteriorated. What is important to highlight from these
results, however, is that the linescan maps indicate that in some cases the charge in

a pair was fluctuating between the DBs. As was mentioned earlier, this behaviour is
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undesirable for the application of binary computation because the output of a gate
or circuit should be fully determined by its inputs. Importantly though, this example
demonstrates a method to characterize the operation of BASiL. gates and it is clear
that the information these types of experiments provide could be used to inform new

gate designs.
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O Characterization of Subsurface Defects

There are several possible reasons why the gate designed in the previous chapter
did not work as anticipated. The spacing of the constituent DBs may not have been
optimal. Nearby surface defects may have strained the lattice or acted as electrostatic
defects (the gate was patterned within 5 nm of a single atom step). Or perhaps the
gate was patterned too closely to subsurface dopants, which distorted the local bands.

All of the experiments presented in this thesis were completed on samples annealed
at 1250 °C. As described earlier, flashing the samples to these elevated temperatures
results in the formation of a dopant depletion region [70]. In this region, which
extends ~ 100 nm beneath the surface, the concentration of dopants is two orders
of magnitude lower than the bulk crystal. This is required to align the Fermi level
close to the DB%~ level, such that the DBs can be neutral or negatively charged
depending on their local environment (in samples without the dopant depletion region
DBs are almost always negatively charged). The challenge with working on 1250 °C
samples though, is that because the near-surface concentration of dopants is low, the
proximity of surface DBs to subsurface dopants varies considerably. We have long
suspected that this is ultimately responsible for the non-uniform I(V) properties of
isolated DBs on 1250 °C samples [71,72|. Unfortunately, because the properties of
DBs are dependent on their proximity to dopants it is challenging to ascribe whether
the undesired behaviour of DB structures is a result of a fundamental flaw in their
design or to the existence of a local defect. It is therefore imperative to attempt to
characterize the effects of dopants on DBs and map the local distribution of dopants
before building a large DB structure.!

Subsurface dopants can be located by STM images of the surface [71,124-128].
We were able to distinguish two dominant species on several crystals. The first

cannot be distinguished from H-Si at typical scanning conditions but upon switching

! To avoid dopants altogether, members of our group are also currently working to grow epitaxial
intrinsic silicon on the surface of highly-doped crystals. In this case, the electronic properties of the
crystal would be similar to a crystal with a dopant depletion region, except that the concentration
of dopants in the first ~ 5 nm would be orders of magnitude lower. If a high-quality surface can
be obtained without high-temperature annealing, which would induce dopant diffusion, this should
greatly reduce the affect near-surface dopants have on our measurements.
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to constant height mode, decreasing the tip-sample separation, and scanning at small
positive sample biases they appear as large bright (conductive) features (Figure 9.1A).
Because of this characteristic appearance we refer to them as ‘bright defects.” The
second appear as small bright features at —1.8 V and as small dark features at +1.3
V (Figure 9.1B,C), and we refer to them as ‘dark defects.’

To study the bright defects we took I(V') measurements on H-Si directly over
the defects and compared them with identical measurements of H-Si with no visible
underlying defects (Figure 9.1D). As expected, there were minor variations between
measurements of different defects, but two characteristic features emerged. First, the
conduction band edge appears at smaller positive biases over bright defects than over
H-Si (in Figure 9.1D at ~ 100 meV wvs ~ 220 meV). Second, there is a step-like turn-on
in the tunnelling current at negative sample biases. In Figure 9.1 this step occurred
near —1 V, but we observed the steps at biases as low as —375 meV. Crucially, these
steps precede the valence band edge which onsets near —1.1 V [40,71]. It is also
important to note that we occasionally observed more than one step in the (V)
spectra.

Both the images and I(V') characteristics of the bright defects correspond strongly
to the observations of arsenic dopants made in references [125-127|, and so we as-
sign their identity as such. The two characteristic features of I(V') spectra can be
rationalized as follows. The conduction band edge occurs earlier over As dopants
because at 0 V and small positive biases the As atoms are positively charged under
equilibrium conditions [126]. This is because the As*/° level is ~ 50 meV below the
Si conduction band, and at small biases the upward band bending due to the CPD
causes the dopants to ionize to the bulk [126]. Because the As atom is positively
charged it bends the local bands downward (though not enough to counteract the
CPD), and therefore smaller biases are required to align the Fermi level of the tip
with the conduction band edge.

The steps in current observed at negative sample biases were attributed by Voisin
et al. [127] to the alignment of the As™/® with the conduction band edge of the
bulk via tip induced band bending (it is initially above due to upward band bending
from the CPD). At this point, a new current channel opens, resulting in an increase

to the tunnelling current. The variation in bias at which we observe these steps
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can be explained by noting that we can observe As atoms several nm beneath the
surface [127]. Because the field is screened by free carriers, a greater bias is required
to align the Ast/% level of donors deeper below the sample surface. Interestingly, the
current typically does not increase substantially between the step and the Si valence
band edge. Voisin et al. [127] have concluded this indicates the tunnelling current is
rate limited by how quickly the As atom ionizes to the tip, rather than how efficiently
it is neutralized by current from the bulk.

Here we note one discrepancy with the results of Voisin et. al and Salfi et. al.
[126,127]. In their work they attributed a second step in I(V') at bias voltages close
to —1.0 V to the alignment of the As”~ with the Fermi level of the tip (the first
step occurred near —800 meV). While we did occasionally observe a second step in
I(V'), we also observed species with only one, and in some cases more than two steps.
We therefore suggest an alternative explanation for these steps, which is that the
Ast/9 level of other nearby dopants are also brought into resonance with the bulk
conduction band edge. Because Voisin et. al. [127] suggested that the As%~ level is
only 2 meV below the conduction band edge we believe our inconsistent observation
of a second step in I(V) measurements provides reasonable evidence to suggest that
the As”~ level is pushed above the conduction band edge for near surface donors.

In Figure 9.1E we compare the (V) spectra of the dark defect with H-Si. The two
spectra match closely, with two slight deviations. At negative biases the conductance
measured over the dark defect is greater than H-Si, while at positive biases it is
less. These observations are consistent with the dark defect being negatively charged.
At both positive and negative sample bias the dark defect’s negative charge would
push the local bands up. At negative sample biases this enhances the overlap of the
sample’s filled states and the tip’s empty states, thereby increasing the conductance.
At positive sample biases this has the opposite effect. Crucially, however, it does not
change the bias at which the current onsets at negative sample bias, because local
band bending does not change the bias at which the Fermi level of the tip aligns with
the bulk’s valence band.

Previous authors have suggested that these dark defects could be boron atoms
[129] or negatively charged As atoms [125]. The former is highly unlikely because the

concentration we observe experimentally is much greater than we would expect from
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Figure 9.1: Characterization of dark and bright subsurface defects. (A) Constant
height STM image of the bright defect acquired at V = 300 mV, z = —250 pm. The scale
bar is 3 nm. (B,C) Constant current images of a dark defect obtained at —1.8 V and +1.3
V, respectively (50 pA). The scale bars are 2 nm. (D) A direct comparison of I(V') spectra
obtained above a bright defect and H-Si (z = —350 pm). (E) A direct comparison of I(V)
spectra obtained above a dark defect and H-Si (z = —300 pm).
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a commercial grade Si sample (as suggested by Sinthiptharakoon et. al. [125]). Here
we challenge the latter assignment by noting that our measurements above As donors
suggest that the As’/~ level is above the conduction band edge, or extremely close
to it, such that the second electron would thermalize to the conduction band. We
therefore suggest that these dark defects could also be negatively charged interstitial
hydrogen atoms or subsurface silicon dangling bonds arising from a Si vacancy or an
interstitial Si atom.

As a means of investigating dark defects we patterned DBs on the H-Si directly
over them. Figure 9.2 demonstrates an interesting example. At 460 meV (Figure
9.2A) the DB appears as a small bright feature (high conductance) with the charac-
teristic dark halo surrounding it. At 240 meV (Figure 9.2B) the conductance of the
DB is similar to neighbouring H-Si and the halo has mostly disappeared. We note
that the asymmetry in the appearance of the DB at this latter bias is unlikely due
to an imperfect tip because similar features are not observed in the other atoms in
the image. More likely, it is that the dark defect is not directly beneath the surface
silicon atom.

Figure 9.2C shows I(V') curves obtained on top of the DB at different tip offsets.
As expected, as the tip approaches the sample the current increases exponentially.
A notable and unexpected feature is the appearance of a peak at ~ 375 meV. At
small tip offsets this feature appears only as a shoulder on the I(V) curve, but as
the tip approaches the sample a local maximum and local minimum can be clearly
differentiated. Figure 9.2D compares the currents of the local maxima and local
minima over a range of tip offsets, and demonstrates that the visibility of the peak
increases as the tip approaches the sample.

The decrease in tunnelling current as the bias is increased is a non-ohmic be-
haviour known as Negative Differential Resistance (NDR). Previously, our group has
observed NDR on isolated DBs at negative biases [40]. In this case it was attributed
to the complex interplay between the rate at which the DB~ and DB*/° levels could
be emptied by the tip and filled by the conduction and valence bands, but these ex-
planations are completely unsuited to the phenomena observed in Figure 9.2. In this
case, current is being injected into the DB by the tip, in which case the filling of

the DB is almost certainly not rate limiting because the tip is extremely close to the
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Figure 9.2: Negative differential resistance observed over a DB patterned close
to a dark dopant. (A) Constant height STM image of the DB acquired at V = 460
mV, z = —400 pm. (B) Constant height STM image of the DB acquired at V = 240 mV,
z = —450 pm. The scale bars are 1 nm. (C) I(V) spectra acquired over the DB at different
tip offsets. (D) The local minima (orange) and local maxima (blue) for the NDR features
in (C) as a function of the tip offset.

sample.

Here we believe a simpler explanation of NDR is likely. At 0 V the Fermi level
of the tip sits below the charge transition level of a mid gap state. As the bias is
increased, the Fermi level of the tip becomes aligned with the state, which can be used
as a stepping stone to source current to the conduction band. As the bias is increased
further, the tip’s Fermi level loses alignment with the mid gap state. Even though
there are filled states of the tip aligned with the mid gap state, because tunnelling
is elastic the electrons that can tunnel from the tip to the mid gap state nonetheless
experience a larger barrier. As a result, the tunnelling current decreases until the tip
can efficiently inject current directly into the conduction band. This explanation has
been used to describe NDR in other material systems [130-132].

In the preceding discussion we referred to a mid-gap state, not the DB~ level.
Because we do not observe this NDR feature on typical DBs, we believe the mid
gap state we sweep through is distinct from the DB~ level we often refer to. Our
explanation for this is as follows: the DB~ level is very close in energy to the
conduction band edge. When performing I(V') spectroscopy on typical DBs we do

not observe NDR at positive biases because when the Fermi level of the tip loses
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alignment with the DBY~ level it can nevertheless efficiently inject current directly
into the conduction band. Our observation of NDR therefore suggests that the mid
gap state the Fermi level of the tip sweeps through must be lower in energy than the
DBY~ level. One explanation for this is that the patterned DB hybridizes with the
dark defect, creating a bonding state lower in energy than the DBY~ level. Further
support of this explanation is that if this behaviour could be explained by a static
shift of the local bands by a negatively charged defect, we would expect that DBs not
patterned over dark defects would nonetheless occasionally display NDR at positive
biases, due to local electrostatic perturbations. We do not observe this.

It is important to note that while we have observed this form of NDR several times
it is not observed on every DB patterned directly on top of a dark defect. One possible
explanation for this is that some dark defects are deeper below the surface than others
and therefore cannot hybridize as strongly with the DB. Future investigators should
compare the ’darkness’ of these defects by measuring Az in constant current mode,

which may reveal a method to estimate their depth.
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10  Conclusion and Outlook

The experiments described in this thesis are in many ways the natural extension
of our group’s recent experimental efforts. Empowered by the advances in STM H-
lithography [28-30] we are becoming increasingly capable of studying precisely crafted
DB structures.

The experiments presented in Chapters 5 - 7 advance our understanding of how
AFM can be used to characterize DB structures, and several important conclusions
can be drawn. First, the occupation of a structure may not correlate exactly with
AFM images. This is because under appropriate conditions, the total band bending
beneath the tip can become positive, thereby stabilizing charge in DBs beneath the
tip. As a consequence, under these conditions the occupation of the structure will
appear to be greater than it actually is. Fortunately we discovered that this is not
simply a challenge, but can be utilized to our advantage. By dynamically switching
between the write and read regimes we can prepare specific charge configurations of
DB structures. Crucially, these charge states may remain stable for seconds, allowing
us to observe them. This provides an opportunity to complete a host of interesting
experiments that in the future may reveal more of the underlying physics of DB
structures.

Our key priority for the future is to address the exact mechanism underlying the
charge switching we observe. At this point it is clear that the tip likely plays a role,
but further characterization is needed. Also of interest, but still largely unexplored,
is to determine if there are correlations between the charge configurations of dangling
bond structures. These relationships could exist between the configurations we ob-
serve in the write and read phases, but also between sequential states we observe in
experiments restricted to the read regime, or among subunits of larger DB structures.
The latter is of technological interest, as it suggests a method to determine the ideal
repeating unit of a BASiLL binary wire without having to build an extended structure.

The experiments presented in Section 8 demonstrate that the linescan map tech-
niques developed in the previous chapters can be applied to technologically relevant

problems. Specifically, they were used to assess the design and operation of a BASiL,

87



logic gate. It is anticipated that these techniques can be used to help inform the
design of future BASiLL components.

Finally, the experiments presented in Section 9 present some of our ongoing ef-
forts to fully characterize the H-Si surface. Opposing previous studies [126,127]| we
suggest the steps seen at negative biases in (V') measurements taken over As donors
correspond to the neutralization of additional donors, rather than the alignment of
the tip’s Fermi level with the As%~ level of a single donor. We have also continued
to characterize dark defects, and suggest that they are likely negatively charged. In-
terestingly, we find that DBs patterned directly over these dark defects occasionally
display negative differential resistance at positive biases, and we’ve presented a pre-
liminary model to account for this behaviour. There is a clear potential for future

time-resolved STM experiments to characterize any dynamics that may exist.
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