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Abstract

As Intemnct technologics for long-distance transmission fall in price. and the volunke of data
transmission surpasses that of voice transmission. networks developed solely for the Internet
are becoming the trend. However. long-distance Internet technologies add considerable delay
to the signal and reduce its effectiveness for real-time communication. in particular. video-
conferencing and broadband entertainment in wide area network design. Consequently. a
mixture of technologies is necessary in designing a wide area Internet network that allows

real-time communication.

For various reasons. existing operations research models used in telecommunication are
inadequate  for our network design problem. so we propose new models and solution
algorithms that allow for specific charactenistics of network design. Our models extend those
in the literature by accounting for constraints on the distance between signal regenerators. and

for the costs of shelterning this equipment.

We used the Alberta SuperNet project as benchmark for wide area Internet network design
for our models.  The Alberta SuperNet is a cooperation between the Alberta Provincial
Government and the private sector. lead by Bell West Inc. Bell West designed a high-speed
Internet network that connects 422 communities in Alberta through Gigabit Ethernet optical
fibre connections.  The province s the first in Canada to provide this service to smaller

communitics.
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1 Introduction

1.1 Wide Area Internet Network Design

Network design is a field with many key applications in transportation and telccommunication
(see. for example. Balaknshnan. Magnanti. and Mirchandani 1997. and Raghavan and
Magnanti 1997). Telecommunication networks are generally classified according to their
ccographical span and include Local Area Networks (LANs). Metropolitun Area Networks
(MANSs). and Wide Area Networks (WANs). LANs connect small arcas. usually a single
building or 2 set of huildings, with adequate capacity and speed for communication between
users inside the LAN. WAN:S are at the other extreme. connecting a large arca composed of
many cities or countrics: the Internet is the best example. Consequently. WANS require higher
imvestments in infrastructure. MANs are mid-way between LANs and WANS covening a
large ¢ty or a metropohitan area. Telecommunication networks are also classified according to
their topology. t.e.. the main pattern in the network design. Common topologies are star. tree.
ring and mesh: we provide a succinct description of these topologies in the next section. In
this thesis. we consider the problem of designing a WAN in a tree topology that provides
Internet service to hundreds of communities. Presently. Internet technology is not specifically
designed for wide arca telecommunication networks. and a mixture of technologies s
necessary to form an Internet wide arca network. Such a mixture introduces comphications
that present models in the Titerature have not considered. and our goal is 10 1idenufy and handle
the

m.

Dividing a network into two or more hicrarchical levels to satisfy capacity. guarantee
protocol requirements. and obtain 4 cost-cffectine solution is a common procedure in
telecommunication network  design (see Khincewicz 1998). Our models consider two
hicrarchies. the bachkbone nenwvork and the aceess nemworks.  Customers are grouped into
access networks, cach with one backbone node as a switching centre. The backbone network
connects all backbone nodes. Any communication between two customers in different access
nctworks must go through the backbone network. first from the communication’s origin node
1o the ongin’s assigned backbone node. then to the destination’s assigned backbone node. and

finally 1o the communication destination™s node.
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This thesis 1s organized as follows. Chapter 2 provides a review of the network design
literature that is related to our rescarch. a description of wide area network design using
Internet technology and of the Alberta SuperNet. and a summany of relevant issues missing i
ihe licrature that are reiated 1o this type of network design.  In Chapter 3. we present a
mathematical formulation of the telecommunication network design problem for the Alberta
SuperNet. We also describe a methodology to solve this problem. Due to its complexity. we
divide the problem into several sub-problems. Chapter 4 descnibes the sub-problem of
defining a path with appropriate repeaters installed so that a signal between two points respects
the maximum distance between repeaters. Chapter S deseribes the sub-problem of where to
install fibre and equipment shelters and proposes algorithms to solve this problem. Chapter 6
describes the sub-problem of defining protocols. equipment. hardware and fibre use for a given

network with fibres and equipment shelters. Finally. Chapter 7 concludes this thesis,

()
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2 Literature Review

Network desion permeates much of today™s design hteruture, from the micro swalc {clectronic
chip design) to the macro scale (world-wide communication networks).  Each design may
impose different characteristics. and identifving the similanties in design over different arcas
becomes impractical.  We therefore concentrate on telecommunication network  design.
limiting the literature review to articles published in Operations Rescarch journals in the fields
of telecommunication and transportation.  Yet. we expect the coverage to be sufficiently large

to justify the work proposed in this thesis.

Among the numerous papers in telecommunication network design. we tind those in the
area of operations rescarch applied to network optimization the most relevant to our research:
Sexton and Reid (1992). Wu (1992). Sanso and Sonano (1999). and Doverspike and Saniee
(2000).

In this thesis, we consider two main costs associated with the use of an arc o form the
teleccommunication network. The first cost. designated the rrenching cost of an arc. is fixed
and corresponds to the cost of installing optical fibres in the ground. In general. the cost is
lincarly related to the length of the arc and corresponds to the cost of digging a trench in the
cround. installing the conduits and the fibre. and closing the trench.  The second cost
corresponds to all optical fibres installed along the arc that transport the signals. This cost
depends on the number of fibres installed and is usually non-hincar and convex. We define this

as the fibre cost in an arc.

Similarly. we consider two main costs assoctated with the installation of equipment in a
itode. The first cost corresponds to the fixed cost of installing an cquipment sheler. which can
accommodate any combination of cquipment and is called the shelrer cost of a node. The
second cost is for the communication cquipment itself. and it depends on the type of
cquipment installed at the node to render communication feasible. This Tast cost s designated

equipment cost at a node.

As mentioned betore. networks can be classified by their topology . In a srar topology . one

node 1s considered the centre of the topology. and all other nodes are connected directly to 1t

)
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forming a network design similar to a star (see Figure 2-1). Each line represents a physical
medium connecting the nodes to the centre node. for example. the installation of optical tibres
underground. inside a pipeline. Usually. star networks are accepiable. if the cost 1o place the
medium connecting the two nodes is irrelevant compared to all other necessary expenses
(generally true for small area networks). or when the trench costs are irrelevant (usually the

case in building installations. where conduits are available).

I Fibre trench

e Optical Fibre

Figure 2-1: Star topology

However, as the span area increases. the trench cost becomes relevant. especially it the
arcs do not provide proper fibre trenches. Thus. a rree topology may be more economical. as
the trench costs to install fibres are shared by multiple communication links. Figure 2-2 shows

a solution that may be less expensive than that in Figure 2-1 for the same set of nodes.

@) Fibre trench

= Optical Fibre

Figure 2-2: Tree topology
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The major drawback for the star and the tree topologies is the absence of alternative paths
between pairs of nodes. Any failure in a hink or at a node can only be restored by fixing the
tatling element. which can take a Jong time and result in huge Josses for network users (see

MacDonald 19545,

Another common topology in network telecommunication is the ring structure. It became
popular with the availability of teleccommunication equipment that could automatically redirect
the communication flow in the case of link or equipment failure. Communication rings that
can automatically rccover from a single failure (either of one link or of equipment located in
one node) are termed Self-healing rings (SHR) in the literature.  Although there are several
types of SHR. depending on the reconfiguration procedure and tyvpe of protocol used. we
classify according to the appropnate ning capacity for a given set of demands: the
unidirectional SHR and the bidirectional SHR (as presented by Soriano et al. 1999). In the
unidirectional SHR. all traffic is routed in the same direction along one fibre. the working
fibre. The sccond fibre is the protection fibre. which is used only when a failure is detected
(see Figure 2-3). Another common denomination for this configuration is dedicated protection

SHR. as one fibre 1s dedicated to protect the network from possible communication failure.

——— working line

.. » protecton line

Figure 2-3: Unidirectional SHR
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In the bidirectional SHR. instead of having a dedicated fibre for recovery. the existing
communication bandwidths nside the fibres are divided into two portions: one for regular
commumication and another for protection. Therefore. in the case of a communication failure,
the signai is redirected inside the fibre bandwidths. This configuration may be more efficient.

capacity-wise. than the unidirectional SHR.

Finally. if the network cannot be classified as a star. a tree or a ring. we define 1t 1o be a
mesh topology. as long as it contains alternative paths between a subset of nodes in the
network. However. when considening different network hierarchies. one can combine two
topologies to form onc nctwork design. for example. a backbone ring topology combined with
tree access networks. To make a distinction between mesh structures and combinations of

star. tree. and ring topologies. we call them mixed topologies.

_clockwise fibre

/
. /coumer‘clockwrse b~

v il
[y an
v
o fs
/e
- ’
A o/
NS ’

—— communication flow
........ > communication bandwidth

e » protection bandwidth

Figure 2-4: Bidirectional SHR

We created a classification method for selecting articles to use in our rescarch. because
many articles relate to telecommunication network design.  In our table. one dimension s
given by the network topology and the other is given by the type of laver. Topologies are

classified as rree. ring. mesh. or a mixture of the three. called mived. Articles that used the star

6
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topology are included in the mixed topology row. as star topology is usually used for the
access network and can be combined with any of the other topologies. Lavers can be
classified as backbone or access. as in the literature. or a combination of both that we call
combined.  The latter also includes multi-hierarchical networks, which can be found in

transportation literature.

Table 2-1 displays this classification. The tree and mixed topologies are of interest from
Table 2-1. We discuss articles and book chapters related to the tree network structure. in the
next sub-section and those related to mixed structures. which may or mayv not include tree

topologies in their design. in sub-section 2.2.
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Backbone Access Combined

Tree |JEsbensen (1995), Gendreau, Girard et al.
Larochelle. and Sanso (1999). (2001).
Gouveia (1993, 1995, 1999), Randazzo
Gouveia and Martins (1999, 2000), Jand Luna
Hwang and Richards (1992). (2001)

Hwang et al. (1992). Kapsalis et
al. (1993), Koch and Martin
(1998). Lee et al. (1996). Lucena
and Beasley (1998), Magnanti and
Wolsey (1995). Malik and Yu
(1993). Mehlhom (1988), Patterson
et al. (1999), Polzin and Vahdati
Daneshmand (2001a, 2001b),
Rayward-Smith and Clare (1986).
Takahashi and Matsuyama (1980)

Ring JArmony et al. (2000),
Chamberland and Sanso {(2000),

> Chang and Chang (2000), Chung
2 et al. (1996), Grover et al. (1995).
© Laguna (1994). Lee et al. (2000).
8‘ Luss et al. (1998), Sherali et al.
L (2000)
Mesh Grover et al.
(1997, 1999).
Pickavet and
Demeester
(2000)
Mixed JWu, Cardwell. and Boyden (1991) |Altinkemer |Balakrishnan, Magnanti, and
and Yu Mirchandani (1994a. 1994b.
(1992). 1998). Chamberland and
Gavish Sanso (2001). Chamberland et
(1991) al. (1996, 2000). Chardaire

(1999), Chopra and Tsai
(2002). Chung et al. (1992).
Current et al. (1986). Gavish
(1992). Kim et al. (1995).
Labbe et al. (2001). Lee et al.
(1993). Park et al. (2000).
Rosenberg (2001)

Table 2-1. Classification of papers on network desizn problems

]
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2.1 Tree Network

The major modcls for tree network design in networks are the Sieiner Tree Problem
(STP). the Capacitated Minimum Spanning Tree Problem (CMSTP). and the Capacitated Tree
Problem (CTP). The articles presented in the (1ree. backbone) cell in Table 2-1 are considered

below.

The STP 1s closely related to our problem. It describes the scarch for a2 minimum cost-
spanning tree that connects a mandatory subset of nodes in a graph. while minimizing the cost
of edges included in the solution.  Non-mandatory nodes that are included in the optimal
solution are called Steiner nodes. This problem was proven NP-hard by Garey and Johnson
(1979). and survevs are provided by Maculan (1987). Winter (1987). Hwang and Richards
(1992): and Hwang. Richards. and Winter (1992). We group heunistic solutions as classical
(sec Takahashi and Matsuyama 1980. Ravward-Smith and Clare 1986. and Mchlhom 1988)
and as modern (see meta-heurnistics such as the tabu search applied to the STP by Gendreau.
Larochelle. and Sanso 1999 and the genetic algorithms applied to the STP by Kapsalis,
Rayward-Smith. and Smith 1993 and by Esbensen 1995). Classical algorithms are faster than
modern algonthms. but present infertor solutions. Examples of exact solution methods for the
STP are given by Koch and Martin (1998). Lucena and Beasley (1998). and Polzin and
Vahdati Daneshmand (2001b). When solving the STP. it is important to rely on reduction
techmiques for the problem. as described in Duin and Voss (1989). Esbensen (1995) and Polzin
and Vahdat Dancshmand (2001b).  Reduction techniques consist of eliminating nodes and
cdges that can be proven unnecessary from the graph to reduce problem size. and play a major
role in present algonthms that find optimal solutions to the STP. as discussed in Polzin and

Vahdati Daneshmand (20014, 2001b).

We present an example of an STP in Figure 2-5. Black nodes are the mandatory node sub-
set that must be connected through the STP. whercas not all white nodes are required in the

tinal solution.

' Reduction techniques could not be developed for our design problem during the process of this thesis.,
They may be considered in tuture work.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




- v
/\ ~ 4 3 //
2 > 1 /'_', ! >
/6 ) al /\/
~ b @ 2] 6
N 4 \\
. T // \3

Figure 2-5: Example of the STP

Solving the Minimum Spanning Tree (MST) on this example provides a feasible solution
to the problem. with a total trench cost of 16. The MST is solvable in polynomial time. One
could extract sub-graphs from this example that contain mandatory nodes and a subset of non-
mandatory nodes to evaluate their optimal MST solution.  Using such a procedure. after
cvaluating a total of 16 different graphs. we obtained the optimal solution to the STP above.
which has 12 as the total trench cost. We present this solution in Figure 2-6. Although non-
mandatory nodes exist in the STP. it does not consider the communication signals necessary
for signal reinforcement. Consequently. we use STP mainly to show that our network design

problem is NP-hard.

Figure 2-6: Solution of the STP from Figure 2-5

10
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In the CMSTP. one searches for a minimum cost spanning tree. in which each subtree
cmanating from a given root node has a number of nodes smaller than Q. the maximum
number of nodes allowed for each subtree. Although such a problem 1s common in
telecommunication network design (see Malhik and Yu 1993: Gouveia 1993: Gouveia 1995:
Gouveia and Martins (1999. 2000): and Patterson. Rolland. and Pirkul 1999). it considers all
nodes to be mandatory when designing the network. an impractical assumption for our
problem. The same occurs in the case of the CTP. a generahization of the CMSTP problem. in
which communication capacity is also considered with respect to the links of the network (see

Lee. Park. and Park 1996).

The two articles presented in the (rree. access) cell of Table 2-1 were specifically
published for access network design. Girard. Sanso. and Dadjo (2001) present the Mulii-
Center Capacitated Spanning Tree (MCCST). which incorporates the idca of having many
center nodes in the access level. Randazzo and Luna (2001) present a modification of the
STP. where linear costs for communication flow over the links are considered. Again, both

raodels assume all nodes are mandatory.

2.2 Mixed Topology

The mived topology articles described in Table 2-1 correspond to problems that did not
cnforce a particular topology or that had two or more hicrarchies. one of which was a tree
topology or no particular topology. For cxample. network design models that use flow
conservation Constraints to guarantee connectivity can create a mesh structure. but can also
create a tree topology if the communication flow has an aggregated origin or destination.
Therefore. they are capable of generating tree topologies and should be considered for our
problem.  The backbone 1opologyvlacceess topology notation represents  two-hierarchical
topologies: for example. the tree/star notation means that the backbone network follows a tree

topology. and the access network follows a star topology.

Among the articles presented in the mived topology row in Table 2-1. we can classify

Gavish (1991, 1992). and Altinkemer and Yu (1992) as surveys on network design.  In
particular. Altinkemer and Yu consider communication flow delay through embedded queuing
costs n its formulation.  They suggest the use of Lagrangean Relaxation to obtain a lower

bound and. consequently. feasible solutions to the network design problem.
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Some articles explicitly enforce a tree structure in one of the levels. Chamberland. Sanso.
and Marcotte (2000). for example. descrnibe a tabu search algorithm that produces a two-level
nctwork of cither a ning/star or a tree/star.  They consider different capacities and different
technologies per hierarchy, but the important point 1s that their model also considers
constraints on the nodes. in particular equipment-switching capacity.  An extension is
presented in Chamberland and Sanso (2001). They include switch-fabric capacity at the nodes
and dual homing for some clients. which consists of assigning access nodes to two backbone
nodes instead of one. thus increasing the survivability of individual connections. Nonetheless,
the algorithm presented by Chamberland and Sanso can only produce ring/star topology

solutions.

Other algorithms n the literature can implicitly enforce a tree topology by assigning a
common origin or destination to the communication flow. Examples are Chamberland.
Marcotte. and Sanso (1996) and Rosenberg (2001): the latter is of particular interest because it
considers the cost of inserting equipment for signal conversion. A dual ascent technique is

used to produce feasible solutions.

Major models that produce a tree/tree topology from the mixed topology row in Table 2-1
arc the Hierarchical Network Design (HND). the Two-level Network Design (TLND). and the
Multi-Level Network Desien (MLND).

The HND problem (Current. ReVelle. and Cohon 1986) finds a path/tree topology. It also
finds a spanning tree where two primary nodes must be connected through a higher grade hink

path. and the other nodes may be connected through lower grade links.

The TLND can be seen as an extension to the HND problem. as the set of nodes to be
connected can be divided into primary and secondary nodes. The TEND searches a tree
spanning all nodes. where the primary nodes must be connected through a tree that uses higher
erade hinks (and may contain secondary nodes). and the rest can be serviced through lower
grade links. This problem was presented in Balakrishnan, Magnanti. and Mirchandani (1994a,
1994b): the first deseribes a heunstic. and the second presents a dual-based algorithm.

Because the TLND 18 an extension to the STP. it is proven NP-hard.
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Finally. the MLND problem is» an extension of the TLND. where more than two
hicrarchies can be created. It was presented by Chopra and Tsai (2002): the problem was

solved through a conversion to an STP combined with a branch-and~cui approach.

2.3 The Alberta SuperNet Project

This research was motivated by the Alberta SuperNet project. a partnership between the
Albenta Provincial Government and a private consortium led by Bell West In¢c. The goal is to
provide broadband Internet access to 422 communities across Alberta. During the request for
proposals phase. Bell comtacted the Centre for Excellence in Operations (CEQ) at the
University of Alberta School of Business. They wanted to tind 2 network design that would
satisfy requirements from the initial proposal and minimize the overall implementation costs.
After this initial contact. a research partnership was formed between Bell Wedt Ine. and the

CEO to conduct research on telecommunication network design problems.

When completed. the Alberta SuperNet will consist of two main pants: the backbone and
the access network.  The backbone will connect 27 major communities. while the access
network will connect 395 smaller communities to the backbone. Each access network will
have onc switching center called a backbone node. whnch s defined as the roor node for that
access network. In a similar fashion. we also define a roor node for the backbone network that

switches all communication originating at the backbone nodes.

Opuical fibres in the Alberta SuperNet will be installed along existing roads. and therefore.
the design problem will use the road network as input.  According to our GIS database. the
Alberta road network v composed of approximately 280,000 arcs and 86,000 nodes (see

Figure 2-7).

Three telecommunication transport technologies are considered an this thesis: Gigabir
Etherner (GE). Svnchronous Optical Network (SONET)Y and Dense Wavelength Division
Multiplex (DWDM). The first technology is directly compatible with the Internet Protocol
tIPy. while the last two are established technologies tor wide arca network designs. GE.

SONET and DWDM usc the same type of optical fibre”. But a GE fibre link can transmit only

" Single-mode fiber is chosen for long distance. high capacity transmission (see the Fiber Optic
Technology tutorial avalable at www acc.org).
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2.5 Gbps (Gigabits per second) per fibre, compared to 10 Gbps per fibre for a SONET fibre
link and 40 Gbps per fibre for a DWDM fibre link. GE equipment costs between $10.000 and
$20.000. SONET equipment costs between $S60.000 and $70.000. and DWDM equipment
costs between $70.000 and $100.000. GE equipment introduces a delay to the communication
signal traversing it. whereas SONET and DWDM introduce almost no signal delay.
Therefore. depending on the maximum acceptable delay. the network may consist of a mix of

these three technologies.

Each technology involves three types of hardware: repeaters. multiplexers and switchers.
A repedier simply regenerates the signal(s) entening a node. and we assume that if a repeater is
mnstalled at a node. all signals are regencrated while maintaining their individuahty. The
signals are not bundled into the same communication stream.  For example. if three SONET
signals enter a node that has a SONET repeater with each signal using one fibre. there will be

three regencerated signals leaving the node. each using one fibre.

A multiplexer bundles multiple signals into one. while regenerating them.  Therefore. if
three SONET signals enter a node. each using one cable. the output will be a single signal.
requiring one. two. or three fibres. depending on the capacity required for cach signal. If the
three signals use less than one-third of a SONET fibre’s communication capacity, the
multiplexer can bundle all signals into one fibre. But if the three signals use almost all of one
fibre’s capacity. the resulting bundled signal should use three fibres to provide the desired
communication demand. Finally. a swircher converts signals that use one technology/protocol
into signals compatible with another technology/protocol. Switchers also bundle signals. For
example. if three SONET signals enter a node that has a SONET to DWDM switcher. the
output signal will ikely be one DWDM signal along one fibre. because DWIDM can combine

32 SONET fibres into one.

Gigabir Ethernet is the chosen access level communication technology tor the Alberta
SuperNet. because of its low implementation costs and ity direct compatibility with 1P
SONET and DWDM are the chosen backbone level communication technologies, because of
their high bandwidth per optical fibre and virtual absence of communication delay. compared
to GE technology. Nevertheless. SONET and DWDM can be used in the access networks to

cuarantee acceptable levels of signal delay.
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The Alberta SuperNet spans a wide area. and therefore. some signals travel far enough that
they need to be regenerated. GE signals can travel for approximately 70 km. while SONET
and DWDM signals can travel without regeneration for approximately 85 km. For practical
reasons, we use the maximum distance of 70 km for all technologies. so that decision makers
can switch from one technology to another without needing to relocate shelters for signal

regeneration.
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Figure 2-7. The Alberta SuperNet Project
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To reduce the implementation costs. the planners of the Alberta SuperNet project decided
that the network design should not have altermative paths (redundancy) for communication
flows. Thus. the most cost effective topology s a tree nenwork siructure. in which digging
costs and fibre instaiiarion costs are minimized. as suggested by Chamberiand. Sanso. and
Marcotte (2000). The Alberta SuperNet project also permits the co-existence of two or more
technologies along the same cable in different strands of optical fibres. With such freedom.
both backbone and access signals can travel in parallel. as long as there are a sufficient number

of fibres available in the link for all signals.

The use of multiple technologies renders the telccommunication nctwork design problem
complex for small scale networks. We aim to design algorithms to automate the network
design while muinimizing costs and respecting all constraints imposed by the project. The

constraints are summarnized as follows:

e The presence of mandatory and non-mandatory nodes. As the road network is used as
input. not all nodes arc necessary in the final design. creating the necessity 10

distinguish between mandatory and non-mandatory nodes.

e Constraints on distance berween equipment for signal regeneration.  As the distance
covered by the Alberta SuperNet 1s longer than signal transmission capacity without
regencration. we must consider signal regencration and equipment location that is

responsible for desired signal regeneration,

o The necessity 1o limit signal delav caused by hardware.  As the Alberta SuperNet
provides real-time communication capability between two communities for video
conferencing and video broadcasting, different hardware and signal technology must

be used to himit signal delay to the acceptable levels required for these services.
e The possibility of carrving signals of different protocols in parallel.

o The option of cither laving or leasing optical fibres creates the necessity of accounting

for fibre use explicitly for cach communication signal flow.
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Although. in this study. the technologies. protocols and hardware are mandated for the
Alberta SuperNet project. the solutions extend to similar networks that involve large areas

with fewer mandatory nodes than non-mandatony nodes.

2.4 Summary

No model presented in the previous section includes the following important constraints from
the Alberta SuperNet project.  Table 2-2 below summarnizes the models presented (STP.
CMSTP. CTP. MCCST. HND. TLND. MLND) according to each constraint added by the
Alberta SuperNet project:

F STP ]CMSTP ] CTP | MCCST | HND | TLND | MLND |
Non-mandatorv nodes Yes No No No No No No
Distance between No No No No No No No
repeaters
Signal delay Yes/No™ | No No | No No No No
Parallel signals No No No No No No No
Lease: capacitated design | No Yes Yes | Yes No No No

Table 2-2. Models from the literature and the Alberta SuperNet project

From this table. we sce that a model that solves all problems together is not available in
the literature.  Morcover, simpler problems are hard to solve. and therefore. we should
simplify our problem in order to render it tractable. In the next section. we mathematically

formulate our problem and describe a solution method.

* Articles with hop-indexed notation for the STP can handle signal delay through imstation of the
number of nodes traversed by the signal betore reaching the root node (see Gouvera and Martins (1999,
20001).
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3 Problem Formulation and Solution
Methodology

3.1 Problem Formulation

The requircment to keep track of distances so as to obey the upper bound on the distance
between repeaters (defined as A ) creates a senous complication in the formulation of this
problem. We considered a simpler network design problem where only maximum distance
constraints were considered. and attempted to use a network flow model where node labels
represented the distances traveled by signals after the most recent repeater. This approach.,
however. tumed out to be unsuitable for problems where the optimal <olution includes a

“detour.” where a path enters and leaves a node along the same edge.

To illustrate this limitation, we present a formulation and apply it to the example in Figure
3-1. where the signal originates at node 1 and it is destined for node 4. Let N be the node st
and A the arc set. Let X be a binary vaniable representing communication flow through arc
{i.f ) Y, bc a binary vanable representing a mutuiplexer instatled an node 7 10 regenerate the
signal at node /. and 7 be a binary ariable representing trench opening along arcs
(i.j)and{j.i). Let variables 4, and A represent distance travelled by the signal so far.
A being the distance right before the signal leaves node 7. and A" being the distance right
before the signal enters node 7. Both variables must be smaller than A . As constants, we
have o, as the length of arc (i. j). /i) as the cost 1o install a multiplexer at node 7. and ¢, as
the cost 1o install a trench along ares (7. j) and (j.7) ¢in other words. this cost is incurred if

X, or X arcequalto 1),

12

Min
>z, 43 ny, (3.1
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{l if 7 1s origin
>x,- 3 X, =1-1 ifiixdestination Yie N (32)
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0  otherwise

A+d X, <A Yii.jle A (3.3)

Al-MY <4 vie N (3.9

A< A Yie N (3.5

X,sZ, Yi(i.jle Ai<j (3.6)

X, <Z, Vi(i.jle Azi>j (3.7
where

X,.Y.and Z  are binary variables

‘M 1s a large number

h,=10
s d =d =:
- " n "
3
—
=10,
- = 5 2
oo e =60 N =60
| '«  ° " 0 e ™
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h, =100

Figure 3-1: Example for the flow conservation model

Although the optimal solution for the example in Figure 3-1 is the path 1-2-3-2-4, with a
multiplexer installed at node 3 and with 140 as the total implementation cost. the above
formulation would return the path 1-2-3 with a repeater at node 2 and a total cost of 230. To

understand the reason for such behaviour, et us assume that X . =X. . =X,..=X,, =1.
.=/ =7Z.,=1_and Y, =1 (ll other X Y and 7 rariables are cqual to 0).
Consequently, constraint set (43) s 4 +d . X,. S A = A4 +60< A0 for (i.j)=(1.2) and
A+d X < A= A+10< A. for (i. j)=(3.2). Therefore. considering that A =0 and
AL =0 (the first, because it is the origin of the signal. the second. because a repeater is

installed at node 3). then A7 260, and a repeater should be installed at node 2 1o send the
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signal from 2 to 4. leading to a solution with a total cost of 240. Consequently. any solver will
prefer the solution with path 1-2-3 and a repeater at node 2. and such formulation has proven

10 be sub-optimal.

The following formulation uses an approach based on the enumeration of all possible

paths between two points in the network. Let G =(N.E) be an undirected network on which
the Alberta SuperNet is defined. with n=|N| nodes and m=[E| edges. Let E'c E contain
all edges available for leasing. Let P, be the set of all possible paths between nodes
oanddin N that are shorter than A . i.c.. the summation of the lengths of individual edges in
p is smaller than A . Therefore. if P,, #@. there is a path pe P, on which a signal can

travel from o to d without being regenerated. We define o to be equal to 1 if a path p

includes edge (i. j)e E . O otherwise.

Let 7={1.2.3} represent the technologies available for transmission: GE. SONET and
DWDM. represented by 1. 2 and 3. respectively. The node subset K © N represents the 422
communities in Alberta and is partitioned into K, and K,: the former represents the 395
access communities. and the latter represents the 27 backbone communities (consequently.
K=K, UK, and K, NnK, is empty). We assume that there is an arbitrary “root node™
root€ K, of the Alberta SuperNet. where all communication is switched. We further

introduce the following constants:

c cost per fibre used along edge (i.j)e E for communication flow in

technology re T

w! communication flow capacity per fibre for technology re T
o communication flow switching capacity given by switchtto 1", r.re T:r 21
v, cost of digging along edge (i. j)e E

number of fibres available along edge (7. j)e E for leasing

h cost of housing equipment at node ie N
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r cost of installing a multiplexer for technology 1€ T

87 cost of installing a switcher fromtto ¢t . rr'e Tir 21
o delay added to a signal traversing a muluiplexer of technology 7€ T
o delay added to a signal traversing a switch from rto 1’

dem, communication flow demand at node i€ K \{roor}

DEM total communication flow reaching the root node. equal to chm,
wh ol

maximum acceptable signal delay to root

max

The following are the variables used to model the Alberta SuperNet problem (ASP):

X! = number of fibres along edge (i. j)e E loaded with communication flow in
technology re T

{1 if digging is necessary along edee (i. j)e £

Yu = 3 .
|0 otherwise
. {1 if path pe P, transponts a signal of technology 7€ T in the final solution
/7 - ) "y & foh
r 10 otherwise
H 1 if equipmentshelter is necessary at locationie N
' 0 otherwise
W' = communication flow through path pe P, fortechnology re T
O7 = communication flow through a switch located at node 7 from technology 7 to
,I
R’ i1 if multiplexer for technology 7€ T isinstalledat nodere N
' 10 otherwise
¢ J'I if a switch from technology 7 to technology 1/ is installed at node fe N
v 10 otherwise
¢ = signal delay accumulated up to node 7€ N . for technology 7€ T . before

entering multiplexers or switchers located at 7

28

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




The following is the mathematical model that represents the ASP:

(IP1)  Min
Z(",’IX," + Z.\‘”Y,’ +Zh,H, +Z(r'R;’ A }4 Z.‘,”'S:" (3.8}
r 7 (r k£ Y » A\ "\
. ¥t T e T et
St
dem,  ifr=1lieK,
dWi— YW+ Y0 - Y0"={-DEM ifr=1.i=roo Vie N.1eT (3.9)
P P feTiir) reTAr! l .
PRCEE pReTR |0 otherwise
Da/w sw X! Vi(i.j)e E.re T (3.10)
.I"‘xlf,\ nxd
0" <o S Yie N.t.t'eT:r#1” (3.11)
D> X, <MY, Yii.j)e E (3.12)
w
X, <M, Y alZ, Yi(i.jle E.teT (3.13)
4,:/: \ ard
D S <MH, Yie N (3.14
1 Trer
> R <MH, Yie N (3.15)
ol
i A\
i |
’ ~ad [
! ! 1 R i repl ! PR < -
6+ R -M 1- D a7 |<6 Vii.j)e E.1e T (3.16)
N PENI
g +8" —M',“‘l— S ')Sﬁi Vie N.ireT:r=1t" (3.7
& <A . VieT (3.18)
DR+ S Vie N\roorl.re T (3.19)
o N et [
mr
> X <u, Yii. jle E* (3.20)
nl
where
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W .0" .6 are nonnegative real variables

Y .Z.H, R.S" arcbinary variables

wdp-

.t

X, are nonnegative integer vanables

M, are big numbers associated with constraints i

First. we describe the objective function. The first term, Z.‘y ¢, X! . accounts for fibre

fr 16t e
costs, which may depend on the characteristics of each arc and the technology installed. In

r
general. ¢,

=c-d,. te. the pnce s given hy 2 conMant times the length of the arc.
independent of 1. However. if fibre is already available in a trench. the cost should be zero.

The second term. Z‘ . v, Y, . comresponds to the fixed cost of digging a trench to install
t.} d

fibres along arc (i. j)e E . The third term. Z 1 H, . corresponds to the cost of installing a

shelter for equipment at node /. The fourth term. Z,‘ \ (r'R," +£,6 ) is composed of two sub-
e 7

terms. The first corresponds to the cost of installing a multiplexer for technology 1 at node i.
The second forces signal delay to be minimal at each node: otherwise, the delay may assume

the maximum limits dictated by A . The coefficient £ must be as small as possible. 10

prevent it from influencing the network design outcome.  Finallv. the last term.
Z,. v 878 . corresponds to the cost of switchers in the final design.

Constraints (3.9) guarantec a flow balance at cach node in the network. The first two
terms on the left hand side (LHS) are for communication flow along path segments that
transports the same technology signal. The last two terms on the LHS are for communication
flow passing from one technology to another. through switchers. The right hand side (RHS)

represents the flow demand for cach node 7e N

Constraints (3.10) guarantee that there is cnough fibre along edge (7. j) (assigned 10
technology 1) for all communication flow over the paths that use edge (7. 7) and that transpon
stgnal over technology 1. Similarly. constraints (3.11) guarantee that the total communication

flow from technology 7 to technology 17 at node 7 does not exceed the capacity of the switcher.
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Moreover. the constraints enforce no switching communication. if a switcher is not installed at

i (in other words, O =0 if §" =0).

Constraints (3.12) guarantee that fibres will be available only at arcs where digging and
fibre installation are accounted for. ie.. X, >0 for any . only if ¥, =1. Constraints (3.13)
correlate variables X, with variables Z|, : this means that whenever X, >0. there will be at
least one path pe P, :o.de N.o#d using edge (i. j)e E selected (ie.. Z), =1). Although
Z;, variables are not present in the objective function. they are used in constraints (3.16) and

(3.20) to calculate @ vanables and to define the presence of repeaters and multiplexers.

Constraints (3.14) and (3.15) guarantee that switchers and multiplexers will be installed at

node /. only if equipment shelters are also installed at / (in other words. if H, =1).

Variables @ represent the longest delay accumulated so far on signals of technology 7
icaching node j. Constraints (3.16) consider each node i reaching node j through an edge
(i.j). If there is a communication flow from i to j in technology r over a path p that uses edge
(i.j).then Z', =1. Consequently. (3.16) can be reduced to 6/ +6'R/ <6'.and €, must be at

Icast equal to the delay for 7 at node 7 plus any delay incurred by the signal. if a multiplexer for
technology 1 is installed at node 7. Otherwise. if there is no communication flow from 7 10/ in

1. Z,=0.and (3.16) is valid for any @, 20. as long as M, is sufficiently large.

Constraints (3.17) work in a similar fashion. Each communication flow is switched from
1" 10 1 at node j through a switcher of type (r.7)e P. Whenever switchers are installed
(5" =1). constraints (3.17) can be reduced o 8 +37 <6, Also. 8 must be at leat equal
to the delay of the signal in technology 17, which enters node ; and is converted to technology
7. plus the delay incurred in the switching process. given by &' . Otherwise. (3.17) is valid for

any & 20.as long as M, is sufficiently large.
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Constraints (3.18) simply guarantee that no signal entering the roor will violate the

maximum communication delay A .

Constraints (3 19) enforce the presence of either a repeater for technology 1 or a switcher
from 10 1" at node j. if any path recaches node j that has been selected to transport a signal over

technology 1.

The last set of constraints (3.20) imposes a limit on the number of fibres available at each
edge (i.j)e E. This set of constraints can only be written for some edges. where fibres for
leasing are available. Constraints (3.20) are not used for edges that represent the option of

laying optical fibre.

The above formulation details the constraints discussed in Section 2.3, A summany is

provided below:

® the presence of mandatory and non-mandatory nodes 1s handled by the flow balance
constraints (3.9). as a non-mandatory node is not obliged to have any communication

flow traversing it:

e constraints on the distance berween equipment for signal regeneration s covered

implicitly through the path sets P, and constraints (3.19):

o the need 10 limir signal delav caused by using different rvpes of hardware and

protocols is covered by constraints (3.16) to (3.18):

® 1he possibility of carrving signals of different protocols in parallel 1s handled by the

model. because no constraint forces only one protocol on an output line: and

e the oprion of either laving or leasing optical fibres is considered by creating parallel
ares representing fibre avatlable to lease by setung their v equal to leasing costs and
by using constraints (3.20) 1o limit the number of optical fibres available for the links.

Constraints (3.20) are not used for arcs that represent the option of layving optical fibre.

')
19
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3.2 Solution Methodology

Due to its complexity. we divide the Alberta SuperNet problem into simpler sub-problems: the
Nerwork Design with Repeaters (NDwWR) and the Nerwork Loading and Technology Selection
(NLTS) problems. We then solve them in sequence to obtain a feasible solution to the ASP.
Soiving the NDwR involves solving a sub-problem called the Constrained Shortest Path with

Resource Regeneration Problem (CSPwWRRP).

Chapter 4 describes the CSPWRRP. which deals with finding a minimum cost path and
repeater locations, while respecting the maximum constraint on distance given by A . A label

correcting algorithm 1< proposed to solve the problem.

For the NDwR. described in detail in Chapter S. we first deal with the problem of locating
equipment and selecting which arcs to place fibre along. while accounting for the constraint on
distance between equipment for signal regeneration.  An integer programming model is
formulated. in which three sets of vanables are presented. The first two sets describe
cquipment and fibre installation: the last set represents communication tlow paths with
associated equipment installation patterns.  Each path/repeater pattern is guaranteed to respect
the distance between cquipment constramts. This fast set of variables grows exponentialiy.
according to the size of the network. and therefore. a complete list is impractical. Instead. a
Dantzig-Wolfe decomposition scheme s used. listing necessary variables and obtaining the
optimal solution to the relaxed version of the IP model. Two heunistics are presented to solve

the NDwR. with computational performance evaluated at the end.

The NLTS. described in detail in Chapter 6. deals with the necessity of limiting signal
delav caused by the usage of different rypes of hardware and protocols. and the possibility of
carrving signals of different protocols in parallel: it is an extension 10 the branch of network
design called the Nenwork Loading Problem (NLP). In this second sub-problem, we present a
mathematical formulation and describe a tabu search algorithm to solve the NLTS problem.
NLTS assumes that hardware installation 1s mandatory at the nodes. and theretfore. a simphitied

eraph can be generated using the solution presented by the NDwR,

Finallv. in Chapter 7. we conclude this dissertation and present ideas for future work

imvolving NDwR and NLTS to solve the ASP.

33
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4 Constrained Shortest Path with
Resource Regeneration Problem

(CSPwRRP)

4.1 Introduction

In this chapter we consider the simplest version of the network design problem. where only
two nodes are to be connected. and the signal must be regenerated.  Although simple. this
problem has not been identified 1n the rescarch fiterature. The probiem is to find a minimum
cost path between two nodes, while respecting a constraint on the maximum distance between
repeaters. We call it the Constrained Shortest Path with Resource Regeneration Problem
(CSPWRRP). This problem appears primanily in telecommunication nctwork design contexts.
where a signal sent from an origin 10 a destination must be regenerated every A units of
distance to continue its travel.  Another application of the CSPwWRRP may occur in
transportation contexts. where cither a vehicle needs to be refuelled given a limited autonomy.

or certain services must be provided to the transported commodities after some travel time.

Regencration per se is often disregarded in the telecommunication and transportation
science hterature. We identified only two articles that consider the recharge of resources:
Kuby and Lim (2003); and Bapna. Thakur. and Nair (2002). The former considers the
problem of optimally locating altiernative-fuel stations.  The latter models the dynamics
imvolved in changing from leaded to unleaded fuel at gas stations. However. these articles
simplify the CSPwWRR problem. Despite the lack of references to the regencration problem.
the Constrained Shortest Path Problem (CSPP). has been extensively researched and s a
special case of the CSPwWRR problem.  The CSPP finds the least-cost path between two
specified nodes. such that the total length is less than A (a2 more general deseription can be
found in Dumitrescu and Boland 2003, among others). The CSPP problem is NP-hard (Garey
and Johnson 1979, p. 214, but can be solved in pscudo-polvnomial time. according to
Dumitrescu and Boland (2003).  Consequently. the CSPWRRP is also NP-hard. but can be

solved in pseudo-polynomial time. as we will present later on.
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The major approaches to the algonthms developed for the CSPP are based on dyvnamic
programming (Joksch 1966). These algonthms were supplanted more recently by vertex-
labelling algorithms (Aneja. Aggarwal. and Nair 1983, Dumitrescu and Boland 2003). branch-
and-bound algorithms using a Lagrangian-based bound (Beasley and Chnistofides 1989). and a
Lagrangian relaxation coupled with K-shortest path enumeration algorithms (Handler and
Zang 1980). Most recently. Dumitrescu and Boland (2003) presented a vertex-labelling
algorithm with several pre-processing techniques. which efficiently solves the CSPP. Carlyle
and Wood (2003) devise an algorithm based on Lagrangian Relaxation and compare it to
Dumitrescu and Boland (2003). obtaining faster results for the smallest of the test sets. These
are the major trends for solving the CSPP. and the reason that we based our algorithm on the

vertex-labelling algonithms.

Let us now formally define CSPWRRP. In an undirccted network G =(N_.E) with n= l/\i
nodes and m=|E| edges. repeater housing costs A, are defined for cach node ie N: edge
length d, and trenching cost ¢, are defined for each edge (i.j)e E . with d, <A finally. we
define an origin node o€ N | a destination node de€ N. and a maximum distance between
repeaters A . The CSPwWRRP then searches for a path p from o to d and for a repeater node <et
rc N\ {o. d} with nodes in p that minimizes edge and repeater installation costs. while
respecting the constraints on the maximum distance between repeaters. One can casily notice
that the CSPP is a special case of the CSPwWRR problem by simply using /7, == forall ie N.
Consequently. if the CSPP has no feasible solution. the CSPWRRP (with /1, =0 ) will return
oo as the value of an optimal solution. If CSPP is infeasible. then no o-d path has length <A |
but there may be some sub-paths fromitoj (1. je Niizoor j#d ) that have lengths S A (e,
CSPwWRRP (with h, <o) might still be feasible. Theretore. the infeasibility of CSPP does not

imply infeasibility of CSPWRRP. However. the opposite is true.

A path in the network is a sequence of nodes P = {i(,.i, ..... i,_} such that (i, ./, )e E forall
k=1....p. Insome instances. P will be considered a set of arcs instead. depending on the
context of the formulation. A repeater pattern R C P\{i(,.il,} can be associated with a given

path P. representing repeaters installed along P that provide signal regeneration at nodes in R,

%)
'
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In that case. path P 1s composed of |R{ +1 sub-paths P . ¢ =O...‘.|R, . with P, being the sub-
path from origin node o to the first repeater node in path P. P, being the sub-path from the
first repeater node in P to the second repeater node in P. and so on. The last sub-path. P, . is

the segment from the last repeater in P to the destination node 4. If R is empty. then by

convention P,= P.

Two criteria are evaluated in the CSPWRRP context: the lengrh of a path, and the cost of a

path with associated repeater installations. We denote f(P.R)= Zc” +Zh, as the total

{(r. e P » R

cost of implementing path P combined with repeater pattemn R. and g{P)j= Za’” as the totai
(r. e P

length of path P. We similarly define those functions for sub-paths. with (P )= Z( as

kP

the total cost of implementing sub-path P and g(P )= Zd” as the total length of sub-path
(K P

r.

Given these definitions. a path P combined with a repeater pattern R (path/repearer
pattern P and R) is considered feasible if cach sub-path P, € P has a total length g(P, )< A.
If we were able to enumerate all feasible paths/repeater patterns P and R connecting o and 4.
an optimal solution to the CSPwWRRP would be one for which f(P.R) is minimal. However.
as the number of paths grows exponentially with the graph size. cnumerating all possible

paths/repeater patterns becomes undesirable for large graphs.

A lower bound to the CSPwWRRP can be obtained by solving the mintmum cost path
problem over G and disregarding the distance constraints, obtaining a path 27, It ¢(P )< AL
then P* with no repeaters is the optimal solution to the CSPwWRR problem. If ¢(P’)> A . then

P’ with no repeaters is a lower bound to the CSPwWRRP.

An upper bound can be obtained using R = P'\{o.d}. However. this upper bound may

be poor. especially if link lengths on P” are short or repeaters costs along P are expensive.
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Although 1t 1s possible to improve this upper bound by dropping some of the repeaten.

additional effort is required to guarantee feasibility,

To illustrate the CSPWRRP problem. we refer to example G in Figure 4-1. Our goal is to

go from node 1 to node 6. using A =70 and the simplifying assumption that ¢, =d,, .

!

A=70 h. = 500 hy =600

30 , 25 @

h, =150 h =100

Figure 3-1: Graph G

With ¢, =d, . the shortest path from 1 to 6 is also the minimum cost path from 1 1o 6.
Therefore P= J1.2.4.6} with f(P.D) and g(P) equal 10 75. As 2(P)2 A . P is infeasible for
the example in Figure 4-1. and a lower bound of 175 can be obtained by adding g(P) to the
smallest repeater housing cost in G, /i, =100 (as fl 071- IQ|= 1. only one repeater is
necessary). To render P feasible. a repeater can be installed either at node 2 or at node 4. As
h. > h, . the best repeater pattern for P ={1.2.4.6} is R= {2}. with a total cost of 575. Another
feasible path/repeater pattern solution would be P ={1.2.3.2.4.6}. R=1{3} and f(P.R)=235.
Complete enumeration vields the best path/repeater pattern: P = {l.2.4.5.4_6}. R={5} and
F(P.R)=185. Note that node 4 appears twice in the path. In general. optimal paths are not
limited to simple paths. However. as all costs are assumed posttive, the formation of an
infinite cycle in the final solution is avoided. and cach cyvcle will appear only once along the
optimal path. First. we prove that a cycle only appears if a repeater is installed in one of the

nodes inside the cyvcle. This proof can be extended for cveles with more than 2 nodes. as long

37
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as one realizes that the repeater must be located exactly in the middle of the cycle. Otherwise

the solution would be sub-optimal.

Proposition 1: If an optimal path/repeater pattern P and R has a ovele . 7.il. j must have
P P pe P ) veJj-iy.}

arepeater (i.e.. j€ R).

Proof: Let P=lo.....r.....i.j.i.....r,.....d} be the optimal path for the CSPWRRP from
origin node o€ N to destination node de N defined in G. and nodes r, and r, have
repeaters installed forming sub-path P, ={r,.....i.j.i.....r,‘,} (t 1s an integer between 1 and

}R}—l ). Let us also assume that ¢, =¢, >0. Sub-path P, is feasible. i.e.. g{F,}< A . and has

14

the cost
fR)= i, v, + fllir,})
However. sub-path P'= {ro ... r,‘,} is also feasible and has the cost
FR)= 1 Qe+ f i DS F(R).
Consequently, there must be a feasible path/repcater pattern
P=lo...r... feceoiye.od} and R in G with a total cost smaller than or equal to P and R.

contradicting the fact that P and R is an optimal path/repeater pattern. Hence. if an optimal

path P contains a cycle {i. j.i}. node j must contain a repeater. B

This proof can be extended for cases where 7, is replaced by 0. and r,,, is replaced by d.

Now._ we prove that an infinite cvcle is prevented if costs are strictly positive.

Proposition 2: If an optimal path/repeater pattern P and R has a cycle {i.j.i}. this cycle

appeais only once in P.

Proof: Let P ={o.....i.r, = jueeooidnt,,, = jui.....d} be the optimal path for the CSPWRRP

in G. where cycle {i. j.i} appears twice. We know from proposition 1 that node j must contain

a repeater. and therefore. we have a sub-path P = {r=ji...ir

1+

= j}. and we know that

')
~
o]
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fPR)= flowrin o D+ 7P+, + £l d bl ser, ).
However. one can sce that path P =(o.....i.r, = j.i.....d ) is also feasible with the cost
FPR)= fQowr Mrr Dan + flred e rg I< £(P.R).

contradicting the optimality of P and R. Therefore. if an optimal path P contains a cycle

{i. j.i}. this cyvcle cannot appear more than once in P. B

4.2 Integer Programming formulation

To represent the CSPWRR problem as an Integer Programming (IP) model. the undirected
graph G =(N.E) must be transformed into a directed graph H =(N.A). Each arc (i.j)e A
represents the optimal CSPP solution going from node i/ to node j in G. with i #d and jzo.
because CSPWRRP solutions only leave the origin node o and only arrive at destination node
d. Consequently. A ={(i. j):3a CSPP solution from i to j. with i # d and j#o}. Traversal cost
p, and length [, are defined for each arc (i. j)e A. which correspond to the CSPP path cost
and length. respectively. According to Dumitrescu and Boland (2003). the CSPP can be
solved by a label-setting algorithm with a computational complexity O(]E[A). if appropnate
data structures are used. and there are no zero cost values in G. Consequently. the algorithm
that transforms G into H has the complexity O(JN”EIA). Figure 4-2 presents the equivalent

graph H for the example in Figure 4-1.
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Figure 3-2: Graph H for the example in Figure 4-1

The following IP problem defined on graph H solves the CSPwRRP for graph G:

JP1)  Min

Zl’”x” + Zh, Ay

{r. ¥ 1A " N\ (4.01)
S.t.

[ 1 fi=o

Yok, - Dx, =41 ifi=d Yie N (4.02)
frope A [NE 2 () O.W.
v <y Yie N\{o.d}.V(i.j)e A (4.03)

i ot

x, and v, arc binary variables

Variables v, are equal to 1. if an arc (i, j)e A is part of the minimum cost path with
repeaters from o to d. O otherwise. Varnables v, are equal to 1. if a repeater is installed at node

1€ N .0 otherwise.

Constraints (4.02) cuarantee a flow balance at cach node of the network, assuring that

there 1s a continuous path from o to d. if the graph contains a feasible path.

10

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




In the formulation above. constraints (4.03) force the installation of repeaters at cach node
of a path on H connecting o to d. One may argue that placing a repeater at evens node in a
path in H is sub-optimal: but we demonstrate that this i1s not so. We start by venifving that a
given path P. where repeaters are installed in every node on the path in H. is a feasible path in
G. As arcs in A represent constrained shortest paths that respect the distance constraint of A .
placing repeaters at all nodes on the path guarantees that no path segment between a pair of
adjacent repeaters will be longer than A . Now. we prove that the <olution provided by IP]

would not place a repeater in the optimal path solution unnecessarily.
Proposition 3:1If x, =1 and jzd.then v =1.

Proof: Let P={o.....i. j-k.....d} in H be the optimal path for the CSPwRRP from ongin
node o€ N to destination node de N . ic.. P is the minimum cost path in H with a total
distance between repeaters smaller than or equal 1o A. Assume that P has no repeater
insalled at node j. This means that [, +/, <A . and in this case. there must be an arc (i.k) in
H with a total cost p, < p, +p,. Consequently. there must be a path P'=(o.....ik.....d) in
H with a total cost smaller than or cqual to P. contradicting the fact that P is optimal. Thus, if

x,=tand j#zd.then vy =1. =&

"
Proposition 3. therefore. guaranices that IP1 formulates CSPWRRP correctly.

4.3 Algorithms Proposed

In this section. we propose three algonthms to solve the CSPwRRP. one based on graph
cxpansion and two using a label-correcting algorithm.  The first algonithm (Section 4.3.1)
extends the graph transformation that we presented previously for the IP formulation of the
CSPwRRP. The second algorithm (Section 4.3.2) uses a label-correcting algorithm on the
original network that maintains Pareto optimal solutions, while considening the repeaters in the
nctwork. The third algorithm (Section 4.3.3.) uses a label-correcting algorithm combined with
a merge-sort structure that improves the theoretical computational complexity of the

algorithm.

41
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4.3.1 CSPP-based Algorithm

The first algorithm expands H =(N.A) by splitting each node ie N \{o.d} into two nodes.
i"and{”. creating an equivalent graph H’'=(N".A’). with [N]=2{NV|-2 nodes and
|AT=|A]+|N|-2 arcs. Arcset A’ is composed of five distinguishable sets of arcs. The first
set is formed by all arcs leaving the origin nodeoe€ N : each arc (0. j)€ A has an equivalent
arc (0.j")e A". The second set is formed by all arcs reaching the destination node de N.
where each arc (i.d)e A has an equivalent arc (i'.d) in A”. The third set is formed by all
other arcs {i.j)e A where i #d and j # 0. with arc (/. j*) defined in A”. The fourth set of
arcs in A’ represents the cost of installing a repeater at node ie N\{o.d}. Anarc (i.i”) is
defined in A" with a length of zero and a cost of h, associated to it. Finally. the last is the set
of arc (0.d ). if this arc is in A. Hence.

N ={odiu | i

€ N=loud]
and

A ={(0.j):(0. j)e A}O{i".d):(i.d)e A}O{i".j):(i.j)e Aizo.jzd}u
{(".i"):ie N-{o.d}}o{(o.d):(0.d)e A}

The transformation from H to H’ has a complexity of O(JA|+!N|).

Figure 4-3 shows the equivalent graph H’ for the example presented in Figure 4-2. where

arcs in bold correspond to the fourth set defined in A”.
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Figure 4-3: Graph H’ for the example from Figure 4-1

Once graph H' is obtained. we solve the minimum cost path problem in H” to obtain the
final solution to the CSPWRRP. This last step can be done using the Dijkstra algorithm, which
has a complexity of OA]+]N]log/N7). if implemented with the Fibonacei Heap (Ahuja ef al.
1993, p. 122). Consequently. the overall complexity of the CSPP-based algorithm can be

calculated as

O(N[E|A +|A7+|Nlog]N )= O(N]E|A).

4.3.2 Label-Correcting Algorithm

The second proposed algonthm is based on a label-correcting algorithm. with a set of labels
defined for cach node.  Each label for node & in N. (H, 4. f . pred _ pir ). represents a
different path from node o to node 7 and is composed of 4 attributes: H, represents repeater
installation (H, =1) or not (H, =0) at node iz 4, is the total distance from the last repeater to
node 1 (it H, =1.then 4 =0): f is the total cost of implementing this path from o to /.
respecting A and including the repeater installation at i; and  pred _ prr, s a pointer to the

label predecessor to this label.
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Definition: We say that a label (H'.A°. f7. pred _ptr’) is dominated by another label
(Hf./l/'. frpred _ [7"‘/'). if A7>AT and f)2f7 or 27247 and 17> 7. Inthis case. we say
that (H AL prt’d_plr}') dominates (H “AL S pred _ _mrl'). Moreover. we «av that a
label (H:./i,'. fl.pred _plr,') is nondominated. if no other label (H "ALfl pred _prr’)

dominates it.

During the algonthm™s run. it maintains a set of non-dominated labels T') for cach node
J€ N and a hst SE (scan eligible) of labels with the potential to improve the labels of at least
one another node. At each iteration of the algonthm, a label called currens label is remoned
from the SE list. This current label can be selected by following the First-In First-Qut (FIFQ)
rule. Initially. the source label is defined as the current label. Durning the scanning process of
the current node. the temporary labels of all successor nodes of the current node are calculated.
As the algorithm progresses. the set of lubel T of cach successor node j of the current node
1s updated so that T, contains only non-dominated labels. The cardinality of ') may decrease
or increase as the algonithm proceeds. If a temporary label enters a given I L it is inserted into
the SE hist. The algonthm terminates once an iteration is completed and the SE list is empty.
Upon the termination. the set T, contains the labels that denote all non-dominated optimal

paths from the source node o to node j. The pseudocode of the algorithm is given in Table 3-1.

[{0.00.2); if j=o

Step0: T = : SE = {(0.(0.0.0.2))}
l D AR

1

Step 1:

while SE 20 do

{  choose a current pair node and label (i' Jr)= (i (H A f cpred _pir ) from SE
SE=SE-§ .7
for all i .j)e E do // the scanning process
{ if j=d or i, = then Q:=1{0]

else Q:=1{0.1}
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{ if £ +d. <A then
forall H, € Q do
i if 7 =1then A:=0:e¢ise /:.I=/?.:+(i,./
f,=hH, +C + f
x,=(H A .f . pred_pir)
delete all (H'. 27, . pred _ pir’)e T, dominated by 7,
if 7, is not dominated by any label in T, . then

insert 7, in I', and (j.)!’/) in SE

Table $-1: Label-correcting algorithm to solve the CSPwRRP

The tteration process of the algonthm. when applicd to the numcrical cxample in Figure

4-1.1s summanzed as follows:

Initial stage:
I, :={(0.00.02)} : SE={1.(0.0.0.9))]
r: =]—'l=r:‘=r< =r(‘ =0

At the end of iteration 1:

i AH 21 pred _ pir = (1.(0.0.0.2)

I ={(1.(0.0.0.2))

I, = {(1.0.520.(1.(0.0.0.2))).(0.20.20.(1.(0.0.0.2 )}
M =r=r=r=0

SE ={(2.(0.20.20.(1.(0.0.0.2)).(2.(1.0.520.(1.(0.0.0.2 )}
At the end of iteration 2

45
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(& 1 pred _pir’ ))=(2.(0.20.20.01.(0.0.0.2)))

I, ={(1.(0.0.0.9))}

I, = {(1.0.520.0.(0.0.0.2))).£0.20.20.(1.{0.0.0.2)))}

I, ={(1.0.175.(2.(0.20.20. _))).(0.25.25.(2.(0.20.20. _)))}

I, ={(1.0.650.(0.20.20. _)).(0.50.50.(0.20.20._))}

Ir.=r,=0

SE ={(2.(1.0.520._)).(3.(0.25.20. _)).(3.(1.0.175. _)).(4.(0.50.50. _)).(4.(1.0.650._))}

After 18 iterations. we get:

(7.2 £7 . pred _ pir))=(6.(030185._))

T, ={1.(0.0.0.2))}

I, = {(1.0.520.(1.(0.0.0.92))).(0.5.180. (3. (1.0.1 75. _))).{0.20.20.(1.(0.0.0.2)))}
)

I, ={(1.0.175.(2.(0.20.20. _))).(0.25.25.(2.(0.20.20._))}

I, ={(1.0.650.(2.(0.20.20. _))).(0.5.160.(5.(1.0.155. _))).(0.50.50.(2.(0.20.20. _)))}
I; = {(1.0.155.(4.(0.50.50. _))).(0.55.55.(4.(0.20.20. _ )}

I, ={(0.25.675.(4.(1.0.650. _))).(0.30.185.(4.(0.5.160. _)))}

SE=Q

The algorithm stops and the optimal label for node 6. with respect to the total cost. is

(0.30.185.(4.(0.5.160. _))). representing an optimal path 0-1-2-4-5-4-6. with a repeater in node
5 and a total cost of 185. The optimal label path for node 2 is given by (0.20.20.(1.(1.0.0._))).
as it has the smallest cost of the other labels of node 2 in T, All other optimal label paths can
be similarly obtained: notice that the T, "s are ordered in increasing 4 values and decreasing
f( ) values. Consequently. the optimal label for cach node j is given by the last label in cach

I',. This second algorithm has a complexity of ()(]N[:A: )

36
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4.3.3 Merge Label-Correcting Algorithm

The third algorithm is a modification of the one presented in Section 4.3.2. This algorithm
maintains a set of non-dominated labels for each node j€ N. However. instead of
maintaining a Scan Eligible (SE) list of labels. it maintains a SE list of nodes that have the
potential to improve the labels of at least one other node. This idea is based on the algorithm
presented by Brumbaugh-Smith and Shier (1989) for the bicniterion shortest path problem. a
simplified version of the CSPP. At the initialization step. only the source node is inserted in

the SE list. The labelling process moves forward from the source to all other nodes.

At each iteration. a node 7 is removed from the SE list and becomes the current node for a
label scanning process. In our implementation. we follow the First-In First-Out (FIFO) rule.

although other implementations could have been used (see Brumbaugh-Smith and Shier 1989).

During the scanning process of the current label. a temporary set of labels T', i created for

ni,
each node j. which is a successor of 7 and uses all labels present in T as starting points. A

label enters T

temp *

only if there is no element inside T that dominates the label. Moreover.

temp

iabels in T that are dominated by this candidate label are automatically eliminated from

femp

r At the end. T

temp * temp

contains all non-dominated labels for node ; that can be calculated

from T,. After obtaining T’ . the algorithm applics the process Mcrgc(r, 5 - ) described
in  Brumbaugh-Smith and Shier (1989). which has a computational complexity  of
O(jr,|+|r,,,,,,,,|). Both I and T, =~ are ordered according to the first criteria. as required by
the Merge algorithm. The pscudo-code of the Merge Label-Correcting Algonthm is provided

in Table 4-2.

. SE = -{v}

Slep 0: r = {{(O’O’ng)} if J =0

a %) o.w.

Step 1:

while SE 2O do

{ choose acurrent node i from SE
SE=SE-i

for all (lj)e E do // the scanning process

47
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{ r =0

remp

for all labels (l'..ft = (H,/;] pred _ ptr’ ))G I' do

{ if j=d or h, = then Q:={0]
else Q:={0.1}
{ if 4 +d. <A then

forall H € Q do
{ If H =1then 4, =0:che 4, =4 +d .
fi=hH +c. +f
T, = (Hl,./i,.f].pr(’d_ ptr, )
delete all (H:./lj.f,'. pred _ pir,')e I, dominated by 7,
if 7, 1s not dominated by any labelin ' . then

insert 7, in T

Temp

}

r: = MCfgC(r, - ryrm/‘ )
if ]‘" # [ then

{ r=r

SE = SE +{j}

Table 4-2: Merge label-correcting algorithm

This third algonthm has total complexity of ()(]N”/\Ilog A ) which is better than the

complexity of the previous two algorithms.

48
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4.4 Computational Results

All computational tests were camed out on a Sun Fire 480R station with four 900 MHz
processors. 16 gigabyvtes of RAM and a Sun Solaris 8.7 operationa! swatem. The algonthims

were coded in C++ and compiled with Sun Forte Developer 7 C++ compiler.

The test networks are equivalent to those in Problem Class 4. defined by Dumitrescu and
Boland (2003) and later used in Carlyle and Wood (2003). These test networks have a grid
structure. with ¢ rows and b columns. and randomly (uniform) generated integer values for
length and costs.  Origin and destination nodes o and d are defined outside the grid: o is
connccted 1o ail nodes in the leftmost column. and ¢ is connected 1o aii nodes in the rightmost
column of the gnid through edges with zero length and zero cost. The adjacency degree ady
dictates the number of pairs of edges adjacent to each node. When adj = 2. each node w inside
the grid is connected by edges to its four adjacent nodes (left. up. nght and down, whenever
possible). with length and cost values selected from [10. 30] for vertical edges and horizontal
edges. This produces the test network described by Dumitrescu and Boland (2003). When adj
= 3. we add two more edges with length and cost values sclected from [10. 30]. diagonally.
from upper left to lower night. When adj = 4. we add two more edges with length and cost
values selected from [10. 30]. diagonally. from upper night to lower left. In Figure 4-4 we
present the test networks that we generated using ¢ = 3. b = 4. and the three possible values of
adj. Table 4-3 summarnizes all tests for the three algonthms. Each row contains computational
results for 50 instances for cach a, b, adj. and A value and for ¢ and b between 10 and 50.
Table 4-3 expands the test set sizes for the last two algorithms, as their computational time was
relatively low. compared to the CSPP-based algorithm. for ¢ and A between 60 and 100. The

sizes of the graphs are summarized by the number of nodes ]'\] and the number of edges ]F| .

19
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adj = adj =3

adj = 4

Figure 4-4: Examples of different adj values
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CSPP-based Labeit-Correcting Merge L -C.

Time (sec) Time (sec) Time (sec)

8 b adf A INL IE] avg stdev avg stdev avg stoev
10 10 2 50 102 180 01 00 00 00 00 co0
70 12 180 01 co 00 00 X} oC
90 102 180 01 0.0 co 00 o0 0.0
11C 182 8¢ c* oo} (o] joxe] k] [vx]
3 50 102 261 01 00 00 00 00 0C
70 102 261 01 00 0.0 00 00 0.0
90 102 261 o1 00 foRs] ce c ce
110 102 261 02 00 00 00 00 00
4 50 102 342 01 00 0.0 00 00 00
70 102 342 01 00 00 0.0 0.0 0.0
90 102 342 0.2 00 00 00 00 00
110 102 342 02 00 00 00 00 00
20 20 2 S50 402 760 09 0.0 00 0.0 0.0 00
70 402 760 0.9 0.0 0.0 00 00 0.0
90 402 760 1.0 0.0 00 0.0 0.0 0.0
110 402 760 11 00 00 0.0 00 00
3 50 402 1121 09 00 0.0 00 00 00
70 402 1121 10 00 0.0 00 0.0 oo
90 402 1121 12 0.0 0.0 00 00 0.0
110 402 1121 14 [sX0] Qe ce ce 0
4 50 402 1482 10 0.0 0.0 00 0.0 00
70 402 1482 1.2 00 C.0 00 co 0.0

90 402 1482 15 0.0 0.0 00 00 00
110 402 1482 19 0.1 00 00 00 00
30 30 2 50 902 1740 34 0.0 0.0 00 00 0.0
70 902 1740 36 Q.0 00 00 00 00
90 902 1740 38 00 0.0 00 00 00
110 902 1740 41 00 00 00 00 00
3 50 902 2581 35 00 00 00 0o 00
70 902 2581 39 00 00 00 00 00
90 902 2581 43 00 00 0.0 00 00
110 902 2581 48 01 00 00 00 00
4 50 902 3422 38 0.0 00 00 [o]s] [eX¢]
70 902 3422 44 0.0 00 0.0 00 00
90 902 3422 52 0.0 0.0 0.0 oo 00
110 902 3422 63 01 00 00 00 00
40 40 2 50 1602 3120 9.7 0.0 00 00 00 00
70 1602 3120 10.1 0.0 00 00 00 00
90 1602 3120 106 (o) ¢] 00 00 00 0o
1101602 3120 112 01 00 00 00 00
3 50 1602 4641 10.0 00 00 00 00 00
70 1602 4641 10.7 0.1 00 00 00 00

90 1602 4641 11.6 0.1 0.1 00 0.1 00
110 1602 4641 128 01 01 00 01 00
4 50 1602 6162 105 00 co [o)¢] 00 00
70 1602 6162 118 01 01 0.0 01 00
90 1602 6162 134 0.1 01 c0 01 00
110 1602 6162 158 01 01 00 01 00
50 50 2 50 2502 4900 226 01 01 00 01 00
70 2502 22300 222 o] o3} ce H [oR¢]

90 2502 4900 238 01 o1 00 01 00
110 2502 49300 247 01 01 00 01 00
3 50 2502 7301 231 01 0.1 00 01 00
70 2502 7301 241 01 01 0o 01 00
90 2502 7301 254 01 01 (o] ¢] 01 00
110 2502 7301 273 01 01 00 01 00
4 50 2502 9702 239 02 c1 00 01 00
70 2502 9702 257 01 01 00 01 00
90 2502 9702 284 02 01 00 01 00
110 2502 9702 323 03 02 Co 01 00

Table 4-3: Computational time averages and standard deviations for S0 runs per row

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




Labei-Correcting Merge L -C.

Time (sec) Time (sec)

3 b adi A IN] {EL avq stdev avg stdev
€0 6 2 S 362 708G cH [exe} [ a0
70 3602 708C 01 00 0.1 oo
90 3602 7080 01 00 01 00
116 3602 7080 01 00 01 co
3 50 3602 10561 01 00 01 oo
7 3602 10561 C.1 o 01 00
90 3602 10561 02 0.0 01 (o) 0]
110 3602 10561 02 00 0.2 00
4 50 3602 14042 o1 co o1 0.0
70 3602 14042 02 [sR1] 01 o))
90 3602 14042 0.2 [eX0] g2 jeX0]
110 3602 14042 02 00 02 00
70 70 2 50 4902 9660 02 0.0 01 (eX0]
70 4902 9660 02 0.0 02 a0
90 4902 96€0 02 o 4] 0.2 cs
110 4902 9660 03 00 02 00
3 50 4902 14421 0.2 0.0 01 o 0]
70 4902 14421 02 0o 02 0.0
90 4902 14427 c3 co 0.2 o]
110 4902 14421 03 00 02 00
4 50 4902 19182 02 0.0 g2 0.0
70 4902 19182 0.3 0.0 0.2 0.0
90 4902 19182 03 Q0 Q.2 00
110 4902 19182 03 00 02 00
80 80 2 50 6402 12640 02 0.0 0.2 0.0
70 6402 12640 0.2 0.0 0.2 (o) 0]
90 6402 12640 03 00 03 00
110 6402 12640 03 00 03 00
3 50 6402 18881 c2 00 0.2 00
70 6402 18881 03 00 0.2 0.0

90 6402 18881 03 0.0 03 0.0
110 6402 18881 0.3 0.0 0.3 00
4 50 6402 25122 0.2 0.0 0.2 00
70 6402 25122 03 00 03 0.0

90 6402 25122 03 0.0 03 00
110 6402 25122 04 00 03 00
80 90 2 50 8102 16020 03 00 0.3 [eX¢]
70 8102 16020 04 0.0 03 00
90 8102 16020 04 00 03 00
110 8102 16020 05 00 04 00
3 50 8102 23941 03 00 03 00
70 8102 23941 04 0.0 03 0.0

90 8102 23941 05 0.0 04 0.0
110 8102 23941 05 00 04 00

4 50 8102 31862 03 00 03 00
70 8102 31862 04 0.0 03 00

90 8102 31882 05 00 04 (o} ¢]
110 B102 31862 05 00 04 00
100 100 2 50 10002 19800 05 00 03 00
70 10002 19800 06 00 04 o0
90 10002 19800 06 00 05 00
110 10002 19800 07 00 05 00

3 50 10002 29601 05 oo 03 00
70 10002 29601 06 0o 04 [oX0]

90 10002 296C1 06 0.0 05 00
110 10002 29601 07 00 05 00

4 50 10002 39402 05 o0 03 co
70 10002 39402 06 00 04 0.0

S0 10002 3%402 06 0o 05 00
110 10002 39402 07 00 05 00

Table 4-3: Computational time averages and standard deviations for 50 runs per row

*N
I
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Figure 4-5. Figure 4-6. and Figure 4-7 show the computational time required for each

algonthm. according to the number of nodes in cach problem. Although the CSPP-based

algorithm was not used to solve

N|>2502. all three figures present the same range for |N|

to facilitate comparison. The CSPP-based algorithm is the slowest of the three algorithms. To
facilitate comparison between the label-correcting and the merge label-correcting algorithms.,
the y-axis in Figure 4-6 and Figure 4-7 are similar. The merge label-correcting algorithm is
faster than the label-correcting algorithm. Morcover. it seems that the computational times for
the merge labelcorrecting algorithm increase hinearly with the number of nodes of the

network.

Computational Time for CSPP-based Algorithm

30.00
25.00
~ 2000 L e A=50
[
e A=70
< 1500
2 - - - =A=90
= 10.00 A=110
5.00
0.00

0 2000 4000 6000 8000 10000 12000
NI

Figure 4-5: Computational time for CSPP-based algorithm
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Computational Time for Label-Correcting Algorithm
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Figure 4-6: Computational time for label-correcting algorithm

Computational Time for Merge L.-C. Algorithm
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Figure 4-7: Computational time for merge l.-c. algorithm

Figure 4-8. Figure 4-9. and Figure 4-10. show computational time as a function of A.

can observe that the computational time for all algorithms increases with A
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Computation Time for CSPP-based Algorithm
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Figure 4-8: Computational time for CSPP-based algorithm ( A in x-axis)
Computation Time for Label-Correcting Algorithm
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Figure 4-9: Computational time for label-correcting aleorithm ( A in x-axis)
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Computation Time for Merge L.-C. Algorithm

0.80 -

070 |

060 —--—--N=402
g 050 L e NI = 1602
< 040 / ——— N =3602
’.§-0'30 R - = « =N =6402

0.20 cemmmmTTTT N| = 10002

0.10

0.00 L T

40 60 80 100 120

Figure 4-16: Computational time for merge L-c. algorithm ( A in x-axis)

To characterize the computational time for cach algonithm. we applied a regression model.
where the estimated time 1s equal to a'(]N}ﬁX/\"’). We also minimized the sum of squared
errors. while fitting values of . B.and y. For the CSPP-based algorithm. the best fit was
given by 107 '"(]Nl"ml/\"m). with a R° =0.86. For the label<correcting algorithm. the best
fit was given by 4.52x10"(|N|' 7 XA”"‘). witha R* =0.98. Finally. for the merge label-
correcting algorithm. the best fit was given by 7.05x10 -QNI' :IXAM- ) witha R” =0.9%8.
These results are similar to our estimated algonthm complexities: namely ()(J,’\’”El A) for the

A]) for the third

first algorithm., ()Q/\'I:A:) for the second algonthm. and ()QN”Allog

algorithm.

A sample problem solved by the above algorithms is provided in Figure 3-11. and s
constructed witha = 5. b = 5 adj=2and A =114. For this example, I\I =27 and IFI =50.
The ~olution obtained by both the CSPP-based and the label-correcting algorithm s
p=10.2.7.8.9.8.13.14.15.20.19_ 24. 26}. with an associated repeater pattern r = 19.13.20}.
and a total cost of implementation of 1822 units. The first sub-path has a 10tal length of 104,

the second sub-path has a total length of 97, and the last sub-path has a total length of 98,
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Below. we have an example of a T-junction. where the signal will enter and leave the node by

the same edge.

o Lt -9 c9
. + 100 0 1-80 " K ' e 1-o8 -
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Figure 3-11: Example of CSPwRR problem

4.5 Conclusions and Comments

In this chapter. we presented and solved the Constrained Shortest Path with Resource
Regeneration Problem (CSPWRRP). It consists of finding a feasible communication path
between two points. while minimizing the cost of traversing edges in the graph and of
installing appropriate repeaters to render the path distance feasible, with segments between

origin. destination and repeaters shorter than A .

We presented three algorithms: one using the Constrained Shortest Path Problem (CSPP)

as a sub-problem for the resolution of the CSPwWRRP. and the other two using a label-
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correcting algorithm. The overall complexities were estimated as O(N|E|A) for the first
algorithm (Section 4.3.1). O(jNIZA:) for the second algorithm (Section 4.3.2). and

OGN”AiloglAi) for the third algorithm (Section 4.3.3). In our computational experiments. the

third algorithm outperformed the other two algorithms. as one can observe from Table 4-3 and
Table 4-4 in Section 4.4. Moreover. from the results presented in Figure 4-6 and Figure 4-7
and from the values obtained by the regression models, we can conclude that both the label-
correcting algorithms (Sections 4.3.2 and 4.3.3) are promising for solving the CSPwRRP. and

that the merge label-correcting algorithm is the best one.
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5 The Network Design with Resource
Regeneration Problem (NDwRRP)

5.1 Introduction

The problem discussed in this chapter is the design of a network composed of links and points
of regeneration. in which commodities can flow from their origin to their destination and be
regencrated with their maximum travel autonomy. We name this problem the Nerwork Design
wirh Resource Regeneration Problem (NDWRRP).

Applications of the NDwRRP are cncountered in wide area telecommunication network
design and in transportation network design. where refuelling stations are intrinsic to the
destred network.  For example. in teleccommunication, tibre optic signals can travel up to 70
km without signal regeneration.  They need reinforcement bevond this Timit. Trenches for
fibre and shelters for equipment must be installed to provide pathways for communication to
flow. For cach communication path. the distance between regeneration equipment (and related
cquipment shelters) must respect the 70 km himit. Our first contact with this problem was
throuch the Alberta SupcerNet project. which anmed o connect 422 communities in the
province. Because these communities were far apart. the major decision was where to place

repeaters in order to reinforce the signal.

Although the optimization literature is rich in network design problems. we found no
modcel that included constraints on the distance between repeaters (see surveys by Magnanti
and Wong (1984): Balaknishnan, Magnanti. and Mirchandani (1997): and Raghavan and
Magnanti (1997)). Most of the rescarch on network design focuses on the fixed cost of
installing trenches for fibres. and disregards the fixed cost of nodes tor equipment installation,
Tcha and Yoon (1995) discuss fixed costs both along the edges and at the nodes of a network
where hub candidates must be selected. and they provide for signal bundhing and switching.
To model the problem. the authors assume that cach region must have one hub assigned to .
consequently forming a facility location model. They then propose a dual-based heuristic
solution. Yoon. Back. and Tcha (1998) present an extension to the work proposed in Teha and

Yoon (1995).
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In a cooperative research study with Bell West Inc.. we observed that although fibre
installation is a major expense in the installation phase of telecommunication network design.
equipment housing and further equipment renewal contributed to the overall cost of the
network. Our literature review identified that present OR models focus on the costs at the
edges. We thus decided to pursue a model that could incorporate costs at both the edges and
nodes of the graph. in particular. for signal regencration purposes. To the best of our
knowledge. our research 1s the first to consider equipment-housing issues in network design.
Although we use terminology specific to telecommunication network design to define the
problem. the concepts we present can be extended to network design problems with similar

charactenstics.

This chapter is organized as follows. Section 5.2 presents a formal description of the
NDwRRP. Section 5.3 contains two possible formulations for the NDwWRRP. one using a
formulation directly related to the problem definition (which 1s currently unsolvable), and
another using an cquivalent, larger formulation (which is solvable). We also describe in this
section. a Column Generation (CG) framework for each formulation to obtain a lower bound
for the NDwWRRP. Section 5.4 details the implementation of two heuristics to solve the
NDwRRP. Section 5.5 contains the computational experimentis to evaluate the heunistics.

Finallv. a conclusion is provided in Section 5.6.

5.2 Problem Definition

Given an undirected graph G =(N_E) composed of n:[,-’\'| nodes and m=]EI edges
(E={(i.j):i. je Eandi< j}. a set K={(olk).d(k))} of communication node pairs defining
communication flow in both directions between nodes olk) and d(k) in N for cach
k=1... }K{ and a maximum distance between points of regeneration A . the NDwRRP
searches for a sub-graph G'=(N"c N.E"c E) of fibre optic trenches and a subset R N7 of

equipment shelters.  These must minimize network implementation costs and provide a

feasible path for cach communicating pair defined in K.

Nerwork implementation costs are calculated as follows. Each node 7€ N has a fixed cost

h,. of creating an equipment shelter. This shelter will host the signal repeater. henceforth

t

6]
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called repeater. at node i. Each edge e =(i.j). e€ E has a fixed cost ¢.=c¢, 20. the cost of

installing a trench that will accommodate optical fibres that transport signals in both directions
along e (from i to j and from j to /). Consequently. given a solution G’ and R. its
implementation cost is given by ZK Ce +Z'6Rh, . We assume that the number of fibres in
each trench is sufficient to accommodate all communication flow in the network and that the
cost of optical fibres is incorporated in ¢,. We also assume that the signal regeneration
equipment can regenerate all communication flow in the network and that equipment cost is

included in A, .

Paih feasibility is defined as follows. Each edge e€ E also has a length d_ 20. which is
the distance a commodity travels along edge e in cither direction. Given G’. R. and origin-
destination pairs defined in K. a path for communication flow A€ K in G’ is a sequence of

nodes p =Y, =olkliy.....i,.., =d(k)} with |p[+1 nodes. such that (i, .i))e E* for all
I=1.... Ipl-l—]. Associated regeneration points are defined as rC Rmp\{i“.iil,_,}. In that

case. we say that path p i1s composed of |r|+l sub-paths p, . r=0.....|r[. The subpath p,
extends from the origin node i, = o(k) to the first repeater node in path p. p, is the sub-path
from the first repeater node in p to the second repeater node in p. and so on. The last sub-path.

l=(/(k). A

Py, - 1 the segment from the last repeater node in p to the destination node i
path p= {i(, =olk l""ifr"" =d(k )} for a commodity flow ke K is feasible for given G” and R.
if there is an associated repeater pattern r € R and cach sub-path p, for 1=0.....|r| has a total

length Zd” < A . Notice that a feasible path defined for communication from node ofk) to

{r.7k p.

node d(k) is also feasible for the communication flow from d(k) to o(k).

To illustrate the NDWRRP. we refer to example G in Figure 5-1. Two communication
nairs arc cstablished: one from node | to node 5. and another from node 1 to node 7.

Therefore. K ={(1.5).(1.7)}. Suppose the maximum distance travelled by a signal without

regeneration is A =84,
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he =367 h =497 h- =301

Figure 5-1: Graph G

Once can easily amive at a reasonable solution for the example in Figure S-1. The path
p=1{L 2.5} with repeater pattern r= {2} provides a feasible communication path for
communication pair (1.5)e K . at a total cost of 5+81+299 = 385. For the communication pair
(1.7)€ K . a possible path/repeater pattern is p ={l. 2. 3.6.7} with a repeater pattern r = {3}
at a total cost of 5+8+93+420+253=379. The network design using the above mentioned

path/repeater patterns would cost 385+379-5=759.

The problem solved in the previous chapter. the Constrained Shortest Path with Resource
Regeneration Problem (CSPWRRP). is related to finding a feasible path in G, Actually, if
|K|=1. the NDWRRP is reduced to the CSPwRRP. When |K|>1. communication paths can
share links and shelters.  Consequently, two or more paths that are sub-optimal in the

CSPWRRP may lead to an optimal solution for the NDwRRP.

To prove that the NDwRRP is NP-hard. it suffices to evaluate a case where all commodity
flow in K originates at a single node in VN and where repeaters are unnecessany (which is

cquivalent to A = oo ). Thus. the NDwRRP reduces to the Steiner Tree Problem. which is NP-
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hard (see Garey and Johnson 1979 and Ortega and Wolsey 2003). Hence. a simplified version

of the problem with a single ongin and no repeaters is difficult to solve.

5.3 Formulation

This section s divided into four sub-sections. Sub-section 5.3.1 describes an lnreger
Programming (IP) model (named IP1) for the NDWRRP. which uses the undirected graph
G =(N.E) and the set K. as presented in the problem definition in Section 5.2. Sub-section
5.3.2 introduces the Column Generation (CG) framework. in which the IP1 is relaxed. A
scheme to obtain a lower bound over the NDWRRP is presented. However. as the sub-problem
10 be soived n this CG framework is identified as unsolvable. a graph transformation from G
to G’ and another IP formulation are presented in sub-section 5.3.3. A second CG framework

scheme, featuring the CSPWRRP as the CG sub-problem is then presented in sub-section 5.3.4.

5.3.1 IP Formulation for the Undirected Graph (IP1)

For cach commodity flow k€ K . let P* be the set of all paths in G with an origin in o(k) and
a destination in d(k) that are feasible. given a proper set of repeater locations. Therefore. for
cach path pe P! there is an associated set R” of different repeater patierns such that p and »

form a feasible path/repeater pattern over G. The following are the variables used in IP1:

q:,., = 1. if commodity ke K uses path pe P* and repeater patten re R7. 0
otherwise.
x. = lifedge e€ E isincluded in £7, O otherwise

v, =l if node ie N 1sincluded in R, O otherwise

-~

al and b are binary cocfficients. where:

,
a’ =

e

{I if edge ¢is memberof path p

0 otherwise

and

b =

'

{l if node 1 1s member of repeater pattern r

0 otherwise
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The mathematical formulation IP1 for the NDwRRP is:

(IP1, Min

Z('(x,, + Zh, v, (5.

< F N

St

D gy, =1 Vke K (5.2)
e P!

re RY

D alqh, -x,<0 Vee E.ke K (5.3)
pe 1
re RV

> b/qh, -y, <0 VieN.ke K (54
pe Pt
re RV

A . .
9, .- X, and v are binary variables

This model contains an exponential number of vanables and ’K|(l+m+n) constraints.

The objectuive function (5.1) is composed of trench and equipment shelter costs.  Constraints
(5.2) imposc exactly one path and one repeater pattern for each O-D pair. Constraints (5.3)
and (5.4) guarantee that edges on sclected paths have trenches and that nodes on selected

repeater patterns have equipment shelters in the final design.

As the coefficients in (5.3)-(5.4) are limited to 0 or 1. the above model is highly
degenerate.  Cutting plane constraints can be added to reduce degeneracy by expanding
constraints (5.3) and (5.4) so that cach path and repeater is individually accounted for in terms
of trench and repeater facility installation in the final design. However. this approach may

create an exponential number of constraints.

In the next sub-section, a relaxed version of the IP1 formulation is considered. To avoid
the problem of considering all feasible paths. we apply a column generation framework to

form a sub-set of vanables that provides the optimal solution to the relaxed version of IP1.
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5.3.2 Column generation framework of IP1
In a column generation framework. a large Linear Programming (LP) problem is solved. This

problem is defined as the master problem (LMP) and usually contains an exponential number
of variables. Its dual is referred to as the DMP. A restricted master problem (RMP) considers
only a subset of the feasible variables of the LMP. with DRMP being its dual. In the column
generation framework. one starts with a set of vaniables in the RMP that renders the problem
feasible and performs a series of iterations. in which new variables are included in the RMP,
until no more vaniables can be added to improve the solution. To identify the variables to be
inserted. the RMP is solved. and the dual values are calculated for the DRMP. Then. a sub-
problem is sought by finding a constraint in the DRMP that can be violated. considering the
present dual values. When such constraint violation is identified in the DRMP. the equivalent

variable can be inserted in the RMP. improving the solution.

The master problem for IP1 (named LMPI) is presented below. where the integrality

constraints of IP1 are relaxed:

(LMP1)Min

St
> g, =1 Vke K (5.0)

pr
pe Pt
rcR”

¢

> alq,, -x,<0 Vee E.ke K (5.7)

" P
re R"

Zb 4h, v, <0 Vie N.ke K (5.8)

e r
rcR!

.y, 20

The corresponding dual of LMP1 is named DMP1. The restricted master problem (RMP1)
considers only a subset of the feasible paths P* < P* and a subset of the feasible repeaters

R” c R" .defined for pe P* . Consequently, RMPI is:
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(RMF1) Min

Zc, X, + Z h v, (5.9)

>, =1 Yke K (5.10)
> alq,, —x, <0 Vee E.ke K (5.11)

> blg., -5 <0 Vie N.hke K (5.12)

for which the dual 1s defined as:

(RDMPI1) Max

?u. (S.13)
2%
ke K
St
u, +Zaf'\'f, +Zb,'u',‘ <0 Vke K.pe P .re R" (5.1%)
-~ [ w N\
Z—x'f, <c, Vee E (5.15)
Ae K
> -wi<h, Vie N (5.16)
s
i' unrestricted Vie K
vViowd <0 Vee E.iz N.ke K

Let (.%.7) be an optimal solution to RMPL and (i7.7.%) be the associated dual optimal
solution to RMPIL. As RMP is a restriction of LMPI. we can obtain a feasible solution to

LMPI from the solution of RMPI1 by setting ¢ =g for pe P* and re R” . and ¢=0 for
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PE P' and R"\R”. Hence. ARMP)>Z{IMP). Morcover. the solution to RMPI s
optimal to LMP1. only if the dual solution (7.v.%) is also feasible for DMPI (the dual of

1.MP1). 1.c.. if no constraint

g+ alTt+Y bW <0 VkeK.pePreR"
I3

18 violated.

Note that the other two dual constraints (5.15) and (5.16) are feasible. as they do not
depend on the path p. So_ if for every communication pair < K | associsted path/repeater

pattern pe P*_and re R” we have u, +Za g% +Zh wf <0, then (F.X.7) is optimal for

o\
LMPI. To verify this condition. it suffices to solve the following sub-problem for each

ke K :

mm{ Zux —Zh'\_(‘ { (517

~ : o F (Y
re R

v hich rollows from

— y— —
u, + Z".f v+ Zb,' w' <0

-~ w N
)

Lo}
max u, + u\ + hu“SO
‘ & i

/" Ny J
r‘R )
I )
- ! r—t
1, + mm Zu v —Zh (S()
[ e ! TN |

Problem (5.17) can be described as the selection of edges in £ and nodes in NV forming a
sub-graph. in which a feasible path/repeater pattern for communication flow A€ K can be
found. Therefore. it only considers the edges necessary for such a path.  Unfortunately. the
problem 1s difficult to solve. although it appears similar to the Constrained Shortest Path with
Resource Regeneration Problem (CSPwRRP) descnibed in the previous chapter. To illustrate

the difference between problem (5.17) and the CSPwRRP. we refer to the example in Figure
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5-2. The communication flow goes from node 1 to node 3. and the maximum distance
between repeaters is A =70. By formulating the problem as a CSPwWRRP for the graph in
Figure 5-2. the optimal solution would be path p ={1.2. 3. 4} with repeater pattern r = [2}.ara
total cost of 55+10+50+100 = 215. The solution path p=1{1.3.2.3.4} with the repeater
pattern r={2} would be sub-optimal. as the total cost would be 55+10+10+50+100 = 225
(edge (2. 3) would be counted twice). However. by formulating the problem as problem
(5.17). the optimal solution would be solution path p={1.3.2.3.4} and repeater pattern
r= {2} because edge (2. 3) would be counted only once. for a total cost of 50+10+50+100 =

210.

Figure 5-2: Example to distinguish problem (5.17) from CSPwRRP

Instead of trving to solve this problem as presented. one can perform a graph
transformation and an equivalent formulation. for which the sub-problem is the CSPwWRRP.

Thus. the problem is solvable. as we will show in the next two sub-sections.

5.3.3 IP Formulation for the Directed Graph (IP2)

In formulation IP2. we use the directed graph H =(N.A). instead of the undirected graph
G =(N.E) from the original problem formulation. Both G and H have the same set of nodes

N: however. for cach edge (i jle E. two arcs in opposite directions are created in A.
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Consequently. A = {(i. j).(j.7): for cach edge (i. j)& E} with 2m arcs. Ares (i. j) and (j.i) for
a given edge (i. j)e E have associated trenching costs ¢, and ¢, equal to half the trenching

cost of their respective edge (12 ¢, =¢, =¢, /2). With such transformation. we need to

create a feasible communication path for cach k€ K in both directions. from olk) 1o d{k)
and from d(k) to o(k). to obtain a trenching cost equal to the one obtained via formulation
IP1. Therefore. we redefine an alternative communication set K. where each communication
pair ke K with an origin at o{k) and a destination at d(k) is represented by two
communication pairs & and 47 in K'. with o(k")=olk). d(k")=d{k). olk")=d(k). and

d(k")=o(k). Figure 5-3 presents the cquivalent graph H for the example from Figure 5-1:

K" ={0.5).0.7).(5.1).(7.1)}.

h, =254 h. =299 h, =253 h, =315
(2.5.14) (4.6) (6.5.11)
@< 7‘C\< /(:\< >( 4
(2.5.14) (4.6) (6.5.11)
(40.5.83) (46.5.82) (49.5.81)
(40.5.83) (46.5.82) (49.5.81)
(3.17) (10.2)
5 )< >( 6 )2 >( 7
G17) " (10.2)
h, =367 h, =497 h. =301

Figure 5-3: Graph H for the example from Figure 5-1
IP21s:
(IP2)  Min

Z C,x, +Zh,.\', (5.18)
(Y

(TR 2K}
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St

D g, =1 Yhe K (5.19)

™ P
r R"

Z“:’;‘/:’ , =X, <0 Vii.j)e Acke K (5.20)

m P
re R"

z;, ¢t -v <0 Vie N.ke K” (5.21)
e P
re RY

4 . .
qg,.,-%,and v are binary variables

a; and b’ are binary coefficients. where

_JI if arc(ij)e Ais memberof path p

- [0 otherwise

and
(1 if nodeiis member of repeater pattern r

- 10 otherwise

We now prove that the optimal solution to IP2 produces the same objective function value

as the optimal solution to IP1.
Proposition I: =(IP1)= z(IP2).

Proof: First. assume that =(IP1)> =(IP2). In that case. there must be a set of path/repeater
patterns tn IP2 not present in IP1. The total fixed cost on the arcs and nodes must be less than
in IP1. However. if such a path/repeater pattern set exists and is feasible, an equivalent
path/repeater pattern in IP1 could be sclected instead. By contradiction. we show that

Z(IP1)> z(IP2) is not possible. The same reasoning can be used to show that =(IP1) cannot be

smallerthan =(IP2). =

5.3.4 Column generation framework of 1P2
The master problem for IP2. LMP2 s
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(LMP2)Min

Z (—‘u‘tu + lll.‘~l (5]8)
IR 2] 3

S.t.
> gl =1 Vke K’ (5.19)

I»I’A‘
re R’

Za,qu, ,—x, <0 V(i.j)e A ke K' (5.20)

m P
re RY

> /g, -v, <0 Vie N.ke K (5.21)

pe P
reR'

&
q['.l N ‘\‘r‘ -\‘l 2 O
a! and b are binary coefficients. where

ol = jl if arc (i.j)e Ais memberof path p

10 otherwise

and

b |1 if node 7 is member of repeater pattern r

!

10 otherwise

The corresponding dual of LMP2 1s named DMP2. The restricted master problem (RMP2)
considers only a subset of the feasible paths P = P* and a subset of the feasible repeaters

R" c R" .defined for ke K” and pe P*. Consequently. RMP2 is:

(RMPZ) Min

C X - 5
Z c, X, +2h,_\, (5.22)
» N

[V |
S.u.
D, =1 Yhe K' (5.23)

e
"R
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ok
Z(IU qp,r _'rll SO

/»ﬁ‘.
re R’

Zb"(];_, -y <0

pe Pt
reR"

L
q,l,r' ’rl/'.‘l 20

for which the dual is defined as:

(RDMP2) Max

St

r.oA ro A
u, + Z a,v, +Zl7, w <0

trork A "N

[ e
E -v, <S¢,

ke K7

A
Z— w <h

ke K°
I .
u" unrestricted

It
VW <0

V(i.jle A.ke K* (5.29)

Yie N.ke K’ (5.25)

>, (5.26)

Vke K'.pe P*.re R" (5.27)
V(i.j)e A (5.28)
Vie N (5.29)

Vke K’
V(i.j)e A.ie N.ke K’

Let (3.X.T) be an optimal solution to RMP2 and (7.¥.%) be the associated dual optimal

solution to RMP2. As RMP2 i« a restriction of LMP2. we can obtain a feasible solution to

LMP2 from the solution of RMP2 by setting ¢=g for pe P* and re R” . and ¢=0 for

pe P* and R"\R”. Hence. z(RMP2)2 z(LMP2). Moreover. the solution to RMP2 is

optimal to LMP2. if and only if the dual solution (7. \—W) is feasible for DMP2 (the dual of

LMP2). 1e.

W+ Y alvh+Y bW <0 VkeK'.pe P'.reR’
AN

ik A
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Therefore. if for every communication pair k€ K’ and associated path/repeater pattern

1y oy
(r.7F A €N

pe P* and re R” we have u, + Z a? +Zb,'w,‘ <0. then (g.X.¥) is optimal for

LMP2. To venfy this condition, it suffices to solve the following sub-problem for each

ke K':

=(CSPwRRP, )= m},p{- D alvy =Y bW (5.30)
e

reR"' fr.7EA e N

The above sub-probiem (5.30) is exactly the CSPWRRP described in the previous chapter.
Each column identified by (5.30) is added to the RMP2: then dual values are calculated and

new columns are identified. The procedure stops if no more columns can be identified.

When applied to the example given in Figure 5-1. the column generation procedure finds a
lower bound of 686. Consequently. the first solution (with a cost of 759) is within 10.6% of

the optimal solution.

However, identifying all necessary columns may be time consuming and unnecessary.
Instead. we consider another stopping criterion using a lower bound on z(RMP2). The
summation of the CSPwWRRP solutions for cach ke K’ forms the lower bound (RMP2).
stated as:

2(RMP2)=>" (CSPwRRP, )

ke K7

and

(z(RMP2) - -(RMP2))
z(RMP2)

gap =

With this approach. the algorithm stops when the gap between these two values s smaller
than a user-defined paramcter. We coded the algorithm for column generation and provided
one example of upper and lower bounds to illustrate the column generation procedure

behaviour. in Figure 5-4. The test in Figure 5-4 is a network design problem with 36 nodes. 48
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edges. and 15 communication pairs. CG2% corresponds 1o the algorithm where the gap
parameter 1s established at 2% . CGO% corresponds to the algorithm that stops only when new
path/repeater patiern vaniabies cannot be identified through the solution of the CSPWRRP for
the DMP2. Each umit in the honzontal axis corresponds to an iteration of the column
generation procedure. in which new varnables are identified through the solution of the
CSPWRRP over the dual values (violated constraints on RDMP2).  The vertical axis

corresponds to the total cost of implementing the network design.

In Figure 5-4. we present both the lower bounds (LB) and the upper bounds (UB) for these
two algorithms.  Each unit in the horizontal axis represents the solution of the RLMP

formulation with CPLEX and the identification of violated constraints in the DLMP.

This small test was carried out in a Sun Fire 480R station with four 900 MHz processors
and 16 gigabytes of RAM (more details are available at the beginning of Section 5.5). CG0%
called CPLEX 449 times and stopped after 380 seconds. whercas CG2% called CPLEX 169

times and stopped after 133 seconds. The bounds of CGO% are identical 1o those of CG2% for

the first 169 iterations.

5000.00 -
4000.00 —CG2% (UB)------ CG2% (LB)
' CGO0% (UB)------- CG0% (LB)
= 3000.00 -
8 - and ::‘ ‘; T . LI - v \V;-F.-
3 ~ Y SO S SR B S =
o P : = IR N
.g 2000.00 - ! N : i s o~
s o oL oe: I
5 x . A fean !
E 100000 - . VN
Iy s, ser, .
A
0.00 /,,,': . H
0 50 100 150 200 250 300 350 400 450 500
-1000.00

CG iteration

Figure 5-4: Example of convergence for the column generation framework
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However. solving LPM2 to optimality does not mean that we have a solution 10 IP1. Nor
do paths P* and repeater pattems R”. pe P* for each ke K found for LPM2 necessarily
contain the paths and repeater patterns of the optimal solution to IP2. If we had the optimal
paths and repeater patterns for LMP2. a branch-and-bound scheme would still be necessary 1o
find the optimal solution to IPl. Ax we are unconvinced that this approach would be
computationally feasible. especially for larger problems. we turn our attention to heuristic

algonthms.

5.4 Heuristic Algorithms

We develop two heunistics to solve the NDwRRP.  The first heuristic is similar to the
algorithm developed by Takahashi and Matsuyama (1980) for the Steiner Tree Problem and
consists of building the network one communication pair at a time. The second heuristic is
based on a price perturbation scheme. An iteration of the algorithm involves calculating
feasible paths and updating trench and shelter costs according to use. The most used receives
a partial price that biases path sclection towards the most used elements. Both algorithms use

the algorithm developed in the previous chapter for the CSPwWRRP.

5.4.1 First Heuristic
The Steiner Tree Problem is the search for a minimum spanning tree that connects a sub-set of

mandatory nodes in a graph at a minimum cost.  To solve this problem. Takahashi and
Matsuyama (1980) proposc a construction heunistic. in which one calculates the shortest paths
that connect the present solution to mandatory nodes. The cheapest path 1s added to the
solution. Every time a path is added. the edges along the path have their costs zeroed. so that

the next shortest paths will take advantage of links already utilized in the solution.

The same idea is applied to the NDWRRP. This heuristic starts with empty G and R and.
at cach iteration. adds trenches and shelters so that G7 and R become feasible for one
communication pair in K at a ime. At the end of iKl calls to the CSPWRRP algonthm, the
final set G and R form a feasible solution for the G and K given. The algonithm is detailed in
Table 1. with the implementation cost of G* and R provided by variable z. The major
drawback in this algonthm is that the result depends strongly on the sequence of trenches and

shelters inserted into G” and R. A path may take advantage of trenches and shelters only if
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they have been inserted into the final solution. One should explore different sequences of

communication pairs and choose the best solution.

Step0: LetG'=@.R=0 and z=0

Step 1:

foreach k€ K do

{ call CSPWRRP to find a path from o(k) to d(k): it returns path p and repeater set r
for each (i. j)e p do
{ i=z+c¢,:¢,=0:}
foreach ie r do

{ z=z+h:h =0}

i

Table 5-1: First heuristic for he NDwRRP

For example. if we solved the example presented in Figure 5-1 first with &k =(1.3). the
optimal CSPWRR would be p={1.2.5} and r={2}. with a total cost of 54814299 = 38S5.
Then. we solve the CSPWRRP for k =(1,7), p={.2.3.6.7}.and r= {3}. with a total cost of

0+8+93+20+253 = 374. The total network design would be 759. which is the solution

presented imtially in Section 5.2.

However. if we first solved for k =(1.7). the optimal CSPWwRR would be p=1{1.2.3.6.7}.
with r={3} and a total cost of 5+8+93+20+253=379. Then. the optimal CSPwRR for
k=(1.5) would be p={.2.36.7.6.5} and r={3.7}. with a total cost of
0+0+0+0+6+301=307. The total network design cost would be 379+307 = 686, which
(coincidentally) 1s the lower bound obtained by the column generation procedure.

Consequently. this should be the optimal solution. represented below in Figure S-5.
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Figure 5-5: Optimal network design

5.4.2 Second Heuristic
The i1dca behind the second heuristic is to disturb the fixed costs of trenches and shelters.

according to their common usage. When a set of feasible paths and repeater patterns are

e,

calculated for cach ke K at each iteration 1. for given installation costs ¢ and /. cach edg
(i.j)e E is linked with a counter A',, . This indicates the number of feasible paths that use this
edge. which can be twice per path (see cycle formation in Section 3.1). Each node ie N is
linked with a counter &, . which indicates the number of repeater patterns that install a repeater
at node i Then, the installation prices for the next iteration are updated  as

o= max(( -oA )(',',.O) and h/"' = max((l -] )h,'.O). with € (0.1] being a coefficient (an

" "
algorithm parameter). Imtial installation costs (,': and 5" are setto ¢, and h . respectively.
At cach iteration. two implementation costs are calculated. once based on costs from the
original problem. named :. and the other based on costs used for the iteration 7. named .

The algorithm stops at a given iteration 2"=0. The algorithm is detailed in Table 5-2.
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Step0:  let1=0.c, =c¢, and h' =h forall (i.j)e E and ie N

Step 1:

let 2=0.:"=0.A, =0and § =0 forall (i.j)e £ and ie N

foreach ke K do

{ call CSPWRRP 1o find a path from ofk ) to d(k) using ¢ and A/ fixed costs:
it returns path p and repeater set r
for each (i. j)e p do

! if A =0 then z=2+c¢, and I'=2"+¢

1
A, =X +1}
for cach ie r do

! if 8 =0then z=z+h and J"=2"+h

6 =6/ +1)
!
if 2">0 then Stop

i clhse {

for all (i. j)e E do ¢, = max({i - aa ) .0)

" U3
forall ie N do "' = max{(1 — a8’ i’ .0)
}
let 1=71+1

goto Step |

Table 5-2: Second heunistic for the NDwRRP

5.5 Computational Results

All computational tests were camed out on a Sun Fire 480R station with four 900 MHz
processors, 16 gigabyvtes of RAM and a Sun Solaris 5.7 operational system. The algorithms
were coded in C++ and compiled with ¢++ 2.95.3. CPLEX 8.0 was used to solve the hinear

programs in the column generation procedure.
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The test networks are similar to those used 10 test the CSPwRRP in Chapter 4. They have
a gnd structure. with @ rows and b columns and uniform, randomly generated integer values
for length and cost. Origin and destination nodes o and d are defined outside the gnd: o is
connected to all nodes in the leftmost column. and d is connected to all nodes in the rightmost
column of the gnid through arcs with zero length and zero cost. Each node « inside the gnid is
connected by edges to its adjacent nodes whenever possible (left. up. rnight and down). Length
and cost values are selected from {10, 30] for vertical and honzontal e¢dges. Factor Rsize
determines the number of repeaters desired in the final solution. Factor Ksize determines the

number of communication signals in K. where each ongin o(k) and destination dik} s

. . . { 1
defined randomly. The shelter costs are randomiy generated as integers in [A2A|.

For our first results. we use the column generation framework to obtain a lower bound for
a network design with resource regeneration. We experiment with three algorithms: CG0%.
CG2%. and CG2%+. CGO% is the column gencration algonthm that uses any feasible
solution as its starting point and iterates until all necessary columns are inserted into the
restricted formulation RLMP2.  CG2% 15 similar to CG0%. but stops when gup<2% .
CG2%+ also stops when gap < 2% . however. it uses the best solution among ten trials of the
first heunistic as the starting point.  Table 5-3 shows the average computational time for 50
different tests of the same network size. The first two columns specify the graph size and the
number of communication pairs. The next three columns present computational time in
seconds for CGO% . CG2% and CG2%+. The last three columns present the ratio between
CGO% and CG2%+. in regard to the computational time taken by CG2%. From these last
three columns. one can observe that stopping the column generation within 2% of the optimal
solution greatly increases the algorithm’s speed for larger problems. However. using the best
solution of the first heunistic as the starting point to the column genceration actually worsens the

computation time for finding a lower bound.
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CG0% CG2% CG2%+ CG0% CG2% CG2%+
axb |K|] t(sec) t(sec) t(sec) ratio ratio ratio
5x5 5 1.4 1.3 1.0 112.2% 100.0% 79.2%

10 11.2 105 9.3 106.8% 100.0% 88.7%
15 28.6 275 24.9 104.0% 100.0% 90.7%
6x6 5 333 13.0 29.8 255.4% 100.0% 229.1%
10 307.2 1243 187.1 247.2% 100.0% 150.5%
15 1079.5 344.3 412.7 313.5% 100.0% 119.9%

7x7 5 181.7 145.6
10 2164.2 2224.9
15 7246.1 7693.0

Table 5-3: Computational time for CG algorithm

Table 5-4 presents the average gaps from CG2% and CG2+ in relation to CGO%.
calculated as
CG2% LB-CGO0% LB CG2% +LB-CG0% LB

CG2% gap = CGO% LB and CG2% + gap = CGO% LB
/s c

As one can see from Table 5-4. results from CG2% and CG2% are close to those obtained

through CG0%.

CG2% CG2%+
axb [K| _gap gap
5x5 5 0.09% 0.05%

10 0.04% 0.05%
15  0.02% 0.02%
6x6 5 0.19% 0.17%
10 0.20% 0.22%
15 0.20% 0.21%

Table 5-4: Gap from CG0%

Based on our limited testing. it seems that the most promising lower-bounding algorithm is
CG2%. which is faster and generates higher quality solutions than CG2%+. However. its use is

limited for graphs with more than 50 nodes. as we can see from the last line in Table 5-3.

Table 5-5 presents the computational time to solve problems using the two hcunistics
developed in section 5.4, HI1 corresponds to the execution of the first heuristic presented in
sub-section 5.4.1 with ten different orderings of set K. H2 corresponds to the execution of the

second heuristic with @ =0.1. The empirical tests identify the first heuristic as the superior
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one in both computational time and in the solution values. Table 5-6 displays the solution

values obtained by the two heunistics.

Hi H2 Hi H2
axb |[K|] t(sec) t(sec) ratio  ratio
5x5 5 0.0 0.3 100% 656%

10 0.1 0.6 100% 733%

15 0.1 0.9 100% 749%
6x6 5 0.1 0.7 100% Yo

10 0.2 1.4 100% 860%

15 0.2 1.9 100% 819%
7x7 5 0.1

10 0.2
15 0.4
8x8 &5 0.2
10 0.4
15 0.5
9x9 5 0.3
10 0.6
15 1.0

Table 5-5: Computational time for heuristics

Table 5-6 presents the average gap between the heuristics H1 and H2 to the lower bound.
computed using CGO%. We can observe that H1 present good results. particularly 1f

compared to H2.

H1 H2
axb K| _gap gap
5x5 5 2.09% 22.17%

10 5.10% 23.13%
15  6.34% 21.54%
6x6 5 1.63% 10.13%
10 2.46% 11.25%
15  3.06% 11.16%

Table 5-6: Heuristic gap from CG0%
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H1

H1

axb [K| gaptrom CG2% gap from CG2%+
5x5 5 2.00% 2.04%

i0 5.06% 5.05%

15 6.32% 5.32%
6x6 5 1.44% 1.45%

10 2.26% 2.24%

15 2.87% 2.86%
7x7 5 2.23% 2.22%

10 5.18% 5.14%

15 5.15% 5.19%

Table 5-7: Heuristic 1 gap from CG2% and CG2% +

5.6 Conclusion

From the computational results above. we can observe that using CG2% to obtain a lower
bound is limited to small graphs.
generation algorithm seems to grow exponentially with the number of communication pairs.
Theretore. hittle hope exists for applying the algorithm directly to the Alberta SuperNet
network design to identify lower bounds and for consequently evaluating the optimality gap.

On the other hand. the heuristic H1 seems promising. and we intend to apply it to the Alberta

SuperNet problem.
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6 Network Loading and Technology
Selection Problem (NLTSP)

6.1 Introduction

Chapter 5 presented the Nemwork Design with Resource Regeneration Problem (NDwRRP). a
network design problem where optical fibre trenches and equipment shelters must be installed
to provide communication paths for origin-destination pairs. while minimizing trench costs,
shelter costs. and assuring shelters along communication paths to be within a distance
threshold A . A solution for a given NDWRRP would assign a path and a repeater partern for
each communication pair. with paths identifying arcs in the network where trenches are
created to host optical fibres cables. and repeater patterns identifving nodes where shelters are
built to host communication equipment. This communication cquipment. which can be
classified as multiplexers® or switchers’. is required to reinforce the signal traveling along a
path. Once the paths and repeater patterns are chosen. it is necessary to define technology by
which the signals travel along their paths. in order to minimize costs of fibre and equipment
installation.  We call the problems of loading the trenches with an appropriate quantity of
fibres and of selecting the technology of travel between shelters the Nenvork Loading and

Technology Selection Problem (NLTSP).

As presented in Chapters 1 and 2. we are designing a wide-area Internet network that is
capable of achieving long distances while simultancously supporting real-time communication
for video conference and video broadcasting.  As none of the technologies available for
Internet can achieve long distances without introducing delavs that invahdate real-time
communication. a mixture of different telecommunication technologies s required.  In this
thesis. we consider three different tyvpes of optical signal transport technologies: Gigabit
Etherner (GE). Svachronous Optical Nenvork (SONET) and Dense Wavelength Division
Multiplex (DWDM). Among these. only GE is Internet compatible. therefore, in order 1o have

an Internet network in place. users must receive and transmit signals i GE technology.

* A multiplexer bundle signals together. Therefore. before attaining their destination. the signals must
pass through a de-muluplexer 10 be separated. The signals are reinforced whenever they pass through a
multiplexer.

T A switcher converts a signal in one technology o another technology. while reinforcing the signal.
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SONET and DWDM are well established technologies for telecommunication purposes. and

they provide more capacity per fibre and add less delay to the signal than the GE technology.

We now provide details about each technology.  As for capacity, GE has 2
transmission capacity per fibre of 2.5 Gbps (Gigabits per second). compared to 10 Gbps/fibre
for SONET and 40 Gbp«/fibre for DWDM. Considering costs. DWDM equipment is the most
expensive technology (in the order of $70.000 to $100.000). followed by SONET (with pnces
ranging from $60.000 to $70.000). and GE (with equipment prices ranging from $10.000 to
$20.000). We have no specific information about delays for these alternative technologies. but
according to the engineers at Bell West Inc.. no signal in the Alberta SuperNet should traverse
more than four GE multiplexers or switchers. Morcover. these engincers affirmed that
SONET and DWDM technologies add insignificant delay to the signal: hence. delay could be
ignored for these two technologies. However. instcad of limiting ourselves to this statement.
the model presented here considers each equipment to have a particular delay assoctated with

it and assumes that all signals must respect a threshold value of A units of delay.

Our model assumes the usage of single-mode optical fibres that will suit all three
technologies mentioned above. Fibre cable prices (per metre) depend on the number of fibre
sirands inside the cable. usually following a stepwise structure as presented in Table 6-1.
Hence. if the transmission load requires a cable with a minimum of 20 strands on a 1.000 m

road secgment. one would use a cable of type 2 which would cost $2.850.

cable tvpe 1 2 3 4 5 6 7
#of strands/cable | 12 | 24 | 36 | 48 | 72 | 96 144
S/metre 225|285 3.58|535]16501790]10.63

Table 6-1: Fibre cable prices per strands

Conscquently. we have a non-linear price function for fibre used in the final solution. As
the quantity of fibre required by a segment depends strongly on the technology used. the
solution algorithm must be able to consider trade-offs between capacity and signal delay as

well as the corresponding equipment costs incurred by such trade-offs.

This chapter is organized as follows. In the next section we present an alternative

representation of the NDwRRP solution. one that is more appropriate to the NLTSP. Section
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6.3 presents a mathematical formulation of NLTSP. Section 6.4 descnibes our proposed tabu
search heunstic for the NLTSP and Section 6.5 presents our computational experiments used
10 evaluate the aigonithm proposed. Finaily. we present our conciusions and remarks about our

approach to the NLTSP in Scction 6.6.

6.2 Simplifying the NDwRRP Solution

Before describing the solution to the NLTSP. we first eliminate all unnecessary information
from the NDwRRP solution. Given an undirected graph G=(N_.E) and a st of
communicating nodes K defined as K = {(o(k}.d(k Poolk).dlk)e Nk =1..... [K!} where ok}
is the origin nodc and d(k) is the destination node. a solution to NDwRRP is composed of
paths p, and repeater patterns r, for each communication pair in K. for which the overall
network design costs (for equipment shelters and fibre trenches) s minimized. In other words.,
for cach communication pair (ofk).d(k))e K. a path p, = {i,, =olk | NI :d(k)} with
|P|+1 nodes in N, such that (i, .i)e E for all I=1....|p|+1. and a rcpeater pattern
r, € R p\olk).d(k )} are provided as part of a solution to the NDwRR problem. R is the set

of ail nodes where an equipment shelter is available.

For the NLTSP. the NDwRRP solution can be simplified to a smaller directed graph.
because nodes that are within paths do not need to be explicitly accounted for. In order to
llustrate this concept. we present a NDwRRP solution sub-graph in Figure 6-1 for

communication pairs K ={(0,.d, ).(0-.d.).(0..d,)} and path/repeater patterns:

1
p=fo,.... Spenees Saeennad) ro={s.s.)
- 1 =J. 1
/’:—{": ~~~~~~ NETERE dyj =g
P = {0 ...... Osin. Npaenend Sverees dz} r, 2{0_,.\, \:}

After obtaining a solution from the NDWRRP. one can add <helters to some ongin and
destination nodes 1in K so that signals can depart/arrive at those nodes i either SONET or

DWDM. For the example given in Figure 6-1. we set nodes o, and . as having a shelter in
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each one of them.  Consequently. the new set of nodes containing shelters s

R’ ={0,.d..s,.5,.0.} for the given example.

@ @
.
)
. A ¢
Jp— ERiK
L] ’
' '
-- Ell
n FRERRN
-~ -~

~
.- - -
- S - ~
- ———- ~
-~
~.
.

.
-

o=
Equipment shelter

’ -—- Sequence of edges in
° il E’ (sub-paths)

Figure 6-1: Sub-graph from NDwRRP solution

The NLTSP can be defined on a simplificd graph G ={N".A"} which can be obtained
trom p, and R’. where node set N7 is composed of origin and destination nodes for all
communication  pairs. and  all nodes  with  a  shelter  available, el
N ={olk)d(k):Vke K} UR’ and A’ is formed by sub-paths in cach p, . Figure 6-2 presents
the cquivalent graph simplification for the graph presented in Figure 6-1. The following path
p; and repeater patterns r; are now available for the NLTSP. defined only with clements

from G’:

’_ L \ L P |
pl=10,.8.5..d,} rl={s,.5.]
S ={":--‘1~‘1:} r ={-‘|}
pl=loi0.8.5d r={osss)
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arc representing
a sub-path

Figure 6-2: Graph G’

Each arc (i. j)e A" represents a sub-path in the NDWRRP solution and contains one

parameter relative to the original path in G. the total length of fibre /, that must be placed into
the ground. which is simply the summation of the length of cach edge (i. j)e E that is inside

the sub-path.

6.3 Problem Formulation
Set T = {l. 2 3} represents all technologies available for the NLTSP. 1 corresponding to GE. 2
corresponding to SONET. and 3 corresponding to DWDM. For cach 1€ T.a communication

-

capacity per fibre ¢ is provided: let ¢' =2.5. ¢ =10.and ¢ =40.

Set r={(1.r'):Vi.r'’e T} represent all possible communication equipment that can be
installed at a shelter. When 1r=1". a multiplexer is represented. When 1217, a switcher is
represented. Equipment (r.7")e 7 installed at node i€ R’ can handle all signals entering node
i in technology 7 and all signals leaving i in technology 1°. adding a delay 8™ to cach of the

signals traversing it. whenever necessary (later we describe an exception for GE multiplexers
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at origin and destination nodes). The cost to install equipment (1.7°)e 7 at node 7 is given by

1’

ye,

A communication flow demand ¢, (measured in Gbps) is defined for cach pair of
communicating nodes k€ K. Moreover. a maximum signal delay of A | is required for

each communication pair k€ K .

. . L . . .
Binary variables X ,_l,' represent technology selection for the communication & along arc

(i.j)e A". If X2 =1. signals from communication k traverse arc (i j) using technology 1.

Since signal bifurcation is not allowed. > X' =1 forall k€ K and (i. j)e A”.
T

. . in’ . . .
Binary variables ¥'" represent the choice between multiplexers and  switchers for

!

. . . sk’ - ~ . . . ..
communication & at node ie R’. If ¥ =1.the signal from communication & enters node 7 in

signal technology r. and leaves node 7 in technology r’. Since signal bifurcation is not

allowed. D ¥* =1 forall ke K and ie N'.

trr'er

. . . ' ket . . . .
In order to illustrate all possible choices of X" and ¥ for a given communication pair
k. we present in Figure 6-3 the sub-graph of choices for the communication pair & =1 in the

. o . - It N
cxample presented in Figure 6-2. Then. one set of admissible values for X" and ¥/ i

. . P12 2121 -1} (R3] 12 13 It
presented in Figure 63, where Y, " =Y = =Y = Y, =tand X~ =X = X .=

o
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Figure 6-3: One possible solution.

In this particular example. the ongin node o, has a shelter and consequently the signal
may be converted in o, to SONET or DWDM to obtain the best solution possible. Therefore.,

A . : . - . -
we know that E Y," =1.ic. the signal enters node o, in GE but can leave node o, in any of
e T

the available technologies. If a shelter was not available at node o, . ¥!" =1 would be used
instead to foree the signal to leave node o, in GE.

The destination node in this example does not have a shelter associated with it ie..
d,&€ R . and therefore ):,'I" =1. If a shelter was available at node d,. the constraint

> ¥, =1 would be used instead in order o indicate that any signal could arrive at node d, as
wl

long as it was converted to GE at node d, . if necessary.
Binary variables Z correspond to the installation of equipment responsible for signal

regeneration of type (r.1'}e 7 at node 7. If 1=1". a multiplexer technology 7 is installed at
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node i. If 1#1°. a switcher 110 77 is installed at node /. Consequently. if a binary variable
Y'" =1.then Z/ must be equal 10 1 1o have a feasible solution to the NLTSP. Multiplexers

require the addition of a card in the equipment that adds an insignificant cost compared to the

total equipment cost.

Variables @) comrespond to the total amount of communication traversing an arc
(i.j)e A" in technology 1. It is obtained through summation of all communication flows o,
traversing an arc (i.j). Integer variables 8 correspond to the number of fibre strands
required for technology 1 along arc (7. j). and are greater or equal to ®! divided by o’ . the

communication capacity per fibre for technology 1.

Binary variables ¥, are equal to 1 if the cable of type ue U = {1.2-3.-1.5.6.7} is installed in
arc (i. j) (see cable type information in Table 6-1). We use constants 7, 1o represent the cost

per metre of using a cable of type « and constants y, to represent the number of total fibre

"

strands inside a cable of type w.

The following is a mathematical model that represents the Network Loading and

Technology Selection problem (NLTSP):

(IP})  Min

DDA SR (6.1)

wel {1 10 & ’”* \
[35 g
S.t.
vl =1 Vke K.olk)e R (6.2)
"- 4
Y= Vhke K.olk)e R© (6.3
ZYJ(}. =1 Vke K.dlkle R® (6.4
el
Y i =1 Vke K.dk)e R (6.5)
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Zy,*"' =X Vike K.1'eT.(i.j)e pi.ier, (66)

teT

X:=Zy;w Vke K.1eT.(i.j)e p;.jer, (6.7)
el

Z" >yt Vike K.(1.i)e r.ier] (6.8)

Z" >y Vke K.(r.r')e t\{(1))ie folk ). d(k)}Lie R* (6.9)

S Sy e Yk evi s, Vke K (6.10)

wer, (1.r'ET (1. )en\(11))

D, =g X, V(i.j)e A1eT (6.11)
ke K

S P N

Q >—" Vii.j)e AL1eT (6.12)

ZQZ < Z'/’"'*'i V(i.jle A" (6.13)

reT wel’

The first term in the objective function (6.1) calculates the fibre costs. whereas the second

term calculates the equipment costs.

Constraints (6.2) guarantee that a signal k€ K originating at a sheltered node ofk )e R
Icaves the node in either GE. or SONET or DWDM. whereas constraints (6.3) guarantee that

non-sheltered origin nodes o(k )& R” send their signal in GE.

Constraints (6.4) guarantee that a signal k€ K achieving a sheltered destination node
d(k)e R’ enters it in either GE. or SONET or DWDM. whereas constraints (6.5) guarantee

that non-sheltered destination nodes (k)¢ R’ can only reccive a GE signal.

Constraints (6.6) guarantee that every signal k€ K leaving a node / in technology 17 is

appropriately carried along arc (i. j)e p; in the same technology 1.

Constraints (6.7) guarantee that every signal k€ K traversing arc (i.j)e p; will have

either a multiplexer or a switcher assigned to it at node .
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Constraints (6.8) and (6.9) tic variables Z” 1o variables ¥*" . The first set of constraints
consider only the nodes at which a multiplexer or a switcher is required. 1.¢.. those nodes in r/
for a given signal ke K. The second set of constraints consider the origin and destination
nodes for a given signal k€ K . at which a switcher may be installed if the signal leaving or

entering the node is different than GE: (r.1°) is defined for all 7 excluding (1.1).

Constraints (6.10) guarantee that cach communication & respects the maximum delay
threshold of A_, . Each time a signal passes through a multiplexer or a switcher. an amount
of delay 8" is added to the signal. Consequently. for every ¥** =1 in a communication path
k.where ie p, and (1.1")e 7. a delay 8" must be added. except in the cases of the origin and

destination nodes. For these nodes. variables Yi}) and Y} should not be accounted as

.

having a GE muluplexer in place. simply because the signal does not need any regeneration at

these extremities of the path.

Constraints (6.11) attribute variable @/ with the total communication tlow in technology 1
along arc (i, j}. whereas constraints (6.12) attribute variable Q! with the total number of

fibres along arc (i. j) that are necessary to carry the signals in technology 1.

Finally. constraints (6.13) tie binary variables W, in order to guarantee that appropriately
sized cables will be installed along arc (i. ) to accommodate the required number of fibre

optical strands.

6.4 Tabu Search Algorithm for the NLTSP

Tabu Scarch (TS) is a meta-heurnistic first desenbed entirely in Glover (1986). although some
of its key elements were presented carlier in Glover (1977). most notably the short term
memory (to prevent cyvcling) and the long term frequency memory (to explore most promising
solutions). A meta-heuristic 1s composed of a general strategy that guides and controls local
heuristics and is specifically tailored to the problem at hand. TS has been successfully applied
to many problems including machine scheduling. transport network design. multi-<commodity

location/allocation. hub bandwidth packing. path assignment. vehicle routing. traveling
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salesman. fixed charge optimization. and many other. Glover and Laguna (1997) not only
present a complete list of applications. but also descnbe TS in detail. and add research

improvements to the onginal proposition of Giover (1986).

A TS algonthm explores the solution space by. at each iteration. moving from one solution
to the best solution in 1ts neighbourhood. A move 1s an operation that transforms a given
solution into another one, generally requiring minimum computational effort for updating the
objective function and checking for constraint violation. The solution neighbourhood is the
set of all possible solutions attainable from the present solution through the application of the
move operation. The search space is the space of all possible solutions that can be visited

during the exploration of the solution space.

One key characteristic of TS is that non-improving moves are permitted. Hence we avoid
the trap of local optima. a weakness that troubles other local search heuristics. TS uses
memory implementations to guide and control the moves: the moves are divided into Recency-
based. Frequency-based. Quality-based and Influence-based categories. as described by
Glover and Laguna (1997). In this chapter. we focus on a simpler tabu search algorithm. one
that has only the first two types of memory implementations. Memory can also be classified
as explicit. if the entire solution is stored. or arrributive. if only a local characteristic of the

solution 1s stored.

Recencv-based memory is a short-term memory that prevents cveling by forbidding the
algorithm from going back to recently visited solutions: it is usually implemented through
usage of attributive memory. Moves are considered 1abu for a certain number of iterations
(the rabu tenure). which can be of fixed length. €. or randomly picked within a given range.

[8’“"' - 9

. ]. According to Gendreau (2003). many articles have discussed the preference for
the latter as it reduces the chances for cyeling. A tabu list s maintained in order to identify
those movements considered tabu: moves are climinated once their tabu tenure has expired.
Tabu classifications do not nced to be symmetric. i.e.. the tabu structure can be designed to

aive added and dropped clements different tenures.

To avoid missing good solutions. a tabu movement can be overruled through the use of

aspiration criteria strategies. Among these, one common implementation is the improved-best
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aspiration criterion. in which a tabu movement leading to a solution that is better than the

present best solution has it tabu status overruled.

Frequency-buased memory. or {ong-term memory. is used 10 complement the intformation
provided by the tabu list and. in particular. to intensify or 10 diversifv the search. During
intensification. the choice rules are modified to encourage move combinations and solution
features that historically have been found to be superior. Intensification can be used to retum
1o attractive regions to search them more thoroughly. especially if one is evaluating only a sub-
sct of the solution neighbourhood. in a limited but faster movement strategv. During
diversification. the goal is to explore solutions that have not been visited before. either by
generating solutions with elements not visited earlier by the algorithm. or by the use of penalty

functions over solution characteristics that have occurred frequently in all solutions.,

Finally. the most common stopping critenia used in TS algorithms are: stop after reaching
a maximum limit of number of iterations (or computational time limit): stop after performing a
pre-determined number of successive iterations without improvement: and stop upon reaching
a solution with an objective function value that satisfies a predetermined threshold value. A
TS implementation may use a combination of the above criteria in order to minimize

computational effort and to obtain a rcasonable solution.

We now detail the TS elements used in our implementation.
6.4.1 Solution representation
A solution to the NLTSP can be fully described by assigning values to the X,t' variables. and
by calculating all other vanables after these vanables. If we define variables .r,‘l for each sub-
path (i. j}e A" in a communication flow k€ K. 1) as holding a value 1. 2. or 3 according to

the technology assigned to the sub-path on communication &, a single move can be defined as

- L . . . .

the change of one of these x, vanables from its present value to another value in 7, and a
. i . . . (..

trunk move can be defined as the change of all v, variables sharing a common ink (7. j)e A’

from their present value to another value in 7.
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Let us represent a solution to the NLTS problem through the vector
X = {xé :Vke K.(i.j)e p, } and use the set X to represent the search space. Each xe X has
an associated neighbourhood N(x)< X. for which each solution x’e N{x} can be reached
from a solution x by a move operation. A single move that affects one variable .r,‘, is named
dropping (k.i, J- x,‘,) and adding (k.i. J- .x',',‘ € T\{x,t }) or alternatively is represented by
(k.i. j.1.1°). A trunk move affects all communications pairs ke K where (i. j)e p, . and for
that we define dropping (i. j.1) and adding (i. j.1’e T\{r}). or alternatively represent it by

(i.j.e.’e T\{r}).

6.4.2 Initial solution
In order to verify that a feasible solution exists for a NLTSP instance. one can first find the

communication & that requires the highest number of multiplexers and switchers. ie..

k:rpax ]r[l. Given such a path. and knowing that switchers do add more delay than
(3

multiplexers. we search a technology 7€ T that respects 8" +(]r[[— 2)5" +8" <A . If there
is such technology 1. a feasible solution can be obtained by setting .1',/; =1 for all ke K and

(i. j)e p, . If not. the NLTSP instance is considered to be infeasible.

Three heuristics were developed to provide an initial solution to the NLTSP. The first

heuristic initially sets all .\',i to I (forming a pure GE network). Then. it calculates

communication delay for each communication flow. in order to identify those communication
flows that violate the A threshold. Once a communication flow k is identified as violating

mas

the delay constraint. all links along the path that contain shelters in both end nodes are

promoted to SONET. i.c.. x} =2 forall (i. j)e p. i. j€ R*. Those promoted paths have their

"
communication delay recalculated and. if they again violate the A threshold. the entire path
1s again promoted to DWDM. If. after this last promotion. the communication delay still
violates the A - threshold. we know that the problem is infeasible.  Since each

communication path is independently upgraded in technology to consider only  delay

constraints. we name this heuristic as Delay Bound Heuristic. or DBH.
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Although the first heunstic produces solutions quicklyv. its results contain many hinks that
transport signals in different technologies. and it does not take advantage of bundling those
signals to reduce the number of maltiplexers and swiichers along the communication paths.
The second heuristic compensates for this deficiency by identifving the highest _x'f, value for a
given arc {i.j)e A’. and then promoting ail signals in parallel along this arc to the highest
technology in use along this arc. Since this heuristic considers shared equipment savings. we

name it Delay Bound Equipment Saver Heuristic. or DBESH.

Finally. the third heuristic simply sets all links sheltered at both ends to have their signal
transported in SONET, and the other links to transport signals in GE. Although it does not
guarantee feasible solutions for any equipment delay setting. for the test sets evaluated in the
computational results. all solutions were feasible and provided a good starting point for the

tabu search algorithm. This last heuristic is simply named SONET Heunstic. or simply SH.

6.4.3 Neighbourhood definition and candidate list strategy

As described in Section 6.4.1 two move operations are considered for this TS implementation:
the single move. in which only one vanable x,‘, changes its value at an iteration: and the rrunk
nove, in which all variables x) for a given arc (i. j)e A" have their value changed to the same
value at an iteration. For single moves. the usage of vanables to store cach communication’s
delay as well as the flows along arcs and nodes permits a fast recalculation of the objective
function and verification of the solution feasibilitv. For trunk moves, however. recalculating
the objective function and checkhing for feasibility is comparatively more demanding. because

a full recalculation is performed instead of a local update.

The size of a neighbourhood for a single move is bounded by nz(JTI—I). where

m:Z]p;
ke A

the ongin and destination of the communication paths, however, the upper bound above is

—1. The exact size of N(x) can be found by taking into consideration shelters at

sufficient to estimate the size of the solution neighbourhood. The neighbourhood for a trunk

move is given by the number of links that have shelters at both ends. and is bounded by {A7.
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6.4.4 Recency-based memory and aspiration criteria

In our TS implementation. four arrays are used to store all necessary information needed to

handle 1abu satus and tabu tenure. for both single and trunk moves. and for both adding and

dropping actions. For single moves. two three-dimension tables, TV gpd ™k & 40

stored the iteration in which the tabu status for adding and dropping would expire. Similarly.

r!runk -add rmxn& -drop

two two-dimension tables. and . are used for trunk moves.

Initially. all cells would contain a value of zcro. meaning that no move is tabu. Later on, if

the cell TP contained a value greater than the current iteration number. we would know

that the single move which assigns technology 1° to communication flow k along arc {i. j) is

tabu. and we would not move in this direction unless the aspiration criterion was satisfied.

As an illustration of tabu tenure setting. if. at the 5" iteration. a single move (k.i. j.1.1°)

was performed and accompanied by a single added tenure of 4 and a single dropped tenure of

single - add

3. the value 9 would be stored at r“,.,,_,. anghe - drop

and the value 8 would be stored at T
Similarly. the trunk move (i. j.7.1°) would affect cells ;™™ and L7 97

As stated above. a move considered tabu would not be performed unless it satisfied the
aspiration criterion. Our implementation uses the improved-best aspiration criterion. in which
a tabu move leading to a solution better than the best solution obtained so far has its tabu status

overruled.

6.4.5 Intensification strategy
Three versions of the TS algorithm were created. The first one. named SingleTS. used only the

stngle moves: the second one. named TrunkTS. used solely trunk moves: finally. the third one
combined both single and trunk moves. and was named simply NL7S-TS. During preliminary
tests. we observed that improvements from TrunkTS largely surpassed those obtained by
SingleTS. However, we obsenved that solutions from TrunkTS could sull benefut from
applving SingleTS later on. in a fashion similar to the intensification strategy.  Results in
Section 6.5 reinforce this statement. and perhaps future work can be concentrated on

developing more elaborate intensification and diversification strategies.
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6.4.6 Neighbourhood evaluation

In our implementation. we maintain a set of auxiliary vaniables representing the local influence

of each x,‘, variable on the objective function and on the signal delay associated with
communication pair & € K . These auxiliary variables are 7*. 0" . and w; . and stand for the
present solution delay for communication flow ke K. the communication flow passing
cquipment (r.1')e 7 at node i. and the communication flow in technology 7€ T traveling
along arc (i.j)e A’. respectively. When evaluating a single move (k.. j.7,.7, . ). a set of
temporary variables related to nodes i and j. and link (i. j) is created. for both 7, and 7, .
and the increment in the objective function. cost. is calculated based on the differences in cost
associated with implementing the old set of values compared to the new set of variables. Such
local calculation is less demanding than recalculating the cost of the new solution. as well as

verifying all signal delays.

When a trunk move is evaluated. however, the set of changes in the objective function is
more difficult 1o calculate. as it impacts all communication flows using the link (i.j)e A”.
Although the same auxiliary variables could be used to calculate the change in costs and delay
umes. we decided to recalculate the objective function and verify all communication delays.
Hence. evaluating trunk moves is more demanding than evaluating the single moves in the

present implementation of our TS algorithm.

6.4.7 Stopping rule

We implemented a combination of two stopping criteria for our algorithm. the maximum
number of total iterations and the maximum number of iterations without solution

improvement.

6.5 Computational Results

All computational tests were carried out on a HP Pavilion zv5120 laptop with one Pentium
Celeron 2800 MHz processor. 512 Mbytes of RAM and Windows XP Home Edition operating
svstem. The algorithm was coded in C++ and compiled with a ¢+ + 3.3./ compiler. running in

CygWin emulation software,
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The test networks used in this computational test have a grid structure. with a rows and b
columns. and randomly (uniform) generated integer values for arc length. Each node inside
the grid is connected by edges to its four adjacent nodes (left. up. right and down. whenever
possible). with length and cost values selected from [60. 70]. which would be the average
distance between shelters in a solution for the NDwRR problem. Factor Ksize determines the

number of communication signals in K. where an origin node o{k) and each destination node
d(k) are defined randomly. In order to increase equipment and fibre sharing. a tree network
was obtained by iteratively creating each path p, from o(k) to d(k). using the shortest path
between those nodes. and setting the lengths of the arcs in p, to zero so that the next path

would use the same links. Communication flows were randomly generated; the flow on an arc
is 1 Gbps with a probability of 0.9 and 64 Gbps with a probability of 0.1. This bias was
introduced with the objective of achieving possible savings through usage of DWDM over the

network.

Other parameters for the test sets are: maximum signal delay. A __ : tabu tenure

e add add drop drop - § . R e ol
boundaries 6. . 6. . 6..". 6.7 maximum number of steps. maxNbrSieps: maximum

number of steps without improvement. maxNbrStepsWolmpr: and the type of tabu tenure used.

tenureType. This last parameter decides if a fixed or a randomly generated tenure will be used

for the short term memory: if tenureType = 0. the adding tenure is equal to 62 and the

dropping tenure is equal to 877 ¢ if tenureType = 1. the adding tenure is randomly chosen

man *°

from [0"‘” 6. ] and the dropping tenure is randomly chosen from [0,‘,/“’;'” . 6"/‘_’“’]

mn Y max

Table 6-2 presents the equipment cost and delay times for different (r.7")e 7 used in the

computational analysis,

’ ’ ~

=1 1’=2 '=3

r=1 | (10000. 1) | (20000. 1) { (40000. 1)
=2 | (20000. 1) | (15000.0) | (25000. 0)
1=3 [ (340000. 1) | (25000. 0) | (35000. 0)

Table 6-2: Equipment cost and delay
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A small test set was initially evaluated to check for impact of tabu tenure values. Using

a=10. h=10.|K|=10. A =3 maxNbrSieps = 500. and maxNbrStepsWolmpr = 50. a st

of 50 different instances were evaluated for the values of 4%, g% @4 g and the
tenureTvpe presented in Table 6-3. The column ratio for each TS implementation is calculated
using the best heunistic solution cost as numerator and the TS result as denominator.

Consequently. the higher the ratio value. the better is the TS implementation.

SingleTS TrunkTS NLTS-TS
Tenure 0 _add 6_drop ratio t(sec)  ratio t(sec) ratio  t(sec)

Fixed 10 10 101.5% 0.46 102.1% 0.45 102.3% 0.86
50 101.7% 0.59 102.3% 0.49 102.4% 0.89

50 10 101.7% 0.57 102.3% 0.48 102.4% 0.88

50 101.7% 0.58 102.3% 0.48 102.4% 0.88

50 101.7% 0.59 102.3% 0.48 102.4% 0.89

100 101.6% 0.52 102.3% 0.48 102.4% 0.88

100 50 101.6% 0.52 102.3% 0.47 102.4% 0.88

100 101.6% 052  102.3% 0.48 102.4% 0.88

Random [5,10] [5.10] 101.5% 048  102.2% 0.49 102.4% 091
[5.50] 101.6% 0.55 102.3% 0.48  102.4% 0.89

[5.50] [5.10] 101.6% 053 1022% 0.48  102.4% 089

I5.50] 101.7% 0.55 102.3% 0.48  102.4% 0.88

[25.50] [25.50] 101.7% 0.58 102.3% 0.49  102.4% 0.90
125.100] 101.6% 0.53  102.3% 048  102.4% 0.88

[25.100] [25.50) 101.6% 052 102.3% 048 102.4% 089
[25.100] 101.6% 0.52 102.3% 0.48 102.4% 0.89

Table 6-3: Tabu tenure impact

From Table 6-3. we observe that NLTS-7S obtained the best ratio values, followed closely
by TrunkTS. One may argue that the computational time spent to improve from TrunkTS to
NLTS-TS may not justity such improvement: however. given the strategic nature of
telecommunication network design problems and the high costs involved in such enterprises.
¢ven a minor improvement may represent savings of thousands or even hundreds of thousands

of dollars in installation cost.

The expennmentation with tenure values is inconclusive, and we will use random tenure

values in the range given by [25, 50].
Table 6-3 presents the average computational time required to run the three heuristics and

obtain the imitial solution.  The ratio, 1n this particular case. corresponds to the average
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solution cost value obtained by using the heunstic 1n the numerator and the cost value of the
best heunstic solution in the denominator. Consequently. the lower the ratio. the better is the
heurisuc soiution. We can see from this table that both DBESH and SH heuristics were very
close to the best initial solution. with SH having the advantage that its computational time was
less demanding than for DBESH. Nevertheless, we must recall that DBESH can handle

different values of equipment delay. whereas SH s limited to providing a SONET network.

DBH DBESH SH
ratio  t(sec) ratio  t(sec) ratio t (sec)
103.7% 0.006 100.7% 0.007 100.6%  0.001

Table 6-4: Heuristic computational time and ratios

After fixing the tabu tenures 1o be randomly generated between [25. 50} for both adding
and dropping tenures. we tested the NLTS-TS algonthm for different values of a. b. and IK ’

The results are summarized in Table 6-5. The ratio is calculated by using the best heurnistic
solution value in the numerator and the NLTS-TS algonthm solution value in the denominator.
Accordingly. the higher the ratio. the greater the improvement obtained by the NLTS-TS

algonthm.

axb axb axb
10x 10 12x 12 14 x 14
|K]  ratio t(sec) ratio t(sec) ratio t(sec)

10 102.4% 0.69 102.4% 0.98 102.0% 1.68
20 103.5% 1.34 103.1% 1.99 102.7% 3.29
30 104.7% 2.19 104.2% 3.07 103.8% 4.94
40 106.2% 2.98 105.6% 4.42 105.4% 6.65
50 107.5% 4.19 107.1% 5.41 106.7% 9.03

Table 6-5: Extended computational experiment
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From Figure 6-5. we can observe that the NLTS-TS algorithm actually improves its
performance as the number of communication flows increase in size. Also. as the size of the
network increases from 10 x 10 to 14 x 14, the NLTS-TS algonthm’s performance decreases.
As one can readily observe, it fKI increases but @ and A do not. the number of shared links
increase. and savings from signal bundling also rises. In the same sense. if ¢ and b increase

but IKI does not. the number of shared links decreases.
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From Figure 6-6, we observe that the algorithm’s computational effort seems to grow
linearly in K. which is encouraging for solving larger problems—perhaps even for the 422

communities that are specified for the Alberta SuperNet project.

6.6 Conclusions and Comments

In this chapter. we presented and solved the Nemwork Loading and Technology Selection
Problem (NLTSP), a problem that uses the solution from the Nermwork Design with Resource
Regeneration Problem (NDWRRP) to make a decision about which technology the signals
should use to travel along the network. in order to minimize the costs of fibre and the costs of

equipment that is needed for signal regeneration.

We presented three starting heuristics. two of them could produce a quick feasible solution
to the problem at hand. and a tabu search algorithm that improved the solution obtained

through those two initial heuristics.

Based on computational experiments. we concluded that the best approach was to first
solve the problem with a sub-set of moves called the trunk moves. and then to perform a
search intensification after the first part of the tabu search was concluded (either by reaching
the maximum number of steps or after reaching a certain number of steps without solution
improvement). During the intensification. a set of moves. called single moves. was used and
these gave the algorithm a chance to obtain smaller changes that could improve the overall
solution. The results are promising and. in particular. they suggest that we might be able to

solve larger problems. such as the Alberta SuperNet Problem.

Although the mathematical formulation for the NLTSP was presented in this chapter.
further work is nceded in order to incorporate this formulation into AMPL/CPLEX. 1o
calculate lower bounds to the NLTSP. and to validate the solutions obtained by our tabu scarch

algorithm.
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7 Conclusions and Future Research

In this thesiso we studied the wide area telecommunication network desion problem. Wide
area networks are interesting. because they imvolve aspects that are often disregarded in
smaller network design problems. notably the presence of mandators and non-mandaton
nodes. the usage of different technologies/protocols to balance equipment and fibre costs.
constraints on delay created by this usage of different technologies/protocols. and the fixed
cost of housing fibres and equipment in the network.  In addition to these aspects. we
identified an aspect so far ignored by network design researchers, the constraints on distance
between signal regenceration equipment. We expect our approach to be a major contribution 1o

the field.

Since the mathematical model presented i Chapter 3 can only be solved for small scale
examples. and an algorithm containing all elements from this formulation was impractical. we
divided the wide arca network design problem into a set of sub-problems: the Constrained
Shortest Path with Resource Regeneration Problem (CSPWRRP). the Network Design with
Resource Regenceration Problem (NDwWRRP). and the Network Loading and Technology
Sclection Problem (NLTSP). The CSPWRRP finds @ minimum cost path where repeaters are
installed to respect the maximum distance between repeater constraints. . The NDwRRP
destgns a network that minimizes  the costs of placing optical fibre trenches and equipment
shelters for multiple signals flowing through the network. using the CSPWRRP as an internal
algorithm. Finally. the NLTSP decided in which technology the signals would travel between
repeaters. in order to minimize costs of equipment choice and fibre cables. while respecting

the signal delay constraints.

In Chapter 4. we presented three successful algorithms to solve the CSPWRRP. The best
algorithm was capable of solving problems of up 10 12,000 nodes 1o optimality within a
sccond. using a label-correcting algorithm with an embedded merge sort structure. The
CSPwRRP can be seen as an extension of the Constrained Shortest Path Problem. which has
recenved considerable attention in the hiterature. as detatled in Section 4.1, Another application

of the CSPwRRP algornithm involves vehicle routing problems. where refuelling stations are
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scarce and the vehicle requires multiple refuels on its route. Such a problem appears in the

context of alternative fuel vehicles such as propane or electricity.

in Chapter 5. one algonithm to obtain lower bounds on the NDwRRP based on column
generation was presented. as well as two heuristics to obtain a solution to the problem.
Although our implementation of the column generation algorithm for the NDwRRP was
limited to small scale problems. the heuristics proposed were able to solve medium sized
problems. All these implementations use the CSPWRRP algorithm as a sub-routine. and
consequently, any improvement to the CSPWRRP algorithm will improve the results presented
there. The NDwWRRP can also be applied to transportation network design. involving cither
vehicles with limited autonomy. or Joads that must receive special services at stations after a

centain distance of travel.

The last problem. the NLTSP. was presented in Chapter 6. with a description of a basic
tabu search algorithm capable of solving problems with 50 communication flows and 14 by 14
nodes in less than 10 seconds. Due to its computational time behaviour. we believe that
problems comparable to the Alberta SuperNet could be solved in a reasonable amount of time.
Future research for the NLTSP involves obtaining a lower bound on the problem to estimate
the gap between the heuristic and the solutions provided by the tabu search algorithm. As we
implemented only basic tabu secarch mechanisms to solve the problem. there is still a
possibility of improving either the quality of the solutions obtained or the time spent to find a

reasonable solution.

For future rescarch. a heurnistic capable of solving the network design problem as described
in Chapter 3 is desirable. Since the best heuristic for the NDwWRRP in Chapter 5 produced
different solutions for different orderings of communication flows. one could apply the NLTS-
TS algonthm described in Chapter 6 to obtain a total cost for cach given solution. storing the
best of them as a final solution to the network design problem. as described in Section 3.1.
Given a large set of possible different orderings. one could use tabu search to explore the

solution space and obtain the best solution for the original problem.

One specific aspect of the Alberta SuperNet Project that could become an intcresting
extension 1o the models presented here is the possibility of connecting some of the

communities through wireless Internet to the network. On the one hand. the wireless links are
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cheaper to implement. as they do not incur trench costs. On the other hand. they are of limited
capacity and introduce a higher delay. which could impact the network design. Nevertheless,
one can only evaluate the benefits after implementing the links into the solution. In a network.
those wireless links would be located at the periphery of the network. A simple extension to
the tabu search algorithm proposed in the paragraph above would merge the demand of a
wireless community to a wired community. creating a wireless link between the two
communities. The NDWRRP would not consider the wireless communities. as they would not
impact the shelter and trench costs. The NLTSP algorithm. however. would need to consider

the wireless technology. allocating the proper delay associated with this technology.

Network reliability is another important extension. as we focused mainly on a network
design without redundancy. During the literature research. we were particularly interested in
designing a partially protected network. where only part of the communication flow would be
given alternative paths. Our inspiration came from the fact that the Alberta SuperNet Project
was developed with no reliability considerations. to minimize construction costs. We believe
that a network design that could “cushion™ part of the communication flow while increasing
the construction costs by a certain fraction might be more desirable in most applications than a

nciwork with no protection. This would be an interesting research direction for the future.
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