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Abstract = . | v -,

Thevincreasingldevelopnenﬁ-and dse of resource‘sharing
'jomputer networks motlvates 1nvestlgat10n 1nto methods for
schedullng jobs and resources in a network as opposed to

51ngle processor schedullng. A number of schedullng

strategles based on varlous job and dev1ce characterlstlcs

’ !
R are propgséa These strategles are analysed and compared

-lethlfhe ald of a 1oad sharlng network 51mu1at10n.

i
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Pt 4

'.strategiesifor the allocation of,resources andejobs in a

?

‘o . CHAPTER I
IRTRODUCTION - R
' The topic of this‘study,is'an investigation into .

»

|

’computer'netwbrk spec1f1cally for the purpose of sharlng

l

the total computlng load among the network members.,f

L

Exten51ve research and development is currently under
» .

‘way xn the fleld of computer networks. A 51gn1f1cant con-‘

tr1but1ng factor has been the rapid growth of the related

technology, eSpec1ally data trausm1551on fac111t%§s&.
Computer networks‘are now belng used 1n many and- varled
appllcatlons in - bu51ness and educatlon.

The term'"computer network"'has been used to”refer to .

y
various klnds of s1ngle computer and multl-computer systems.

_ For thls study a computer network is deflned as a group of

Fself-contalned computer 1nstallat10ns 1nterconnected by a

i

: communlcatlons network for the purpose of exchanglng 1nfor-»

matlon or sharlng resources. A communlcatlons network con-,

51sts of communlcatlon llnes and the hardware an software.

b

used to control data or message transm15510n..Remote job

entry systems are not class1f139 a's computer networks as the-

1nterface processors are used only to transmlt data to and

%

'from the remote devlces. Slmllarly, multlproce551ng systems

dlffer from computer networks>1n that they share common

memory and are not. geographlcally dlstrlbuted.
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A primary objectlve of the llnkagﬁiaf computers into a _ o

networkAisvthe mutual sharlng of th% aggregated resources.
. - ' . » ‘4 ‘ . — - '
‘The concept of resource sharlng 1ncorporates both the hard--ﬁ f

ware.resources of the network (CPU's, memorles, perlpherals,

etc ) and the softvare resources (appllcatlons programs,"

. kg .
'data bases, etc.). The use-of"network fac111t1es may reuard

the user w1th a v1der range of servlces, 1ncreased computlng

,power and decreased turnaround tlme. Improved throughput of -

jobs and optlmal dev1ce utlllzatlon are among the goals of

) b
resource sharlng from a management point of v1ew. v
S ; , L

CaN -

“The scheduling of a network' jobs -and reSOurces is

7;accompllshed in. ‘& ‘manner analogous to that of an operatlng

system in a 51ngle processor computlng system. In the case i
1
~of a- netvork the mult1p11c1ty and access1b111ty of resources

-~

foad)

-1ncreases the complex1ty of'the scheduling problem. Goals
such as 1mproved~job throughput and‘optlmal resource utili-
zation vlll overlap, requiring schedullng dec151ons based on

'numerous dlfferent factors.

-"Computer network { scheduling] disciplines will
also have to be dependent on tran .wmission
delays of service requests and jobs or parts of .
 jobs from one computer to another as. wvell as on
- -the possible incompatibilities of various types
between different computers. The synthesis and
analysis of ... multiple processor network =
. priority disciplines remains a fertlle area of
research..;" {C3 p. 20] N :

| brief”survey of some aspects of current research in’

‘computer networks with an emphasis on resource sharing is.



presentedrin'chapfer II.‘Chapter IfI comprises'an analysis..

o development

the results

-~

-

. program was

:,stfategies.

e

'of resaurce sharlng strategles, exten51ons of them and the

'Y \

of new - strategles. A computer network 51mulat10n

e
wrltten to conduct experlments on the prOposed

J

A descrlptlon of the 51mu1atlon experlments and-

obxalned are glven 1n Chapter Iv. Concluelons

£

’ :

‘based on the'results, wlth-d;rectlons.for further research,

, are’dlscussed'lnAQhapter_v. S o .‘:eﬁ
e . - . - : ) .

“
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2.1 -Structure

. CHAPTER II

SURVEY OF RESEARCH IN CONPUTER NETWORKS |

o~

&

‘«

b
i

.

Four aspects of current research in computer networks

are surveyed in 'this chapter. The 1ssues of network

structure, comp051t10n, communncathps and resource sharlng»
. ¥ .
C . : :
are dlscussed In liey of a comprehen51ve enumeratlon of

ex1st1ng networks and thelr characterlstlcs, examples for

. r

'each of the four 1ssues are taken from 31gn1f1cant research '

%
or actual networks. Resource sharlng 1n partlcular 1s-

empha51zed The ARPANET, Dlstrlbuted Computlng System (DCS)

'and two 51mulat10n studles are reV1ewed 1n the sectlon on

resource sharlng. .

0 —

\ A computer network may be represented by a g aph 1n’

‘ whlch the graph S nodes correspond ‘to the computers (whlch\
'are often referred to as hosts) and. 1ts edges to the com-
.munlcatlon fac111t1es between ‘thenm. The structure of a‘

_network is the arrangement of the nodes and thelr connectlng

llnks.

A

A/network whose structure is’ centrallzed con51sts of a

number of satellite. computer systems, each of whlch is

“llnked to a central system. (Thls conflguratlon is also

.known as a star ) The major functlonggof network control are

o

= re51dent in the central system and it serves as«@he 1nter-'

°




“instability in the network.

‘ snetwork for rellablllty.' I

mediary for communication between the satellite systems.

-, 4 . b » N :
The Octogmgtnetworkdln the Lawrence Berkeley Laboratory

of the Un1versrty of Callfornla [FR1 M2] was de51gned as an

~experimental centrallzed network The central node was glven_

t he responsfbxllty of managlng "a shared data base, concen-

/

trating and dlstrlbutlng incomin me_sages and controllrng »
g / : _ 9 ? _ . ‘

input and'oltput resources.*Thefreliability’of the communi-

cation channels, the processor;andtmemory at the central

L ) P .

;node‘proved to be crucial factors in«the'network‘s‘perforv’

L A
-mance., When hardware and software modlflcatlons vere belng

1mp1emented ‘the 1nterdeﬁsndence of the components caused

/“.‘1

\/

. el N ‘
As the centralized structure accoun%ed for these

difficulties, the Octopus network was redesigned with a

)

ndistributed’Structure composed'Of-twOJinteroonnected.but

xndependent sub-networks between whlch the network control

1s dlstrlbuted ‘The two functlons of shared data base

management and remote termrnal serv1ce are now controlled by

separate'processors Alternate data paths and a dual

processor at one node haWe been 1ncorporated 1nto the

A- particular type of distributed structure called a
ring is used invthefDistributed’Computing,5ystem.at the

Universitj Of-California,“lrvineq(FRB].-EaCb host is

connected into:tbe netvork via a hardware device known as a

[

- ring ﬁnterface (RI). Each RI isulinﬁed to two’others,‘



;o 4 I
X - .o
¥ 4 ) . .
forming a communications ring. A fixed number of message
. . S‘D

~

. slots 01rculate in the communlcatlons ring from one RI to
' o ‘ o o .
another.» ‘ : K a ,\\ R
The DCS netvork is.a small® (seven-node) experlmental
network developed as a tool for the study of dlstrlbuted
‘ computlng and dlstrlbuted flle systems. “Its ring structure
is not likely to be economical for large netvorks, due to
1ts restrlcted number of message slots\and few direct 1nter~

-

_,host links.

.2.2- Composition . | )

Network composition is concerned with [the processors at -

the‘hosts; A‘honogeneous networgﬁis one'in which the

-,

processors at all hosts. are of 1dent1cal types and a hetero~

geneous né¢vork consists of hosts wlth dlfferent processor
;-
types It is readlly apparent that a heterogeneous network

‘ poses dlfflcult problems in 1nterprocessor communlcatlon.
: L :
The TSS network [wz A1 p. uSB] con51sts of a number of
IBM 360/67'5, each u51ng the TSS/360 operatlng system.sf
Terminal users at the nodes may 1ssue TSS or netvork

commands to be respectlvely 1nterpreted by thelr local host*:”

or- relayed to the remote host for. whlch they are 1ntended.'

‘

Con51stency in- communlcatlon between the TSS systems 1s(

v

achleved by the 1oca1 hosts appearlng as termlhals to the

‘remote hosts. The Computer Access Hethod acts as .an 1nter- -

face wlth the communlcatlons harduare and establlshes the

-



. - u LI N .
conlunlcatlons protocol the prearranged sequence of'events

- 3

1n the dlalogue between the systems. -The: exchange of
programs and large’ amounts.of data is acconpllshed ec0nonlc-h
"allv and modifications‘tofthewnetwOrk are straightfonward‘
: due\to‘the-unifor;;ty‘of_the~nodes. |
Inconpatlbllltles between’ 1mplementat10ns of assemblers\
' and compllers cause problems in homogeneous networks 1n'
‘whlch the component.processors have dlfferent operatlng
systems.'Conver51on of data structures presents another
‘problem. However, these dlfflcultles are mlnor when comparedg.
w1th those 1nvolved 1n heterogeneous networks, whereln lie,
_lundamental dlfferences 1n machlne archltecture. Complex.

hardware and software 1nterfaces are needed to permlt

commun1catlon between the forelgn machlnes.

The avallablllty of spec1allzed resources and access to
'd°51red data are two advantages of heterogeneous networks.

/
An. example in p01nt is the ARPANET (FR1 R1] whlch con51sts

of a multltude of processor types at over forty 51tes
.spannlng the Unlted States. A valuable member of the ARPANET'
1s "the ILLIAC Iv w1th parallel proce551ng and mass - storage .
_capac1ty of a.trllllon b1ts [A1 p. u98] The 1nterconnectlon
for data exchange between ARPA research centres vas one of

the or1g1na1 motlvatlons in the development of the ARPANET

' Effectlve means are requlred to a1d communlcatlhn
.between heterogeneous hosts 1n networks./Thls problem is

<d1scussed further in the next sectlon.'
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N

llnes. e

2.3 Communlcatlons and Protocols

COmmunication channels in networks are of two types:.

circuit-switched and message-suitched. A circuit-switched .

netvork establishes”a.dedicated communication path between

two communicating members and transmits all information via

this connection, Message-switching networks route messages
on‘the network's communication’ links using intermediate -

'nodes‘betueen the source and destinationp[K1];' A' i N

_ packet svitChing, a method of'segmenting long messages’

for transmiSSion;‘has:eVOlued~with the development oi-the‘

.- ARPANET [C2] nessages are d1v1ded 1nto flxed length blocks

ahlch are each glven the destlnatlon address and a sequence

‘nunber before belng routed onto any of the p0551ble paths
”fbetween the source and destlnatlon nodes. (There are at

least two paths-between.any two nodes 1n the ABPANET.)vThe;

Y
dlsmantllng and reassembllng of messages as vell as the
r

Q'ch01ce of paths is performed at the nodes by mlnlcomputers

knovn as Interface Message Processors (IHP'S) The advan~

. tages of packet sv1tch1ng 1nclude mlnlmal transm1551on delay

of messages, 1ncreased accuracy, an even dlstrlbutlon of
. , : .

message traffic ‘and 1ncreased utlllzatlon of communicatlon

oA - ) i . N
/ . : oo S o |
0pt1ma1 routlng strategles vlll attempt to av01d
congestlon and deadlock and optlmlze the flow of messages

through the network Current research usxng methods of



51mulat10n and mathematlcal analy51s to develop optlmal
routlng strategles [Kd] Hlll facilltate the de51gn of future

networks.
a H
‘ Frederlcksen [F1] has examlned some - solutlons for

communlcatlon problems caused by differences in the data
_descrlptmons of heterogeneous processors. anh\appllcatlons
progranm could be, egulpped with khe necessary 1nformat10n for
1conver51on of data from any form Jin which 1t may arrlve to
gthat whlch the program requlres, but‘thls-suggestron rsv

J'rejected as belng too r1g1d A standard’unirersal data

descrlptlon language vhich would be comprehen51ble by all

-processors in the network is prqposed Each f11e of data to;'

— -

be_transmltte would be preceded by a descrlptlon of 1ts

.structure, cha\acterrstlcs and contents,.all coded in the

. N

data.deSCription‘langmage.lA mechanism’for.trahslation into

the recipient processor's 1anguage would be.provi%@d in the. -

bl

'.form of a utlllty or appllcatlons program at each node.v

Iy
\“w

S

‘Each compmter.network appears'to Have itsfowm‘protoc01S=

~for’ communlcatlon.-Two examples taken from a recent paper on-

~thls subject [AZ] 111ustrate %he drver51ty of nethods._ .

3 N 3 B . . - . B _ <

| Messages 1nserted 1n the communlcatlons rlng of the DCS -

[A2 FR3] are addressed to processes or broadcast to classes
_of processes rather than to spec1f1c processors. Thus the

l'sender need not know the locatlon of the rec1p1ent, and

processes. may be re51dent at one or more of the nodes. Each

. i
' RI checks each 1ncom1ng message to determlne vhether 1t 1s

N
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10

-Pddressed to one of “its active local processes. If so, it
. / .
_copies the message and- sets a message-recelved blt in 1t

':before passing 1t on. If no node recelves the message it lS

3

allowed to c1rcu1ate 1n the r1ng a number of tlmes prlor to

A
~its removal by’ the sendlng node.'- \
¢ o

R

HalQen [A2 W1] has proposed a protocol for a dlstr1b~f5 |

uted netvork vhlch uses a. rendezvous table at each node,j

| contalnlng entrles for unansvered SEND or RECEIVE messages:
"recelved at the node. A SEND message is orlglnated by a |
lprocess whlch w1shes to transmlt 1nformat10n to another
.process and a RECEIVE 1s sent by a proéess vhlch 1s prepared
to recelve 1nformat10n from ‘another process. SEND and
RECEIVE messgges have flve parameters' the SEND and RECEIVE
dvports (the data paths to and from the processes), the
rendezvous 51te (the node to vhlch the SEND or RECEIVE -

message is to be sent), a descrlptlon of the buffer 1n which

: ﬁthe message is to be sent or recelved and the restart

&
faddress of the process whlch 1n1t1ated the SEND or RECEIVE
B . . . . . - ‘, * \
"message. :
Upon rece1v1ng a SEND message a process replles w1th a

1

'correspondlng RECEIVE message or v1ce versa. The matchlng

SEND or- RECEIVE message is deleted from the rendezvous table

'~at the rendezvous 51te. SEND and RECEIVE messages, 1f ;“'
unmatched for too long, are deleted from the rendezvous

5tab1e and the orlglnatlng process 1s notlfied. o
: : "

®

Standardization,offcommuniCations protocols may become

AN

ST

5
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. a major issue of future research; The interconnection of
" multiple computer networks will be one of the motivations

. for p:otgcdi standardization [H3].

2.4 Resource Sharing -

Resources uhlch are to.be allocated 1n a/ieSOurce

| sharlng network 1nclude prograns and data as well as the

: hardware dev1ces. If'jobg are transferred fromvone host to

another it is for the pukpose of obtalnlng spec1allzed |
"serv1ces or- data. A jd@ 1n a load sharing network 1s

;-:transferred to prov1de economlcal serv1ce by dlstrlbutlng
dthe total vorkload among the netwbrk members.,Load sharlng

with a v1eu to equallzlng the utlllzatlon of resources and

'-\‘evenly-balanc;ng the vorkloadvls known'as 1oad leveling.

Process SCheduling'is'the act of’maintaining a gueue of
waltlng processes in some order of prlorlty and dlspatchlng
the most ellglble process by allocatlng to 1t a. gxocessor'
'and ;any. other needed resources. The followlng sectlons focus
‘on three approaches.to resource sharlng, as. exempllfled 1n
fdescrlptlons of the Resource Sharlng Executlve of the
'ARPANET, the Request for Quotatlon schedullng method of the
{DCS, and two 51nulatlon studles of schedullng algorlthms for

.

'resource allocat;on. .
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| The Resource: Sharlng Executlve System (RSEXEC)
func?lons as a subsystem of ‘the TENEX operatlng system on
o PDP 10 hosts of the ARPANET [T1] Features of TENEX 1nclude
a v1rtual processor and memory and an 1nteract1ve command
' language. An ARPANET user ‘at one of these hosts may ava11
hlmself of local and remote resources, 1nclud1ng flles at_b
other TENEX hosts. The local RSEXEC uses an establlshed
protocol to 1nteract via the 1ndependent communlcatlons _
Hw'system wlth serv1ce programs of the RSEXEC's at remote TENEX ?

hosts ‘The service prOgrams keep 1n‘contact w1thzeach other

by éxchanging_statusfinformationjperiodically._

s'. B The use‘of remote resources 1s achieved by 1ssu1ng
' commands whlchncause subsequent use of dev1ce names (e g._
‘LPT - llne prlnter) to default to partlcular dev1ces at;.
spec1flc hosts. A user proflle, malntalned by the RSEXEC at.‘

the local host,'cons1sts of a group of dlrectorles of flles

acce551ble to the user at each remote TENEX host.

» The~§SEiEC system providesftor greater»cooperation' - .{
betweeu members of the ARPANET by remov1ng from the user the .‘i”
burden of dlrect 1nteractlon ulth remote hosts. It should he
.noted that all resource sharlng is 1n1t1ated exp11c1tly by ET
the user. Imp11c1t forms of ﬁesource sharlng such as load
sharlng are not included 1n the current RSEXEC.,Further

studles are to explore the exten51on of the RSEXEC “to-

s support of resource sharlng among heterogeneous hosts [T1]



ktransmltted to the requestor.n»f

o

C2.4.2 Distrihmted Computing‘§1§tgg

h’policy for resourCe'allocation called'the‘RequeSt for~'v
Quotation (RFQ) method 1s employed by the DCS {FR2, FRu] A

process needlng remote resources of a partlcular klnd
E

hbroadcasts a "request for quotatlon" by 1ssuing a message 1n'
.*the communlcatlons rlng to the approprlate class of
‘processes, called resource Allocators.,A resource allocator'
Cat each node returns to the requestor a b1d for the needed’
.‘serv1ce\\determ1ned by sqme algorlthm. After a. flxed lengthrd
Aof t1me the reguestlng process evaluates the submltted bldS.
'Aand s} nds an acknowledgment message to the resource alloca-“-

tor at the chosen node‘ To prevent resource allocators from,

blddlng on serV1ces that they may not be able to Supply and .

"\ .
N

to prevent processes from ga1n1ng the use of too many 3

Vresources, a central file 1s képt, contalnlng limits to the

.

7'amount of resources that resource allocators can supply and

.processes can recelve.’when a resource allocator recelves ‘an

R
<.

~ac ck ledgment of 1ts b1d both it and the requesﬁlng

d process 1hform a process known as the notary whlch ratlfles ':

the contract between them after checklng the llmlts in the

central flle. The name of a process created thereafter by

»the resource allocator to represent the servz;f3g1Ven is

/.

A Dlstrlbuted Flle 5ystem has also been 1mplemented 1n

_the DCS us1ng the RFQ pollcy fbr creatlon of new flles and

“the allocatlon of space for new versxons of exlstlng ones.,a



~ passed to the requestor. . bhfvi. e e T §

requesfing process‘locates'a file’by broadcastin§ the

"owner'! s name to all nodes, each of whlch contalns a copy of
~.the central component The central component is a table of -

- owWwner names and correspondlng processes called catalogs,

: 1 '
‘thCh access all flles‘belonglng to each owner._Hhen the \
|

\

, requestlng process recelves the catalogﬁname from the flrst

node to respond it sends a message to that catalog.,The

fcatalog returns-the name of a. volume process whnph,handles

faécess to the locatlon at whlch the flle re51des. The volume

s
process rece;ves the next message from the requestor and if

protectlon requ1rements are met, causes‘a process-tO'be

el

created and 1ts name (correSpondlng to the flle name) to be

l .
The Dlstrlbuted Flle System and the RFQ method are
dlstrlbuted rellable and flexlble systems» Dlstrlbuted

control requlres processes in need of resources to 1nform

S

" the resource allocators, as “the latter would otherwise be

, Jfforced to query all nodes in. the network seeklng processesb

.

7.involved the faxlure of -any component in eltger system does

“not serlously hlnder the operatlon of the sys

" which need thelr serv1ces. As no central authorlty is

L.

em. bt

5
i
¥

crltlcal 1mportance 1n the success of e1ther system and«

»“, - L3

-requlrlng further examlnatlon,_ls the determlnatlon of
: Qeff1c1ent algorlthms for computlng the resource allocatlonv |

:blds..



Tvo slmulatlon studles of resource sharlng are rev1ewed

%n this subsectlon. The objectlve of the flrst research was

‘to test algorlthms for a551gn1ng job prlorltles and

-

. performlng load levellng in a three node network In the

]obs vas noted and strategles to control thls occurrence -

were-examlned.
" Bowdon { BH1,BW2] proposed»a priority assignment scheme

fOrfjobs;-ih»which.thebuser7specified a deadline‘forfCOmple-‘

tion-of'his task. The dlspatcher at each node attempted to

process as many jobs in the node's process queue ahead of

g thelr deadllnes as p0551b1e, thereby achlev1ng the maxlmum.

revard for the use of the resources..

‘Waiting jobs-were'assigned pniorities’in“eaCh'

'proces51ng queue by a statlc or a dynamlc evaluatlon method.~‘

'The statlc a551gnment scheme computed a prlorlty for each

rjob. The dynamlc a551gnment scheme altered the prlorltles of'b
'”jobs as a’ functlon of the job's age and the current system

'.load and stablllty.-A ]Ob'S prlorlty 1ncreased wrth the

]ob based on a functlon of the user's estlmates of CPU tlme,'

{

memory and ‘the: number of I/O requests needed to complete ‘the

[

approach of 1ts deadllne or wlth 1ts ablllty to restore

balance if the CPU or memory resource vas not belng

' o :
l

suff1c1ently utlllzed nghest ratlo of CPU tlme to number-

- of I/O requests was the crlterlon}for the job to be chosen

¢

B

15 -

‘second study an exc3551ve use of netyork resources by remote}_
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~tozimproue‘CPU.utilization. Memory utlllzatlon was 1ncreased
by dlspatchlng the job. with the. largest core request. Load"
leveling was performed perlodlcally in the system by |
transferrlng a percentage of the-jobs 1n the processing
queue of the bu31est node . to the proce551ng gueue of - the

’least busy node.

Results of experlments showed a-decrease in job turn-
faround tlmes at a node vhen elther of the prlorltyv
ass1gnment pollcles was. used The dynamlc allocatlon scheme
produced an 1ncrease in turnaround t1me over that of the
1stat1c scheme-but-resource utllizatlon“yas'improvedt The
inclusion of;a load leveling’algorithm'resulted in decreased‘
turnaround tlme at bu51er nodes,’an 1ncrease in total

. throughput of jObS 1n the network and better resource "\ ;

-utlllzatlon.

Helander [H1] observed ln a 51mu1at10n of a netvork
ulth no ‘resource allocatlon control, the occurrence of a
"-phenomenon called fragmentatlon. Fragmentatlon vas. deflned
as a network condltlon in whlch "the majorlty of resources‘

- in use belong to remote jobS" [H1 p. 06] ThlS condltlon was-

T deemed unde31rab1e due to "1ncreased communlcatlons costs...

"[and]... proce551ng time. to, redlstrlbute jobs" [H1 p.50]
uTvo control strategles were proposed llmlted request and
. »llmlted acceptance. The. 11m1ted reguest pollcy allowed jobs B
"to ‘use remote resources only 1f the 1ocal node could not |

7.supply the needed resources. The llmlted acceptance pollcy
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introduced at each\¥€de a threshold'which constrained the
‘amount. of resources which could be allocated to remote jobs.

Ftagmentation‘ﬁas eliminated with thé'applicatioh of each

strategy, and the llm1ted acceptance strategy produced the

_ )
least utlllzatlon of remote resourCes\
. S

i A'/‘t The fore901nd resource-sharlng p011c1es of DCS, Bowdon
M and Helander are - to be further dlscus sed in the next .
‘ N
chapter. ‘An exten51on of somn€ of thelr characterlstlcs 5%3
' the development of Zther strategles wlll be presented

‘

“Qh'n R



CHAPTER III

STRATEGIES FOR RESOURCE AND LOAD SHARING -

The previous chapter'has surveyed 'he research in'~
computer networks wlth partlcular attention toﬂthe resource
,sharlng p011c1es of the Dlstrlbuted COmputlng//ystem, Bowdon
'/' | ~land Helander. These three studies u111 be analysed and com-

pared 1n thlS chapter. An appllcatlon of Helander s llmlted
acceptance strategy will be introduced and tw% erglnal
.strateqles, based on. transmisslon cost and memory

:yrequlrement of jobs, wlll be developed

ay

-3.l Ad’ﬁy51s of Schedulgng Strgt_g g_

Each of the three studles employs a dlfferent method

A

o

't'for determlnlng the order i whlch jobs or resources should,

be evaluated for schedullng The relatlve merlts of each
k, . .

method»deserve mention. .

Jobs on,xhe valt queue of Helander's 51mulat10n
'[H1 o 96] are examlned as candldates for execuhlon accordlng'f

to a polllng system. In any sampllng 1nterva1 jobs avaltlng’

\

proces51ng are appended to the valt.queue as they arrlve,

.and the selectlon of a ]ob to. be processed (termed’ the

'"fea51b1e 1n1t1at10n event") 1s performed as fol(ows'
f(1).The flrst (1.e. oldest) job on the wait T
. -queue.is examined. If enough resources ‘are -

*avallable at ‘its local node. 1t becomes the_
feas1ble initiation event : :

18



(2) If not the network is polled in search of

- the first node with sufficient resources.
If one is found the job becomes the
fea51ble 1n1t1at10n event.

(3) If no node can process thls job, the
procedure in (1) and (2) is repeated with
succeeding jobs on the wait queue until a.-
feasible initiation event is found or the
wait queue is exhausted,

This aléorithm'guarantees that the oldest job whose

dresource request can be immediately satlsfled wlll be .

i

*tQ1spatched However, 1f more than one remote node was

'capable of proce551nq a ]ob there is no guarantee that the

f1rst node’ found could most eff1c1ent1y process thls

partlcular job

Dependlng on. the measure or. measures of . network perfor-

nance whlch ‘are judged to be most 1mportant thlS algorlthm
p

3

may or- may not.give optlmal results. As jobs are selected 1n ,

-

ordes oﬁ>decrea51ng age, thlS algorlthm is llkely to result

1n lov turnaround tlmes.‘nore eff1c1ent use of resources

Vb.could have been obtalned (though at the expense of greater

turnaround tlme) had the nodes wlth avallable resources -

-examlned the ellglble ]ObS. A glven node would then have had‘

;the opportunlty to select from the entlisrg?ut queue the job

or . 3obs whlch would best utlllze 1ts resources.-WMf

The shortcomlng of the polllng method is that it bases

"ﬂlts evaluation (uhether of resources or jobs) on 1ncomp1ete

'and blased 1nformation. With the bldding pollcy of DCS all

’avallable nodes of ‘the network have an equal chance of belng
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oy - : {
assigned’to a waiting’job- A blddlng syste;*has greater‘ .
'potentlal than a polllng system and can be 1mp1emented Hlth
almost ho central contrbl (FRQ P« 5“3] However, broadcastlng_
requests and evaluatlng submltted‘bids would probably |
_consume-more time than would be taken’ to query the nodes ' .

' seouentiaily. | |

‘Bowdon's priority assrgnment scheme fBW2] orderedﬂjobs "

b

in the walt queues of each node 1ndependently To accompllsh 'vp

~load levellng a number of jobs vere perlodlcally transferred:

”

from the hu31est node to the least busy node. wlth thlS

exceptlon, each node brocessed only 1ts own jobs and did not :
G

-

‘communlcate at all ulth other nodes or execute other node's
]obs. ThlS scheme is clearly less efflclent than the

prev1ous~tvo, due to ‘the near absence of resource.sharing.

o dedreeeof_centralizationlof control’is"usedhin:each
offthe threeesystems,'Bovdon'svsystem assumes the, existenceV“
- of a'centrallauthority,'to receiVeﬁfrom each node_the ;

.statistiss:bfﬂits“u?ilizationiandbto*direCt the transfer of -

bjobs for'ioad leieling *Jobs to be processed in Helander's_>

’Slmulatlon are contalned in a 51ngle walt queue. DCS employ5»
a. central f11e of 11m1ts of the nodes' resources. For relld

[

ablllty reasons hovever, 1t 1s advantageous to dlstrlbute
I ” :

_control of the schedullng process as! ruch as p0551b1e. .u,;s-'

Determlnatlon of the correctness of a. 51mu1atlon is a
14

.dlfflcult task Wlth reference to thlS, a few remarks on the

operatlon of the tvo. 51mu1atlon programs follow._
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Bowdon‘s‘simulation proqram was designed to nodel a
three node netnork‘and was‘patterned after an actuar
'netyors.‘The:results obtainedugy the_sinulationVare res-
tricte%’ due to the}netuork size and'snall nunber of' '11/ [
.experlments conducted However, the determlnatlon of.. values
for parameters used in the prlorlty as51gnment formula vas

£

‘aided by comparlson of the- performance of 51mulat10n runs

"‘Hlth the performance of the real network under the ‘same.

condltlons.‘In addltlon, the valldlty of the 51mulat10n
1cou1d be estlmated by comparlson of results obtalned from

~

the actual network and those obtalned from the 51mulatiod.

[y

In Helander's 51mulat10n prlorlty for executlon’was

, glven to 1ocal nodes but fragnentatlon occurfed nonetheless.‘
~Thls phenonenon‘may be a consequence of the de51gn of the ”
.simulation program.;SS'eXplalned at the beglnnlng of thlS"

»_section thelwaitluueue‘was exallned seeklng the first 1ob'.i

vhich nay be‘processed by any node (1f a job's local node

could nbt proceSS it); If each node wlth'avallable resources
S

'°had scanned the walt queue for local ]ObS that 1t could
process, 1ess proce551ng of jobs by remote nodes would have
_occurred and 51gn1f1caut1y dlfferent results may have been

-

,produced S O

-Values of network throughput and turnaround tlmes were
. not glven, SO no comparlson could be made of these measure-*”'
) ments- under dlfferent strategles. Resource utlllzatlon vas

:the most cruc1a1 factor but con51deratlon of the effects of'



 the strategies on other performance criteria is necessary -

‘for completeneSS Nonetheless, the limited acc%ptance

strategy has con51derab1e potentlal and an appllcatlon of 1t~.'

will be developed 1n the next sectlon.

3.2 Proposed.Scheduling»strgtggig_

Each of the three subsectlons uhlch comprlse thls__
'sectlon is concerned Wwith -a schedullng strategy for load o
’ ‘sharing._The~flrst’sectlon deals wlth’an_appllcatlon ofj

eHelander's limited acceptance strategy withfsome»modiflca-
'tlons, and two bases for blddlng strategles are developed 1n’

- the latter tuo subsectlons. -

3.2.1 'Frggmentation C ggl e - a o
»Fragmentatlon is caused by 1nsuff1c1ent constralnt on

the amount of a host's resources vhlch may be allocated to |

remote jobs. Utlllzatlon of remote resources hovever, is

/.resource sharlng -a fundamental property of networks. It

‘7shouLj be noted that it is ex ess ;_g remote utlllzatiOn,;-f

causing decreased throughput}and increasedfturnarOund, vhich

_iSHundesirable'an wvhich necessitates‘efficientfschedulingj"

 strategies. -

Constralnt onbremote usage of resources can be achieved‘
‘eby the llmlted acceptance method descrlbed 1n Chapter II.que7.
pall batch jobs in a load sharlng network are requlred to use_
the output deV1ces of the same host at uhlch they were

1nput4 then'use~oflthese.resources by{remotp jobs wlll_not_f
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occur;'A 1imited acceptance.constraintawouhd‘therefore’have ‘
“to be;placed eithernon the use of'the CéU or‘on:thefstorage
'medla. Storage dev1ces<are more naturally partltloned among }
: an arbltrary number of jobs than 1s CPU pover. In
_:partlcular,'the-memory at'a node 1s ea511y segmented Forfd
thls reason the 11m1ted acceptance threshold will be N

cons1dered to be a portlon of the memory s1ze at a. node.'.

. This w1ll restrlct the amount of memory vhlch can be

=
TN S

‘allocated to renote jobs for executlon or occupled by remote‘
jObS whlch have executed and- are awaltlng transmlsslon for -

'output at thelr local node.

fhe use.of resources by remote.jobs may also be con-
stralned by a strategy of glv1ng prlorlty to 1ocal jobs.
r‘Local jobs are awarded. “the fmrst opportunlty to use a CPU or
.any avallable memory they may need for retransm1551on from a

. remote node. .

- The use of thls strategy 1n comblnatlon w1th the ‘

ylnmlted acceptance strategy mlght be more effectlve than th%ﬁ -

use of elther strategy alone. These two strategles could be f;]

“ﬂ‘applled at each execute gueue wlth a number of operatlng‘

o 'system schedullng algorlthms. flrst-come-first—served or :

shortest job flrst [B1 pp 206-209], for exanple.fc

'_3 2. 2 Le a Iz §,1§§ien Ce.ia |

.

If transm1551on tlmes of remote jobs constltute a-

"-s1gn1f1cant fractlon of thelr total turnaround txne, thenua
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strategy based on least cost of transmission may be advan=

tageous. Applicatiohfof this strategy wvould féséltfih
imcreased‘utilizationfof the resources at~£hoSe nodes_
_associated:with‘communication 1imes.0f'the'greatest.-
<§ac1ty. These nodes could be the ones wlth the most
pJverful processors or most storage.‘Thls strategy 1s blased‘
”'toward maxlmlzatxonvof totalvnetwork throughput_and_job
turnaround'times; but nbt'necessarily'touard'OptimaI.

‘resource.utilization at all nodes.’

The least product of a jOb'S 51ze (in memory unlts) andU

-

the transm1s51on rate betveen its local node and any remote'
.node (1n memory unlts per t1me unlt) among all jobs, wlll
'determlne the job. to be selected If the cost of

l transm1551on between a node and 1tse1f 1s con51dered to be’
'.zero, then thls strategy vlll favour local jobs._As-

-

: descrlbed above, 1t is p0551b1e to employ other crlterla

nsuch ‘as flrst-com% flrst—served for the selectlon of a 1ocal¢g

‘_"_job from the local. execute queue.; :

3.2.3 Least ﬂemogy Regulrement

Memory at a node in a load/sharing networkﬁﬁillcbe o
'occubied by rémdté“jobs as vell’as'local*jobs. Limitéd”
"acceptance restrlcts the amount . og memory that remote jobs

1may use; Memory allocatlon wlll also be controlled by‘

: keeplng the amount of memory in use evenly balanced at eacht s

N
node. Such a strategy would attempt to’ ensure that nodes
‘ffwlth less storage would not become backlogged Hlth local

-
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'jobs awaiting‘eXecution and/or.remote_jobs;awaitind
_ retransmisslon'tontheir‘local'node fOr-outpUt.'hn egual'
'.dlstrlbutlon of the use of resources 1s promoted by this-
.;algorlthm. Turnaround tlmes and throughput of’ jobs may he
1mproved hut thls Hould not be dlrectly caused by the

appllcatlon of th1s strategy.

‘”The:jOhidispatched yill”he”thekone for. which’the fatio
of 1ts memory requlrement to the melory avallable at a node
«-ls least. Th1s strategy also favours local jobs, as they

already occupy some of the memory at the1r local nodes when

‘.belng.consrdered;forAschedullng‘_ lx‘"

3.3 Summaryy‘f - (f\\, : ';ﬂl ' CER PR 'r -
- This chapter has focused on’ sc&edullng strategles R
»',1mplemented or 51mulated 1n three research studles. An'5

analy51s of each has shown some of the features and

fshortcomlngs of each one. From thls analy51s, one}strategy"‘

:has been modlfled and two new strategles have been.prOPQSed,

The strategles developed 1n the prev1ous sectlon will yiﬁ

- 'be tested usrng a sxmulatlon prognam, as wlll be descrlbed

ine Chapter IV. The de51gn of the 51mu1atlon wlll 1ncorporate>
"the blddlng scheme for evaluatlon of jobs and resources.
'Three performance measurements wlll be included- netyork

' ';throughput, turnaround tlme and resource utlllzatlon..Thls -

a;yw1ll enable close examlnatlon of the propertles and the S

potent1a1 of each strategy.



y ‘.CHAPTERIV ‘ oy

SIUULATION %XPERIBENTS ARD RESULTS

Thls chapter commences Hlth a brlef descrlptlon of
s1mu1at10n as a model for the behavlour of a computer
h‘network The need for 51mp11f1cat10ns and restrlctlons 1n

'the 51mulatlon of a real network are dlscussed as are “the
varlous 1nd1cators of the netuork S performance. An approx-
_Jlmate measure of the load of a 51mu1ated network is. der1ved

by means of queulng theory aualy51s. Two serles of experl-f

’».ments.were;performed, each serreS’comprlsed_of tuq sets.

The first serles 1s an. 1nvestlgatlon of fragmentatlon,
The extent of remote utlllzatlon 1s compared w1th observed

'measurements of netvork performance, and experlments u51ng

: _methods of controlllng fragmentatlon are compared A smaller'

/

load factor is used in the second set of experlments of the
eflrst serles,lln order to check con51stency wlth the results

: Jobtalned 1n the flrst set.

o The second series of experlments also con51sts of two
, sets, each hav1ng dxfferent load factors. ThlS serles'

compares three schedullng strategles- the least transm1551on

"'cost (LTC) stratng, the least menory requlrement (LuR)

astrategy, and the flrst come-flrst-served (FCFS) strategy

1w1th fragmentatlon control vhlch resulted from the first

- serles.nA~summary of results obtalned from both serles of

. .experlmen 5 concludes the Chapter.'
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4.1 The Simulation Model-

p Slmulatlon is a useful.tool for modellng the behav1our
- of 51ngle-computer and multl-computer systems. Events. |
occurrlng in the real- llfe system are traced in the
_51mulat10n model thereby reveallng in deta11 the dynamlc
'behav1our of the actual system. By gatherlng statlstlcs of
':the operatlon of the system durlng the 51mu1at10n;
conclu51ons about performance can be drawn. Each 51mulation
run may be con51dered to be an eXperlment by thCh results
are obtalned from observatlons and conc1u51ons are made.
_Changlng the values of parameters 1n the 51mu1at10n for N
b dlfferent experlments produces dlfferent sets of results for'

' comparlson wlth prev1ous ones.‘

Some 51mp11f1cations and constralnts have been 1ncor-:
v‘porated in the 51mulatlon,_due to the vast number of
- parameters thCh characterlse -an actual computer network.

hDetalls of the design and operatlon of the 51mulatlon are tov

,be found 1n the Appendrx.

observatlons of three parameters are dlsplayed 1n
'graphs of the 51mulated network's performance u51ng
hdlfferent schedullng strategles. The flrst performance .
’;ﬁmeasure is. network throughput The ratlo of the number of
f,jobs processed to the numbgr of jobs generated durlng the
‘ﬁ51mu1atlon has been taken as a cpnvenlent measure of |

.tbroughput Thls ls equlvalent to the accustomed throughput



measurerof.the,number;of jobs.processed'per unit time, as
the'total’simulatedttimefwaslthe sameffor ail simulatiOn.
eXperiments, and’identiCai-job streams uere generated;for
”aillerperiments_haning the samenetmorkfsize.'Throughputhis
;the;primary’measure’of’performance, as’thejmain objective of
a load-sharlng network is to. dlstrlbute the comblned uork;‘
jload from all the hosts in such a mannkr that gge network asr
ma uhole processes more jobs than the hosts worklng 1ndepen-

' dently can»process.'

Auerage‘turnaroun& time:of‘jobs, of‘iitalmimportance_toi
'the'user, islthe second measure.’The'turnaround'time.of a |
'Job 1s deflned as the tlme.lnterval between the.job's
._arrlval and 1ts completlon of output. Averaqe turnaround
_tlme dlffers from network throughput as the proce851ng tlme R
of one job whlch can be calculated from the network |
'throughput,:does not alloy.for the_concurrent executlon‘of--v"

jobs'onlsome,or aliioffthe'nodes.

'1Resource}htilizatioﬁAiSﬂthe‘thtruhmeasure,.definea‘as
"’the portion;ofvthertotalisimulated time'in7nhiChithe
.resonrcehvasjbusY. In. the case of memory utlllzatlon,_‘
'1resource utlllzatlon 1s measured as the average portlon ofﬂ
~occup1ed memory durlng the smmulatlon. Average CPU ut111~
'zatlon has been chosen as the measure of resource ut111-
rzatlon,\as 1nput and output deV1ces are‘used on a flrst-'

hcome-flrst-served baSIS by thelr 1oca1 ]ObS only.

'An'important'parameterfinithe experimentsvis the

. o
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‘measure of the load on a simulated network. The load. factor \

'1s obtalned by - con51der1ng the.51mulat10n as a queulng

theory model as explalned below.

A computer'uetuorh'as.modelled'bpbthishSimulation, may
he‘descrihed'in'queuiné theory termlnology as a system of
'.queues ih a three»phase Serles..The first and thlrd phase
”conrespond respectlvely to the~1nput and output dev1ces and
'_queues, and’ con51st of N 1ndependent 51ngle servers, each
_havrng rts own queue. The second phase, correspondlng to theu
'CPU dev1ces and execute queues, 1s a multlple server ulth N
channels, the queue of . thCh i$ the comp051tlon of’ the'

: erecute queues at the N nodes of the network It is to be
hoted that each. CPU processes each job serlally, as- mu1t1- .

_‘programmlng is not a property of the 51mu1at10n. The 1nput,

'~_execute and output times of jobs in’ the 51mu1at10n are

B equlvalent to. the serV1ce tlmes of the dev1ces. A-901sson

process wlth parameter % descrlbes the generatlon of jobs
hat each'node\(l e. thelr arrlval at the 1nput devices) e
l:serV1ce tlmes of 1nput, CPU, and output dev1ces are .
exponentlally dlstrlbuted ulth meahs P.er and

39;}x respectlvely. The ;h01ce of probablllty dlstrlbutlons to

descrlbe arr1va1 and serv1ce tlmes 1s dlscussed further 1n o

‘the Appendlx.“

Flgure 1 shous the conflguratlon of the queulng system.
‘The dlagram shows jobs from all CPU dev1ces belng appended

.to all output queues. In fact the output queue whlch a job

14
. o
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"dlstrlbutlon of the departure of jobs from the 1nput

31

joins”is predetermined, as jobs must output on the same node

at which they were.input, The arrival rate of jobs at the

A'output phase is dependent on their arrival and servicing

A/rates.atethe CPU*phase, and this knowledge is used to derive

{
i

».the‘lOad_factor.

The- departure rate from a server at whlch jobs arrive

. as a 901sson process wlth parameter A and are - serv1ced
‘accordlng to an exponentlal dlstrlbutlon v1th parameter p,

: is 1tself ‘described. by a 901sson dlstrlbutlon with the same’
fparameter 2. Thls result holds only if a queue of Jhllﬂlted

llengxh is allowed and the mean serv1ce rate is greater than

the’ mean arrlval rate [S1 PP 255-256] The ratlo of mean A.

,-arrlval rate to’ mean serv1ce rate (k/p) is called the utill-"

zatlon factor, and 1nd1cates the .mean number of jobs whlch

-arrlveidurrng the mean.lnterval.1n-vh1ch.a.job'ls belng

The departure rate of jobs from the 1nput dev1ces is

' -5901sson-dlstr1buted wlth parameter X ' as the 1nput
"proce551ng phase has P01sson arr1va1 rate of jobs, an-

"exponentlal service rate (the 1nput rate of jobs) greater

g

-than ‘the arr1val rate, and a potentlally 1nf1n1te queIe. The;w

eVlCES~

vbecomes the dlstrlbutlon of arrivals at the CPU dev1ces. As"
'there are N 1ndependent 1nput dev1ces the arr val of jobs at‘"
Ythe CPU phase is a P01sson process w1th parameter Nk . The

- cbu phasegcons;sts_of_w.1ndependent dev1ces,”eachhhav1ng’ann;
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exponentlally dlstrlbuted serv1ce tlme (the executlon tlme
-of jObS) with parameter My ?he overall service rate of thls_
Phase_ls exponentlally.dlstributedvvith‘parameter Npge

The load factor (P) for the 51mulatlon 1s deflned to be‘
thegratlo of the mean arrlval rate of jobs at the CPU phase

and the mean servxcearate~at thls phase.

P ‘ = fmean arr;ggl_;ate = NN =N
. - mean service rate NN, My

' The.load factor has no dimensions and_is independent of N,
the'netvork size.

"
>

The_mean-execution°rate of”jObS‘in»the.simulation vaéf
o N

’ A Lo
- chosen to‘be'0‘0167 (Informatlon on the ch01ce of 1nput

parameters is to be found in the Appendlx ) “Two values for
the .mean arrlval rate of jobs at 1nput dev1ces vere used‘lne
separate sets of experlments in the fragmentatlon control |
~Vand strategy comparlson series. A value of O 0182 for the

mean arrlval rate produces Fh = .09; and a value of 0. 0167
. gives’ Ph = 1. 0».In both cases, the mean arrlval<rate of jobs
t_1s greater than. or equal to the -mean servlce rate, whlch
eﬁlndlcates that the network load ulll 1ncrease as trme |
fadvances in the 51mulatlon;l “

Prellmlnary experlments were performed to flnd sultable
values for the mean arrlval rate. These experlments shoved

'that the two values glven above for the mean arrlval rate of

'jobs produced the most acceptable performance statlstlcs,
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and did not cause the network to become overloaded during

the fixed period of time simulated.

4.2 Results of Simulation Experiments

Two series of simulation experiments were conducted.

The purpose of the first was~to'investigate the phenomenon

of fragnentation,'its effects and methods for'its.contfolj

‘and. of the.second.to conpare the two strategies based on

transmission.cost and memory requirement (which were

described in Chapter'III) and the best fragmentation control

_étrategy obtained-in the fitst series.‘Asfnentioned in the’

o

-prev10us sectlon,‘each serles of experaments uas composed of

;,\

: two sets,_ he second set hav1ng a dlfferent value for the

xnetvork load factor, to conflrm whether ‘or not the results

were cons1stent w1th those of the flrst set The 1oad factor

~in each flrst set of experiments was 1.09 and in the second

Set'1.0. - t’ E ‘ _ e - |

432.1 Fragme ntation ggntggl. \ B

The 11m1ted acceptance threshold and local prlorlty

valgorlthms were. employed as schedullng strategles vlth the

[N

tflrst—come-flrst-served1a1gor1thm-1n experiments of nétworks_

vith sizes ranging from three to nine nodes. The first-come-

‘fitst-Se:ved scheduling algorithm‘[B1’pp5206-207] gives
priority to.the.joh with ‘the earliest'atrival‘time,’éithout
regard to 1ts other characterlstlcs. In the flrst set of

'ei%erlments llmlted acceptance thresholds of q, 10, 18 25, *p
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&

QSO and 100 percent of the memory srze at each node were used
as examples, testlng the entire range to dlscover the | |
thresholds most llkely’to glve 0pt1mal results. Each of
~these thresholds vas tested- w1th and wlthout the local
prlorlty strategy It is to be noted that a llmlted

acceptance threshold of 100 percent of the memory 51ze 1s

3

equlvalent to no threshold enabllng examlnatlon of the
local prlorlty algorlthm (and its absence) vlthout any "v

<

.11m1ted acceptance threshold

Flgure 2 shows the correspondence between remote ut111-’
N

zatlon and throug put for the experlments in thls set.

Remote utlllzat10. is determlned as the ratlo of the number_

,‘-of remote jobs,pro essed to the total number of jobs
hiprocessed during the\slmulatlon. The ‘graph 1nd1cates the
.1ncrease in throughput as remote utlllzatlon 1ncreases from.
"Q to approxlmately 20'- 40 percent. As. remote utlllzatlon

'_1ncreases beyond thls level throughput decreases and

’fragmentatlon occurs. In all cases the;experlments in the

o latter range lacked the local prlorlty (LP) strategy, as

8
shown by the symbol whrch denotes them. Optlmal throughput

”corresponds to approx1mately 10 percent remote- utlllzatlon

yand these experlments used the LP strategy.v

The. percentage of throughput achleved vlth the 11m1ted

ﬁacceptance (LA) thresholds for dlfferent netvork 51zes 1s

shown in Flgures 3a and 3b. Flgure 3a shows the results for o

;LA thresholds of 5 Pé and 18 percent and Flgure ?b shows
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_ those for LA thresholds of 25, 50 and 100 percent;_(For the
'sake of leglblllty the results were d1v1ded into tvo B

graphs) S o “ﬂ o .g\ (ﬁ.‘

Almost wlthout excep*lon experlments u51ng the LP g
: strategy (SOlld 11nes) show greater throughput than those in i-
| whlch thls strategy vds not included (dashed llnes), | |
- espec1ally those experlments Hlth LA thresholds of 16
Dercent and more. A llmlted acceptance threshold of 5
percent.gaVe 1dent1cal results: with and wlthout the Le
'strategy It would seem that thls threshold is too small, as
\experlments thCh 1nclude both ‘the Lp strategy and. a | .

threshold of 10 and 18 percent yleld better throughput than

";the 5 percent threshold (The ratlo of average memory

?reguest of a remote job to~memory~51ze at-a node 1n»theseh‘
'experlments is 6500 / 6“000 10 percent, 's0a’ 5 percent
llthreshold uould be too small for uamy remote jobs) /
. Figure 3b the values for netvork throughput vlth the P

‘strategy and thresholds of 25 50 and 100 percent are very

‘ 51m11ar, whlch vould seem to. 1nd1cate that no further |

f 1mprovement in throughput can be dalned by 1ncre351ng the

'threshold beyond 25 percent., 8 '
: _;\‘~t

An- addltlonal observatlon 1s that 1n experlnents wlth
tpthe LP strategy throughput tends to 1ncrease vlth netvork
wj51ze, as there are more remote nodes to choose from.,:‘

A'Reference to Flgure 2 conflrms that remote utlllzatlon

1ncreases wlth network 51ze in experlnents using the LP



A Strategy;
hverage turnaround tlme for dlfferent network 51zes 1s'"‘
shown 1n Flgures Ua and ub In most cases experlments u51ng
the LP-algorlthm produce shorter turnaround~tines thangthei
COrresponding~experiments'uithout this‘strategy} Performance
I ‘ '

':measurements of the latter experlments shov 1onger tlmes

.when dev1ces could not process jobs due to 1ack of avallable_

fe_mdﬂory, and thls 1s 11ke1y the cause of longer job

o utlllzatlon 1s attrlbuted (1n performance statlstlcs

’turnaround tlmes. In the LP experlnents,‘turnaround tends to
tvrbe erratlc wlth 1ncrea51ng network 51ze,va1though a‘
decreas1ng trend may be postulated 0pt1ma1 values for
'faverage turnaround occurred in experlments uslng the Lp

_strategy_and a;threshold of'5 or~10;percent,‘

Flgures Sa and Sb shov average CPU utlllzatlon wrth
t,dlfferent network 31zes for experlments 1n thlS set. Ani
'1mportant observatlon here 1s that the 11nes 1n these graphs
are’ almost 1dent1ca1 to those in Flgures 3a and 3b |
respectlvely. It would appear that CPU utlllzation 1s

hdlrectly proportlonal to throughput. h decrease in CPU

' produced by the 51mulat10n) to 1ack of avallable memory for
: I
"lproce531ng jobs,'whlch should (and does) result 1n decreased

Lo

dthroughput
The second set of experlments 1n the fragnentatlon

r'control series has a smaller load factor of 1 O. leited t fﬁ']‘ :f

1.acceptance thresholds of 10, 18, 25 and 100 percent vere

:‘JJ - . ,. .
: ) ) - & R
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» tested yith and without the~LPjstrategy, The results of

these experiments are°giyen in Figures_6, 7, 8 and 9.

in throughput is observed as remote'

'.utiiizationf R in Flgure 6.,As throughput drops below'

AN

50 perce 3. ﬁfon occurs.,As in the. flrst set thls.‘

corresiiils t4 3 experlments wlth the absence of the 1P
;the optlmal throughput values occur ulth
;on of about 10 percent and these are -

~ experineniil ;ch 1nc1ude the LP strategy.

fshovs the 1mproved throughput of experlments

using'the Qtrategy over those wlthout,.hut no'51gn1f1cant'f

'difference 3 dlhroughput is observed-wlth-any“of the&four‘

'pthresholds. 9 latter observatlon 1s likely due to the

llghter network load

"Turﬁarouﬁt imes in Figure 8 are much less in the LP.

~ experiments .those without LP. The. turnaround times

of ‘the formeér group decr’, e as-network Sizewincreases;-and

_optlmal turnaround va ues occur vlth a 10 percent threshold.:f
:;_It is to be noted
irhave lncreased and those'for“turnaround_have_
;decreased from the experlments in the flrst set, ‘

sphenomenon vhlch should 1ntu1t1vely occur wlth a llghter;s'

'load. ,F‘Ff'a»‘ V .f""jxﬁ:;“

Flgure 9 dlsplays the average CPU utlllzatlon by

pnhnetuork 51ze for experlments v1th dlfferent thresholds in

B

‘ thls set of experlments that the values_*
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Athis‘set.‘As'uas the case in the first set, the'graph~is_
alnost 1dent1ca1 to the graph of throughput by network size

<

(Flgure 7)

The second serles of>51mu1at10n experlments compared
the tvo schedullng strategles 1ntroduced in Chapter III -
.the 1east transm1ss1on cost (LTC) and least nemory |
requlrement (LMR) strategles - vlth each other and with the
combinetion of local priority andkllmlted acceptance o
B strategles’yhich reSulted,iu optimal'performahcea
‘.-ueesurements'in the firstoseries.‘lelted acceptance
.threSholdsfof*ﬂo; 18, 25 and 100 percent were used wlth each'
of theé three strategles in the flrst set of experlnents in
‘thls serles, Avload factor of 1. 09 (the heav1er 1oad) was
‘:”also used. | |

L)

‘The three solld 11nes in Plgure 10 show the maxlnum.f
~—.Ithroughput obtalned of the four LA thresholds employed wlth
ach of the three strategles. (An explanatlon of the dashed:
‘llne 1s q1ven wlth the descrlptlon of the succeedlng graph,::f
AFlgure 11) For all network slzes the greatest throughput
values were obtalned Ulth the LTC strategy. Thls strategy
»glves more prlorlty to remote jobs awaltlng retransm1581on
‘to their 1nput node for output uhlch nay explaln 1ts»
géuperlorlty to the flrst-come-flrst-served strategy. The

‘major farllng of the LHR strategy is: 1n the larger anounts
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Limited. ‘Acceptance. Thresholds yleldlng
thlmal Throughput Values R

Table I 1nd1cates the 11m1ted acceptance thresholds at a'
thCh the best throughput occurred for each strategy. It ls
readlly apparent that no- s1ngle threshold produced the _
;ma]orlty of optlmal throughput‘values, although the 10 and .
18 percent thresholds showed opt1na1 throughput more often
‘nthan the 25§gnd 100 percent thresholds. Thls result 15

37con51stent Hlth a 51m11ar observatlon of Flgures 3a and ?b.

A comparlson of remote utrllzatlon whlch resulted from
each strategy is shown in Flgure 11. In all cases remote e
.:Qutlllzatlon is. less than 20 percent, as each strategy in 1ts
‘ fovn manner glves.nore pr10r1ty for executlon to local jobs

: than to remote jobs, as explalned 1n Chapter III. As vas the

e
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.resuit invthevfirst series, rhcréaséa renotevutiliiatiOn
correspondshto decreased throughput'and'iess’remote'utiti-
iatiOn.to}higher thrOughput..In'order to.test;the result ofj
Ireducrngvremote7utilization'to4ngercent; experiments:were
-hperforned,vithzthe.LTcystrategy and a threshoid of:O'
percent;AThe-throughputivalues-vhichﬂresulted.are'disptayedj
"_asra'dashed line inafigure 50,,Thehdecreased‘throughput‘
indicates that the‘lover.bound on optlnal remote utlllzatlon o
.1s greater than 0 percent i. e. the network can process.more

'jobs than the 1ndependent nodes..

Flgure 12 shows average turnaroundltames for.each of
K the three strategles. The-LTC strategy vhlch resulted 1n the |
greatest throughput values unfortunately also produces the
'longest turnaround for jobs. Turnaround tlmes for the'- -
uoldest/local prlorlty strategy are 51m11ar, but the LHR

e

strategy gave low turnaround tlmes correspondlng to 1ts 1owl

'fthroughput values.

| Average CPU utlllzatlon in Flgure 13 exhlblts the same
'rproperty as shovn in prev1ous experlments,’nanely that 1ts B
'~graph corresponds vlth the throughput graph (Flgure 10)

- all cases optlnal throughput and optlmal CPU utlllzat1on

occurred at the same 11m1ted acceptance threshold.-

. u

As 1n the flrst serles of experlments the second set 1n»f’
'rthe strategy conparlson serles was conducted wlth a load
'factor of 1.0 The observatlons of Tahle I resulted 1n the

'iselectlon of 10, 1“ and 18 percent LA thresholds..Flgures 14 o

'\l .
.
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through 17 Contain thetresults of this-Set._:._f, R 'fif
The values for netvork throughput shown in Flgure 4 iﬁﬁl
are more closely grouped than those 1n the prevrous set
'(Flgure 10), as the netvork load is snallerr The" best
iresults stlll occur w1th the LTC: strategy. Hhereas
1;sthroughput tended to 1ncrease wlth network slze 1n rlgure
10, it appears to be constant 1n thls case. Table II .
"1ndlcates that optlmal throughput values were nost llkely to

foccur at‘llmited acceptance thresholds of 1u and 18 pe;tent. N
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Contrary to expectatlon based on results of the
u.prev1ous set the strategy yleldlng maxlmum throughput was‘;sl}f
not the sane as that‘$roduc1ng maxllun renote utlllzatlon,. .:'
,ftas Flgure 15 lndlcates. Although the throughput values for

‘fthe LTC and FCFS/LP strategies ﬁere 51m11ar the renote

h"l'?;' *“utlllzatlon values for the LTC strategy are larger than

.
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those for the FCFS/LP-StrategyV.‘.
Flgure 16 shows turnaround tlmes for thlS set. As vas
.the case in the. fragmentatlon control series Hlth a llghter
load turnaround tlmes “tend to decrease v1th 1ncrea51ng

network 51ze. The LTC strategy generally produced the louest

‘:values for turnaround tlmes.

Flgure 17 contlnues the trend of maxlmum CPU ut111-.
zatlon correspondlng to max1mum throughput. The LA threshold

o,
whereln both occurred is in all cases the same one,

The next sectlon summarlzes the results of. the two .
r;serles of experlments.,51gn1f1cant factors whlch may have

catsed the results are-dlscussed.

4.3 ‘Summary

——— st ey it

‘The. pr1n01pa1 observatlon apparent 1n all experlnents

-

1s that fragmentatlon results 1n decreased throughput and-

'

f:VCPU utlllzatlon and 1ncreased turnaround tlmes.‘The

1exper1ments of the flrst serleS'wh1ch used the-firSt-comerbi
| flrst-served strategy wlthout local prlorlty are an. example
d'ln p01nt In these experlments a.large number of remote jobss'
'lwere‘occupylng the memory at other'nodes, e1ther whlle
,'awaltlng retransm1551on for output or uhlle executlng.'(The
'kslmulatlon 1s constructed S0 that remote executloﬁ aluays
R regulres at least as much memory as local executlon ) The

¥

‘ 51tuat10n is worsened by the p0551b111ty of a form of

[SEEN
“

deadlock occurrlng,-ln whlch_tvo orfmore}jobsvregu1re~meﬁory.i-
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at the others' nodes. It is clear that fragmentation must be
'»controlled Or an overuse of memory by remote jobs will

result.

Thebinclusion oflthe local prlority:Strategy
effectlvely controls fragmentatlon, espec1ally Hlth the
'vaddltlon of some 11m1ted acceptance thresholad. These tvo
'estrategles together produce better resu?ts‘than either
_alone. A 11m1ted acceptance threshold of 10 to 18 percent ofb

the memory size at a node is opt1ma1 in most casi‘ Larger‘
‘thresholds drd not yleld 51gn1f1cantly better performance
statlstlcs.bThe dlscovery of an. 1dea1 11m1ted acceptance
'threshold may be affected by some or all of the follov1ng
'ﬁparameters:'network_size,/netyork)load; schedulingzstrategy,_
used; ratio'between:average memory'reguest and-memory size
of ainode; and the average number of jobs executlng at the.

‘same time (assumlng a multlprogrammlng env1ronment)

The least transm1551on cost strategy gaye optlmal
results in the strategy comparlson serles of experlments./'ug
Despite 1ts property'of havlng.no:prlorlty based on the age
Zf.Jobs, turnaround times with this strategy vere: not.
"51gn1f1cant1y lncreased over those of other stramegles under,
a llghter.load although ‘they uere longer than those of
| other strategles under a heavy load ThlS would seem to ;'
.‘h 1nd1cate that the LTC strategy uould perform better under

condltlons of heav1er loads 1f some age factor vere 1ncluded

.1n 1ts prlorlty ranklng scheme.
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Memory slze and ava1Lab111ty vere cruclal factors in
the exper1ments. As memory in the s1mulat10n vas a f1n1te
resource, the network tended to have poorer Qhroughput and
ﬂjobs to. have longer turnaround tlmes when no memory was |
Sfree..Dev1ce utlllzatlon also decreased as thls restrlction«
.'of the 51mu1at10n 1nfluenced some of the results,‘further |
rtests would be necessary to determlne the degree of

dependency of the results obtalned on thlS factor.

Conc1u51ons whlch may be dravn from the results‘
'~oﬂta1ned 1n thls chapter form the ba51s of the next chapter.‘
Suggestlons for further researchiln thlS area are also

‘proposed.



cﬂmeran:v
- ¢oﬁcLUsrons: -

.ln.the prev1ous chapter tuo serles of. experlments of
load sharlng networks were conducted wlth the a1d of a”
51mulat10n program, and thelr results were summarlzed This
’;chapter contalns a brlef review of the results and thelr h
valldrty aS-output‘of a computer151mulatlon, The chapter‘
:lconcludes withlsome'potentlally profitable amenues of

~ further research.

‘ione important-outcome‘is_due.to_each o-“fAthe.'exper--&.i
.imental-series;dThe maﬂor‘result of~the7first serles has
“been the demonstratloh of a retrogre551on in network perfor—‘
.mance parameters caused by ﬁragmentatlon. It has been : |
.demonstrated that fragmentatlon can he adequately controlled-

\ e

"hby a number of methods. Three proposed schedullng strateglesta

' for 1oad sharlng networks were tested 1n the second Serles

.:of experlments,'vhlch examlned thelr propertles and thelr
'prOSpeCtS. A’ schedullng algorlthm basedvupon least cost of‘
_ transm1s51on for remote jobs was found to produce opt1ma1

i values of performance stat1stlcs.‘ o

Con51derat10n should be glven to the fact that the Co
above are. results of a llm1ted number of tests wlth

'._partlcular 1nput parameters..It must be assumed that the
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L

‘Slmpllflcatlons 1nherent in the simulatlon (for example, the :

L’f1n1te memory 51ze,'absence of multlprogrammlng and 11m1t-'

v ‘may prove to yerify‘these-reSults. S -
5.2 Dpirections for F grsh_z-ﬂssegr.h

atlons on network conflguratlon) are not so restrlctlve as

to. be. completely respon51b1e for the results obtalned.

i

The value of the results obtalned from the eXperlments

<

. :
wvhich #Were’ conducted is thelr usefulness!as guldellnes for. ”lv

eu‘

the contlnuatlon of research 1nto strategles for load

- sharing. Addltionallexperlments will’ yleld more 1n51ght and

2.

S

Exten51ons to the theory descrlbed and the experlments

’»conducted are of three types. Further experlmentatlon may be

| ~done wlth the s1mu1at10n as 1s, the,51mulat10n and sched-,

'ullng strategles may‘be extended, or'con51deration can be

,V"given.toathe implementation-of'succQSSful strategies.

As a further test of the results produced, 1nput

v

,parameters to the 51mulatlon can be altered In thls manner

asymmetrlcal loads and varylng job mlxes (e.g. I/O-‘and CPU-‘

,bound jobs) can be SLmulated The limlted acceptance

‘_strategy requlres examlnatlon under 51mulated netvorks Mlth x

.nodes of unequal memory 51zes as an ald 1n controlling

memory allocatlon, a factor vhxch contrlbuted to some- of the

results, R
= ey

If some of the 51mplif1cat10ns used in the simulatlon.f7

- were removed 1t would be seen 1f the results apply to a _\'



more general case. The complete graph and fixed memory 51ze
)

restrlctlons, and lack of multlprogrammlng are prime targets
. . ) -

‘ for thls 1mprovement. .
. Co . .‘1‘\

-

- A potentlal exten51on to the schedullmd strategles is
the 1nclus10n of user spec1fred prlorltles based on .

' executlon tlme, de51red turnaround tlme or other factors, to f

be used 1n conjunctlon Hlth the exlst1ng strategles. |

Turnaround tlmes of those strategles vhlch ‘do not 1nclude ah

aglng factor would be 1ncreased by the addltlom of an .

algorlthm to elevate a joh's prlorlty as a functlon of 1ts

o age,-ln co-operatlon vith the orlglnal schedullng scheme. An

iy

'"1dea1" strategy for a spe01f1c network would probably be
tallored to the network's characterlstlcs and adaptable to
' the chamglng network load lelted acceptance thresholds

modlflable as a functlon of the state of the network w0uld

be an example of the 1atter property.‘

I
Precedlng actual 1mplementat10n of resource sharlng

: networks 1n the future, wlll be the development of

spec1allzed operatlng system software. A study of the - j S

o ;requlrements fﬁr 1mplementat10n of schedullng strategles 1n :

dlstrlbuted netvorks vould be a frultful exten51on. No
51ngle host would have authorlty, and thus the hosts would}

co- perate in: the exchange of resources and jobs. As

numerous deadlock 51tuatlons are p0551b1e,_techn1ques used :

in the schedullmg of processes [B1] vlll be of use. Here.
;ThéyimCreasing mlabilityuof computerﬁnétiorhs'contihues:’

ar
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to be rhe motlvatlon for much reeearch in® networklng' By
’sharlng resources and workloads networks are prov1d1ng
.valuable serv1ces and justlfylng thelr exlstence. For thls‘
4reason, the exten51on and developnent of strategles for job

schedullng in resource and load sharlng netvorks wlll have

consrderable,beneflts.
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_jobs are"

appnwnrx T
3 conpurrn NETHOBK SIMULATION

’}I_ﬁ.Description-gg'th ,S Bu 193;9

- A computer network 1s represented 1n the 51mulatlon as

a complete graph so that routlng problems need not be © -

'con51dered Each node con51sts of the followlng resources to_"

be allocated 'to jobs~j

e,a_CPH '

. a batch input dev1ce (card reader)

‘a batch output.device. (line printer)

a fixed amount’ of-memory (vhich represents all
storage medla) _

R T

‘rBatCh jobs'only are’ processed by the netvork, and

vnultlprogrammlng 1s not 1nc1uded that 1s,'only one job can

_execute at any tlme and preemptlon is’ not permltted A job .

is v1eved as a serles of requests for the use of resources
[

“for a spec1f1ed length of tlme. The resources requested by

an 1nput dev1ce :
“a’ portion of memory for 1nput
a CPU .

an additional amount: of nemory for: executlon ‘
an output device -(at the same node as the input
‘device) ‘ _ R
-a portlon of memory for output "n

These resource requests were glven ‘as values of randon;.

e

-varlables from the unlforn, exponentlal and norlal o

K

dlstrlbutlons (wlth dlstrlbutlon parameters spec1f1ed as

;1nput to the 51mulat10n) Interarrlval times of jobs at each_

.

: node are 51m11ar1y spec1fied Job streans generated are'“

. "
e B
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: job. These queues are- i 'd"A ‘ 1',. .

72

. identical for every simuiation run'vithhtheisameinetwork

size.

s

The proces51ng of a job is. d1v1ded 1nto 1nput,

executlon and output phases. Resources needed for succeedlng

o-phases are sought at- the completlon of the precedlng phase.v?

Jobs may be executed at thelr 1nput node (local executlon)

.:or transmltted to a remote node for executlon and then

.retransmltted to the1r 1nput node for: output (remote

-

‘executlon) At each node there are four queues of jobs,

whlch share the node's memory with the currently executlng

!

‘v

‘1.'Jobs awaltlng 1nput (about to be 1nput to the"'
‘card reader) , o . R
2. Jobs avaltlng executlon ‘
-~ 3,/ Jobs awaiting transmission for output at other
i nodes (i.e. jobs whlch were executed remotely
_ at this node) Lo
L Jobs avaltlng output at thls node

B

Flgure 18 1llustrates the structure of the 51mu1atlon.

HThe act1v1ty of the netvork 1s smmulated for a spec1f1ed

’length of tlme, thlS tlne span belng d1v1ded 1nto a number

A

Lof equal length sampllng 1ntervals. The followlng are the

eﬁfe

t'1,'Jobs wlth arrlval tlues 1n thls 1nterval are
- 'generated at each node and appended to the
';1nput queues._[ ' ‘ o

»eventS'whlch occur in each 1nterval'

~f2,'The b xt event to- be completed in thls 1nterva1
(1f such an event exists) 1s foundr

3, 1f 1t is a job vhlch has flnlshed 1nput the
. following are done: .
1 the job is assigned to an idle CPU or .
appended to the execute queue at 1ts 1ocal
node 1f no CPU is free :
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‘

! - L : . T

Input Network Parameters,
Including Time Interval (Timestep):
& Tota’ Snmulatuon Time

Initialize the Simulation -
‘Timeused <0 -

3 ; - - ’E‘T;};‘eused«ﬁmeuse&+Timesteﬂ'/' "
- o . 7 Timeused > NY Produce Reports of N o |
. N_Total Time' | Network Performance |

“Generate Jobs Arnvmg
in thlS Time Interval

s‘*‘

' .Tlme of \
Completlon

(End of Time Interval)

Take Measurements of |

asure . of Next Event
Network Performance | ' ‘

>
\ Timeused

“Append Job to List of -

Completed Jobs ,
(For Statistics Collection)

‘Find a Job to Use the .
Idle Output Device

y Nex'tvéventw :
J$ a Job-Finishing
" N Execution

p Next Event
is a Job Flmshmg '
) Input -

| Assngn JobtoaCPU, |’ Asssgn Job to Output Devnce . o , .
“or Append to Execute | | Transmit if Remote, or . TS
Queue if No CPU is Free ‘Append to Retransmlt Queue g o

“* Find a Job to Use the |~ Findalobtouse = | . L
Idleinput Device . . | |- ... the Idle CPU - el

R, . . .
YA . : o . . . o
o — ! - " ——— . . :
N B LN - N
MR A R y g ! ST Ce e N Y T R '
‘ .

N e Flgure 18 I
A Flowchart Outllne of the Slmulatlon
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-"the job at the head of the 1nput queue (1f
there is one) is as51gned to the- nov~1dle :
,1nput dev1ce '

S If 1t is-‘a job thCh has flnlshed execution,

the following are done:

- s the: job is a551gned to the output device> at g

its input node if the device is free

« if the job is remote it is transmitted and

' joins the output queue at the output node if
memory is available

b,vi,'otherwlse a remote job joxns the queue at

o a job is selected to use the nov-lile CPU

~If it is a ]ob vhlch has flnished out
:follov1ng are done:

.its CPU node of jobs awaiting transm1551on
for output at other nodes’

!

ut, the

= - the job is appended to the queue of n
‘Icompleted jobs of which statistics are taken

t“.pn ~a-job is selected to use the now-idle output

"(The'sjmbol;j>denotes that the currentpscheduling stratng’

or strategie§ are used to-selectfa job or device.)

dev1ce

[ 7

f:when the end-processang time of the u%xt Job to
‘be. completed occurs after the end of the time

1nterval, reasurements of the network's
performance are .taken. The length of one time
interval is added to the accumulated time, and .
the process 1s repeated for, the new tlme
interval., - B t?

5

P

g .. e ': . X L rea 4
When the accumulated tlmeuexqgeds the-speCIfled

duratlon of the 51mulat10n,.reports of statlstics of job

o throughput turnaround and resource utﬁﬁlzatlou are produced

and the 51mulat?onﬁ§nds. (The 51mu1atlon 1tself 1s a-

rsubstantlal but modular and thoroughly documented ALGOLH

program )



II. .Input Parameters of the Simulation

o The followlng parameters are requlred as 1nput by the

& '\‘

X4

51mu1at10n- ' R o ’ , e

. the network size- (number of nodeS) T
. he total time to be simulated and the sampllng
~‘interval (units are seconds) y
. » the memor ize-and limited acceptance
' threshold (i1f any) at each node (unlts are
words of average 15 bits) :
» the distributions and distribution parameters .
~.\:for processing times (input, execution and '
"+ output) and memory needed for 1nput, execution
and’ output. :
s« the transmlssion speeds - (capacxtles of
.communication lines) between the nodes (unlts
. - are seconds per bit): . .
= the scheduling strategy or/ conhlnatlon of
strategies to be used _ : C
a random number generator“seed;,j o

;nalarge'number~of erperiments with the simulation are

p0551b1e due to the quantlty and varlety of 1nput param-'

: 4

eters. Thus the ch01ce of 1nput parameters used in the

1 >

51mulat10n runs wlll,be_discussed."

It was deC1ded to vary ‘the network 51ze from three to-;'

vnlne nodes in- dxfferent experlnents as a test of the‘
,conslstency of the results. The total simulatlon tlme and

_sampllng 1nterva1 did not vary from the1r values of 10000 }

o

and 100 seconds respectlvely..The ‘MEeROLY 51zes at the nodes

were set at 64K to represent large m1n1conputers or medlun-‘v

1s1zed machlnes. The results obtalned are therefore not N

_dependent on the propertles of 1nd1v1dual nodes.

There are dlfflcultles 1nvolved 1n selectlng reallstlc

dlstrlbutlons\and paraneters to- characterlze jobs 1n the'

o



o
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netHOrk. As the 51mu1at10n 1s 1ntended to model a researchl
env1ronment, a typlcal job uas chosen to ‘be a source deck of
statements in a hlgh level language to be complled and
executed A POlSSOﬂ process was used to descrlbe the arrlvalA

of jobs for proce551ng, and an exponentlal dlstrlbution:

nodeled the.input, execution and output-times [H1 pp.96- 98 1.
. Méan- values for the: latter three.characterlstlcs vere taken

-»from Brlnch Hansen [B1 p. 6] The hyperexponentlal dlstrlb-

utlon vas found to give a. better fit to experlmental data of

'arrlval and proce551ng tlmes [B1 PP, 195-198], but the load

' measure as deflned nece551tated the use of Poisson and

"? [3

'exponentlal dlstrlbutlons. Values of the parameter % of the

-,arrlval process vere found by experimentatlon (as explalned

in sectlon 4. 1 of Chapter IV)

The amount of . memory requested by an average job 1s_,

apportloned into tﬁree amounts, A certain amount is needed

'for 1nput (to contaln the card 1mages) Execution requlres

at least this amount and usually consxderably more (to be .~

used for the object code generated). The memory requlrement
.(_‘J

for. output (the 11ne 1mages for the prlnter) is at most the
,executlon requlrement, 'S0 that the menory capacmty of a node

~cannot be exceeded

Transm1551on rates in the network have been restricted

"to tuo values - 750 bps. (0 02 seconds per 15-b1t vord) and
;1500 bps (0 01 seconds per 15-bit word)l These values,

‘ ~represent v01ce'bandvidth fac111ties [A1 p.1ua]. The random: o
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,number'generator seed is kept constant, ensuring identical"
job streams for all experlments with the same load and

‘network size. A descrlptlon of the randon number generator

o used 1s g;ven in [R2]g The 1nput'parametersrof,a sample'

'simulation_rpn (from the second set of the second series of
ekperiments) are. shown in Table III-of the following
section.

ITT, Output Statistics of ‘_h.e §iwl;.tigg.

he output of the 51mu1at10n con51sts of four. pages of .

' performance measurements. The ou put statlstlcs produped by3

a sample run of the simulation re\shown in Table I11.

The-inputtparametersfare eproduced on . the flrst page |
of the output The second page contalns the total number of

" jobs that completed proc9551ng and the total number of jobs

v that. arrlved at nodes 1n the network durlng th; 51mulatlon.

Z.Thls lS folloved by a count of the longest 1utervals betveen .

events of the jobs whlch conpleted proce551ng.

A breakdovn by devrces used of the jobs that flnlshed
and those being processed when the simulatlon ended, the
average.lengths of gueues-at each‘device, and.the-average
1turnaround times of jobs ‘at each node are given on the third
page. The fourth page contalns statlstlcs of. resource
"utlllzatlon. The tlmes durlng whlch devices were 1d1e for j:
flack of jobs to process and those in vhlch they were 1dle,

‘for,lack~of memory needed to process jobs, are glyen-asa{”

. o . S .
R . \
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Pert:e:?n’ﬂ_tageisof_'.the fotal simt’xlatioxi '.t»‘ime‘.' T't.xe.sum.‘ of t'.h_ese- -.
-fi;e/s s’l'xbrtfacted"f’r‘om"loo per.cen_t.: fi'“elkds,.'{:he._’percéntggé
ut‘iﬁzatiolh. The '@ercen:£ mémory ﬁsa,ge fqnd abiera.'_'g.e' perc'e'ni.: of.”
the aééepiancé‘ threshold .use'd (if _b’th'e lim_it.e_d. acceptanc'é ) _' :
'st;‘aﬁe’gy‘:is’spe'c'f.ield)‘_' a‘re'g_iy'zén f.or-""‘e‘ac_:_h dévié_e.'_ . |

LN



INPUT PARAMETERS OF SINULATION ° = .
NUMBER OF NODES: 6 . -~ =
‘TOTAL3SIMULATION‘TIHE' 10000.00 'SAMPLING INTERVAL: 100 oo

HEHORY SIZE AND LINITED ACCEPTANCE THRESHOLN OF EACH NODE ‘N

NODE nzng.x S1z - L45I _HB£§E_L2
1 saooo o 8960 1450%) .
2 64000 . - 8960-‘( 14,0%)

'3 64000 - . 8960 ( 14,0%)
4 64000 o 8960 (- 14.0%)
5 64000 . . ..8960  (-14.0%)..
6 64000 . R 8960 . ( 14.0%)

poxsson ARRIVAL RATE OF JOBS AT EACH NODE

B A 0.0167 .

2 0. 0167 .~

3 0.0167
4 - 0.0167
5 - 0.0167 - -

6 : 0.0%67

' DISTRIBUTIONS AND PARAHETERS FOR PROCESSING TIHES AND HEHORY

INBOT TINE: . BN EXPONENTIAL - 0. Osoou
. EXECUTION TIME: ~  EXPPNENTIAL =~ 0.0167
OUTPUT TIME:  :;  EXPONENTIAL = .0.0330° T
(INPUT MEMORY. REQUEST: OUNIFORM ~ . . (1000.00, 4000. 00)'
. EXECUTE MENORY REQUEST:UNIFORM - IMR +.(2000. oo, 6000,00)
OUTPUT uznoat REQUEST' UNIFORH . EMR - (0 00, 3000 00) o

TRANSHISSION SPEEDS BETVEEN NODES (SEC/UNIT HEHORY)

,50.0000.-0;0200'.0;0100 010200 -0-0100, 0;02001--

°
"9 0.0200 '0.0000 0.0200 0.0100° 0.0100 0.0200
B.0.0100 0.,0200 0.0000 0.0100 -0.0200- 0.0100
- 4 0.0200 0.0100 0.0100 0.0000 0.0200 0.0100"
. 5 0.0100 0.0100° 0.0200 0.0200 - 0,0000 0.0200
RS !i 6 0.0200 0.0200 0.0100  0.0100 0.0200 0.0000
S SN scag_ULING,ngAggglgg-lg'gzgggg'17 o R
. prrOLOCAL - - T -
LIMACCEPT
% ouwmsT .
. ‘"k . . . \ .
B - TABLE III .
o L Output of-a Sanple sinulation Experinent




‘NETUORK PERFORHAICE HEASUREHENTS o

. Ngzgoax THROUGHPUT

"TOTAL NUHBER OF JOBS PROCESSED 686

(SEQUENCE NUHBER OP LAST JOB GENERATED

JOBS EXECUTING AT INPUT NODE ‘.i_a

. INPUT. START-FENERATION TIME -
. INPUT END-INP o
- EXECUTION START-INPUT END

UT START .

EXECUTION END-EXEC. START

~ OUTPUT START-EXECUTION END
- OUTPUT’ END OUTPUT START . )7

'JOBS EXECUTING AT RENOTE Ndbns

A

. INPOT START-GENERATION TIHE

INPUT END-INPUT START -

'TRANS. POR EXEC. START-INPUT Enn~'
' TRANS. FOR EXEC. END~TFE START
* EXECUTION END=EXEC. START .|

TRANS. FOR. OUTPUT START- EXEC. ENQ@

- TRANS. FOR OUTPOT END-TFO START-f

OUTPOT START-TFO END. .. . -
OUTPUT END- OUTPUT START B

N /_,fwi. K

TABLE III (cont'd)

'._}"output of a Sanple Suulatlon Expennent

5005)

LONGEST TINE INTERVALS - NUMBER OF JOBS o

.

ONOAORANOO

o120
1501

.16

- 28

80

w
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STATISTICS AT EACH NODE
" JOBS PROCESSED BY EACH DEVICE
;ﬂng—"} - LOCAL EXEC
.- 154 - - 114

164 150

87 w2
157 139
163 . 1w

84 58

e
- ,
>
ol

10

o
o5
CEENO WY & :
wn
O

1o
. -t |c1 . .
wh
oo

= g Y

¢ . o

LU S W a0 .

INPUT NODES OF REMOTELY EXECUTED JOBS

32

CooroOla
NN Ooo O Sw
-A-onnrduﬂ#'
- O W W W
O Qoo win

—_~OaAsoWw

. ‘fAVERAGE QUEUE LENGTHS AT EACH NODE -

(HEASURED AT END OF TIME. INTERVALS)

LUINPUT -ExpCUTE» OUTPUT HAIT ' ouTPUT
- QUEOE - QUEUE - - QUEUE- - QUEJE
4.34 - 12,08 “‘>-.* 0.03 " ".0.65
0.45 3,33 . 0.64 S 04300
26.14 ~20.50 - - 0.00 - - 0.06
0.4t 3.99°  0.98 - 0.s1
S 0.8 802 T 001 0 0,30
S 2484 0 95054 0 0,00 - 0,16

Enﬁgg;zgzuazgéﬂg IINE Qz‘99§§'9£1§i3521ﬁ;75$fggséﬁggz‘ =

-

A=
1o

B RS
TR W O
y

;-O*uvk(»ﬁldu r4_
w
~
W
[ ]
£
©

o

S TABLE III (cont'd) :
x Output of a Sample 51mu1atlon Experlnent )
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' % IDLE TIHE (NO JOBS TO PROCESS)

NODE - INPUT DEV R _CPU DEV OUTPUT DEV
' - 39.56 o 0.92 - o 59.00
- 67.82 8,45 . - 56,38
- 15,72 2,30 - - 27.37
72,38 5,05, . 57.37
- 68.96 - 7 0.23 = . ' 53.66
26,97 2,07 34,75

TN W) -

% IDLE TIME DUE TO_LACK OF AVAILABLE HEHORY

NODE © _ INPUT DEV . CPU DEV ~ OUTPUT DEV.
| 26070, 20070 - 0.00
113 0.3 . 0,00 . o,
67.58 . 63.56 - s4;53 (.
'o;oo St 0i00 000
o s8.52 . s7.83 47495

AN E WK -

% UTILIZATION (100%\:*IDLE TIHES(%)) R = -

_'NODE - INPUT DEV. o CPU DEV C OUTPUT DEV
' ’ 34.26 o T4.36 - 40.99 =
‘31 02 -~ o910, - o 43.61.
16.69 - S 3413 0 18,09
027,79 98 46.33
1u'u9__,* 80,09 17028

C"_anu)l\);l

".HEHORY USED AT EACH NOD*(AVERAGED OVER INTERVALS)

NODE. - g 8] MEBGRY USED % L A, THRESHOLD uszn
S R Loy 68433 . L . 6485
40.92. .. 62,97
8u.76 - 3011
‘42.28 4602
S . 450600 T 18,49
e .-3 . 79.84 ‘-'s;~ e - 4,82

fsug,ga_?i G Enrggy..wsz !E..JL ENTS

TR W -
N .. : .

REHOTE JOBS/TOTAL JOBS PROCESSED (x) *,ﬁﬁ," 6-85,f
N : _,*“':' | L

NETHORK szaacz TURNAROUND TIHE'f - - 542 39 L

nszoRx AVERAGE cpn U?ILIZATION (%) “«f ;72,13;3;;‘

' : ﬂAB E IIT" (cont'd) '
Output of a. Sanple Slmulation Experinent



