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Abstract

Ultra-intense lasers (I > 1018 W/cm2) irradiating solid targets can pro-

duce bright, energetic (MeV) beams of protons, with potential applications

from fusion energy to tumour treatment. Spatially and spectrally control-

ling these particle beams remains a challenge, however, and experimental and

computational work performed for this thesis seeks to address these issues.

In one typical acceleration process relativistic electrons driven by the laser

form an escaping electron cloud, which accelerates protons away from the

target surface, called target normal sheath acceleration (TNSA). For thick

(mm), high-Z targets, positrons are generated in the target from high-energy

x-rays and accelerated by the same TNSA electron cloud. Due to their low

mass and rapid acceleration, positrons can act as a probe of transient field

features. Experimental results from the OMEGA EP laser show multi-peak

modulations developing in the positron spectra when the laser energy exceeds

one kilojoule. Detailed 2D particle-in-cell simulations using the LSP code

were carried out, and suggest that for high laser energies, multiple acceleration

phases are present in the TNSA process and leave signatures in the positron

spectrum. They also give insight into the influence of the proton contaminant

layer and target geometry on the positron acceleration process.

Experimental work was also done to demonstrate an alternative acceler-

ation mechanism - collisionless shockwave acceleration (CSA) - which could
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offer better control of the proton beam spectrum. CSA occurs when plasma

pressure drives an electrostatic shock that reflects ions ahead of it, generating

quasi-monoenergetic ion beams. The CSA experiment was performed using the

ultra-intense, λ = 1.054 µm Titan laser at the Jupiter Laser Facility. Near-

critical density targets were used to maximize laser coupling, while tailored

density profiles on both the front and rear sides of the target were necessary

to create a shock and inhibit the strength of TNSA fields that would obscure

the CSA spectrum. Density shaping was achieved experimentally by using a

nanosecond beam to expand Mylar foils, and a carefully timed, ultra-intense

picosecond pulse to drive shocks in the decompressing foils at the optimal den-

sity profile. Narrow energy spread proton and ion beams were observed using

an Imaging Proton Spectrometer (IPS), with characteristics consistent with

generation from CSA. This is believed to be the first observation of highly

energetic (� 1 MeV) proton beams from CSA with a λ = 1.054 µm laser.
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Preface

This thesis is an original work by Shaun Kerr. Some of the research con-

ducted for this thesis was done in collaboration with researchers from the

University of Alberta, Lawrence Livermore National Laboratory (LLNL), and

other institutions and universities. The introduction in Chapter 1, theoretical

background in Chapter 2, discussion of experimental techniques in Chapter 3,

simulation background in Chapter 4, computational study in Chapter 6, ion

data analysis in Chapter 7 and conclusion in Chapter 8 are my original work.

They were written by myself and edited by Professor Robert Fedosejevs. For

the shock acceleration work in Chapter 7 I was responsible for collecting and

analyzing the ion data, which was the key result of the project.

Chapter 5 discusses the analysis techniques I developed and used for the

Imaging Proton Spectrometer (IPS) data. The experimental and computa-

tional tests of the IPS modulations described in Appendix A were designed

and performed by me, with the exceptions of the foil test and data collected by

Professor Louis Willingale, Dr. Hui Chen and Dr. Andrew Hazi (as noted in

the text). The IPS was designed by Dr. Chen [1]. Dr. Hazi provided extensive

guidance in the operation and usage of the diagnostic. The data dewarping

technique originated with Dr. Arthur Pak. Assistance with the diagnostic

analysis was provided by Prof. Fedosejevs, Dr. Hazi and Dr. Pak.

The particle-in-cell (PIC) simulation studies in Chapter 4 and Chapter 6

were performed by me. The analysis of the results and conclusions are mine,

with input from Prof. Fedosejevs, Dr. Chen and Dr. Anthony Link. I heavily

modified a simulation setup provided by Dr. Link. Dr. Link also generated

the initial electron source used in those simulations from laser-plasma PIC

simulations he performed. The PIC code used, LSP, was developed by Voss

Scientific, LLC, and modified by Ohio State University and Dr. Link. This

computational investigation was motivated by experimental data collected by
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Dr. Chen, Gerald Jackson Williams and Jaebum Park at the OMEGA EP

laser facility in the Laboratory for Laser Energetics. This data was published

in the manuscript: H. Chen, A. Link, Y. Sentoku, P. Audebert, F. Fiuza, A.

Hazi, R. F. Heeter, M. Hill, L. Hobbs, A. J. Kemp, G. E. Kemp, S. Kerr,

D. D. Meyerhofer, J. Myatt, S. R. Nagel, J. Park, R. Tommasini, and G. J.

Williams, “The scaling of electron and positron generation in intense laser-

solid interactions”, Phys. Plasmas 22, 056705 (2015). My contribution to this

manuscript was collecting and analyzing experimental data at the Titan laser,

which was not included in this thesis.

The experiments described in Chapter 7 were performed at the Jupiter

Laser Facility at LLNL. The data reported has been submitted for publication

as A. Pak, S. Kerr, N. Lemos, A. Link, P. Patel, F. Albert, L. Divol, B. B.

Pollock, D. Haberberger, D. Froula, M. Gauthier, S. H. Glenzer, A. Longman,

L. Manzoor, R. Fedosejevs, S. Tochitsky, C. Joshi, and F. Fiuza, “Collision-

less shock acceleration of narrow energy spread ion beams from mixed species

plasmas using 1 µm lasers”. I was responsible for fielding the Imaging Proton

Spectrometer (IPS), the primary ion diagnostic, and I collected, analyzed and

helped interpret the IPS data. I also assisted with other aspects of the experi-

mental setup and data collection, along with the experimental team of A. Pak,

N. Lemos, A. Link, M. Gauthier, A. Longman, and L. Manzoor. The original

concept was proposed by Dr. Fiuza in [2]. The experiment was designed and

guided by Dr. Pak, who was also responsible for the manuscript composition.

The remaining authors aided in experimental design, data interpretation and

the manuscript text. The HYDRA hydrodynamic simulations were performed

by A. Link, and the PIC simulations shown in the chapter figures were per-

formed by F. Fiuza. The LSP PIC simulation for escaping and trapped hot

electrons described in the chapter was setup by A. Link; I ran it and analyzed

the output.
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Chapter 1
Introduction

Beams of energetic protons have many applications, ranging from ultrafast

imaging of fields in high energy density (HED) physics to radiotherapy and

isotope generation in health care. Interest in protons is driven by their char-

acteristic energy deposition curve, known as a Bragg peak, whereby protons

lose energy primarily at the end of their range. This peak is illustrated in Fig-

ure 1.1. Energetic protons also tend to travel ballistically through the majority

of their range of travel, as efficient collisions with nuclei are rare; consequently

proton beams are relatively insusceptible to scattering. In contrast, photons

deposit the majority of their energy at the start of their path, while electrons

scatter significantly in matter. As many applications require beam dose to

be delivered to a specific location, these properties make proton beams highly

desirable and advantageous. The chief applications of proton beams are out-

lined in this chapter. The experimental work reported for this Ph.D aimed to

demonstrate a novel acceleration mechanism that would allow greater spectral

control of laser-generated proton beams, enhancing their applicability to these

applications.

Positrons, the antimatter counterpart to electrons, are produced in copious

amounts and accelerated to relativistic energies in ultra-intense laser-matter

interactions. They are of interest both for fundamental physics, such as under-

standing astrophysical phenomena, and as a probe of the complex accelerating

fields that occur in laser-matter interactions. Most work to date has focused

on the first application, with beams of relativistic, laser-generated positrons

potentially giving insight into similar beams believed to exist in gamma-ray

bursts, among other astrophysical processes. The use of positrons as a probe

1



relies on their light mass (relative to protons and heavier ions) which allows

them to undergo rapid acceleration and experience transient field features.

This novel probe application of laser-generated positrons was explored using

detailed simulations that were matched to experimental results.

1.1 Applications of Energetic Proton Beams

1.1.1 Bragg Peak

The average energy loss of a beam of charged particles in matter, known as

its stopping power S, is governed by the Bethe-Bloch equation [37, 38]. It is

typically normalized by the mass density, ρ, of the target material to give the

form:

S

ρ
= − dE

ρdx
(1.1)

= 4πNAr
2
emec

2Z

A

z2

β2

[
ln

2mec
2γ2β2

I
− β2 − δ

2
− C

Z

]
(1.2)

where E is the mean energy loss, x is the distance travelled, NA is Avogadro’s

number, re = e2/4πε0m
2
e is the classical electron radius, me is the mass of an

electron, Z is the atomic number of the material, A is the atomic weight of

the material, z is the charge of the incident particle, β = v/c is the normalized

velocity of the particle, γ = 1/
√

(1− β2) is the Lorentz factor, I is the mean

excitation potential of the material, δ is the correction factor from electron

shielding and C is the shell correction item. From Equation (1.2) can be seen

that S ∝ 1/v2, which indicates that as the proton slows its stopping increases

dramatically. This dependency gives rises to the Bragg peak.
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Figure 1.1: The energy loss curve for 250 MeV protons in high density
polyethylene (HDPE). The signature Bragg peak is evident. From [3].

1.1.2 Proton Radiography

The most widely used application of laser-produced protons to date has been

as an innovative diagnostic for other laser-plasma experiments, called pro-

ton radiography or deflectometry [39, 40, 41, 42]. A laser-generated proton

beam is directed towards the primary laser-plasma interaction (LPI) region,

where the protons are deflected by the Lorentz and electrostatic forces from

the time-varying electromagnetic fields and an imprint is made in the spatial

distribution of the beam. By recording this proton signal, either as imprint

pits on CR-39 plastic film or on radiochromic film (RCF - see Section 3.2.3)

high spatial resolution images of the interaction fields can be captured.

The proton radiography beam can be generated either through long pulse

driven De3He and DD fusion reactions [43], or short pulse target normal sheath

acceleration (TNSA - see Section 2.3) [40]. The fusion approach yields well

controlled, monoenergetic beams of 14.7 and 3 MeV protons, but has a low

flux due to its isotropic nature and can only be fielded at large scale laser facil-

ities. The yield into 4π steradians is ∼109 protons at OMEGA [43] and ∼1010

protons at NIF [44], giving 8×107 and 8×108 protons/steradian, respectively.

TNSA beams, in contrast, are highly directional, have a broad energy spec-

trum and can be generated at smaller scale, short pulse laser facilities. Yields

reach 1010 protons in a ∼40◦ full cone opening, giving an order of magnitude
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(a)
(b)

Figure 1.2: Examples of proton radiograph, showing sheath field instability
formation along a wire target. (a) Setup, with ‘CPA’ indicating an intense
short pulse generating the TNSA proton beam. (b) Proton RCF images for
a) ∼10 ps, b) ∼30 ps, and c) ∼50 ps. Images from [4, 5].

improvement in flux. The broadband source energy allows time-resolved im-

ages of fields to be captured in RCF stacks through the time of flight effect.

The beam is laminar, with a slight divergence, and can be treated as coming

from a virtual point source behind the generation target. The desired image

magnification, therefore, is achieved simply by setting the correct distances

between the source, target, and detector. Examples of an experimental setup

and radiography images from [4, 5] are shown in Figure 1.2.

1.1.3 Radioisotope Generation

Radioisotopes are a critical component of medical imaging, with the most

commonly used isotope, Technetium 99m (99mTc), given to millions of patients

each year [45]. Currently over 90% of the world’s supply of 99mTc comes from

five nuclear reactors, most of which are nearing the end of their lifespans. The

largest production facility, the National Research Universal reactor in Chalk

River, Ontario, Canada, is scheduled to close in March 2018 [46]. The expense

and safety considerations of constructing nuclear reactors has led to extensive

interest in alternative approaches to isotope generation [47].

Laser-generated protons offer another potential approach to isotope gen-

eration, as they produce protons of sufficient energy (5-30 MeV) and flux to
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generate macroscopic quantities of isotopes, such as 99mTc from molybdenum-

99 [45]. In an experiment performed at the Vulcan Petawatt Laser Facility,

50 J of laser energy in 0.5 – 1 ps pulses were used to generate 8.25 kBq of

radioactivity from a TNSA proton beam onto a secondary Mo target. For

an enriched, 99.54% pure Mo target it was calculated that 85.3 kBq would

be produced, and ∼1 GBq in 20 minutes with a 10 Hz laser [45]. Current

laser systems are unsuitable for practical isotope production due to their low

shot rate, but high repetition rate, diode-pumped systems are in development

[48, 49] and could be competitive with cyclotron production within a decade

[45]. The ultimate goal would be a table-top system that could be widely used

and replace the centralized production facilities currently used.

Laser driven proton beams can also be used to generate the short-lived

isotopes used in positron emission tomography (PET), such as 11C, 13N, 15O

and 18F. The half lives of these isotopes is between 20 – 120 minutes, making

on-site, real-time production necessary [50]. Production of 11C and 13N from

lasers has been demonstrated [50, 51], but higher repetition rate lasers are

necessary for practical application.

1.1.4 Proton Radiotherapy

The localized energy deposition of the Bragg peak makes protons the ideal

particle for treating cancers near critical regions such as the brain or eye [52],

as well as minimizing dose to avoid long-term effects in children with cancers

[53]. As can be seen in Figure 1.3, traditional radiation therapy particles such

as x-rays have a very broad energy deposition compared to protons, which is

non-ideal [6]. ‘Hadrontherapy’ using protons is currently available only at spe-

cialized cyclotron-based facilities which are extremely expensive to construct

($100–225 million); consequently the number of these facilities worldwide is

limited [54]. Laser-based facilities have the potential to be much more cost-

effective, and therefore more widely available.
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Figure 1.3: Depth dose distributions for a variety of particle beams. The pro-
ton radiotherapy, highlighted in red, delivers more localized energy deposition.
From [6].

The ideal proton radiotherapy beam is monoenergetic, very high energy (up

to ∼250 MeV) and tunable; this allows penetration of deep tissue (> 20 cm)

and controlled location of deposition [6]. Traditional accelerators (cyclotrons

and synchrotrons) produce proton beams with energy spreads of ∆E/E ≈

0.1% [55]. The particle energy from synchrotrons can be controlled directly by

the guiding magnetic field; cyclotrons can produce only a single energy range,

and therefore energy tuning is achieved by energy loss in foils and energy-

selecting transport systems. The typical spectrum from TNSA is broadband

and limited in maximum energy to ∼90 MeV, and therefore not very favourable

for this application. Typical treatment doses are on the order of ∼1 Gy in 1 – 3

minutes; this corresponds to 1012 protons total or 1010 protons per second (∼2

nA) [55]. Such levels are easily achievable with accelerators, but represent

a challenge for laser-based sources. TNSA can produce up to 1010 protons

per shot, but without the energy selection, beam focusing or repetition rates

necessary to reach 1010 protons/second on target. The shot-to-shot consistency

of TNSA sources to date has also been very poor, while radiotherapy demands

a ∼5% variation for dose control.

Meeting the requirements of radiotherapy with laser-based sources is very

challenging, and necessitates large advances in both acceleration techniques

and laser and target technology. Conventional TNSA is unsuited for this
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purpose, but other proton acceleration mechanisms are being explored that

could potentially deliver much improved beam characteristics (see Section 2.4

and Chapter 7). In all cases a high repetition rate laser will be necessary to

deliver the required dose in a reasonable amount of time. Diode-pumped laser

systems, operating at up to 10 Hz, are very promising for this reason [48, 49].

High rep-rate targets such as liquid jets [56] or liquid crystal films [57] must

be developed in parallel.

1.2 Inertial Confinement Fusion

Stars, through their immense mass and gravitational fields, can reach the

pressures and temperatures necessary for fusion naturally. Mankind, however,

must use cleverer schemes to create fusion energy on Earth. The challenge is

confining an extremely hot plasma long enough for fusion reactions to occur

and propagate as a chain reaction within the fuel. Research into fusion energy

is divided into two approaches: (1) Magnetic confinement fusion confines the

burning plasma with magnetic fields, typically in a donut-shaped device called

tokamak. (2) Inertial confinement fusion (ICF) heats a plasma to fusion tem-

peratures and pressures over such a small timescale that the inertia of the fuel

itself provides confinement.

ICF can be achieved in a controlled manner using lasers, which can transfer

MJ of energy to a mm-scale target within nanoseconds. Even these small

spatial and temporal scales, however, are not enough to overcome the thermal

and radiation losses of a plasma at keV-temperatures. Consequently, central

hot spot ignition has been developed [58]. In this approach only a small

central volume at the core of a spherically imploding target reaches fusion

temperatures and densities. Once fusion reactions start occuring, α-particles

from deuterium-tritium (DT) fusion heat the remaining bulk of the fuel and

achieve a full burn.
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(a) (b)

Figure 1.4: Illustrations of temperature and density spatial profiles for com-
pressed fuel cores in (a) the isobaric, central hot spot ICF approach and (b)
the isochoric, fast ignition approach. In (a) the central hot spot has a low
density relative to the outer core but a higher temperature. For fast ignition
in (b) the density is relatively constant and the heating is localized at the
ignitor interaction region.

The central hot spot is a region of low density, high temperature plasma,

and is in pressure equilibrium with the high density, low temperature bulk

target plasma. This is the isobaric model [59]. The density and temperature

profiles of the central hot spot in this model are plotted in Figure 1.4a. For

ignition a central hot spot temperature of ≥ 5 keV is required with an areal

density ρr = 0.3−0.4 mg/cm2; this is determined by the range of 3.5 MeV fu-

sion α-particles, which must be stopped within the compressed fuel to achieve

self-heating. The core must reach a pressure of ∼200 Gbar and a maximum

density ρ ≥ 200 g/cm3. The density value is set by the gain requirement:

sufficient fuel must be present and a large enough fraction must be burned

(20–30%) for break-even, Eout ≥ Ein [60].

1.2.1 Proton Fast Ignition

An alternate to the central hot spot approach, known as fast ignition (FI),

proposes using an intense, short pulse laser to spark the fusion reaction of

an imploding fuel capsule. Decoupling the compression and heating steps

greatly relaxes the compression requirements, and allows the hot spot and the

surrounding fuel to be out of pressure equilibrium [61]. This is the isochoric
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model of ICF. FI requires significantly lower stagnation pressure, which in turn

allows for much slower and more stable implosion velocities. Mixing of fuel

and ablator shell material in the hot spot, the bane of traditional ICF because

it reduces the temperature of the hot spot, is of reduced importance since the

critical heating step is transferred to the ignitor beam.

The hydrodynamic disassembly time of the compressed fuel core is 10− 40

ps, and the ignitor beam must have a corresponding duration [62]. For a

reference density of ρ = 300 g/cm3, optimistic 1D models indicate that 10−20

kJ of energy must be deposited in the core. The hot spot temperature must

reach ∼10 keV, and the beam spot size must be on the order of the compressed

core size, 10 – 40 µm. Compared to hot spot ignition the gain could increase by

2 – 10×, due to both increased fuel mass in the target and reduced compression

energy [61, 63].

The challenge with FI is effectively coupling ignitor laser energy to the

fuel core. Electrons are directly and efficiently accelerated by the laser, but

occur in highly divergent, overly energetic beams that couple inefficiency to

the dense core (electron energies of 0.5 – 1 MeV are necessary to stop in the

core, while typical energies from ultra-intense LPI are 1 – 100 MeV). These

issues substantially increase the ignition parameters given above. In contrast,

protons deposit energy readily in their Bragg peak, can be focused with careful

target design [64] and could feasibly be used for FI with a range of energy

distributions [65].

The parameters for proton FI in the ideal case (flat spatial and temporal

profiles) were given in Roth et al. [7] using a compressed core profile from [63].

Here Eopt is beam energy, topt is pulse duration and ropt is beam spot radius.
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Eopt = 140/ρ̂1.85 kJ (1.3)

topt = 54/ρ̂0.85 ps (1.4)

ropt = 60/ρ̂0.97 µm (1.5)

where ρ̂ = ρ/(100g/cm3). Proton energies of 15 – 23 MeV were assumed,

which are readily within the energies possible with current laser systems. The

deposition curves in the core are plotted in Figure 1.5a.

Conversion efficiency and beam divergence are critical for the success of

proton fast ignition. Simulations that take into account realistic beam prop-

erties and target geometries have indicated up to 20 kJ of energy in protons

is required [8]; the ignitor laser energy could then approach 400 kJ for a rel-

atively high conversion efficiency of 5%. Increasing the conversion efficiency

from laser to proton energy is critical to driving down this pulse energy. Like-

wise, controlling the proton beam divergence is highly important for coupling

to the target core and reducing the drive requirements. Understanding the

electric field behaviour on the proton target is the first step to controlling

beam divergence.

1.3 Laboratory Astrophysics

The ability of high power lasers to generate high-energy-density systems has

opened up the study of astrophysical phenomena in the laboratory [66]. Most

work in this area has focused on nanosecond interactions, with investigations of

magnetic field generation from Weibel instability in intermingling plasmas [67]

and equations of state relevant to stellar bodies [68]. Ultra-intense, short pulse

lasers open the possibility of exploring relativistic plasmas and pair production,

which are relevant to extreme astrophysical events.
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(a) (b)

Figure 1.5: (a) Energy deposition curves for protons in a compressed fuel
core, in a 1D model. The range of initial proton energies allows the full core
region to be irradiated. From [7]. (b) Energy deposition isocontours from a 2D
simulation with a realistic injection cone and core plasma. Beam divergence
has a large effect on energy deposited. From [8].

1.3.1 Fireball Model of Gamma-ray Bursts

One such event is a cosmic fireball, as is believed to occur for neutron star merg-

ers or black holes but has never been studied in the laboratory. The fireball

model was introduced to account for astronomical observations of gamma-ray

bursts, which show photons with up to 100 MeV energies and a power-law dis-

tribution, N(E)dE ∼ E−2dE. This non-Planckian distribution indicates that

the source plasma is not optically thick, yet MeV photons should produce

pairs in the reaction γγ → e−e+ such that the region is no longer optically

thin [66]. The resolution to this “compactness problem” is to have the source

plasma moving at relativistic velocities towards the observer. In this case the

photons are blue-shifted to the observed high energies hνobs in the observer

frame, while in the source frame their energy is reduced by a Lorentz factor

hνobs/γ, pair production is reduced, thermalization occurs through the Comp-

ton process and the plasma remains optically thin [69]. The relativistic shock

that characterizes this process is expected to undergo Weibel filamentation.

The growth rate of this process, and the various processes it can mediate such

as collisionless shock formation and particle acceleration [70] have motivated
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(a) (b)

Figure 1.6: (a) Rendering of cosmic gamma ray burst. (b) Simulated electron-
positron jet. From the Michigan Institute for Plasma Science and Engineering.

investigation.

Work by Chen et al. shows that laser-produced positrons form energetic,

dense and directional plasmas that could be uniquely suited for studying the

relativistic fireball model [23, 71, 72]. The challenge is achieving a positron

density comparable to the electron density, as positron generation is a sec-

ondary process and has several orders less particles. Different target geome-

tries have been used to get comparable densities in localized regions [73], but

a true relativistic, neutral beam of electrons and positrons has not yet been re-

alized. It was observed that positron production has a non-linear scaling with

laser energy, Ne+ ∝ E2
L, while electron production scaling is linear, Ne− ∝ EL

[72]. These favourable rates suggest that with 10 kJ class lasers such as ARC

on NIF [74] and LFEX on Gekko [75] it will be possible to create relativistic,

equal density electron-positron plasmas with Ne+ ≈ 1014. While the present

intensities of these laser systems limits their ability to generate positrons, fu-

ture upgrades and modifications such as focusing plasma mirrors [76] could

overcome this limitation.
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Chapter 2
Physics of LPI and Particle Acceleration

The physics of particle acceleration from short pulse laser-plasma interactions

is multi-stage and multi-process, and therefore a wide variety of phenomenon

must be introduced. This chapter is structured as follows: First general

plasma physics relevant to ultra-intense laser-plasma interaction (LPI) is cov-

ered. The various mechanisms that produce relativistic, ‘hot’ electrons are

then discussed. Finally the details of ion acceleration are reviewed.

2.1 Ultra-intense LPI

The electric field of a laser with I = 1 × 1019 W/cm2 is on the order of 1012

V/m, which is sufficient to quickly ionize the surface of a target through field

ionization. A plasma several times the critical density, ncrit, is generated,

and a standing wave is formed with an evanescent component penetrating

to a skin depth of ls = ∼c/ωplasma. Here ncrit is defined in Equation (2.1),

c = 2.998× 109 m/s is the speed of light and ωplasma is the plasma frequency,

defined in Equation (2.2). For a plasma in local thermal equilibrium (LTE)

the ionization state can be determined statistically using the Saha-Boltzmann

equation [77]. Plasmas produced with short pulse lasers, however, are typically

in non-LTE states due the rapidly varying fields and spatial gradients (density,

temperature) involved. In this case non-trivial rate equations must be solved

to determine the ionization state [78].

Electron acceleration varies as the plasma density changes from under-

dense, where the laser light can propagate, to overdense, where the pulse is

reflected. The critical density that defines the transition from underdense to
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overdense regions is given by:

ncrit =
meε0ω

2
laser

e2
(2.1)

where me = 9.109 × 10−31 kg is the mass of an electron, ε0 = 8.854 × 10−12

F/m is the permittivity of free space, ωlaser is the frequency of the laser and

e = 1.602× 10−19 C is the fundamental charge. Physically this corresponds to

the density at which the laser frequency equals the plasma frequency, ωlaser =

ωplasma, and the plasma response can negate the incident light. The plasma

frequency is given by:

ωplasma =

(
e2ne
ε0me

)1/2

(2.2)

where ne is the electron density. The laser will penetrate the underdense

plasma until it reaches the critical surface, where ne = ncrit. For many of the

cases outlined in this thesis the nanosecond prepulse of a λ = 1054 nm (1ω)

beam will create a large, 10’s µm underdense plasma [79]. When the laser

pulse has very low prepulse, such as with a frequency-doubled, λ = 527 nm

(2ω) beam or with a plasma mirror, the underdense preplasma region will be

small (typically � 10 µm) and the main pulse interacts primarily with the

overdense target surface.

When the quiver velocity of an electron – the velocity it reaches in an

oscillating electric field – approaches the speed of light, the beam is said to be

relativistic. At these high intensities, the normalized laser amplitude is often

cited:

a0 =
vosc

c
=

eE0

mecω0

(2.3)

where vosc = eE0/meω0 is the peak velocity of an electron in an oscillating

electric field, E0, in the non-relativistic case a0 < 1. The relativistic regime

corresponds to a0 > 1. For a λ ≈ 1 µm wavelength laser such as Titan at 1ω
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an intensity of I0 = 1.4 × 1018 W/cm2 gives a0 = 1; for frequency-doubled

2ω (∼0.5 µm) the necessary intensity is I0 = 5.4 × 1018 W/cm2. At these

intensities the electrons can be accelerated to relativistic velocities within a

single laser cycle. As the electron motion becomes relativistic its effective mass

increases by the Lorentz factor, γ = 1/
√

1− v2/c2, and the interaction of the

laser with the plasma becomes modified. The time averaged Lorentz factor is

γ̂ =
√

1 + v2
osc/2c

2 =
√

1 + a2
0/2, and the critical density is increased by this

factor, n′crit = γ̂ncrit. This effect, known as ‘relativistic transparency’, allows

ultra-intense lasers with a0 > 1 to penetrate further into plasmas than classical

theory would predict.

The refractive index of a plasma is:

nr =

√
1−

ω2
plasma

ω2
(2.4)

For electrons moving at relativistic velocities the plasma frequency is reduced

by the average Lorentz factor, ω2
plasma → ω2

plasma/γ̂. As a result the refractive

index nr increases locally at the intense centre of the laser beam, and there is

a positive lensing effect that can focus the laser [80].

2.2 Hot Electron Generation

A population of relativistic, super-thermal electrons is generated in intense

laser-plasma interactions. These ‘hot electrons’ arise from a variety of mecha-

nisms depending upon the plasma and laser conditions involved, and the dom-

inant effect can be difficult to isolate in an experimental setting. Nonetheless,

as energetic electrons are the drivers and intermediaries for the other phenom-

ena that occur with intense LPI, a grasp of the processes involved is crucial to

understanding the field. The primary mechanisms are outlined here.
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2.2.1 Collisional Absorption

For non-relativistic laser intensities (a0 < 0) collisional absorption, or inverse

bremsstrahlung, occurs in underdense plasmas. The laser couples directly to

the electrons via the oscillating electric field, which transfer thermal energy

to ions through collisions. At high intensities these processes are essentially

multiphoton since the energy transferred is much more then the energy of

a single photon [81]. The electron-ion collisions heat the plasma, and the

absorption coefficient scales according to the equation:

κib ∝
Zn2

e

T
3/2
e (1− ne/ncrit)1/2

(2.5)

where Te is the electron temperature. The strong inverse dependence on Te

means that as a plasma is heated, inverse bremsstrahlung becomes less impor-

tant [82]. For typical short pulse laser interactions the plasmas is heated so

rapidly that collisionless processes dominate. However, collisional absorption

must be considered for both the low intensity foot of ultra-intense, short pulse

lasers and the intrinsic low intensity of nanosecond pulse lasers.

2.2.2 Resonant Absorption

When a component of the incident electric field of the laser is in the direction

of the density gradient, i.e. p-polarized light, plasma waves can be driven at

the critical density point in the plasma profile. This process is resonant at the

critical surface, where the frequency of the plasma waves is equal to that of the

laser, ωpe = ω0, and the amplitude of the waves becomes large. These waves

transfer energy to thermal particles, either when they are collisionally damped

(for cold plasmas) or through wave breaking (for hot plasmas) [83]. So called

‘resonant absorption’ can be efficient, but only for longer scalelengths that are

not usually reached with the inherent short pulse prepulse.

The absorption fraction of light depends upon the self-similar parameter
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Figure 2.1: Absorption into energetic electrons versus laser angle of incidence
for the resonant absorption (p-polarization) and vacuum heating mechanisms.
The simplified resonant absorption calculation uses λ = 1 µm, Ln = 20 µm,
and is scaled to match the more accurate peak value of 0.5 [9]. The vacuum
heating curve is scaled to a peak value of 0.3, a typical value [10].

ξ = (kLn)1/3 sin θlaser, where k = 2π/λ is the wave vector, Ln is the 1/e

density scalelength and θlaser is the laser angle of incidence. The resultant

absorption as a function of incident angle is insensitive to the actual wave

damping mechanism and can be approximated by [84]:

ηra(ξ) ' 2.6ξ2 exp

(
−2ξ3

3

)2

(2.6)

This relationship is valid for long scalelength plasmas, where kLn � 1; it

correctly captures the trend of absorption, but overestimates the peak value.

More precise modelling gives a maximum absorption of ∼50% from resonance

absorption [9]. The angular absorption curve from Equation (2.6) is plotted

in Figure 2.1, scaled to a maximum value of 0.5.

2.2.3 Vacuum Heating

Vacuum heating, or ‘Brunel absorption’, occurs when an intense laser is inci-

dent on an overdense plasma with a sharp vacuum interface [85]. Electrons

present on the surface of the target are accelerated outwards into vacuum dur-

ing a single half cycle cycle of the laser pulse and then sent into the target. In

this overdense region there is no restoring laser field beyond the skin depth,

δs ≈ c/ωplasma, and the accelerated electrons can travel freely into the target
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depositing their energy. The particles can reach the quiver velocity in the

incident electric field, vosc = eE/meω. The source of electrons on the surface

is either thermal motion or field emission from the intense electric fields of the

laser.

The plasma density gradient controls the transition between resonant ab-

sorption and vacuum heating. For very steep gradients there is not enough

plasma for significant resonance to occur, and the amplitude of electron os-

cillations will be xp ≈ eE/meω
2 = vosc/ω. If this distance is larger then the

plasma scalelength, vosc/ω > Ln, electrons will be driven into the target and

vacuum heating will occur as described above.

From a capacitor approximation model developed by Brunel and simpli-

fied by Gibbon [86], which neglects the magnetic fields, electrons accelerated

by vacuum heating are treated as a moving sheet that obtains a velocity

v ' 2vosc sin θlaser after a single laser cycle. By assuming that all electrons

in this sheet penetrate the target and accounting for imperfect reflectivity and

relativistic motion, the absorbed power versus θlaser can be calculated. In the

relativistic limit of a0 � 1 the angular absorption behaviour is:

ηrel
vh =

4πα

(π + α)2
(2.7)

where α(θlaser) = sin2 θlaser/ cos θlaser. The absorption is strongly peaked at

θ = 73◦ and goes to zero at normal incidence, where no component of the

laser electric field directs particles into the target. The maximum absorption

depends upon the laser intensity and plasma density, and is not predicted

by this calculation. The absorption curve versus laser angle is plotted in

Figure 2.1, scaled to a typical maximum absorption value of 0.3 [10].
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2.2.4 J × B Heating & Ponderomotive Force

For ultra-high laser intensities, a0 > 1 and electrons reach relativistic velocities

in a single laser cycle. Two forces then become significant: the v × B com-

ponent of the Lorentz force, and the ponderomotive force. The latter arises

from the strongly non-uniform Gaussian spatial distribution of laser beams

[87]. Electrons that are initially near the centre of the Gaussian beam will

be accelerated radially away, where the beam intensity (and hence restoring

force) is weaker, and therefore experience a net energy gain. The classical

ponderomotive force can be expressed as a gradient of the electric field [86]:

FP = − e2

4meω2
∇(E2) (2.8)

The relativistic v×B Lorentz force introduces forward motion, and the net

result is that electrons are accelerated forward at a given angle, cos θelectrons =√
(γ − 1)/(γ + 1), and with velocities ∼vosc. This acceleration mechanism,

known as J × B heating, drives electrons twice per laser cycle, resulting in

highly directional, characteristic bunches at ωJ×B = 2ωlaser.

The random fluctuations in energy gain over laser cycles and between

particles gives electron acceleration a highly stochastic nature, and the en-

semble hot electron energies tend to resemble a Maxwellian distribution [88].

Combined with the ‘cold’ background electrons present in a bulk target, a

two-temperature energy distribution is typically observed in electron spectra.

When I > 1018 W/cm2, J × B heating is dominant and the hot electron

temperature, Thot = kBTe, follows a ponderomotive scaling [89]:

Thot ≈ mec
2(γ − 1)

= mec
2
[
(1 + a2

0)1/2 − 1
]

= 511
[
(1 + 0.73I18λ

2
µm)1/2 − 1

]
keV (2.9)
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Figure 2.2: Diagram of laser interaction with a target with preplasma.

where kB = 8.617× 10−5 eV/K is the Boltzmann constant, the time averaged

relativistic factor is γ = (1 + a2
0)1/2, and the electron momentum is set by

the quiver velocity and expressed in terms of the normalized amplitude a0 =

eE0/mecω0 = posc/mec. Equation (6.5) is given in units of 1018 W/cm2 and

µm for intensity and wavelength, respectively.

2.3 Target Normal Sheath Acceleration (TNSA)

Highly energetic (> 1 MeV), forward directed beams of laser-generated protons

were first reported in 2000 [90, 91, 92]. Since then extensive research efforts

have been devoted to understanding and controlling these proton beams. The

straightforward physics picture will be outlined first, then several models will

be given that aim to predict parameters of the accelerated protons.

The basic physics picture of proton acceleration from ultra-intense lasers

was put forth by Wilks et al. shortly after the first experimental observations

[93]. The mechanism, known as target normal sheath acceleration (TNSA),

occurs as follows:

1. Highly energetic, ‘hot’ electrons are generated at the front surface of a

target irradiated with an ultra-intense, short pulse laser. The process by

which these electrons are created is not crucial for the following steps,

although the energy scaling and efficiency of the overall process depends
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strongly on which of the many electron acceleration modes is dominant.

2. The hot electrons, which are relativistic and moving at close to the speed

of light, quickly travel through the target. The first and most energetic

particles escape and the target becomes positively charged, confining

the majority of the electrons to the target [29]. Still highly energetic,

these trapped electrons drive charge separation and establish a strong

(∼TV/m) electrostatic field on the rear surface.

3. Protons present on the surface of the target are ionized and accelerated

by the sheath field normal to the rear plane. These protons, along with

the electron cloud, form a moving, quasi-neutral beam that accelerates

outward until the hot electron pressure is no longer sufficient to drive

charge separation. This smooth, non-stochastic acceleration gives TNSA

proton spectra a characteristic sharp cutoff energy. The source of pro-

tons is a thin, ubiquitous hydrocarbon contaminant layer that covers all

surfaces unless specific steps, such as target heating under vacuum, are

taken [94].

These steps are illustrated in Figure 2.3. Section 2.2, above, outlines the

processes that create hot electrons, and the following sections cover analytic

TNSA models and effects that can modify it. Section 2.4 outlines other proton

acceleration methods.

2.3.1 Fluid Models

The fundamental models of TNSA by Wilks et al. [93] and Mora [12] use fluid

descriptions of plasma expansion into vacuum to represent the hot electron

cloud and proton beam. The model of Mora will be detailed here, as it provides

an accurate yet simple picture of TNSA physics. The initial setup is a semi-

infinite plasma slab with a perfect step in ion density and a sigmoidal electron

21



Figure 2.3: The target normal sheath acceleration (TNSA) process. Electrons
on the front surface are accelerated to relativistic energies by an ultra-intense
laser, then travel through the target and establish an electron cloud on the
rear surface. Protons (present on the surface of the target) and positrons
(generated inside the target from the energetic electrons) are accelerated by
the strong electric fields established by the electron cloud.

density (Figure 2.4a). The electrons are assumed to follow the Boltzmann

distribution:

ne = ne0 exp

(
eφ

kBTe

)
(2.10)

where ne0 = Zni0 is the initial electron density in the unperturbed plasma re-

gion (x = −∞), Z is the charge state, ni0 is the initial ion density, and φ is the

electrostatic potential, which goes to 0 at x = ∞. The Boltzmann distribu-

tion is valid under the conditions that the fields present are purely electrostatic

(E = −∇φ), they evolve slowly compared to the electron response, and the

fluids are isothermal. The ions are initially cold and at rest. The rapid elec-

tron response assumption is reasonable for MeV-energy electrons. Subsequent

work, detailed below, addresses the assumption of isothermal fluids [95].

The potential obeys the Poisson equation:

ε0
∂2φ

∂x2
= e(ne − Zni) (2.11)

which is assumed to hold as the plasma expands. The potential boundary

conditions are φ(−∞) = 0 and φ(∞) = −∞. The ion motion is found using

the fluid equations for continuity and motion:
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∂ni
∂t

+
∂(nivi)

∂x
= −ni

∂vi
∂x

(2.12)

∂vi
∂t

= −Cs
dni
dx

(2.13)

where Cs =
√
ZkBTe/mi is the ion acoustic velocity and mi is the ion mass. A

self-similar solution can be found for the plasma expansion with vi = Cs+x/t,

for x + Cst > 0. Quasi-neutrality must be assumed, such that ne = Zni =

ne0 exp(−x/Cst− 1). The self-similar sheath electric field can be found:

Eself-similar =
kBTe
eCst

(2.14)

The self-similar solution becomes undefined when the local Debye length,

λD = (ε0kBTe/nee
2)1/2, becomes larger than the self-similar scalelength, Cst.

This occurs at early times, ωpit < 1, where ωpi = (ne0Ze
2/miε0)1/2 is the ion

plasma frequency with the initial, unperturbed electron density. The position

of the front at later times can be estimated from the equality λD = Cst.

Mora calculated a more accurate front position by interpolating from numerical

results. The electric field he found was:

Efront '
(

2ωpit

(2e+ ω2
pit

2)1/2

)
Eself-similar (2.15)

The ion energy spectrum can then be calculated. It has an exponential

fall-off in energy and a well defined cutoff, which for large times (ωpit� 1) is:

Emax ≈ 2Thot

[
ln
(
τp +

√
1 + τp

)]2
(2.16)

where τp = ωpit/
√

2 exp(1) is the normalized time. Figure 2.4b gives exam-

ples of the calculated proton energy spectra. Mora’s model, having a constant

electron temperature, predicts unbounded proton energy gain and plasma ex-

pansion. Fuchs et al. found an acceleration cutoff time of tacc ≈ 1.3τlaser to be
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(a)
(b)

Figure 2.4: (a) Initial plasma profile for the Mora model, with a step-like ion
density and an electron sheath. Based on a diagram in [11]. (b) Proton spectra
calculated by Mora for two times. The dotted curves are from the analytic,
self-similar solution, and the solid curves are from 1D Lagrangian simulations.
For example, if Z = 1, kBTe = 500 keV, and ne0 = ni0 = 1022 cm−3, the
predicted cutoff energies would be 11 MeV and 19 MeV at times of 0.2 ps
(ωpit = 30) and 0.8 ps (ωpit = 100), respectively. Figure from [12].

in good agreement with experimental and simulated maximum proton energies

[96]. That the acceleration time should be proportional to the laser pulse, τlaser

is consistent, as during this period hot electrons are continuously being gener-

ated and the plasma is approximately isothermal. In their treatment the hot

electron density on the rear surface, ne0 , was estimated by an electron beam

cone, with the initial size set by the laser spot, cone length equal to the tar-

get thickness, and the final spot determined by the electron beam divergence

half-angle (θbeam ≈ 25◦). Ballistic electrons were assumed.

Wilks et al. note that the self-similar scalelength is the plasma scalelength,

Cst = Ln [93], giving the relationship:

Emax ∝
Thot

Ln
(2.17)

The definition of plasma scalelength is typically given as a exponential function

n(x) = n0 exp(−x/Ln). Equation (2.17) establishes a scaling relationship with

Thot, which for relativistic intensities can be estimated from the ponderomotive

scaling in Equation (6.5). Accordingly, Emax ∝ (Iλ)1/2, a scaling that has been
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verified for 10–25 µm foils at intensities up to 6× 1020 W/cm2 [97].

An adiabatic model of expansion from Mora addresses the isothermal as-

sumption by taking into account the cooling of the hot electron cloud and the

finite target size [95]. The total energy available to the protons is set by the

plasma thickness, hence this model avoids the infinite energy gain and arbitrary

acceleration time cutoff of the isothermal model. When compared to experi-

ment results, however, this model proved to be less accurate than the simpler

isothermal model in some cases [98]. It agreed better for multi-picosecond

laser pulses, and experimental matching was further improved when the accel-

eration time was capped to account for lateral expansion of the electron cloud

[97].

The isothermal Mora model of TNSA has been modified to incorporate var-

ious effects that dominate depending upon specific experimental conditions.

For small targets, refluxing of electrons maintains a higher electron density,

resulting in enhanced proton acceleration. To include this phenomenon Buf-

fechoux et al. suggested increasing the acceleration time in Equation (2.16),

the maximum proton energy relation, by the time for significant expansion of

the proton layer, τexpansion ≈ 6ω−1
pi [99]. The ion plasma frequency ωpi gives

the response time of the ions, and the coefficient has been determined to be

in good agreement with simulation and experimental results. To account for

finite beam spot sizes with ultra-thin, 25 nm thick targets, Brenner et al. pro-

posed adding an additional acceleration time, τescape = DL/2ve, where DL is

the diameter of the sheath and ve is the average lateral velocity of the hot

electrons [100]. This term approximates the time necessary for electrons to

escape the initial sheath spot through lateral expansion. Good agreement was

found between experimental results and this modified model [100].

Yogo et al. developed a modification to account for multi-picosecond, con-

stant intensity pulses [101]. For these conditions the hot electron temperature

was found to grow beyond ponderomotive scaling and show a significant time
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dependence, Thot(t). This time-dependent term was inserted into the fluid

model equations and solved for proton energy. Fit parameters from 1D PIC

simulations were used to define the temporal profile, Thot(t), and the time-

dependent ion acoustic velocity. The final ion velocity was found by integrat-

ing acceleration time from the arrival time of the first peak to a set decay time

(approximately twice the total pulse duration). With these parameters the

model was found to agree with experiment for pulse lengths up to 6 ps, the

maximum measured.

2.3.2 Other TNSA Models

A model by Passoni et al. calculates the electrostatic field that develops before

significant proton expansion has occurred [102, 103]. Only electrons trapped

in the target by the sheath field are considered, while the target ions are

stationary and the protons are treated as test particles in the quasi-stationary

electric field. For Thot � 1, the maximum proton energy is given by:

Emax = kBThot
eϕmax(ϕmax − 1) + 1

eϕmax − 1
(2.18)

where ϕmax is the maximum of the sheath potential energy, in units of kBTe,

and must be estimated. An empirical scaling law, ϕmax = 4.8+0.8 ln(Elaser[J ]),

was proposed. This model is valid only for a short period of time early in

the acceleration process, but gives surprisingly accurate results for laser pulse

durations up to ∼1 ps [98].

Schreiber et al. and Zeil et al. describe TNSA using a surface charge deter-

mined from laser parameters and an assumption of electron beam divergence,

which yields a charge density on the rear surface of the target for a given tar-

get thickness [104, 105]. The potential is then solved, resulting in an implicit

function for maximum proton energy. Integrating to the laser pulse duration
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gives an approximate relationship [105]:

Emax ≈ E∞ tanh2

(
τlaser

2τ0

)
(2.19)

where τ0 = R/v(∞) = R/(2E∞/mp)
1/2, R is the radius of the electron cloud

on the rear surface, and E∞ = Qe2/(2πε0R) is the sheath potential barrier for

a total charge Q. To find the electron cloud radius a half angle divergence of

45◦ was assumed for Titan-class lasers, based on experimental observations.

2.3.3 Effect of Prepulse

The presence of a preplasma alters the density profile on the front surface of

a target, which can result in significantly different electron generation mech-

anisms becoming predominant (Section 2.2). The altered hot electron tem-

perature and density, in turn, affect the proton spectra as was described in

Section 2.3.1. Amplified spontaneous emission (ASE) is the usual cause of

preplasma; the ns-scale prepulse from ASE can generate a plasma with with

a scalelength in the 10’s of µm.

These effects have been studied using two beam experiments, with a long

pulse beam to create a controlled preplasma and a high contrast short pulse

to minimize inherent prepulse. By varying the delay between the two pulses

the expansion time of the surface plasma was controlled, setting the plasma

scalelength for the short pulse. It was found that proton cutoff energy and

conversion efficiency are maximized for scale lengths of 30-60 µm with 25 µm

thick targets [106]. At scalelengths > 100 µm the beam was seen to filament,

reducing the laser intensity. An additional effect occurs when the shock driven

by the prepulse has time to propagate through the target and disrupt the rear

surface; in this case the rear scalelength Ln increases and TNSA is inhibited

through a reduced accelerating field [107]. This effect introduces a relationship

between ASE and target thickness, which produces an optimal thickness for a
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given laser system [108].

An effect that has typically been ignored in theoretical and simulated treat-

ments of LPI is that of the ps-scale prepulse, due to the deviation from an

ideal Gaussian temporal profile. Recent investigations have shown that this

ps-prepulse has a significant effect on electron and proton generation for ‘ultr-

aclean’ laser systems, and must be accounted for in order to accurately model

TNSA proton energies [109].

2.3.4 Effect of Sheath Field Dynamics

The sheath field due to the electron cloud is highly dynamic, and its evolution

over time has important effects on particle acceleration. The process occurs as

follows: Hot electrons are created while the laser pulse is present and travel at

∼c. They cross the target on timescales of 10–100’s of femtoseconds, and the

first and most energetic particles escape and charge the target like a capacitor

[29]. Less energetic and late electrons are then confined to the target by the

electrostatic field established by the target charging, and form an electron

cloud. It is this electron cloud that forms the sheath field.

The confined hot electrons are reflected in the forward direction by the

sheath field but retain their transverse momentum, and therefore spread lat-

erally in the target [110]. The charge cloud expands until it reaches the target

edges, where there is no more plasma to sustain a neutralizing return current,

and the hot electrons are again arrested. The electric density at the edges

builds, and after approximately a plasma period (∼100’s fs) the electrons are

reflected inward [111]. Two-dimensional particle-in-cell simulations give ev-

idence for this sheath reverberation in the target, with the potential at the

centre of the target peaking a second time due to reflected electrons [99, 111].

The reflected electrons also revisit the target front surface if the target is

thin, an effect known as refluxing. A ‘thin’ target is defined as one in which

the time for a hot electron to make a round trip in the target, thickness T ,
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is less than the laser pulse duration, taulaser: 2T/c < τlaser [112]. Refluxing

electrons can increase the local hot electron density in the sheath field within

a small enough timescale to boost TNSA [99, 113]. An added boost to hot

electron density is given by the minimal electron beam divergence in a thin

target. The effect of refluxing has also been shown through K-alpha x-ray

emission from buried tracer layers [114, 115].

The speed of the lateral expansion of the charge cloud also determines

the timescale for sheath decay and rebound. A key parameter is the time

it takes for hot electrons to leave and return to the target centre, defined as

τ = Dtarget/v⊥, where Dtarget is the target diameter. Simulations performed by

McKenna et al. found a transverse speed of v⊥ = 0.75c [111], while Buffechoux

et al. found a similar value of 0.7c [99]. In the latter case an explanation was

given that electrons are largely ballistic at relativistic velocities, and if they

are traveling at a speed of c their transverse velocity is simply set by their

direction. The laser was incident at θlaser = 45◦, giving v⊥ = cos(45◦) ×

c = 0.7c. Expansion through a thin current layer has also been found to be

important for large incidence angles and p-polarized light [116].

Three-dimension effects can play an important role. Simple models such as

Mora’s assume planar expansion, while evidence from proton radiography and

PIC simulations indicates that the electron cloud on the target rear forms a bell

shape (with a forward velocity of 3− 4× 107 m/s) [41, 117, 118]. Accounting

for the realistic expansion profile in models has allowed for better matches

with data [97].

One promising technique to improve TNSA yield is using multiple pulses,

separated by the order of a picosecond, to optimize the acceleration conditions.

Simulations suggest that the enhancement is due to both front surface and rear

surface effects [119], with better laser-electron coupling on the front surface

from a longer scalelength plasma and a pre-seeded TNSA bunch on the rear

surface that enhances the driving electric field. This effect has been observed
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experimentally, with 100 µm Au targets showing proton yield improvements

of 2-3× [120] and 5 µm Au targets giving increases of >10× [121]. The latter

results, reported by Brenner et al., claimed a record 15% conversion efficiency.

The best yield was found with a separation of 1 ps and a 1:10 intensity ratio

between the first and second pulses. Further theoretical calculations were

carried out by Volpe et al. indicating that, for thick targets (∼100 µm), even

more improvement could perhaps be obtained using three pulses [122].

2.4 Other Ion Acceleration Mechanisms

Several other proton acceleration mechanisms have been observed or proposed.

The goal of investigation into these alternate schemes is to reach higher maxi-

mum ion energies, higher conversion efficiencies and/or more controlled spectra

compared to TNSA.

2.4.1 Hole Boring

The compression of a plasma surface under the radiation pressure of a laser can

generate ion beams, in a process known as hole boring. Radiation pressure,

given by PL = 2I/c for perfect reflection, can reach Gbars for I > 1019 W/cm2.

These extreme pressures can significantly accelerate light ions, such as protons,

in a ‘snowplow’ process that was first theoretically outlined for relativistic

intensities by Wilks et al. [89]. An estimate of the hole boring velocity can

be made by assuming momentum conservation between the incident light and

the outgoing ions:

vhb

c
=

√
ncrit

ne

Zme

mi

a2
0

2
(2.20)

where mi = Amp is the ion mass, A is the atomic number, and mp =

1.673 × 10−27 kg is the mass of a proton. Typical hole boring velocities from
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Equation (2.20) are vhb ≈ 0.02c. A relativistic extension to multi-species plas-

mas was outlined in Robinson et al. [34], giving an energy of:

Ehb = mic
2

[
2Ξ

1 + 2
√

Ξ

]
(2.21)

where Ξ = I/minic
3 is a dimensionless ‘pistoning parameter’ and ni is the ion

density. This relativistically correct form is important for ultra-high intensities

(I > 5 × 1021 W/cm2) and low density targets such as liquid hydrogen [34].

In order for momentum transfer to be maximized, absorption of the laser

light must be minimized. Practically this is accomplished by using circularly

polarized light, which does not efficiently heat electrons [123]. Despite this

approach, holing boring is not an effective acceleration scheme at current laser

intensities [124].

2.4.2 Radiation Pressure Acceleration

Radiation pressure acceleration (RPA) is closely related to hole boring, as both

are driven by the radiation pressure of the beam. RPA, however, utilizes ultra-

thin targets (nanometer-scale) such that the whole target is accelerated as a

single plasma [125]. This is also known as light sail acceleration [126], and is

predicted to become significant for intensities above 1022 W/cm2 [125]. Seeing

evidence of RPA at lower intensities requires suppressing the TNSA protons

in foils, as is possible with circular polarization [127, 128], or using gaseous

targets with longer wavelength CO2 lasers to interact with critical density

[129]. Ultra-clean lasers are necessary to allow the nm thick foil targets to

survive irradiation until the arrival of the main pulse. Investigation into RPA

is motivated by the extremely high conversion efficiencies predicted by simple

models, which suggest that a major part of the laser energy can be converted

to ion energy for highly relativistic intensities [125]; more realistic approaches

give lower but still significant conversion efficiencies [126].
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2.4.3 Breakout Afterburner

When a laser pulse can penetrate an ultra-thin target, breakout afterburner

(BOA) can occur [130]. In this mechanism the target becomes relativistically

transparent to the ultra-intense laser pulse, allowing it to accelerate electrons

directly at the rear of the target. The energy in electrons is then transferred

to ions. A linearly polarized pulse must be used to efficiently produce hot

electrons. Experimentally, carbon ions with energies to 1 GeV (83 MeV/amu)

have been observed from BOA [131]. Conversion efficiencies into ions of up to

∼10% are predicted for favourable conditions [132].

2.4.4 Collisionless Shockwave Acceleration

Collisionless shockwave acceleration (CSA) uses plasma pressure instead of

radiation pressure to accelerate particles. An ion density discontinuity, estab-

lished by hole boring from a short pulse laser, drives a shockwave from the

high density, high pressure downstream region to the low density, low pressure

upstream region. At the interface of this shock, charge separation occurs and

a strong electrostatic field is established; the resulting moving potential can

reflect ions ahead of it at up to twice the shock velocity [133]. Because of the

role of electrostatic fields, CSA is also called electrostatic shock acceleration.

The reflected ion distribution is highly monoenergetic. For CSA to occur the

background electrons must be very energetic (∼MeV), and therefore energy

must be efficiently coupled from the laser to the plasma. This can be done

using targets near the critical density of the laser wavelength. The theory of

CSA is covered in detail in Section 7.1.

CSA was first reported experimentally by Haberberger et al. using a λ =

10 µm CO2laser and a gas jet target [133]. Proton energies up to ∼22 MeV

were observed in highly monoenergetic peaks. Translating this work to more

common λ = 1 µm lasers is challenging, because of the lack of near-critical
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density targets for this wavelength and the strong influence of sheath fields.

Fiuza et al. proposed using an exponentially decaying rear density profile to

minimize TNSA signal and velocity dispersion from sheath fields [2, 33]. Work

done for this degree has experimentally demonstrated CSA in this regime for

the first time - see Chapter 7.
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Chapter 3
Methodologies

Experiments were conducted primarily using two ultra-intense lasers: the Ti-

tan laser at the Jupiter Laser Facility in Lawrence Livermore National Lab-

oratory, California, and the OMEGA EP laser at the Laboratory for Laser

Energetics in Rochester, New York. These facilities use Chirped Pulse Ampli-

fication (CPA) to achieve I > 1×1019 W/cm2 in 1 – 10 ps pulses. They utilize

Optical Parametric CPA (OPCPA) front end preamplifiers in order to reduce

the prepulse level on the final laser pulse. In this chapter the operation and

configuration of these laser systems is detailed. Additionally, the main diag-

nostics and tools used on these experiments are described, with the exception

of the Imaging Proton Spectrometer, which is covered in Chapter 5.

3.1 Ultra-Intense Short Pulse Lasers

Modern ultrashort lasers are made possible by Chirped Pulse Amplification

(CPA). An idea borrowed from radar and first applied to optical lasers in 1985

[134], CPA stretches the laser pulse in time to reduce its intensity and thereby

allow higher levels of amplification to take place without damaging the ampli-

fiers. Typical stretched pulselengths are on the order of nanoseconds. After

amplification the pulse is compressed in time and focused down to ultrahigh

intensities. The key to the CPA process (as well as its limiting factor) is the

compressor gratings, which shorten the pulse and must withstand the fluence

of the fully amplified beam.

To allow amplification of pulses with minimum prepulse the technology

of Optical Parametric CPA (OPCPA) was developed. First proposed for
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petawatt level systems by Dubietis et al. in 1991 [135] and demonstrated

at a petawatt level by Ross et al. in 2000 [136], parametric amplification uses

a 2nd order nonlinear optical process to transfer energy from a pump beam to

a seed beam in a crystal. A weak idler beam is also output, with a frequency

such that ωpump = ωsignal + ωidler [137]. As a parametric process, OPCPA only

occurs when the pump pulse is present and therefore requires a pump pulse

duration similar to that of the seed pulse. CPA allows the primary pulse to be

temporally stretched to match nanosecond-duration pump lasers. This allows

amplification of the laser pulse over many orders of magnitude in the front end

of the laser, without introducing large amounts of amplified spontaneous emis-

sion (ASE). This is an enabling technology allowing high contrast, ultrahigh

intensities to be generated by lasers such as Titan, with I > 1020 W/cm2.

Within a laser gain medium, a fraction of the spontaneous emission will be

along the laser axis and get amplified along with the main pulse. This ASE cre-

ates a pedestal in the laser envelop that can reach ionizing levels nanoseconds

before the main pulse (Figure 3.1). The laser contrast, or difference between

the peak pulse intensity and intensity at a given time before the main pulse,

is therefore limited by ASE in the system. Techniques such as frequency dou-

bling and plasma mirrors can be used to ‘clean’ the pulse and remove ASE,

and are discussed below. In many cases, however, some amount of prepulse is

present, which can generate preplasma and significantly influence the interac-

tion physics (see Section 2.1 and Section 2.3.3).

3.1.1 The Titan Laser

Experimental work was primarily performed using the Titan laser, at the

Jupiter Laser Facility (JLF) in Lawrence Livermore National Laboratory (LLNL),

California. It is an intermediate scale Nd:glass laser capable of reaching in-

tensities of ∼1 × 1020 W/cm2. The primary, 1054 nm short pulse beam has

energies of 150 – 300 J in 0.7 – 30 ps, and with a spot size of ∼10 µm. A
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Figure 3.1: A typical pulse intensity profile for a CPA laser. The ASE pre-
pulse is a pedestal rising nanoseconds before the main pulse. The main pulse
also deviates from a perfect Gaussian due to a picosecond-scale pedestal from
compression.

second, long pulse beam is available which can deliver up to 800 J of energy

in 10 ns [138].

The master oscillator initiates the beam with ∼200 fs pulses, which are

stretched to 1.6 ns with an Offner pulse stretcher. Three-stage OPCPA then

takes place, amplifying the beam from 1 nJ to 20 mJ. This front-end pre-

amplifier is pumped by a 5 Hz, 1053 nm beam, amplified by a regenerative

amplifier and Nd:YLF 4-pass amplifier to 1.5 J. Before driving the OPCPA

the pump beam is frequency doubled to 526 nm in a BBO (β-barium borate)

crystal. The laser next travels through a series of rod and disk Nd:glass ampli-

fiers, pumped by flashlamps, resulting in the final energy of 100–200 J. After

being magnified to 25 cm in diameter the beam is compressed with two 40 cm

× 80 cm dielectric gratings. Finally the s-polarized, 25 cm diameter beam is

focused to a 10–15 µm full-width half-maximum spot at target chamber centre

(TCC) with a dielectric-coated, f/3 off-axis parabola (OAP). The resulting

maximum intensity is ∼1 × 1020 W/cm2 with the minimum pulse duration

of 0.7 ps. The Titan laser chain is shown in Figure 3.2. The standard angle

of incidence on targets is 16◦ to prevent potentially damaging back-reflection

from reaching the compressor gratings .

The Titan laser can be operated in frequency doubled mode (2ω), with a

wavelength λ = 527 nm. Second harmonic generation (SHG) is a nonlinear

process, with the energy of the secondary harmonic light depending upon the
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Figure 3.2: The Titan laser chain. The operation is described in the text. This
diagram is an updated version of a diagram by Cliff Chen.

square of the intensity of the first harmonic light, E2ω ∝ I2
1ω [137]. SHG

therefore increases the difference between the low intensity prepulse and the

high intensity main pulse, and this improved intensity contrast is a major

advantage of the 2ω beam. The disadvantage is the much lower pulse energy,

a maximum of 50 J, due to energy lost in both the conversion process and

the sub-aperture doubling crystal. The limited crystal size reduces the beam

diameter from 25 to 20 cm. This crystal is 2 mm thick KDP and is located in

the compressor chamber. A typical spot for the 2ω beam is shown in Figure 3.3.

The second, nanosecond beam can provide 300-800 J pulses in 1ω or 2ω.

This ‘long pulse’ beam is amplified using the same Nd:glass amplifier config-

uration as the short pulse beam. It can be injected in the target chamber at

a variety of angles and is timed independently to the short pulse, allowing for

various applications such as shock or plasma generation. The laser is focused

using an F = 0.5 m lens, but typically a phase plate is used that acts to in-

crease the spot size and make it approximately spatially uniform [139]. Phase

plates are available to give 500 µm and 800 µm diameter beams.

Prepulse in the short pulse is monitored on shot using a water-cell detector
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Figure 3.3: A typical laser spot for the frequency-doubled, 527 nm beam.

[79]. Leakage light from a mirror in the compressor is focused into a water-cell,

which breaks down at high intensities to shield the detector. Light transmitted

before the breakdown is measured with a fast photo-diode, with a rise time

of 35 ps, and a GHz oscilloscope. Low energy shots allow calibration with

a calorimeter at TCC. A typical Titan prepulse arrives several nanoseconds

before the main pulse and contains 5 – 20 mJ of energy.

3.1.2 The OMEGA EP Laser

Positron data was collected at the OMEGA EP laser in the Laboratory for

Laser Energetics (LLE) in Rochester, New York. This is a large scale, petawatt-

class laser build as an extension to the 60-beam, long pulse OMEGA facility

(EP = extended performance). EP consists of two, 1054 nm short-pulse beam-

lines, each of which is capable of delivering up to 1.3 kJ on target in 1-100 ps.

Beam energies of 1.5 kJ can be reached if no blast shield is used. Intensities

can reach ∼1× 1020 W/cm2 with a spot size of 30 µm [13].

The EP beam begins with a sub-picosecond pulse, is stretched by an Offner

triplet stretcher then amplified by two stages of OPCPA. These stages increase

the energy from ∼1 nJ to ∼100 mJ. Subsequent amplification occurs in a
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beamline similar to those at the National Ignition Facility (NIF): A 7-disk

booster amplifier stage, followed by 4 passes through an 11-disk, 40 cm cavity

amplifier. A Pockels cell then ejects the beam, sending it back through the

booster amplifier and to the 40 × 140 cm tile-grating compressor. In contrast

to Titan, deformable mirrors are used both within the cavity amplifier and

after the compressor. A dielectric, f/2 off-axis parabola focuses the beam.

Typical spots contain 80% of their energy within 15–20 µm. The OMEGA EP

laser chain is shown in Figure 3.4.

The contrast of the EP beam was improved significantly with a front-end

upgrade in 2012 [140]. An OPA stage was added before the stretcher to amplify

the seed pulse while it is still picoseconds in length. This allows the gain in

the primary OPCPA stages to be lowered; consequently the amplification of

the parametric fluorescence, which forms the nanosecond ASE pedestal, is

decreased. Additionally, the small temporal window of ps OPCPA increases

the inherent contrast of the pulse. The positron data used in Chapter 6 was

taken before this upgrade was implemented, however.

3.1.3 Plasma Mirrors

In addition to second harmonic generation (SHG), the contrast of a short

pulse laser can be improved by using plasma mirrors (PMs). PMs are simply

transparent optics which, by operating at a carefully chosen laser fluence, act as

optical switches. The low intensity laser pedestal is transmitted and therefore

removed from the pulse, but as the pulse ramps up in energy the PM starts

ionizing (through multi-photon ionization, among other processes) and once

ne− = ncrit all subsequent light is reflected. In this manner the main pulse is

preserved with a much reduced pedestal, and the laser contrast is improved

by up to ∼100 [141]. An example of a PM is shown in Figure 3.5a.

For ps duration pulses, the parameters of a PM are a trade-off between

reflectivity and beam spot quality [141]. Increased reflectivity can be achieved

39



Figure 3.4: The OMEGA EP laser chain, from [13]. The operation is described
in the text. PEPC = large aperture Pockels cell, POL = polarizers.

by reducing the laser spot size on the PM to increase fluence and trigger ear-

lier ionization; the increased irradiation, however, will drive increased plasma

expansion that will deform the plasma surface and introduce phase front er-

rors. Reflectivities of 70− 90% are achievable with fluences between 10 – 100

J/cm2. A PM was used in the shock acceleration experiment, and the reflec-

tivity vs. fluence was measured with a calorimeter (Figure 3.5b). The details

of its parameters are given in Section 7.2.

The surface of the PM optic is significantly ablated by the main pulse

and must be replaced after each use; this makes a quick alignment system

essential. For use at Titan the PM was placed as the final optic, after the

OAP. Compared to SHG, a PM has the advantage of much reduced equipment

requirements: no doubling crystal or specialized 2ω optics are necessary. The

original wavelength is also preserved, while reflectivity is similar or better to

SHG conversion efficiency.
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(a) (b)

Figure 3.5: (a) The plasma mirror and target used in the shock acceleration
experiment. (b) Measured reflectivity of the plasma mirror vs. peak incident
fluence.

3.2 Diagnostics

A variety of diagnostics are used to characterize the beams of particles emitted

from intense, short pulse LPI. The usage of two of these diagnostics, the EPPS

and radiochromic film, is outlined here. The primary detection medium, im-

age plate, is also described. Usage of the Imaging Proton Spectrometer, the

primary ion diagnostic, is given in detail in Chapter 5.

3.2.1 Electron-Proton-Positron Spectrometer

The Electron-Proton-Positron Spectrometer (EPPS) was used to measure es-

caping electrons and positrons. It is a compact, magnet-based spectrometer

that uses the Lorentz force to disperse particles in space and give a measure-

ment of particle energy:

F = q~v × ~B (3.1)

The EPPS uses 0.8 T permanent magnets and the detection medium is

an image plate, which is described in the next section. It was optimized for

electron and positron energy measurements in the range of 0.1 – 300 MeV,
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(a) (b)

Figure 3.6: (a) Picture of the EPPS fielded on experiment, with the measure-
ment planes drawn for illustration. It is shown inside its Pb housing. (b)
EPPS dispersion for positive and negative particles. From [14].

and has dual channels to allow both positive and negative particles to be

measured simultaneously [14]. Protons are also measured, however the small

internal travel space causes them to be dispersed less compared to the IPS,

and the resulting signal is spatially concentrated and frequently saturated.

The entrance pinhole used was a 100 × 100 µm square. This was found to

balance spectral resolution and signal for the present cases. The spectrometer

is typically fielded with thick, lead shielding to reduce background from high

energy x-rays and gamma rays. A diagram of the EPPS and its dispersion are

given in Figure 3.6.

3.2.2 Image Plates

Both the EPPS and IPS use image plate (IP) detectors, which were originally

developed for medical x-ray applications but have been widely adopted by

physicists for the uniquely challenging environment of intense laser-plasma

experiments. IPs record a temporary image of incident ionizing radiation and

are reusable, resistant to damage and have a dynamic signal range of >4 orders

[142]. IPs contain a BaFBr:Eu2+ phosphor-crystal layer that absorbs ionizing

radiation, exciting electrons to a meta-stable state and producing a latent
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image of the initial signal. For readout, illumination with red light further

excites electrons in the meta-stable state, causing electron/hole recombination

that produces blue light; this signal is known as photo-simulated luminescence

or PSL and is proportional to the energy absorbed from the ionizing radiation.

At JLF a Fuji FLA 7000 scanner was used to raster-scan IPs with a 633 nm

HeNe laser and capture the 400 nm stimulated photons with a photomultiplier

tube. BAS-TR image plates (blue, uncoated) were used with the IPS due to

their lack of a mylar layer covering the active layer. This prevents energy loss

of the ions in the coating, which can be significant for lower energy particles.

BAS-MS plates were used with the EPPS; these plates have a 9 µm mylar

protective layer before the active layer that makes them more durable while

having negligible effect on electron and positron energies.

The raw data, in quantum level units, is converted to absolute PSL using

an ImageJ script and the scanner settings. The conversion equation is:

PSL =

(
Rµm

100

)2(
4000

S

)
10

L
(

P
216−1

−0.5
)

(3.2)

where Rµm is the spatial resolution in µm, the sensitivity S determines the

photomultiplier tube voltage, the latitude L sets either 4 or 5 orders of dynamic

range and P is the scanned pixel value. Typical settings for the IPS rear image

plate are R = 50 µm, S = 4000 and L = 5.

Image plate signal decreases over time as the meta-stable sites decay, and

for consistency should be scanned the same time after exposure for each ex-

periment. The decay rate has been well characterized and is accounted for in

the data analysis [18]. Absolute calibrations giving the number of particles

per PSL signal have been done for x-rays [143], electrons [144], and ions (see

Section 5.1.1).
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3.2.3 Radiochromic Film

Radiochromic film (RCF) is another highly useful medical technology adapted

for short pulse laser experiments. The film provides high spatial resolution im-

ages of proton beams. RCF polymerizes immediately when exposed to ionizing

radiation, with no chemical processing required, and is not affected by optical

light, allowing easy handling. The change in optical density is proportional to

the received dose, and can be measured using densitometers or flatbed optical

scanners [145]. The latter method was used due to the easy accessibility and

speed of modern scanners. The incident particle flux and energy can then be

calculated using established calibrations [146].

RCF can also provide spectral information of proton beams by using stacked

layers of film, as depicted in Figure 3.7a. Due to the Bragg peak in proton

stopping power, each layer primarily receives dose from the narrow energy

band of protons that stop in it. Contributions from unstopped protons are

found by working backward in the stack. Often aluminum filters are inserted

between film layers to conserve film and increase spectral separation. Energy

deposition on each layer is calculated using the Monte Carlo, particle trans-

port codes Geant4 [147] and TRIM [148]. An example of energy deposition

curves is given in Figure 3.7b.

The types of RCF used in this work were EBT-3 and HD-V2. EBT3 is a

symmetric film with a 30 µm active layer between two 125 µm polyester layers.

HD-V2 is an asymmetric film with a bare 8 µm active layer on top of a 97 µm

polyester layer. The thin active layer of HD-V2 makes it ideal for measuring

high flux beams, such as the low energy component of a TNSA spectrum,

and therefore is often used as the first layers in a film stack. EBT3, with its

relatively thick active layer, is then used for subsequent layers to measure the

low fluxes of protons at higher energies.
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(a)
(b)

Figure 3.7: (a) Diagram of a radiochromic film stack. (b) Proton energy
deposition curves for each RCF layer, showing dominant energy absorption
due to Bragg peak. Calculated using Geant4.
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Chapter 4
LSP Simulations of TNSA of Protons and Positrons

4.1 Particle-in-Cell Techniques

Extensive simulations were performed using the particle-in-cell (PIC) code

LSP. The PIC technique is a powerful but computationally demanding ap-

proach to modelling plasmas. Conceptually straightforward, it models individ-

ual particles and their interaction with electromagnetic fields. This fundamen-

tal treatment of particles allows PIC to handle non-Maxwellian distributions,

which are often created in ultra-intense laser-plasma interactions and cannot

be modelled with hydrodynamic codes. PIC uses two basic simplifications to

maintain manageable computational requirements. First, weighted ‘macropar-

ticles’ are used to represent large numbers of real particles (Figure 4.1a). Real-

istic particles numbers can be up to 1023 for solid densities, which is not feasible

to be simulated; typical PIC runs have N = 105 – 109 macroparticles. Second,

interactions are not calculated directly between macroparticles; instead fields

are defined at nodes on a grid, and interpolated to positions between nodes

(Figure 4.1b). This allows the complexity of PIC runs to scale like O(N),

instead of the O(N2) scaling for direct, particle-to-particle interactions, and

is equivalent to working with charge density in a given region [15]. The grid

introduces several restrictions, namely wavelengths smaller then the grid spac-

ing (cell size) cannot be resolved, and interactions between particles within a

cell (collisions) must be treated separately (see section 4.1.3). Full-scale, 3D

PIC simulations are still often impractical, and consequently 2D simulations

are the standard. This introduces an additional source of error in the fields: in

2D PIC simulations fields fall-off ∝ 1/r, unlike the true 1/r2 in 3D. For many
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(a)

(b)

Figure 4.1: Basic PIC components. (a) Plasmas are formed from weighted
macroparticles. (b) Fields are calculated on a grid, and interpolated to parti-
cles.

Figure 4.2: The cycle of calculations in a PIC time step. From [15].

cases, however, 2D PIC simulations prove adequate for exploring the salient

physics features of plasma systems. Simulations in 3D RZ cylindrical can also

be used to more accurately model field behaviour [149].

The fundamental algorithm of a PIC consists of two components: a particle

pusher, which takes the forces and calculates updated particle positions, and

a field solver, which calculates the electromagnetic fields on the grid given the

charge and current distributions. A time step consists of both components,

and is illustrated in Figure 4.2. The details of these components in the LSP

code will be discussed in the next two sections.

4.1.1 Field Solver

Electromagnetic fields are solved through the finite-difference, time-domain

(FTDT) approach on a Yee staggered mesh. Calculations are performed us-
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ing the leap frog method and second order, centred derivates. This standard

explicit approach has strict time step requirements in order for numerical sta-

bility to be maintained. The electron plasma and cyclotron frequencies must

be resolved such that ωp∆t < 2 and ωc∆t < 2. The Courant limit c∆t ≤ ∆x,

which requires that particles not travel more then one cell per time step to

ensure stability, must also be obeyed.

A key advantage of the LSP code is its implementation of implicit algo-

rithms, which allows future field/particle values to be calculated through a

combination of present and future values. Implicit simulations do not need

to resolve the plasma and cyclotron frequencies to maintain stability, and

therefore large time steps can be used. This allows solid density plasmas to be

handled with greatly reduced computational requirements. The direct implicit

algorithm uses an equal split of electric field at the old and new positions and

times.

The electromagnetic field equations are:

∂E

∂t
= ∇×B − J − 〈S〉 · E (4.1)

∂B

∂t
= −∇×E (4.2)

where J is the current density from the first particle push and S is the sus-

ceptibility tensor constructed from particle charge and current on the grid.

The finite-difference forms of Equation (4.1) and Equation (4.2) can be solved

iteratively using the Alternating Direct Implicit (ADI) method, or directly us-

ing matrix inversion (Matrix Solution) and a two ∆t/2 steps [150]. The latter

allows large time steps and greatly relaxes the plasma frequency constraint

ωp∆, but must resolve the cyclotron frequency ωc∆t < 5 [16]. The improved

runtimes resulting from the larger time step mean that the Matrix Solution

solver is typically employed.
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4.1.2 Particle Pusher

LSP uses the Boris technique for particle pushing, in which the electric and

magnetic components of the Lorentz force are separated into a half push for

the electric field, a rotation with the magnetic field, then the remaining elec-

tric field push [151]. The ‘averaged’ explicit algorithm uses spatially averaged

fields from the grid and is momentum conserving (no particle self-forces). The

implicit advancement of particle momentum uses an energy conserving ‘pri-

mary’ push which finds the electromagnetic solution for each particle position.

The explicit constraint that the Debye length must be resolved, λD/∆t < 1, or

numerical heating will occur is significantly relaxed with the implicit primary

option. This allows solid density plasmas to be simulated with much large cell

sizes then would otherwise be possible.

The particle push formula is:

pn+1/2 = pn−1/2 + ∆t

[
an + (pn−1/2 + pn+1/2)× q

2γnmc
Bn(xn)

]
(4.3)

where n is the time step index, ∆t is the time step, m is the mass of the

particle, c is the speed of light, and γ is the Lorentz factor. The explicit

algorithm uses electric field values at the current time:

an =
q

m
En(xn) (4.4)

The implicit push uses an average of the old electric field value and the future

value:

an =
1

2

[
an−1 +

q

m
En+1(xn+1)

]
(4.5)

This is accomplished by splitting the push into two steps [152]. The first

push stage ignores the future field values, i.e. En+1(xn+1) = 0, while the
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(a) (b)

Figure 4.3: The order in which particle pushes and field updates are carried out
in LSP. (a) The standard explicit leapfrog algorithm. (b) The direct implicit
push, carried out in two stages. Values with ticks (’) are calculated using the
predictive algorithm. From [16].

second predicts the field values at the next time step, En+1(xn+1), from a

linear expansion of Maxwell’s equations and the particle’s equations of motion

after the first push. The cumulative error from this prediction is corrected

gradually [150]. The order of operations for this direct implicit scheme is

shown in Figure 4.3b.

An inertial fluid algorithm is available, which improves energy conserva-

tion by calculating an ensemble velocity for particles within a cell and adding a

pressure gradient term, Pe∇̇Ve/nimi, to the equations of motion. This greatly

reduces the number of particles necessary to conserve energy; a kinetic particle

description might require ∼100 particles per cell while equal or better accuracy

can be achieved with < 10 fluid particles. Hybrid operation is possible, with

kinetic species interacting with fluid species, and particles can be migrated

between fluid and kinetic descriptions based on their kinetic energy and tem-

perature. The fluid technique is typically used to described cold, high density

electrons, such as the bulk of a solid laser target, that form the background

for energetic kinetic electrons accelerated by the laser. In practise, the chief

advantage of fluid particles is that the lower particle count allows simulations

to be run to much longer times.
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4.1.3 Collisions

Ultra-intense LPI on solid target leads to plasmas that are initially cold and

very density (∼1023 cm−3), a regime in which collisions cannot be neglected.

Coulomb forces between particles in PIC codes are separated into two cate-

gories: (1) long range interactions, where the separation between the particles

is greater then a cell length, and (2) short range interactions between parti-

cles within a cell. Physically, the cutoff between these interactions is set by

the electron Debye length. Long range interactions are handled with the elec-

tromagnetic fields defined by the grid, and represent collective effects. Short

range interactions are defined as collisions for PIC codes, and in LSP are han-

dled using either the Jones model (the default) or the binary collision model

[151].

The Jones model simplifies collisions by assuming a particle distribution,

and sampling from this distribution to scatter particles [153]. In each cell the

mean momentum for each particle species, in each direction, is calculated and

used to create drifting Maxwellian distributions. This effectively establishes

a “collision field” as a grid property, which is the ‘friction’ term output for

LSP scalar files (for fluid species the pressure gradient plays the same role).

Collision are then modelled by taking each particle, sampling a particle from

the Maxwellian distribution, and elastically scattering them in the center-of-

mass frame of the sampled particle. The implementation of this algorithm

uses the grid quantities of n, T and < v > to find the collision field, and the

force due to collisions is included in the Lorentz particle push.

The Binary Collision Model (BCM) is the more accurate but computation-

ally intense method, in which pairs of particles within a cell are assembled

at random and scattered off each other. The BCM technique originates with

Takizuka and Abe [154], and was extended by Nanbu to follow the Spitzer

collision rate and treat many small angle collisions by one large angle collision

[155]. The BCM model should be used when the particle velocity distribution
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is not Maxwellian. It conserves momentum and energy exactly when Spitzer

collision rates are valid.

The probability of scattering for both the Jones and Binary algorithms is

determined by the Spitzer collision frequency, by default. For a Maxwellian

distribution the Spitzer rate is given by:

νei =
nee

4

16πε20m
1/2
e (KBTe)3/2

ln Λ (4.6)

For low temperatures, such as room temperature, Equation (4.6) becomes un-

realistically large due to the T−3/2 dependence. To handle this regime (solid

density, temperatures on the order of an eV) the Lee-More-Desjarlais (LMD)

model [156, 157] can optionally be used to find collision rates. To determine

conductivity the LMD model uses an electron density calculated from both

quantum atomic theory (Thomas-Fermi ionization) and statistical treatments

(non-ideal Saha ionization). Particle interactions are found using fits to quan-

tum mechanical atomic models. It should noted that the ionization state

considered by LMD is not related to the ionization state in LSP simulations,

which is handled using a separate algorithm. The LMD collision rates can be

used with the Jones PIC collisional algorithm; the BCM model can only use

Spitzer collision rates, though recent work has sought to modify it to allow

the LMD model [158]. An alternative approach is to cap the Spitzer collision

frequency to avoid unrealistic low temperature values. A typical capped rate

is νei = 1016 Hz.

Lastly a dE/dx Monte Carlo model is available for highly non-collisional

species in dense mediums. Particles with this model do not collide with each

other or other dE/dx species. Angular scattering and energy loss is handled

using cross-sections, with ions using the Li and Petrasso model [159]. Particles

can be migrated between scattering (Jones or Binary) and dE/dx models based

on energy thresholds.
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4.1.4 Particle Generation and SAK Modifications

Secondary particles are generated in LSP using Monte Carlo calculations done

by the Integrated Tiger Series (ITS) code, which is built into LSP [160]. Elec-

trons in the ITS medium with energies above 5 keV undergo ITS transport

calculations, which determine energy loss, scattering and secondary particle

generation. Secondary particles which can be produced are Bremsstrahlung

photons and electron-positron pairs, which are created exclusively through the

Bethe-Heitler mechanism (Section 6.1). An external cross-section file from the

XGEN component of ITS is required for the elements used.

For the positron simulations the SAK (Swiss Army Knife) version of LSP

was used; this was developed at Ohio State University, primarily by Chris

Orban and Anthony Link. It includes many modifications to ITS that allow

positrons to be handed properly. Knock-on electron production (ionization

from electron-ion collisions) was disabled through an SAK directive, as it is

not integrated with the LSP ionization routines and therefore does not con-

serve charge (i.e. electrons are generated with no corresponding change in ion

ionization state). Photon energy loss through Compton scattering (inelastic

electron-photon scattering) is included, but the corresponding energy gain by

electrons was disabled with an SAK directive to conserve charge. Several SAK

modifications are necessary to keep low energy particles on the grid, but not be

destroyed or unnecessarily transported by ITS. SAK also fixes various errors

in the LSP scattering algorithm that are present in version 10 of the code.

The Coulomb logarithm calculation is fixed, as well as the angular scattering

algorithm. The ion contribution to scattering is calculated from the ion atomic

number, instead of the ion charge, to be consistent with ITS. Lastly, an SAK

directive is necessary to enable dE/dx scattering of positrons.

Positron results from the SAK version of LSP have been compared with

experiment and good agreement has been found. The total number of escap-

ing positrons from simulation matched experimental data well, falling in the
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middle of the experimental range which had shot-to-shot variation of ∼50%

[23]. It also agreed with an analytic model [161] to within ∼15%. Addition-

ally, with fields turned off (no electron refluxing) the positron yield from LSP

was shown to be within ∼20% of Geant4 Monte Carlo results, which do not

model fields [23]. The stopping power and scattering of dE/dx electrons has

been benchmarked by Dr. Drew Higginson, and good agreement was found

with published models [162]. Additional quantitative matches between LSP

simulations and experiments have been published. Higginson et al. mod-

elled Kα x-ray emission from hot electrons in cone-wire targets, and found

agreement in laser-to-Kα conversion to within the experimental uncertainty of

∼35% [163]. Schollmeier et al. modelled TNSA with detailed preplasma from

3D hydrodynamic simulations, and the results matched experimental proton

cutoff energies to < 7% [109].

4.2 Effect of Proton Layer Parameters

Realistic modelling of TNSA protons and sheath field evolution depends upon

accurately simulating the contaminant layer, from which the proton beam

originate. Experimentally, the contaminant layer is ∼10 Å thick and consists

of hydrogen, carbon and oxygen from hydrocarbons and water; x-ray photoe-

mission spectroscopy has been used to determine a hydrogen atomic density

of 2.24 × 1023 cm−3 for an Au foil [164]. Typical PIC cell sizes are 20 nm -

1 µm, much larger then 1 nm, and resolving such a thin layer would drastically

increase the computational time of simulations. One approach taken is to use

a thicker contaminant layer with reduced proton density, such that the total

number of protons was roughly conserved. Additionally, the oxygen and car-

bon species were usually neglected. Testing was performed to determine the

validity of these approximations. The proton energy spectra were created from

all the particles on the grid. For all simulations a 1 ps injected electron source

54



was used to drive TNSA in a 50 µm target. The electron source was derived

from a Titan-like LPI simulation with I = 8×1019 W/cm2 and a realistic pre-

plasma. Experimental data for 50 µm foil targets from the Z-Petawatt laser,

which has similar characteristics to the Titan laser (Ipeak = 2 × 1020 W/cm2,

E ≈ 100 J, τ < 1 ps, large ns-scale prepulse) showed a proton cutoff energy of

∼45 MeV [109].

4.2.1 Cell size

The first test was the effect of cell size relative to the contaminant layer thick-

ness. A 1 µm proton layer was defined with n = 1020 cm−3, and the cell size in

this layer was varied from 10 nm to 1 µm (corresponding to 100 – 1 cells per

layer). Figure 4.4a shows the imprint of cell size on the proton macroparticle

distribution. Bands of macroparticles are visible, with the number of bands

proportional to the number of cells in the initial proton layer; the beam is

being driven from the bottom towards the top. The effect on proton density

at late times is shown in Figure 4.4b; there appears to be little change in the

general distribution of the proton beam, however transverse density perturba-

tions seem to be seeded by the macroparticle bands. These would affect the

simulated beam uniformity. The resulting energy spectra appear to be unaf-

fected, as shown in Figure 4.4c. This suggests that if the maximum proton

energy is the main parameter of interest, minimizing cell size below a given

threshold is not necessary. The threshold observed was 1 cell per layer (1 µm);

at this resolution the TNSA beam was not accurately modelled, as shown in

Figure 4.4b.

4.2.2 Density

The effect of proton layer density was also studied, by varying it from 1019 –

1023 cm−3. The layer thickness was 1 µm and cell size in the layer was 0.1 µm.

The number of macroparticles per cell was not changed with density, and
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(a)

;

(b)

(c)

Figure 4.4: Test of proton layer resolution and TNSA. The electron source
is injected from the bottom through a 50 µm thick Au target (not shown).
(a) Distribution (density) of proton macroparticles for cell sizes of 0.25 µm (4
cells/layer), 0.1 µm (10 cells/layer) and 0.01 µm (100 cells/layer) at t = 3.5 ps.
The proton layer was initially 1 µm thick with n = 1020 cm−3. Clear imprints
of the initial particle distribution can be seen, varying with cell size. (b)
Proton density at t = 25 ps, showing transverse density perturbations which
vary with cell size. The TNSA proton beam is not resolved properly for a cell
size of 1 µm (1 cell/layer). (c) Similar energy spectra result for both 0.25 µm
and 0.1 µm cases.
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therefore the macroparticle weighting was different in each case. The proton

energy spectra are shown in Figure 4.5a. There is a maximum proton energy for

1020 – 1021 cm−3; at higher and lower densities the cutoff decreases, and at 1023

cm−3 there is minimal acceleration. The proton beam profiles are plotted in

Figure 4.5b, and indicate that macroparticle weighting becomes an issue above

1022 cm−3. The lower maximum proton energy seen in the n = 1019 cm−3

case appears to be due to depletion of the proton layer, which causes weaker

electric fields at the proton front and stronger fields near the surface of the

target. The lower energy of the n = 1022 cm−3 case is likely due to decreased

fields in the higher density plasma, and also a lack of macroparticle statistics.

A typical experimental maximum proton energy for a similar laser source is

∼45 MeV, as discussed above [109], which would suggest best agreement with

a density of 1021 – 1022 cm−3 from these tests. It should be noted, however,

that experimental conditions such as preplasma and laser intensity profile were

not matched in these simulations and so exact agreement in not expected.

4.2.3 Macroparticle Weighting

Tests were performed for three proton densities np: 1021, 1022 and 1023 cm−3.

For each density three particle per cell (ppc) values were used, with approxi-

mately a factor of four between each: 49, 225, and 900. Proton layer thickness

was constant at 1 µm. For np = 1021 cm−3 the beam has converged for all

ppc values. The np = 1022 cm−3 case appears to have converged by 225 ppc,

based on a well resolved cutoff energy. It is unclear where the additional energy

comes from in the time history for higher ppc values. The np = 1023 cm−3 case

has too poor statistics to determine convergence from the energy spectrum,

but the time history suggests that 225 and 900 ppc have a similar behaviour,

distinct from 49 ppc.
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(a)

(b)

Figure 4.5: Test of proton layer density. (a) Proton spectra for varying initial
densities, showing a similar cutoff at 1021 - 1022 cm−3 and decreasing energies
at other densities. (b) Proton beam density profiles. Macroparticle weighting
appears to be an issue for 1022 cm−3 and no acceleration occurs for 1023 cm−3.

(a) (b) (c)

(d) (e) (f)

Figure 4.6: Test of macroparticle weighting with different particles per cell
(ppc), for densities np of (a, d) 1021 cm−3, (b, e) 1022 cm−3 and (c, f)
1023 cm−3. Top: time history of energy in all protons on the grid. Bot-
ton: proton spectra at t = 10 ps. The initial layer thickness was 1 µm. The
np = 1021 cm−3 case is converged for all ppc values. The np = 1022 cm−3

case is converged by 225 ppc. The np = 1023 cm−3 case does not experience
significant acceleration, and therefore convergence is difficult to judge.
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Figure 4.7: Test of proton layer initial thickness, with np = 1021 cm−3 and cell
size ∆x = 0.1 µm. All thicknesses give similar TNSA spectra.

4.2.4 Thickness

The initial thickness of the proton layer was not found to have an impact on

the proton beam, provided the layer was adequately resolved. To determine

this the thickness was set to 0.3, 1 and 3 µm, with a density of 1021 cm−3 and

a cell size of 0.1 µm. The spectra are shown in Figure 4.7, and are identical

in all cases. This is consistent with the TNSA model, where the sheath field

peaks on the surface of the proton layer and then gets gradually screened out

inside the beam. Protons at the back of the layer have no influence on the

front, and provided the layer is not depleted (every proton accelerated) similar

spectra should result for different thicknesses. Proton depletion has only been

observed for laser energies exceeding 1 kJ [165].

4.2.5 Carbon Ions

The contaminant layer is typically defined only with protons, to simplify the

simulations. This neglects the heavier ions, carbon and oxygen, that are also

present in real contaminant layers. To determine the accuracy of this simpli-

fication a run was performed with a carbon species uniformly mixed with the

protons in the contaminant layer. The proton density was nprotons = 1021 cm−3

and the carbon density was ncarbon = 0.5×1021 cm−3; this 2:1 ratio was chosen

as a simple test case to represent CH2 plastic, and closely approximates the
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(a)
(b)

Figure 4.8: Test of the presence of carbon ions in the contaminant layer. The
layer was 1 µm thick, with proton density np = 1021 cm−3 in both cases and
carbon density nc = 5 × 1020 cm−3. (a) Carbon and proton spectra. The
maximum proton energy remains the same when carbons are present, while
the low energy protons are reduced in number. (b) Density plot with proton
and carbon beams overlaid, showing limited expansion of carbon ions.

ratio in hydrocarbons with long chains. The carbon species was fully ionized.

Figure 4.8a compares this run to a proton-only run with the same proton den-

sity. A similar proton cutoff is reached, and the proton spectra are comparable

until low energies. This is consistent with the shielding effects of the carbon

ions, which experience reduced acceleration and smaller plasma expansion due

to their lower charge-to-mass ratio. Protons are quickly accelerated in front

of the carbons, where they experience the full sheath field and reach similar

maximum energies to the proton-only case. Lower energy protons correspond

to those that are in the back of the beam, where carbons are present and

reduce the accelerating fields.

4.2.6 Summary of Tests

The above tests indicate that proton density in the initial layer is the critical

factor, with similar acceleration between 1020 – 1021 cm−3 and a reduction

at higher and low densities. Initial layer thickness does not affect the beam,

provided that it is resolved by several cells (at least 3-4). Finer cell sizes
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may reduce artificial transverse modulations, which influence beam quality,

but appear to have no affect on the final spectrum. Macroparticle weighting is

important, and the particle per cell value necessary for convergence depends up

the density used. Finally, mixing carbon ions with protons in the initial layer

does not change the proton spectrum at higher energies (> 20 MeV), while

at lower energies there is a reduction in accelerated protons. This confirms

the initial assumption that carbons can be safely neglected in the simulations

while still capturing most of the TNSA beam properties.
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Chapter 5
The Imaging Proton Spectrometer

5.1 Properties and Analysis

The Imaging Proton Spectrometer (IPS) was the primary proton diagnostic

for the experiments performed in Chapter 7. It is a magnetic spectrometer

originally designed to measure low energy protons for stopping power exper-

iments [1]. The detection method is image plates (Section 3.2.2) which can

be loaded on the side for low energy protons (0 - 2.4 MeV) and the rear for

high energy particles (> 2 MeV) (see Figure 5.1a). The width of the entrance

slit can be adjusted using spacers, but was fielded at 100 µm for the work

done here. The height of the slit is ∼5 cm, which allows 1D imaging to be

performed; this is useful to distinguish between multiple sources, such as the

main proton beam and emission from the target mounting stock (a common

secondary source of protons). A nickel wire mesh across the slit provides a

spatial fiducial, allowing protons to be traced back to their vertical entrance

position. The magnetic field in the centre of the instrument is ∼0.3 T, the

field minimum, and increases to ∼0.6 T close to the magnets (Figure 5.1b).

5.1.1 PSL to Ion Conversion

To determine particle flux from image plates a response function (PSL/proton)

is required; two proton response functions have been published for TR image

plates. Mancic et al. used a TNSA proton source and calibrated the IP

response with RCF for 5-20 MeV protons and CR39 for lower energies [17].

Bonnet et al. modelled the energy deposition with Geant4, and experimentally
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(a)

(b)

Figure 5.1: (a) Diagram of the Imaging Proton Spectrometer (IPS), the pri-
mary ion diagnostic. (b) Magnetic field strength in the vertical direction,
versus vertical position. Plotted from calculations for simple and accurate
geometries. From Andy Hazi.

(a) (b)

Figure 5.2: (a) Comparison of Mancic et al. [17] and Bonnet et al. [18] proton
response curves for TR image plates. Dashed lines indicate extrapolation
beyond the published ranges. (b) Carbon response curves for TR image plates,
from Doria et al. [19].

calibrated their curve with a proton accelerator and a silicon diode detector

[18]. These responses are compared in Figure 5.2. It can be seen that there

is significant disagreement for > 2 MeV protons, with Bonnet giving higher

PSL/proton. The Bonnet response was selected over the Mancic response due

to their thorough modelling and better controlled experimental calibration. In

contrast to the highly variable laser-ion source used by Mancic et al., Bonnet

et al. used an ion accelerator to deliver mono-energetic proton beams with

known intensities. Additionally, their beam fluences were measured with a

silicon diode detector, which involves fewer assumptions then Mancic’s RCF

measurements. Bonnet et al. provided deposition calculations up to 40 MeV.
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High energy ions were observed on the shock acceleration experiments, as

discussed in Section 7.2.3. These could be either carbon or oxygen, as they

have the same charge-to-mass ratio at full ionization, but carbon was assumed

due to the greater abundance of carbon in Mylar (C10H8O4). For PSL to ion

conversion the carbon calibrations published in Doria et al. were used [19].

They utilized TNSA ions and CR39 to measure carbon energies up to 300 MeV,

with a response that was relatively constant with charge state (Figure 5.2b).

The lack of dependence on charge state is due to the behaviour of stopping

power, which is determined solely by the incident ion’s kinetic energy and its

effective charge in matter [148].

5.1.2 Filter Correction

The IPS is solely a magnetic field-based diagnostic, and therefore does not

provide discrimination between ions with different charge-to-mass ratios. To

ensure a pure proton signal aluminum foils are often placed on the image

plates, which filters out heavier ions. The foil thicknesses range from 12.5 µm

(Reynolds kitchen wrap, a cheap and common foil) to 300 µm, with the thick-

ness selected based on the breakthrough energies of protons and carbon ions

(Figure 5.3). Carbon, in the form of hydrocarbons, is the most common non-

Hydrogen element typically present in the contaminant layer [164]. Oxygen

from water may also be present.

Ions lose energy as they travel through filters, resulting in an energy-

dependent, energy downshift which can be significant for particles near the

breakthrough energy (those that almost stop in the foil). The response of im-

age plates is energy-dependent, and therefore this energy downshift must be

accounted for to accurately determine ion number (Figure 5.4a). The follow-

ing procedure was used to compensate for the filter effect. First the energy

downshift was calculated using TRIM [20]. A TRIM input file containing a

user-defined population of particles was generated using Matlab (Appendix C
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Figure 5.3: Proton and C6+ breakthrough energies in aluminum. Calculated
using SRIM [20].

1b), with energies spanning the energy range of interest and > 10 particles per

energy bin. These particles were sent through an Al foil of a given thickness,

the energies of the transmitted particles were recorded and the energy down-

shift of each particle used to create a power curve (Figure 5.4b). Each filter

thickness required a different set of calculations.

The experimental spectra were filter-corrected using a Matlab function

(Appendix C, 1d). The energy downshift curves were used to calculate the

shifted spectra, which were then used for the PSL to ion number conversion

(Section 5.1.1). The final spectra consisted of the corrected particles numbers

along with the original energy values. Figure 5.4c and Figure 5.4d show this

process for a sample C6+ spectrum. The increase in effective filter thickness

with non-normal angle of incidence was neglected. This is a reasonable approx-

imation for the high energy rear image plate, where an estimated maximum

angle from a circular (cyclotron) trajectory is 15◦, resulting in a path increase

of cos(15◦) ≈ 3.5%.

For particles very close to the breakthrough energy a fraction of the incident

population will be transmitted through the filter due to energy straggling, i.e.

broadening of the ion energy distribution as it propagates. TRIM was used to

estimate the effect of this fractional breakthrough. A narrow energy group of

particles was sent through a foil, with the number of particles per bin increased

to give better statistics. The fraction of particles transmitted was recorded;
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(a)

(b)

(c) (d)

Figure 5.4: (a) Diagram of ion energy loss in filters. (b) Energy downshift
for C6+ ions in 50 µm Al. (c) Original spectrum (incident on filter) and down-
shifted filter (incident on image plate) with image plate response curve overlaid
(dashed line, corresponding to right axis). (d) Original measured spectrum
and spectrum corrected for filter effects. The large increase in signal near the
cutoff, shown as a dashed line, is due to division by a small number as the
breakthrough fraction becomes negligible, and is not physical.
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Figure 5.5: Fractional breakthrough of Carbon 6+ ions in 50 µm Al. Calcu-
lated using TRIM [20].

results are shown in Figure 5.5. For the given case (C6+ ions in 50 µm Al) the

energy range in which fractional breakthrough was a significant effect was ∼1

MeV. This is a relatively small range, and occurs within the ∼5 MeV spectral

region (from the cutoff peak) where the standard filter correction is most

uncertain due to a lack of particles, as shown in Figure 5.4d. Consequently, it

was concluded that the high uncertainty near the filter cutoff makes fractional

breakthrough compensation a higher order correction that is not important

for the final spectra.

5.1.3 Background Subtraction

Background subtraction on the IPS is not straightforward, as there is no region

of the spectrum that is guaranteed to be free of proton signal. This makes

it necessary to calculate a background level from the high energy region of

the spectrum, with the assumption that no proton signal is present above

the proton cutoff. For a fitting region above 50 MeV this is a reasonable

assumption; the highest energy TNSA protons reported to date are 85 MeV

using the PHELIX laser and sub-micron targets, with much more optimal

conditions then at Titan [166]. For 1D line-outs a linear fit was used; this was

the simplest function that fit the background behaviour in the selected region.
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(a) (b)

Figure 5.6: (a) Raw data from the IPS rear image plate. (b) Dewarped spec-
trum.

5.1.4 Image Dewarping

The proton beams generated from near-critical density targets were spatially

structured (Section 7.2.2), making it necessary to analyze the IPS signal off

the central vertical axis. This required accounting for the curvature of the

signal from the non-constant magnetic field, as can be seen in Figure 5.6.

The approach taken was to find the B(z), where z is vertical position in the

spectrometer, using the breakthrough of protons in 300 µm Al as an energy

reference. The dispersion was then interpolated for each z, i.e. each pixel in

the vertical direction. This is an approximation which neglects the non-zero

vertical momentum of the protons - it assumes a constant z0 while in fact the

particles traverse a range of z. The accuracy of this approach will be addressed

shortly. A full 3D description of the magnetic field of the instrument, along

with particle tracing, would be necessary to generating a more accurate 2D

dispersion. This was the approach taken in [167], but was not available for the

analysis here.

The relative magnetic field strength with height, B(z), was found using

the 6.5 MeV proton breakthrough energy in the 300 µm filter as a location

reference (Figure 5.7). The particle path was then calculated with this B-field

relationship. The motion of a charged particle in a constant magnetic field
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(a) (b)

Figure 5.7: (a) Spectrum showing proton breakthrough in 300 µm Al, giv-
ing reference pixel positions for E = 6.5 MeV protons. (b) Relative B-field
strength.

is simply a circle with radius equal to the gyroradius rg = mv⊥/Bq. The

dispersion, or position vs. energy relationship, can then be found from the

intersection of this circle with the imaging plane. Choosing the origin of the

coordinate system as shown in Figure 5.8 then gives the circle equation:

(x− x0)2 + (y − y0)2 = r2

(rg − d)2 + L2 = r2
g

d2 − 2rgd+ L2 = 0

(5.1)

This quadratic equation can be solved for d, the deflection distance. Us-

ing the magnetic field from the reference breakthrough energy of 6.5 MeV

in 300 µm Al and stepping through the vertical pixels gives a 2D dispersion.

The signal was then interpolated to an energy vector using this dispersion. A

sample dewarped spectrum is shown in Figure 5.6.

The accuracy of this approach decreases with distance from the central axis,

as the assumption of completely horizontal incidence becomes increasingly

invalid. It also increases at energies far from the reference energy of 11.4 MeV.

The error can be estimated by the degree in which the iso-energy contours

depart horizontally from the central value, as the central axis dispersion is
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(a)

(b)

Figure 5.8: (a) Diagram of dispersion calculation in IPS, with the origin set
at the gydroradius circle centre. The field was measured to rise over ∼1 cm
near the entrance slit, with L = 15 cm. (b) Fields on the centre line.

Figure 5.9: Estimation of IPS dispersion percent error using the interpolation
dewarping technique.

known well (Figure 5.8). Figure 5.9 illustrates a sample error calculation. For

energies close to 5 MeV the maximum error is 15% (IP edge), decreasing to

<5% halfway between the IP edge and centre. For energies near 10 MeV the

corresponding error was 3% and 1.5%. As the primary signal for the shock

data was near the centre of the image plate and higher then 5 MeV, this degree

of accuracy is acceptable. If more accuracy is needed for signal near the IP

edge, a full 3D particle tracing approach would be necessary [167].
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5.1.5 Solid Angle

The solid angle calculations for the IPS are more complicated then for a typical

pinhole diagnostic, as the acceptance angle in the vertical direction is not

bounded. Instead, angle in the slit direction must be calculated from the wire

shadows, which provide a known spatial spacing at the slit entrance. The

typical diverging source also means that the solid angle is not constant with

energy or vertical pixel.

For line-outs on the central axis the solid angle is simplified. The approxi-

mation of negligible curvature is valid for the distances and solid angles given

here, and therefore Ω ≈ ab/d2. The slit width is known, and was a = 100 µm

for the work here. The pixel height is known and set by the scanner resolution,

but this corresponds to a smaller distance at the slit due to the magnification

of the point source-like proton beam. This gives b = R ×M = R × LIPS/dIP,

where R is the scanner resolution (either 50 or 100 µm), LIPS = 15cm is the

distance from the IP to the slit, dIP = dIPS + 15cm is the total distance from

the source to the IP, and dIPS is the distance from the source to the IPS slit.

The solid angle is then:

Ωcentral axis =
100× 10−6m

d2
IPS

R

(
0.15m

dIPS + 0.15m

)
(5.2)

For signals off of the central axis the magnification per pixel varies and this

equation no longer holds. Figure 5.10 shows a 2D map of the solid angle for

dIPS = 0.53m.The map was generated using the Ni wire mesh (20 lines/inch) as

a spacial fiducial. The magnification was calculated with the known 1.27 mm

spacing between wires, and solid angle between wire shadows was assumed to

be constant It can be seen that the solid angle varies by < 5% in the vertical

direction and up to 15% in the energy axis (from 5 MeV to 20 MeV). These

variations are large enough that when comparing signals with large angle or

energy differences, the solid angle effect must be taken into account.
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Figure 5.10: Map of IPS solid angle. Both upper and lower wire shadows are
necessary to estimate solid angle, therefore regions near the edge of the IP
cannot be calculated.

5.2 Spectral Oscillations

A unique and puzzling property of the IPS is that its spectra exhibit oscilla-

tions that are present for a wide variety of laser and target conditions. These

oscillations can clearly be seen in Figure 5.7. Similar proton features have

been observed with other diagnostics, though not as clearly or consistently as

with the IPS. These previous observations are summarized in Appendix A,

Section A.1. The consistency of the IPS oscillations, and the diverse set of ex-

perimental interactions for which they appear (solid density targets with and

without preplasma, near critical density targets, 1ω and 2ω beams) indicates

that the mechanism is highly robust, and unlikely to caused by a physical

phenomenon that would be highly dependent on interaction conditions. A

more likely source is the IPS itself, which is the common factor between all

these experiments. The IPS is a relatively simple instrument, however, and

the feature that could cause this behaviour is not obvious. A number of tests

were done to try and determine the cause of the modulations; these test are

described and summarized in Appendix A, Section A.2.

Simulations of the IPS and TNSA beams provide an additional avenue for

exploring various theories of the modulations, and could guide experimental
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testing. PIC is well suited to the task, as it handles collective plasma effects

well, can model the generation and transport of TNSA beams, and easily

renders the simple geometry of the IPS. The attempts undertaken to model

the IPS modulations are described in Appendix A, Section A.3. However, at

this point no simple explanation of the modulations has been found.
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Chapter 6
Spectral Features of Laser-Generated Positrons

Relativistic, high flux positrons beams are a unique consequence of ultra-

intense lasers interacting with thick, high Z solid targets. These beam could

provide an opportunity to study astrophysical phenomenon such as the fireball

model of gamma-ray bursts [168] in the laboratory, as well as fundamental

physics of ultra-intense LPI. Numerous positron generation experiments were

performed during the course of this degree using the Titan and OMEGA EP

lasers, resulting in publications describing the beam emittance [169], scaling

with laser parameters [23] and target material [170]. No work to date has

dealt with positron spectral features, however, beyond pointing out that the

characteristic quasi-monoenergetic spectral peak results from acceleration from

the sheath field [71]. Data from high energy shots at OMEGA EP displayed

spectral features not present for lower energy shots, and the origin of these

features are investigated here using LSP simulations.

6.1 Positrons from Ultra-Intense LPI

Positrons are created and accelerated in intense LPI through a multi-step

process, illustrated in Figure 6.1. The first step is the production of rela-

tivistic, hot electrons, discussed in detail in Chapter 2, which in turn generate

bremsstrahlung photons with MeV energies. Photons with E > 1.022 MeV can

interact with nuclei to create electron-positron pairs through the Bethe-Heitler

(BH) process [171], which is the dominant mechanism for thick (∼mm) targets.

The more direct Trident process, where electrons interact directly with nuclei

to produce pairs through a virtual photon, does not contribute significantly to
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Figure 6.1: Stages of positron generation, from ultra-intense irradiation of a
solid target.

the positron yield for thick targets; for a 1 mm target the ratio of positrons

from the two processes is NBH/NTrident∼400 [71].

Laser-produced positrons from petawatt lasers were first observed in 1999

by Cowan et al. on the Petawatt facility [172]. Positrons from a modern

OPCPA-based laser system with reduced prepulse were first reported by Chen

et al. in 2009 using the Titan laser, with a 1000× increase in signal compared

to the Petawatt result [71]. These positrons are directed along the laser axis

and accelerated by the sheath field to much higher energies; this accelerating

field is also responsible for TNSA protons [30]. The positron energy spectrum

is quasi-monoenergetic, with an energy spread as low as 15%, due to their

acceleration from a nearly constant sheath field potential. This is in contrast to

protons, which are accelerated by the time-varying sheath field for a relatively

long time, and experience different field strengths according to their positions.

For reference, a 10 MeV positron travels at 0.9988c and will traverse a 100

µm region in 0.34 ps, while a 10 MeV proton moves at 0.1448c and travels the

same distance in 2.30 ps.

The probability of an energetic electron creating a bremsstrahlung photon

is given by the bremsstrahlung radiation differential cross section, which for
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the relativistic Born approximation and an unscreened nucleus is [173]:

dσγ =
4Z2r2

0

137

dk

k

[
1 +

(
E

E0

)2

− 2

3

E

E0

] [
ln

(
2EE0

k

)
− 1

2

]
(6.1)

where Z is the atomic number, r0 is the classical electron radius, k is the

energy of the emitted photon (in units of mec
2) and E0 and E are the initial

and final energies of the electron (in units of mec
2). The Born approximation

uses free particle wave functions which are perturbed to the first order in Z,

and are estimated to be correct to within 10% for electron energies greater

then 2 MeV [173]. Using the unscreened nucleus treatment is reasonable when

Ee− � Ebinding, which is the case for Ee− ≈ MeV and Ebinding ≈ keV [174].

The probability of a photon generating an electron-positron pair from the

Bethe-Heitler mechanism is given by the relativistic Bethe-Heitler cross sec-

tion, which for an unscreened nucleus is [175]:

dσe+e− =
4Z2r2

0

137k3

[
E2
e+ + E2

e− +
2

3
Ee+Ee−

] [
ln

(
2Ee+Ee−

k

)
− 1

2

]
dEe+ (6.2)

where Ee+ and Ee− are the birth energies of the positron and electron, respec-

tively, in units of mec
2.

For a given electron input energy, E0, the probability of pair production

from the Bethe-Heitler process is proportional to the probability of generating

a photon, then that photon producing a pair at some distance d′ from its birth

position.

dPγ,e−e+ ∝ (σγ)(σe+e−) (6.3)

Assuming, for simplicity, that the initial electron and the generated photon

travel normal into the target, the total probability of pair creation can be found

by integrating over the full thickness of the target for the original electron

(d) and the remaining thickness of the target for the photon (x = d − d′).
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Integration is then performed over all photon energies and positron energies

that satisfy the minimum energy necessary to create pairs (kmin = 2mec
2 =

1.022 MeV). For now, energy loss due to propagation is ignored. The result

is:

Pγ,e−e+ =
n2
id

2

2

∫ E0/2

0

∫ E0

kmin

dσγ(k,E0)dσe+e−(Ee+) (6.4)

where ni is the ion number density. The cross section per atom for the produc-

tion of Bremsstrahlung photons is proportional to Z2 (Equation (6.1)) and the

production of pairs from BH is also proportional to Z2 (Equation (6.1)); there-

fore electron-to-positron generation from the bremsstrahlung/Bethe-Heitler

process scales like Z4. Due to this scaling high Z materials, such as gold

(Z = 79), are typically used as targets to maximize positron yield. Monte

Carlo calculations have shown, however, that the number of positrons emitted

into a 1 steradian jet on the rear surface of a thick, high-Z target scales like

∼Z2 [170]. This occurs because the increased pair production from higher

Z elements is offset by increased Coulomb scattering that deflects or stops

particles.

As positrons result from relativistic electrons created in ultra-intense LPI,

understanding the generation of the electron beam is crucial to understand-

ing the positron beam characteristics. The electron spectral distribution is

described by the hot electron temperature, which for LPI with I > 1 ×

1018 W/cm2 is typically described by the ponderomotive scaling [89]:

Thot = 0.511

[
1 +

(
I18λ

2
µm

1.37

)1/2
]

MeV (6.5)

where I18 is the laser intensity in 1018 W/cm2 and λµm is the wavelength in

µm. Experimental results, however, indicate that the ponderomotive scaling

does not accurately describe the observed trend of positron numbers vs. laser

intensity. Positron production is dominated by the most energetic electrons,
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which are primarily generated in the underdense plasma region on the target

surface. For long plasma scalelengths self-generated fields can confine hot

electrons to the laser channel, where they can gain energy efficiently through

resonant betatron oscillations. This process was put forth by Pukhov et al.

[24], who proposed a scaling law:

Thot ≈ 1.5(I18λ
2)1/2 MeV (6.6)

This ‘Pukhov’ scaling agrees well with experimental data [72], and gives Thot

of 4− 6× ponderomotive scaling.

The transport of electrons and positrons in the thick Au targets is im-

portant for the beam properties. The stopping of charged particles in matter

depends up the energy of the incident particle and the atomic number, Z, of

the material. The continuous slowing-down approximation (CSDA) for par-

ticle stopping is its path length in a material, assuming no energy gain from

inelastic scattering; it is calculated as the integral of the reciprocal of the

electron stopping power. The CSDA range gives a reasonable estimate of dis-

tance for energetic ions, which travel ballistically until near the end of their

travel, but is insufficient for electrons which can scatter significantly. A mo-

noenergetic beam of particles incident on a material will have a distribution

of stopping distances due to the stochastic nature of scattering, and therefore

the average range in the material, weighted by the distribution of ranges, is

used to determine penetration in a target. This is the projected range. The

energy loss of electrons in solid Au (ρ = 19.3 g/cm2), as well as the CSDA

and projected ranges are plotted in Figure 6.2. Positrons have stopping pow-

ers nearly identical to that of electrons, with a small correction factor due to

the differing polarizations in matter (< 3% for the E > 1 MeV [21]) For the

work here this correction is neglected, and electron stopping power is used for

positrons.

The process of target normal sheath acceleration (TNSA) is described in
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(a) (b)

Figure 6.2: Electron transport in Au. (a) CSDA ranges of energetic electrons
in solid density, room temperature Au. Calculated using NIST total stopping
powers [21]. (b) Projected range, which accounts for scattering [22] and CSDA
range with no scattering [21]. Scattering leads to a detour factor of 2 – 5.

detail in Section 2.3, and therefore will only be summarized here. Relativistic,

‘hot’ electrons generated from ultra-intense LPI stream through the target,

with the most energetic particles escaping and the rest confined to the rapidly

charging target. These trapped electrons form an electron cloud, and their

high pressure results in charge separation and strong electric fields (MeV/µm)

on the surface of the target. These fields cause ions and positrons to be

accelerated normal to the target surface. This process is well described by an

isothermal expansion of the hot electron cloud into vacuum [12].

6.2 Experimental Data from OMEGA EP

The computational work described in this chapter was motivated by experi-

mental data taken at the OMEGA EP laser by Hui Chen, and published in [23].

The targets were Au disks, 1 mm thick and 2 mm in diameter. Three scaling

shots were taken with laser energies of 247 J, 800 J and 1500 J, while keeping

the pulse duration constant at 10 ps and the spot size constant at R80 = 15

– 20 µm; the corresponding peak vacuum intensities were 6.9 × 1018 W/cm2,

2.1 × 1019 W/cm2 and 4.0 × 1019 W/cm2, respectively. The laser angle of in-

cidence on the target was 0◦. The energy of the last shot, 1.5 kJ, is outside
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(a) (b)

Figure 6.3: (a) Experimental electron spectra from OMEGA EP for increasing
energy shots [23]. (b) Scaling of Thot with intensity, showing best agreement
with Pukhov scaling [24].

the normal operating range of EP and was only possible because the off-axis-

parabola was being replaced, and therefore could be fielded without a lossy

blast shield. The electron and positron spectra were measured simultaneously

using an EPPS [14], 50 cm from the target and placed along target normal on

the rear side of the target. Figure 6.3a plots the electron experimental data,

which shows a typical trend of increasing temperature and absolute number

with increasing energy and intensity. The scaling of Thot with intensity best

matches Pukhov scaling, as shown in Figure 6.3b and discussed in Section 6.1.

The experimental positron spectra are given in Figure 6.4. The 247 J shot

has a typical positron spectrum, with a single peak due to acceleration by an

approximately constant sheath potential. Positrons are present at higher and

lower energies due to variations in birth momenta and energy gain from the

sheath, but at levels below the EPPS detection threshold [176]. As the laser

energy was increased to 800 J a shoulder developed on the low energy side of the

peak, while the peak energy shifted higher. At 1.5 kJ multiple peaks were seen,

with two high energy peaks and a lower energy peak at approximately half the

signal level. It was hypothesized that the multiple positron peaks were caused

by the time-dependent evolution of the accelerating sheath field. Positrons

are produced almost simultaneously with the laser and have low mass, and

therefore could act like a probe of the rear surface potential at various times.
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Figure 6.4: Experimental positron spectra from OMEGA EP for increasing
energy shots [23]. An evolution in the positron spectral shape is observed,
from a single peak to a peak with a low energy shoulder to multiple peaks.

Their relatively low number compared to the electrons (ne+/ne− ≈ 1/1000)

means they behave like test particles and do not significantly modify the target

fields. The sheath field is known to be dynamic, and its evolution has been

probed with proton radiography [41]. To date, however, no information has

been extracted from positron spectral content. To investigate this hypothesis

LSP simulations were conducted.

6.3 LSP Simulations of Positron Beams

Particle-in-cell simulations with the LSP code were used to model the positron

beams. Transport simulations were chosen because full-scale, LPI simulations

of the positron target are not computational feasible. Resolving the laser-

matter interaction requires sub-fs time steps, which are prohibitive when run-

ning simulations to t >40 ps; this is the length of time necessary to allow full

development of the positron beam for a pulse duration of 10 ps. Additionally,

a grid large enough to accommodate the targets – solid Au disks 2 mm in

diameter and 1 mm thick – is impractical with cell sizes that resolve a laser

wavelength (λ/20 = 50 nm). The two stage approach taken, with LPI and

transport phases simulated separately, has been used successfully to model

cone-wire targets [177] and spherical targets [64], among others. A schematic

of the transport simulation box is given in Figure 6.5.
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Figure 6.5: Diagram of the cylindrical transport simulation grid and plasmas.
Only the primary extraction plane is shown. The cell sizes were 2 µm in the
target, decreased smoothly to 0.25 µm in the rear proton layer and increased
to > 10 µm near the grid edges.

The initial electron source was taken from a Titan-like LPI simulation

performed by Tony Link. The laser was 0.7 ps in duration, with a ∼12 µm

spot size, a double Gaussian spatial distribution, and peak intensity of 8 ×

1019 W/cm2. A realistic preplasma from the 5-10 mJ Titan prepulse was mod-

elled with a 2D HYDRA hydrodynamic simulation, and included in the LSP

LPI simulation. All electrons that travelled 5 µm into the target were recorded,

and their properties were used to generate discrete LSP functions. The injec-

tion functions were defined in 1 µm steps from R = 0 – 60 µm; each step had 10

energy bins, 3 angular bins per energy bin, and unique temporal functions for

each space/energy/angle combination. In total 1800 unique injections were

defined. To ensure charge neutralization of the target an equal amount of

charge is injected in low energy protons; this is necessary because the plasma

ionization state is not maintained from the LPI simulation. The transport sim-

ulations were performed in 2D cylindrical geometry, to more accurately model

the 1/r2 fall-off of fields. The implicit treatment was chosen to allow large time

steps (2 fs) without resolving ωp in the solid density Au target. Fluid particles

were used for the target ions and electrons, which greatly improves energy

conservation for the long duration runs. The initial target temperature was
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1 eV. Collisions between the cold background electrons and ions (Au3+, p+)

were modelled using the Lee-More-Desjarlais (LMD) model, and hot electrons

and positrons were treated as test particles with continuously-slowing down,

‘dedx’ energy loss. The gold target had an ionization state of 3+, which was

static to reduce computational complexity. Photon and positron generation

was handled using cross-section tables created by the Xgen code and the In-

tegrated Tiger Series (ITS) Monte-Carlo model, which is included in the LSP

code. These processes were defined within the cylindrical target region, and

the lower energy cutoff (below which Monte Carlo calculations are no longer

performed) was 5 keV for both photons and electrons.

The SAKv22 (Swiss Army Knife) version of LSPv10 was used for these

runs. As discussed in Section 4.1.4, SAK LSP has customizations that allow

positron generation and dedx scattering to be handled property using the ITS

model. Additionally, it allows the angle of injected electron to be defined, an

essential feature to accurately model a realistic hot electron source. Positron

annihilation was not included in the simulations. The lifetime of positrons in

Au is ∼200 ps for thermalized particles [178]. This time scale is long compared

to the transit time of positrons in the target, ∼3 ps, as well as the typical

simulation runtime of 40–50 ps, and therefore annihilation can be neglected.

The escaping electron and positron spectra were captured by extraction

planes placed at the boundaries of the simulation grid, 4.25 mm from the

rear of the target. The position, momentum, and time of crossing of each

particle was recorded, allowing the temporal evolution of the spectra to be

reconstructed. Full scalar, field and particle dumps were recorded at 25 fs

intervals.

A 1 µm contaminant layer was defined on the rear of the target, with a

density of np = 1 × 1020 cm−3. The cell size in this region was smoothly

decreased to 0.25 µm to correctly resolve the sheath field. The importance of

including a proton layer for positron acceleration is outlined in Section 6.3.2,
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and the effect of the numerical parameters on the TNSA protons is examined

in Section 4.2. No contaminant layers were present on the side or the front

surfaces to minimize cell size requirements.

6.3.1 Electron Source Matching

The original electron source was modified to match the experimentally mea-

sured escaping electron source. The pulse was first stretched temporally, from

its initial 0.7 ps duration to 7 ps; this approximated the 10 ps pulse used at

OMEGA EP. To achieve this stretching a 10× scaling factor was applied to the

temporal functions, while keeping all other properties constant. This simple

temporal stretching neglects any physics that is unique to multi-picosecond

interactions. In particular, it likely underestimates the hot electron temper-

ature, as multi-ps pulses have been shown to have higher temperatures then

ponderomotive scaling would predict [26, 101]. The time-dependent evolution

of Thot for multi-picosecond interactions is also different from shorter interac-

tions, which is not captured by this technique. Lastly, the f = 2ω electron

bunches from v×B acceleration will also be temporally stretched to f = ω/5.

Despite these simplifications the stretched electron source provides a useful

approximation of a 10 ps electron beam, and was used for LSP positron simu-

lations published in [72]. The large scale of the Au targets required for positron

generation also eases source matching requirements, as scattering in the 1 mm

target will blur the source both spatially and temporally.

The second modification to the electron source was to scale the current in

each energy bin to match different laser conditions. The electron spectrum

can be characterized by two parameters:

1. Total energy in hot electrons, which for a given Thot sets the total

charge/magnitude of the spectrum.

2. A temperature, Thot, which sets the slope of the distribution. In some
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cases multiple temperatures (slopes) are present.

Both of these parameters were adjusted and compared to experimental data

to validate the resulting scaled electron sources.

The total energy in hot electrons is easily obtained in simulations but

not measured on experiment. The conversion from laser energy to energy

in hot electrons for multi-picosecond pulses is not well known, and conse-

quently estimates were made based on combining published experimental and

computational work for a range of pulse lengths. These works are shown in

Figure 6.6. Ping et al. studied the intensity dependence of laser absorp-

tion with 150 fs pulses using an integrating sphere [25]. A factor of 0.6 was

used to convert to hot electron kinetic energy, based on PIC simulations. A

power fit to their data gives conversion to hot electrons scaling with intensity

CE(I) = 3.9 × 10−6(I)0.26 + 0.02, which for an intensity of 4 × 1019 W/cm2

gives 0.35 conversion from laser to electrons. This is likely an underestimate

of conversion for 10 ps pulses, as it has been demonstrated that pulses with

multi-picosecond durations have enhanced absorption and conversion to hot

electrons [26, 101]. Kemp and Divol performed 2D PIC simulations that gave

up to 80% of laser energy into hot electrons for a 10 ps pulse and a constant

(flat-top) intensity of 1.37 × 1020 W/cm2 (it should be noted that this beam

power is not currently achievable experimentally). The increased absorption

was attributed to plasma injected into the beam from the unstable interac-

tion surface. This effect has been observed experimentally at the LFEX laser,

where doubling the pulse duration from 1.5 to 3 ps with a flat-top intensity of

2.3× 1018 W/cm2 increased the measured hot electron temperature from 0.45

to 1.10 MeV [101]. For pulses with Gaussian intensity profiles, experimental

data from OMEGA EP shows hot electron temperatures increasing by 65–

100% when pulse length is increased from 1 to 10 ps and peak intensity is held

constant at 4×1019 W/cm2 [179]. Nilson et al. used copper Kα x-ray emission

measurements from Cu foils to find a conversation rate of 20±10%, which was
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Figure 6.6: Intensity scaling of the conversion of laser energy to energy in hot
electrons, for various pulse lengths and conditions and λ = 1.054 µm light.
Data is from Ping et al. [25], Kemp and Divol [26], Nilson et al. [27] and Key
et al. [28]

constant for 1–10 ps pulses [27]. The measurements from 10 ps, 1000 J pulses

they report is the only experimental data of conversion efficiency for laser

conditions similar to those of the 10 ps, 1500 J shot discussed in Section 6.2.

Finally, Key et al. reported on copper Kα emission from the Petawatt laser

[28]. Their data fits a conversion curve CE(I) = 2.4× 10−8(I)0.38 − 0.13; this

is significantly different from Ping et al., although there is agreement in the

intensity region of interest at ∼4 × 1019 W/cm2. In summary, the expected

conversion to hot electrons for I = 4 × 1019 W/cm2 is in the range of 30 –

40%, and the effect of multi-picosecond interaction is likely to raise the ex-

pected value to the high end of the range. A conversion efficiency of 40% will

henceforth be used for the high energy case.

Two different approaches to scaling the electron source were used. The

first was a constant scaling, in which the scale factor for each energy bin was

kept constant: SF (E) = C. This was done both for ease of implementation

and to have a controlled study, and was equivalent to shifting the input spec-

trum to higher or lower energies while leaving the slope constant. Decoupling

net charge and Thot in this manner is not possible experimentally, as both
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increase with increasing laser intensity according to scaling laws (ponderomo-

tive, Pukhov). The increased freedom in simulations, however, enables such

parameter studies. The second approach was a weighted scaling, in which

the scale factor was adjusted for each energy bin to modify both the distribu-

tion slope and absolute number: SF (E) = G(E). This approach was used to

achieve the best match with experiment. Both scalings were accomplished by

replacing the temporal multipliers of the electron generation functions, which

control the current density. As the source size was not changed during this

process the current density was altered, which could affect the physics of the

beam transport. Additionally, the angular distribution of the beam was not

altered; the electron beam is known to become more directional for increasing

laser intensity [180] and prepulse [181], but scattering in the 1 mm target will

reduce this effect. Overall, modifying the source in this way is a powerful

tool for investigating physics phenomenon which otherwise would be hard to

access.

The escaping electron spectra for the constant scaling case are plotted in

Figure 6.7, with the source properties (total electron energy and temperature)

reported in Table 6.1. While the input electron spectra (not shown) are scaled

by a constant amount, it can be seen that the escaping electron spectra are

shifted by an energy dependent amount that varies with each case. This is due

to the characteristic capacitance and charging of the target. In all cases the

same amount of charge must escape for the potential barrier on the target to

be high enough to trap all remaining electrons. At the same time the trapped

charge will increase with scaling, which will modify the energies of the escaping

electrons. The spectra are similar for the highest energy electrons (E > 60

MeV), but significantly modified at lower energies. This leads to a higher slope

temperature for the 0.25 case compared to the higher scaled cases, but a lower

absolute number for all energies.

In the second approach weighted scaling of the electron source was used
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Figure 6.7: Escaping electron spectra
for constant scaling of electron source.
Even though the input spectra are
scaled linearly, the escaping spectra
are nonlinear due to the charging be-
haviour of the target.

Case Multiplier E (J)
Thot

(MeV)

1 ×0.25 133 12.0
2 ×1 550 11.0
3 ×2 1062 10.0
4 ×4 2115 9.8

Table 6.1: Electron source parameters
and Thot for escaping electrons from
the constant scaling study. E is total
energy in injected hot electrons.

to adjust both the temperature and magnitude of the electron distribution, in

order to match the experimental conditions. Thot of the escaping electrons was

measured experimentally and can also be determined in simulations from an

extraction plane located far from the target; the distance was 4.25 mm from

the target rear. The relationship between the input and escaping electron dis-

tributions is complex, and therefore matching of the electron source was done

through an iterative process: an energy-weighted scaling was applied to the

spectrum, which was then injected into a simulation. The escaping electron

distribution and total energy were then compared to experiment, and the pro-

cess was repeated with a new weighted scaling based on the previous matching.

The best electron source matches generated are shown in Figure 6.8 for the

low and high energy cases. The high energy case is the main area of interest,

as the low energy case is the null case (no positron spectral features); con-

sequently more effort was put into matching the high energy electron source.

Total energy in the low energy LSP electron source was 137 J compared to an

estimated energy of 74 J using an Elaser to Ehot electrons conversion factor of 0.3.

For the high energy case the total energy in electrons in the LSP simulations

was 870 J, compared to an estimated energy of 600 J with a conversion factor
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(a) (b)

Figure 6.8: Comparison of electron spectra for experiments and weighted
source simulations, in absolute units, for (a) the low energy case, Elaser = 247
J, and (b) the high energy case, Elaser = 1500 J. Good agreement is found in
the range of 10 – 50 MeV for the high energy case, which is the one of interest.

of 0.4. When plotted in absolute units in Figure 6.8b, however, the spectra

agree well in the energy range of 10 - 50 MeV, which is a good indicator that

the electron source is a reasonable approximation of experimental conditions.

The lack of the high energy tail will cause a lower number of positrons to be

produced, as the highest energy electrons produce a large amount of pairs, but

will have a small impact on the evolution of the sheath field due to the low

total charge. At low energies the EPPS data includes late-time particles that

are not included in the simulated spectrum. Note that the LSP spectra were

taken within a 13◦ cone centred around rear target normal to ensure enough

signal. A similar result was found with a 25◦ cone. The electron temperature

in the range of 10–50 MeV is also matches well, reflecting good agreement

in the shape of the distribution. For reference, the simulated spectra for the

input electron source and the escaping electron beam in the high energy case

are shown in Figure 6.9.

6.3.2 Positron Spectral Features

The positron spectra from the constant scaling study are examined first. All

cases were run to 40 ps except the 4× case, which was run to 34.5 ps due to

numerical instability; this is expected to result in a reduction in signal only in
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Figure 6.9: Comparison of simulated spectra for the input electron source and
escaping electron beam, for the high energy case. Similar slopes are observed
at higher energies, with the escaping electrons downshifted by the target po-
tential, while at lower energies the injected electrons do not have sufficient
energy to escape [29]. The input spectra was found by injecting the electron
beam into vacuum with fields turned off. The escaping spectra was taken from
the full simulation, and measured 4.25 mm from the rear of the target.

the low energy portion of the spectrum. Three distinct trends can be seen in

Figure 6.10a. As the electron source energy increases: (1) The peak positron

energy increases while the peak number also grows larger. (2) A low energy

shoulder on the main peak becomes more pronounced. (3) Peaks appear to

develop in the low energy side of the spectrum. The shifting of the main peak

to higher energies is a known consequence of increasing charge causing stronger

sheath fields, and hence more energetic positrons. This increase occurs even

though the input hot electron temperature remains the same, which addresses

one of the common misconceptions regarding TNSA: it is the hot electron

pressure, not temperature alone, that drives acceleration.

Spectral features (2) and (3), the low energy shoulder and peak, have not

been examined before. To isolate the origin of these features the time evolution

of the 2× spectrum is plotted in Figure 6.10b; the 2× case was chosen rather

then the 4× case because of instability in the 4× simulation that prevented

it from running to 40 ps. The main, high energy peak develops early in time,

by t = 30 ps, while the low energy features develop later over the next 10 ps.

The origin of these late time features is explored further with weighted source

simulations.
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(a) (b)

Figure 6.10: (a) Positron spectra for constant scaling of electron source, show-
ing (1) high energy peaks with (2) distinct low energy shoulders, and (3) low
energy peaks. Note that the 4× case was only run to 34.5 ps due to numerical
instability with the simulation, while the other cases were ran to ∼40 ps. (b)
Time evolution of the 2× case. The low energy features develop late in time.

The simulated positron spectra from the weighted electron sources are

shown in Figure 6.11, with their evolution in time displayed for 30 and 40

ps times. These runs attempted to match the variations in hot electron tem-

perature and charge with laser intensity. In the low energy case the spectrum

exhibits a single peak and the shape does not change over time. This reflects

the fact that all escaping positrons experience the full sheath field potential,

and this potential is approximately constant over the interaction time. For

the high energy case two distinct peaks are present, in qualitative agreement

with the experimental data (Figure 6.4). The high energy peak develops first,

while the low energy peak grows later in time as the spectrum is filled in at

decreasing energies. These peaks will henceforth be referred to as ‘early’ and

‘late’ time peaks. It should be noted that despite the differences in energies

these peaks do not reflect a time of flight effect: all positrons in this energy

range are highly relativistic and moving at ∼c, and the difference in travel

times for 4.25 mm is ∼2 fs for the two peaks (E = 33.5 MeV and 21.8 MeV).

The electric field from the hot electron sheath is strongly peaked at the tar-

get surface (or the proton front, if protons are present), and rapidly decreases

to zero inside the conducting target. Any positron that reaches the edge of
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(a) (b)

Figure 6.11: Time evolution of the simulated positron spectra for (a) the low
energy case, Elaser = 247 J, and (b) the high energy case, Elaser = 1500 J.
In these cases weighted electron source spectra were used, with different hot
electron temperatures for the different laser intensities. Distinct early and late
time peaks can be seen in the high energy case.

the target experiences this accelerating field and gains the total potential en-

ergy of the sheath at that time, and therefore there are no escaping positrons

below this threshold energy: Epos(t) ≥ eφsheath(t). The time dependence of

the sheath field can thus be seen in phase space plots of positron energy vs.

distance from the target, with the minimum positron energy representing a

time history of the sheath potential. The main phases of the sheath field de-

velopment are shown in Figure 6.12, and consist of (1) target charging, (2)

peak potential and (3) potential decay. The effect of TNSA proton expansion

is also evident as the starting location of acceleration moved away from the

initial target boundaries, following the proton beam front. The presence of

TNSA protons affects the sheath field, which is discussed in the next section.

Effect of Proton Contaminant Layer

The positron spectrum is modified by the presence of protons on the rear

surface of the target. As the proton beam from TNSA expands outwards,

charge separation occurs between the electron cloud and the protons at the

beam front. This is the location of the peak sheath electric field, and it moves

away from the target surface as the proton beam advances. Debye shielding
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Figure 6.12: Positron energy phase space. Various stages of the sheath poten-
tial development are visible through their imprint on the minimum positron
energy. Particles with R ≤ 2 mm are included in the plot.

causes the electric field to decrease in strength with distance into the proton

beam. This field behaviour is illustrated in Figure 6.13a, which shows a 2D

plot of the Ez sheath field when rear protons are simulated. When no proton

contaminant layer is present the peak field remains located on the surface of

the target until significant ion expansion occurs (Figure 6.13b). The electric

field becomes quasi-static, and therefore the late time positron peak becomes

more significant. It should be noted that the gold ionization is constant in the

LSP simulation, and in reality some field ionization would be expected that in

turn would lead to faster ion expansion.

To study the effect of the contaminant layer on the positron signal, simu-

lations were run with and without the layer on the rear surface. The positron

spectra for an R = 1 mm target (Figure 6.13c) show increased signal in the low

energy, late time peak when no protons are present. The low energy shoulders

on both peaks are also reduced compared to the proton case, due to redistri-

bution of positrons to the peak energies. No enhancement is seen for the high

energy peak; this is consistent with acceleration early in time, when negligible

proton expansion has occurred and the field behaviour is similar in both cases.

These effects are seen when a 10 ps electron source is used, as this gives a signif-
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(a) (b)
(c)

Figure 6.13: The sheath field Ez on the rear surface of an Au target, with
(a) a rear proton contaminant layer, (b) no initial proton contaminant layer.
The translation and weakening of the peak field can be seen. (c) Positron
spectra at 40 ps showing an enhancement of the low energy, late time positron
peak when no proton contaminant layer is present, and a reduction in the low
energy shoulders of both peaks.

icant amount of time for proton expansion to occur. No difference is expected

for short, 1 ps pulses, again due to the lack of time for TNSA expansion of

protons. The comparisons for other target sizes are shown in Figure 6.14, and

are qualitatively similar: little change in the early time peaks, more prominent

late time peaks. As the target size is decreased the early time peak remains

at a similar energy while the late time peak shifts to higher energy; this shift

in the low energy peak is discussed in Section 6.3.4. The presence of protons

reduces the late time peak in all cases. For the R = 0.25 mm case the late

time peak has merged into the early time peak, and the early peak itself has

been modified due to 3D effects from the much reduced target.

Phase space plots of positron energy are shown in Figure 6.15 for both

the proton layer and no proton layer cases. A change in the decay of the

sheath potential is evident, as indicated by a difference in the slope of the

minimum positron energy vs. position (here position is a proxy for time, with

all particles moving at c). This change in behaviour is more evident for the

no proton case, on the right. It appears that there is a quasi-static potential

on the target, which is discussed in Section 6.3.2.
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Figure 6.14: Positron spectra for targets with different radii at 40 ps. Solid
lines indicate targets without protons on the rear, dashed lines have protons
on the rear. The presence of protons has no effect on the early time peak but
reduces the prominence of the late time peak. This trend is less clear for the
R = 0.25 mm case, where the target aspect ratio is significantly altered.

(a) (b)

Figure 6.15: Positron energy phase space at early time and integrated spectrum
at late times for two case. (a) Proton layer present on rear. (b) No proton
layer. The initial target position is indicated by the grey box, and particles
move from left to right. A change in the decay of the minimum positron energy
reflects a change in the behaviour of the sheath field potential, and gives rise
to two positron peaks.
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Evolution of the Sheath Field

The TNSA sheath field originates with hot electrons generated by ultra-intense

LPI. The potential that results from these hot electrons can be separated into

two parts [182]:

φsheath = φnet charge + φcharge separation (6.7)

Here φnet charge is due to escaping hot electrons, which leave the target positively

charged, and φcharge separation is from trapped MeV-energy electrons, which drive

charge separation and an ambipolar potential from their electron pressure. The

evolution of these potentials has been studied by Poyé et al. in order to de-

termine target charging and EMP generation [182]. At the same time, the

target geometry influences the temporal evolution of the sheath field. Reflec-

tion of the hot electron cloud from the target edge and refluxing between the

front and rear surfaces can both occur [110]. The interplay of these potentials

and geometric effects can be complex, as they occur simultaneously and with

different strengths and timescales.

The decay rates of the two potentials in Equation (6.7) are very different.

As a first approximation the neutralization time for φnet charge can be taken

as τn ≈ L/c, where L is the target holder length and c is the speed of light.

For the OMEGA EP experiments the Au disk targets were mounted on 8 cm

long glass stalks (2 mm in diameter and tapering to a 25–50 µm point), giving

τn = 267 ps. This ignores the inductance of the setup, which will increase

the travel time of current on the holder. At the same time, neutralization

current will begin to flow immediately, causing neutralization earlier then this

estimate would suggest. The temperature of the hot electron cloud drives

φcharge separation, and therefore its decay time is set by the time it takes for

these electrons to cool. A lower estimate can be made by assuming continuous

travel in Au, using the NIST total stopping power [21] to find the distance
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Figure 6.16: Positron energy phase space for a target with no rear protons,
and the final positron spectrum. Two times in phase space are shown, with
two different minimum energy decay rates. These correspond to the decay
rates of φ1 = φcharge separation and φ2 = φnet charge.

over which an electron loses the majority of its energy (see Figure 6.2a), and

converting to a time using the speed of light (valid for relativistic, MeV elec-

trons). Using this approach a 50 MeV electron will lose 99% of its energy

in 7.5 mm of Au, for τd = 25 ps. Significant refluxing through the target

and scattering from the sheath cloud is known to occur, so this assumption is

not unreasonable; however many other factors, such as adiabatic cooling and

energy transfer to protons in the sheath, are neglected. These simple mod-

els provide order-of-magnitude estimates of the decay rates, and indicate that

φnet charge takes ∼10× longer to decay then φcharge separation. In the LSP simu-

lations the target is freestanding, with no mounting stalk, and therefore there

is no neutralization current to modify φnet charge; this simplification is justified

by the long timescales for neutralization to occur (τn) relative to the time of

interest (∼30 ps). These differing decay rates are reflected in the positron

phase space plots in Figure 6.16.

The evolution of the accelerating sheath fields depends on the space charge

of the trapped electrons and the dynamics of the electron cloud, which in turn

depends on the target geometry. The first geometric factor to be considered

is reflection of the sheath field from the side edges of the target, which occurs
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when the expanding electron cloud encounters transverse electric fields. These

fields are simply the sheath field normal to the side surface. Fast ignition

studies of simulated cone and wire targets have shown that the expansion of

hot electrons on the target surface mainly takes place outside the target, where

the resistivity is low [177]. The electric sheath field directing electrons into the

target is balanced by magnetic fields generated by the cold return current inside

the target, establishing an equilibrium that is maintained until the electrons

reach the end of the wire target and are reflected by the transverse sheath

field. The timescale of sheath reflections can be calculated for a given target

radius and sheath expansion velocity. From PIC simulations and experimental

measurements the expansion velocity is between 0.75–0.95c [4, 177]. Using an

average value of 0.85c and a target with R = 1 mm, a signal starting at r =

0 has a one-way travel time of 3.9 ps and a round-trip time of 7.8 ps. These

timescales point toward one approach to isolating a reflection effect, which is

to increase the target radius and therefore the reflection time.

Recirculation of hot electrons between the front and rear surfaces, known

as refluxing, can occur when electrons are stopped and reflected by the sheath

fields. For this discussion d equals the thickness of the target, and electrons

are assumed to move at v = c. Refluxing has been explored primarily for

thin targets (2d/c < τlaser), where it enhances TNSA by increasing charge

density in the electron cloud [183]. Refluxing is not typically considered for

thick targets, but it has been shown by Chen et al. that electron refluxing

must be included in LSP simulations to match experimental positron yields

[72]. Experimental work done for this degree contributed to this research. The

timescale of refluxing is set by the thickness of the target; for the d = 1 mm

targets used at OMEGA EP a straight, round-trip journey takes d/c = 6.7 ps.

The scattering of electrons cannot be ignored, however; the increase in path

length travelled relative to a straight trip (the detour factor) is between 5–2×

for 1–150 MeV electrons in solid density Au (see Figure 6.2b) [22].
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The behaviour of the sheath field was examined by calculating the elec-

tric potentials on the front and rear surfaces of the target for each time step

and radial position, φfront(r, t) and φrear(r, t). The potentials were found by

integrating Ez from the edge of the grid to the target surface, Vz(r, t) =∫ edge of grid

rear of target
Ez(z, r, t)dz. This distance was 4.25 mm. The rear potential is

responsible for positron acceleration, while the front potential is useful to

determine periodic effects such as refluxing. Sheath reflection is evident as di-

agonal bands of increased potential; the slope of these bands is the velocity of

sheath expansion. To isolate the effect of target geometry, targets of different

radii were simulated with the same electron source. Targets without protons

were used to eliminate the complicating factor of TNSA sheath field expansion,

and because these cases exhibit the clearest late time positron peaks. Radially

averaged potential lineouts were taken, and averaged from R = 0 to 0.2 mm

in all cases to avoid transverse non-uniformities.

Figure 6.17a and Figure 6.17b show the rear and front potentials, respec-

tively, for an R = 0.25 mm target. There is no potential early in time because

the electrons have not yet escaped the target. A distinct oscillation between

the rear and front surfaces is seen. Radially averaged lineouts, plotted in Fig-

ure 6.17c, indicate a period of oscillation of τosc ≈ 13 ps. This is approximately

twice the direct refluxing time of 6.7 ps, which is consistent with a detour fac-

tor of 2. Reflection of the sheath has a timescale of 2×0.25 mm/0.85c = 2 ps,

and does not appear to occur. The limited lateral extent of the target does

confine charge to a small volume, however, resulting in a higher final poten-

tial. Similar results are seen for the R = 0.5 mm target in Figure 6.18, with

oscillations between the front and rear surfaces and no sheath reflection. The

period of oscillation, 13–14 ps, is close to that of the R = 0.25 mm target.

Different behaviour occurs with the R = 1 mm target; for the first time

reflection of the sheath field can be distinguished. Figure 6.19a shows the rear

potential, with a dashed triangle indicating a signal moving at c and reflecting

99



(a) (b)

(c)

Figure 6.17: (a) Rear and (b) front sheath potentials for R = 0.25 mm target.
Potential is indicated by the colour scale, and plotted vs. time and radial
position on target. The radius of the target is denoted by the dashed line.
There is clear refluxing of electrons between the front and rear surfaces. (c)
Lineouts of front and rear potentials, averaged from R = 0 – 0.2 mm. An
oscillation period of ∼13 ps is observed.

(a) (b)

(c)

Figure 6.18: (a) Rear and (b) front sheath potentials for R = 0.5 mm target.
Refluxing of electrons between the front and rear surfaces is seen. (c) Lineouts
of front and rear potentials, averaged from R = 0 – 0.2 mm. A oscillation
period of 13–14 ps is observed.
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(a) (b)

(c)

Figure 6.19: (a) Rear and (b) front sheath potentials for R = 1 mm target.
Reflection of electrons from the edge of the target is evident, as well as weak
refluxing. One reflection is highlighted by diagonal dashed lines, which indicate
a signal traveling at c. (c) Lineouts of front and rear potentials, averaged from
R = 0 – 0.2 mm.

from the target edge in 6.7 ps. It can be seen that the potential agrees well with

these reflections. Refluxing may also be occurring, however with τreflux = 13

ps as measured on smaller targets it will overlap with two reflection periods,

τreflux = 2τreflection. The transverse motion of the potential (diagonal signal) is

a signature of reflection.

For the R = 2 mm target the reflection time doubles to 13.3 ps, and

reflection on this timescale can easily be distinguished in the rear potential,

Figure 6.20a. The reflection time is now equal to the observed refluxing time

and refluxing may contribute to the field oscillation, but once again the clear

transverse motion of the potential indicates that reflection is significant. The

area in which the hot electron beam breaks through the rear surface of the

target (R ≈ 0.5 mm) is small compared to the 2 mm radius of the target, and

the expansion of the sheath field from r = 1 mm to r = 2 mm can be clearly

observed. The velocity of this expansion is ∼c.

The lineouts of target potential display the effects of two sources: a large,

transitory potential until 17–20 ps, then a quasi-static potential for later times.

This agrees well with the two potentials in Equation (6.7). The effect of
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(a) (b)

(c)

Figure 6.20: (a) Rear and (b) front sheath potentials for target with R = 2
mm. Clear reflection from the target edge is observed on the rear surface. The
diagonal dashed lines indicate a signal traveling at c. (c) Lineouts of front and
rear potentials, averaged from R = 0 – 0.2 mm.

electron cloud refluxing and reflection is evident in the late time potential, but

only as perturbations on the late time value. The two peaks of the positron

spectra are indicative of these two potentials.

6.3.3 Effect of Refluxing on Yield

While the temporal evolution of the sheath field is primarily responsible for

the positron spectral peaks, it is possible that the time dependence of positron

generation is a contributing factor. Electron refluxing is known to enhance

positron yield [72], and can be examined directly in simulations. A key tool is

the ability to disable fields in LSP, which stops sheath fields from forming and

prevents charged particles from being confined to the target by electric poten-

tial. The time history of the number of electrons with E > 10 MeV within the

full target is shown in Figure 6.21a, for the fields on and fields off cases and

both forward and backward going particles. The energy threshold was chosen

to select high energy electrons which are not significantly stopped or scattered

within the target; these energetic electrons also dominant the production of

positrons. A clear population of reflected, backward going electrons can be

seen at t = 12 – 22 ps, which in turn gets reflected and increases the forward
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going population for t > 18 ps. Backward going electrons are present in the

no fields case due to scattering.

Of particular interest is the number of particles inside the target and near

the rear surface, which have the most significant contribution to positron pro-

duction and emission (i.e. those that can escape the target and contribute

to the measured spectrum). To determine this population all electrons and

positrons within 100 µm of the rear surface of the target and 500 µm in ra-

dius were recorded, then thresholded for Ee− > 10 MeV and Ee+ > 1 MeV

for electrons and positrons, respectively. An energy of 1 MeV was selected

for positrons to ensure that the recorded particles escape to the edge of the

target, which requires an energy of 0.35 MeV for d =100 µm but increases due

to scattering. The resulting electron numbers are shown in Figure 6.21b. The

backward going population becomes significant when fields are on, and there

is an increase in forward going electrons compared to the no fields case for

t > ∼14 ps. After t = 20 ps the population of electrons inside and near the

rear surface of the target is entirely due to confinement by fields.

The effect of fields and electron trapping on positron number is shown in

Figure 6.21c. A secondary peak at t = 14.5 ps occurs when fields are on; this

could be responsible for the middle peak in the experimental positron spec-

trum, which has otherwise not been accounted for with sheath fields. There

is also a population of positrons late in time that is not present when fields

are disabled. The number of positrons available for acceleration versus time is

plotted along with the net target potential in Figure 6.22. The potential here

was found by integrating the electric field at different times corresponding to a

signal moving at c; this is the potential experienced by relativistic particles es-

caping the target. The population of particles at late times which contributes

to the late time positron peak remains significant because of field effects.
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(a) (b)

(c)

Figure 6.21: (a) Electrons in the whole target (R = 1 mm) with E > 10
MeV. With fields on, reflection of electrons by sheath fields leads to a larger
backward going population and increased forward going electrons at late times.
(b) Electrons within 100 µm of the rear surface of the target and R = 500 µm,
with E > 10 MeV. The backward going population is significant when fields
are on, and there is an increase in forward going electrons compared to the
no fields case. (c) Positrons near the rear surface within the same 100 µm box
and E > 1 MeV. With fields on there is a small secondary peak at 14.5 ps and
slightly enhanced numbers at late times.

Figure 6.22: Total potential on the rear surface and positron number for an
R = 1 mm target. The potential is given for a particle moving at c. The
positrons were within 100 µm of the target rear surface and R = 500 µm, with
E > 1 MeV. The green section of the potential is dominated by charge sepa-
ration, the blue section by net charge. The number of positrons available at
late time to form the late time peak is indicated by the shaded region.
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6.3.4 Calculation of Target Charging

The net charging of a target can be calculated based on a simple capacitor

model and a given electron source, as proposed by Tony Link [29]. This ap-

proach is used here to predict the energy of the late time positron peaks, which

should correspond to φnet charge. The electron source is integrated in space to

give a distribution in energy and time, Nelectrons(E, t). Stepping forward in time

from t = 0 and moving from high to low energies, electrons are tested to see

if they can escape the potential barrier of the target: Eelectrons(t) > φtarget(t).

Electrons that can escape increase the net charge of the target, and therefore

increase the potential barrier for subsequent electrons. The change in potential

due to a change in charge is determined by a structure’s capacitance:

V =
q

C
(6.8)

To calculate the capacitance of a target it is assumed to be a sphere with equiv-

alent surface area to the original cylinder. This approximation was found to

agree to within 3% for both escaping electron temperature and final charge

distribution when compared to flat foils in LSP simulations [29]. The capac-

itance of an isolated sphere is that of two spherical shells with the second

spherical plate at infinity, and is given by:

Csphere = 4πε0R (6.9)

The 1 mm thick targets used for positron generation are much thicker then

standard TNSA targets, which are typically < 50 µm, and therefore the elec-

tron energy loss must be accounted for to correctly calculate the net charging

of the target. For each energy bin the projected range was found from tables

in Monte Carlo calculations [22]; both the projected and CSDA (no scatter-

ing) range are plotted in Figure 6.2b. This projected range was used with the

NIST ESTAR stopping power, including both collisional and radiative stop-
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ping, to find the energy loss of each energy bin [21]. The resulting potential

curves, Figure 6.23a, are characteristic of a target charging, where the most

energetic particles occur at the peak of the pulse and no subsequent, lower

energy particles can escape.

Reasonable agreement is found between the calculated potentials and the

energies of the low energy positron peaks from LSP positron simulations for

R ≤ 1 mm targets, in Figure 6.23b. The deviation from the model for R > 1

mm targets occurs for several reasons. For these larger targets charge is no

longer confined transversely on the rear surface, and the number of positrons

available to be accelerated at late times drops. The approximation of a sphere

also starts breaking down, causing the energy loss calculations to become less

accurate. This approximation works best for the R = 1 mm case, where the

radial and cylindrical extent of the target are equal and electrons travel approx-

imately the equivalent range of 1 mm. Additionally, as the positron peaks have

contributions from both the target potential and the positron birth energies,

the net charging calculation somewhat underestimates the final potentials. De-

spite these factors, the calculated φnet charge values match the simulated late

time positron peak energies to within 25% for the indicated cases, which is

impressive considering the highly simplified model used. This agreement sug-

gests that the charging capacitor model captures the dominant physics that

leads to this late time acceleration.

6.3.5 Target Size and Energy of Peaks

There is disagreement in the published literature regarding the relationship

between the energy of the positron peak and target size, which LSP simulations

can help resolve. As a target decreases in size the hot electron charge gets

confined to a smaller area, increasing the charge density and consequently the

strength of the sheath field. This is a well known effect in proton TNSA, where

small, so-called ”mass limited” targets have been used to increase proton cutoff
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(a) (b)

Figure 6.23: (a) Calculated electrostatic potentials due to the net charging of
targets, for targets of different radii. (b) Positron spectra for the corresponding
target sizes, without protons. The positions of late time peaks are circled for
the R ≤ 1.5 mm targets. Reasonable agreement is found between the predicted
net charging and the energy of the late time peaks for R = 1, 0.5 and 0.25
mm.

energies compared to large foil targets [184]. For positrons the increased fields

will cause the peak to shift to higher energies. The scaling of this shift with

target size is disputed. Chen et al. reported inverse scaling with surface area

[30]:

Epeak (Chen) = 75

(
1

Acylinder

)
+ 4 (6.10)

→ Epeak (Chen) ∝
1

2πR2 + 2πHR
(6.11)

where R is the target radius and H is the target height. Cylindrical Au targets

were used, and the scaling was found by varying the diameter from 1 to 20

mm while keeping a constant 1 mm thickness. Data from both Titan (130 J

in 1 ps, 8 µm spot) and OMEGA EP (∼300-800 J in 10 ps, 50 µm spot) lasers

fit this scaling. The intensities were 1–5× 1020 W/cm2.

More recently, Yan et al. reported scaling with inverse diameter [31]:
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(a) (b)

Figure 6.24: (a) Comparison of peak positron energy with total target surface
area. Chen et al. report scaling with inverse surface area [30], Yan et al. report
scaling with inverse diameter [31]. Spectra from a parameter scan with LSP
simulations are shown in (b) and the peak energies are plotted in (b). The
LSP data is described well by a linear fit (R2 = 0.9743).

Epeak (Yan) = 8.5

(
1

D

)
+ 0.84 (6.12)

→ Epeak (Yan) ∝
1

2R
(6.13)

The targets used were also cylindrical Au discs, 1 mm thick and with diameters

between 1 and 10 mm. The XingGuang III laser gave 100–200 J in ∼1 ps and a

20–30 µm spot, resulting in an intensity of ∼2×1019 W/cm2. The two scalings

are shown in Figure 6.24a, plotted versus inverse surface area for comparison.

LSP can provide insight into these trends, as it can model realistic target

sizes. A scaling study was carried out, with target radii of 0.25, 0.5, 1, and

2 mm. The target thickness was 1 mm, the same as the experiments, and a

proton contaminant layer was present on the rear surface of the targets but not

the side or front. The electron source used was 1 ps in duration, unscaled, and

identical for each case. The resulting spectra are shown in Figure 6.24b, and

the energies of the peaks are compared to the reported scalings in Figure 6.24a.

The R = 0.5 mm case gave a broad spectrum that is not typical of positron

spectrum; the highest energy cutoff was used as the peak energy. A linear
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fit with inverse surface area matches the LSP results well, with R2 = 0.9743.

This is consistent with the inverse surface area scaling proposed by Chen et

al. and the capacitor model put forward in [29]. In the charging model the

potential established on the target due to escaping electrons is determined

by the target capacitance, which in turn is set by the surface area. LSP

simulations reported there had similar escaping hot electron distributions for

both realistic disc targets and spherical targets of equivalent surface area. The

results presented here support this model.

To interpret these results it is helpful to consider the surface area scaling

of cylindrical targets. For small radii the surface area of the sides becomes

significant and total surface area scales like 1/R. For large radii the front and

rear surfaces dominate and total surface area scales like 1/R2. The surface

areas are 2.0, 4.7, 12.6 and 37.7 mm2 for targets of radii 0.25, 0.5, 1 and 2

mm, respectively. It appears that for R ≥ 1 mm the targets can effectively

be considered semi-infinite in the transverse direction; this causes φnet charge to

become negligible and positron acceleration to be dominated by the initial hot

electron pulse, φcharge separation. This potential is not significantly affected by

target size, hence the constant peak energy for the R = 1 and 2 mm targets.

6.4 Conclusions and Future Work

Removal of the proton contaminant layer could provide an experimental test

of the sheath evolution mechanisms detailed here, as well as provide an al-

ternative route for enhancing positron yield. Most work done on optimizing

laser-produced positrons has focused on the pair-production mechanism and

maximizing the generation of hot electrons. This has involved calculating

the optimal target thickness for a given hot electron temperature [161], the

positron production rate for different materials [170] and scaling with laser

parameters [72]. A rod geometry has been used to increase electron absorp-
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tion relative to positrons, thereby increasing the positron-to-electron ratio [73].

Little work has been done regarding the sheath field and positron beams. Re-

moving the contaminant layer could optimize the sheath field for positron

acceleration.

There are several possible approaches to remove the contaminant layer in

the laboratory. Cleaning a target from resistive heating has been experimen-

tally demonstrated, in order to enhance the acceleration of heavier elements

such as carbon [185]. Laser based heating has also been demonstrated, with

continuous, several watt 532 nm lasers [131, 186]. Heating removes both front

and rear surface protons, which would reduce the target preplasma scalelength

and potentially decrease laser coupling to hot electrons and positrons. The in-

jected source simulations do not account for any front surface LPI effects. Ion

etching is another approach to removing contaminants that has been shown

to selectively clean a surface [164]. This may be the preferred option to ex-

perimentally test this hypothesis, as the front surface preplasma will be main-

tained.

The role of electron refluxing in thick targets could be studied by measuring

positron emission from the front surface, and scanning over target thickness. It

is expected that front positron signal would decrease and eventually disappear

as targets become thicker and refluxing becomes minimal. The positron signal

from the rear of the target would decrease when changing from the optimal

thickness, but with a different trend.

In conclusion, multiple positron spectral peaks were observed on exper-

iment when the laser energy was increased to 1.5 kJ. These peaks were re-

produced using LSP transport simulations and scaling the electron source in

duration and magnitude to match the experiment. Simulations indicates that

the peaks are caused by the time evolution of the sheath accelerating potential;

the high energy peak develops early in time due to the trapped hot electron

cloud, while the low energy peak develops late in time from the potential re-
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sulting from the charging of the target. The energy of the low energy peak can

be predicted with reasonable accuracy based on a simple, spherical capacitor

model once electron energy loss is taken into account.
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Chapter 7
Electrostatic Collisionless Shock Acceleration of
Ions

A highly promising ion acceleration mechanism is collisionless electrostatic

shockwave acceleration (CSA), which can generate high energy, monoenergetic

ion beams. CSA occurs when a high pressure plasma expands into a lower

pressure plasma and the background electron temperature is high; a shock

will be established at the expansion front and ions ahead of the shock get

reflected by the electric field present at the shock interface. The final velocity

of the reflected ions can be up to twice the velocity of the shock. This process

has been studied extensively in simulations [2] but is difficult to observe in the

laboratory. Ultra-intense lasers can generate the conditions necessary for CSA

when a laser interacts with a near-critical density plasma. Experimentally

CSA has been reported with a 10 µm CO2 laser and an H2 gas jet target;

monoenergetic protons beams up to ∼20 MeV with energy spreads of less

than 1% were observed [133]. The total particle number in the beams was only

∼105, however. Higher density plasmas are required to increase the density of

the shock and the reflected beam, which has motivated research into driving

shocks with shorter wavelength lasers and correspondingly higher ncrit.

Three Titan experiments with two different approaches were conducted to

try and demonstrate shock acceleration with a 1 µm laser. The first approach

used a nanosecond beam to expand plastic foils, and carefully timed a picosec-

ond pulse to drive a shock in the decompressing foil at the optimal density

profile. The other approach used a cryogenic hydrogen jet to directly make a

low density, ∼10 ncrit target. Both approaches were experimentally difficult,

and consequently only one campaign succeeded. The first exploding foil ex-
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periment and the hydrogen jet experiment used frequency doubling to increase

the contrast level of the short pulse driver; however this appeared to reduce

the laser a0 below the threshold necessary to drive strong shocks. The second

exploding foil experiment utilized the 1ω beam and a plasma mirror to reach

a higher a0 while still maintaining a high contrast level. Distinct, high energy

proton and ion peaks were observed in this final experiment. The properties

of these peaks are consistent with collisionless electrostatic shockwave accel-

eration. This chapter will outline the theory behind CSA, the experimental

approach used in the third, successful experiment, and analysis of the IPS ion

data.

7.1 Theory of Shock Acceleration

A shock wave is a pressure discontinuity in a fluid, typically driven by density,

across which the fluid properties undergo a step change [187]. This discon-

tinuity arises when the energy transferred in a fluid exceeds the energy flux

that can be supported by the sound speed, Cs × Pmax ≈ ρC3
s . The region be-

hind the shock is known as the downstream region; ahead of the shock is the

upstream region. From the conservation of mass, momentum and energy the

Rankine-Hugoniot jump condition can be derived, which relate the conditions

before and after the shock, i.e the upstream and downstream regions:

ρ1u1 = ρ2u2 (7.1)

ρ1u
2
1 + p1 = ρ2u

2
2 + p2 (7.2)[

ρ1u1

(
ε1 +

u2
1

2

)
+ p1u1

]
=

[
ρ2u2

(
ε2 +

u2
2

2

)
+ p2u2

]
(7.3)

where ρ, u, p and ε are the density, velocity, pressure, and specific internal

energies of the fluids, respectively; the indices indicate either the upstream
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Figure 7.1: A shock wave.

(1) or downstream (2) regions. The result is that material after the shock

becomes compressed, heated, and sped up - which is to say, the entropy in-

creases. This dissipation of energy and corresponding increase in entropy is a

key characteristic of a shock. These concepts are illustrated in Figure 7.1.

The shock velocity is defined as:

vshock = MCs (7.4)

where M is the Mach number and Cs is the sound speed. In a plasma, Cs is

given by the ion acoustic velocity:

Cs =

(
ZTe
mi

)1/2

(7.5)

From Equation (7.5) it can be seen that the shock velocity depends upon

the electron temperature, indicating that to reach high velocities the back-

ground plasma must be very strongly heated. This gives the first constraint

to CSA: Eion ∝ 1
2
miC

2
s = 1

2
ZTe, from which it can be seen that to reach

MeV-level ions, the electron temperature must also be ∼MeV.

A collisionless shock appears to be a contradiction, as the interaction of

typical shocks with the background fluid is mediated by collisions. In plasmas,

however, electromagnetic fields can play the same role, and this is a well-

known phenomena in astrophysics where plasmas are often very low density.

For an HED plasma with a density of 1022 cm−3, however, it is not clear

that collisionality can be neglected. The mean free paths for electron-ion and
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ion-ion collisions are:

λei =
ve
νei
≈ c

νei
(7.6)

λii =
vi
νii
≈ Cs
νii

(7.7)

The electron-ion and ion-ion collision frequencies are given by:

νei =
(2.53× 10−6)ne[cm

3]ZlnΛ

T
3/2
eV

(7.8)

νii =
(4.8× 10−8)ne[cm

3]ZlnΛ

T
3/2
eV (mi/mp)−1/2

(7.9)

For reasonable plasma values of Te = 500 keV, Ti = 100 eV and ne = ni = 1021

cm−3, λei = 3.2 m and λii = 111 µm. This is much larger than the shock

interaction scale, which is 10’s of µm, and therefore the shock can be considered

collisionless.

An electrostatic collisionless shock forms from ion acoustic waves, which

develop as the dense region expands upstream and rarefracts downstream.

These waves lead to strong oscillations in the ion density, and for large enough

density discontinuities the acoustic wave oscillations becomes nonlinear and

trap particles. The leading oscillation is soliton-like and forms the collisionless

shock. This situation is depicted in Figure 7.2 for the case in which the density

discontinuity is hump-like; this most resembles that of laser plasmas and was

studied extensively by Medvedev [32].

Charge separation occurs at the moving front, generating strong electric

fields which can trap or reflect incoming ions. To understand ion reflection

from the shock it is useful to consider a frame moving with the shock, in

which the shock is stationary and upstream ions are impinging upon it at the

shock velocity. These ions will climb the potential until they are either stopped
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Figure 7.2: Results for a 1D simulation of a shock driven from a hump-like
density discontinuity, with finite ion temperature Ti0 = 0.01Te0 , at time t =
200(mi/4πZie

2ne0)
1/2. Top: Potential φ(x), showing oscillations behind the

shock front due to ion acoustic waves in the trapped ions moving with the
shock. Botton: Ion velocity phase space (x, vi) with the trapped ions and
reflected ion populations indicated. The units for x, vi and φ are Debye length
λD, ion acoustic velocity Cs, and Te0/e, respectively. From [32].

(v = 0, as in the middle diagram) or pass over the barrier and through the

shock. The reflection condition is therefore that the electrostatic potential

barrier exceed the particle kinetic energy (which is non-relativistic for ions)

[33]:

qiφshock >
1

2
miv

2
i (7.10)

Provided this condition is met, the ion will be stopped and accelerated

down the potential. It will reach a final velocity equal to its initial speed in

the shock frame, in the opposite direction. This is reflection from a shock. In

the lab frame, if the particle starts are rest then the reflected ion will move at:

vreflected = 2vshock (7.11)

For a more realistic case where the upstream plasma is expanding at some

velocity v0, the relative motion between the shock and the particle will be

116



Figure 7.3: Ion reflection from a shock with an expanding upstream plasma.

Figure 7.4: Ion phase space from a 1D PIC simulation, demonstrating the
two populations of ions generated in a shock: (1) The trapped ions moving
with the shock. (2) Reflected ions given a velocity of boost of twice the shock
velocity. Simulation performed by Dr. Frederico Fiuza.

modified. The reflected ions will then move at:

vreflected = 2vshock − v0 (7.12)

The process of ion reflection from a shock is depicted in Figure 7.3 for the

non-zero upstream velocity case.

The simplest shock acceleration scenario can produce two quasi-monoenergetic

populations of particles: those trapped with the shock moving at the vshock,

and those reflected by the shock moving at 2vshock − v0. In phase space this

produces a distinctive fork-like structure, shown in Figure 7.4.

Ultra-intense lasers can be used to establish the conditions necessary for

strong CSA. They do this in two ways: (1) radiation pressure drives density

steepening in the region irradiated by the laser, creating the pressure discon-

tinuity necessary for shock expansion. (2) Electrons are heated by the laser

to MeV-level energies. Both of these processes occur most efficiently for near-
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critical density targets. In particular, bulk heating of the background electrons

is only possible when the interaction density, γncrit, approaches the peak target

density, n0. In this case the return current necessary to balance out the hot

electron current can consist of the majority of the background electron pop-

ulation. As the return current electrons reach the interaction region they are

heated by the laser, and provided that the target is thin enough for significant

electron circulation to occur while the laser is on, efficient heating of the bulk

electrons is possible.

One of the main challenges to observing CSA in the laboratory when using

ultra-intense lasers is the presence of strong sheath fields, which both spectrally

broaden the shock peaks and generate TNSA ion beams that can overwhelm

the shock signal. These effects are demonstrated using PIC simulations in

plots (a) and (b) of Figure 7.5. It has been proposed that an exponentially

decreasing rear surface density profile could minimize the influence of TNSA,

and allow shock peaks to be observed [33]. The strength of the electric field

for a TNSA sheath is given by:

ETNSA =
kBTe0
eLn

(7.13)

where Ln is the rear plasma scalelength. By making Ln large the peak TNSA

field becomes small and relatively constant over a long spatial region. This

reduces the energy gained by TNSA-accelerated particles, and also preserves

the limited velocity spread of the shock particles by ensuring they are accel-

erated by a constant electric field. This tailored density profile case is shown

in plots (c) and (d) of Figure 7.5, and can be achieved experimentally by laser

irradiation and hydrodynamic expansion.
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(a) (b)

(c)
(d)

Figure 7.5: PIC simulations illustrating the effect of a step vs. exponential
boundary, for shock and TNSA beams. Simulations were performed by Dr.
Frederico Fiuza. (a) Density and electric field for a step boundary, with a
strong TNSA field. (b) Ion phase space, with significant spectral broadening of
the reflected ions. (c) An exponential boundary, showing significantly reduced
electric fields (d) Reflected ions remain mono-energetic. Figures taken from
[33].
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7.2 Experimental Investigation

The experimental campaigns were carried out at the Titan laser. The setup

described here and shown in Figure 7.6b is for the successful third experiment,

but a similar setup (excluding the plasma mirror) was used for the first ex-

periment using a 2ω beam. The targets were 0.5 µm Mylar foils (C10H8O4)

stretched over 4 mm washers. Pure CH plastic was the preferred target mate-

rial but Mylar was used by accident; the presence of oxygen was detrimental,

and caused reduced target heating and ion sound speed. The tailored density

profile was created by irradiating the target with the long pulse (LP) beam,

and delaying the short pulse (SP) arrival until the target had expanded and

decompressed to the desired density. The optimal density profile was evaluated

by matching the peak density to the expected a0 of 10, taking into account

relativistic transparency, so that nmax = 10ncrit. Asymmetric front and rear

scalelengths developed naturally due to the one-sided irradiation and hydro-

dynamic expansion. The short scalelength on the front surface was beneficial

to reducing beam filamentation and maximize density steepening. A LP-SP

timing delay of 4 ns was found to produce peak density ∼10ncrit, as deter-

mined by 2D HYDRA simulations of the target expansion from Tony Link

(Figure 7.6a). The 1ω long pulse ablation beam was 10 ns in duration, 8.5 J

and used a phase plate to create a smooth 500 µm diameter spot. The result-

ing intensity was ∼4 × 1010 W/cm2. This low value was chosen to minimize

the target expansion velocity, and therefore reduce the effect of timing jitter

on the density profile interacted with by the SP beam. The 1ω SP was ∼80 J

in 0.7–1 ps (nominal duration) and a 20 µm diameter spot containing half the

energy, giving a peak a0 of 8.6.

The contrast ratio of the short pulse laser was a critical parameter, as a

significant nanosecond prepulse would greatly disrupt the density profile of

the target and inhibit the formation of a strong shock. The first experiment
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(a)

(b)

Figure 7.6: (a) HYDRA profiles of the target at different times. These pro-
files were used to guide the delay between the ablator and short pulses. The
simulations performed by Dr. Anthony Link. (b) Titan experimental setup.

utilized frequency doubling to improve the Titan contrast, which is on the

order of 10−4 to 10−5 for 1ω (5 – 10 mJ). Unfortunately, this reduced the hot

electron production in two ways: (1) the 20 cm, sub-aperture doubling crystal

gave <40% conversion from 1ω to 2ω light, and (2) the Iλ2 ponderomotive

scaling of electron temperature (Equation (6.5)), caused Te to be reduced by

a factor of 0.25 for λ = 527 nm compared to λ = 1054 nm. Additionally,

issues with the compressor likely resulted in reduced temporal compression of

the beam. Inconsistent, weak proton peaks at 1–2 MeV were observed. The

second experiment used 2ω and a cryogenic hydrogen jet, developed by SLAC

[188], as the target. The intrinsic density of the jet is 5×1022 cm−3, making it a

promising target for shock acceleration, but the difficulty of fielding the jet with

the Titan laser and the aforementioned issues with 2ω electron acceleration

led to poor data. Only a small proton peak at 1.1 MeV was observed, which

could be due to various non-shock acceleration mechanisms [56].

For the third, successful experiment a plasma mirror (PM) was used to in-

crease the contrast level of the 1ω short pulse. Anti-reflection coated, 1” fused

silica mirrors were used for the PM, which was located 4 cm from TCC. The

mirror was ∼90% reflective in the fluence operating range of 60 - 80 J/cm2,
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with a 1.4 cm spot diameter on the PM. Spectralon measurements of the re-

flected profile indicated an F/3 beam, similar to that of the incident beam.

The spectralon images were also used to give feedback on the contrast enhance-

ment: with the PM in place the imaged spot was highly speckled, indicating

that the surface features of the target survived long enough to scatter the

laser. Similar profiles were observed with the low contrast 2ω pulse, while the

1ω beam with no PM gave smooth profiles due to the presence of significant

preplasma. The contrast of the beam after the PM was not measured directly,

but similar setups have reported contrast enhancements of up to 10−2 [141].

7.2.1 Electron Measurements

To measure the electron spectrum an Electron-Proton-Positron Spectrometer

(EPPS) was used. It was located 741 mm ±1 mm from TCC, 30.1◦ from the

rear laser axis. The measured spectra showed increased coupling into hot elec-

trons for near-critical density targets compared to solid targets (Figure 7.7a),

which validates one of the goals of using such targets. However, the escaping

electron temperatures for near-critical targets were not correlated well with

different calculated laser intensities (before self-focusing). This could indicate

that self-focusing is dominating the interaction. Another possibility is that the

hot escaping electrons are mainly generated in the underdense region of the

density profile, which is insensitive to timing changes between the long pulse

and short pulse. The relationship between the escaping electron temperature

and the bulk electron temperature was also of interest, as the bulk electron

temperature determines the ion sound speed and therefore the energy of the

shock accelerated ions. While it was found that the measured Thot did not

correlate with the proton peak velocities (see Section 7.3.1), simulations were

performed to give more insight into this relation. Analysis was performed

on a 2D LPI simulation (setup by Tony Link), with a realistic density pro-

file and laser spot size. Escaping electrons were measured at a plane 100 µm
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(a) (b)

Figure 7.7: (a) Measured electron spectra showing enhanced coupling to hot
electrons for near-critical density target. (b) Simulated escaping and bulk
electron temperatures from 2D LPI PIC, showing a ∼1/10 relationship.

from peak density, while bulk electrons were measured in a 10 µm box around

the ion front. It was found that the bulk electrons were much cooler than

the escaping electrons (Figure 7.7b), with Te(bulk) ≈ 1/10 × Te(escaping). The

background electrons are still highly energetic, however, at Te > 0.8 MeV and

much higher temperature than for a solid target.

7.2.2 IPS Measurements

The primary ion diagnostic was the Imaging Proton Spectrometer (IPS). The 5

cm height of the IPS entrance slit allowed for relatively large angular coverage

in the vertical direction (±2.7◦), which was important to capture the spatially

inhomogeneous proton beams. The spectrometer was placed along the laser

axis, 530 mm ±1 mm from TCC, and 11◦ off of rear-target normal. Data was

collected primarily on the rear image plate (IP), to view > 2 MeV protons.

Initially a 50 µm aluminum filter was placed on the IP to block heavy ions and

ensure proton signal up to 16 MeV (see Figure 5.3). To measure higher energy

protons a 250 µm Al foil was added to half of the IP, for a total thickness of

300 µm. By comparing the signals from the two filter channels protons could

be distinguished from heavier ions, allowing for simultaneous proton and ion

measurements over wide angular ranges. Protons were measured up to 49 MeV
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on the 300 µm channel with no overlaid ion signal, and C6+/O8+ ions broke

through on the 50 µm channel starting at Ecarbon = 75 MeV/Eprotons = 25

MeV (with potential overlap with proton signals). Significant variations in IPS

signal were observed off the central axis of the IP, necessitating analysis of the

full 2D spectrum. The dewarping procedure used is outlined in Section 5.1.4.

A Thomson Parabola (TP) was fielded beside the IPS, but problems with

arcing and the small pinhole size made capturing data unreliable. The main

result from the TP data was the conclusion that the charge states of the ions

was primarily C6+ and O8+.

Scans were performed varying SP-LP delay and SP focal position in order

to find conditions for shock acceleration. When near-critical density targets

were shot, modified proton spectra were produced, with reduced TNSA-like

exponential signal and a variable number of quasi-monoenergetic proton peaks.

The 2D IPS rear IP data is shown in Figure 7.8 for a reference SP only shot

and a near-critical density target. The reference TNSA spectrum from the SP

only shot is inset; an exponential fall-off to a clear cutoff at around 17 MeV

can be seen. For this shot the target was offset by 200 µm, which would give

a focal spot of >50 µm. Near-critical density shots with two distinct proton

peaks are shown in Figure 7.9. They were taken with a delay of 4 ns and SP

offset in axial focal position of 200, 150 and 250 µm (after focal point). The

highest energy quasi-monoenergetic proton peak observed was 17 MeV, for

shot 79, with an energy spread of 6%. Shots with single proton peaks in the

5 - 10 MeV energy range were common, typically at the end of a TNSA-like

spectrum. The proton spectra were highly variable, with identical conditions

giving very different results. This was interpreted as uncertainty in the plasma

conditions from the long pulse pointing and timing, as well as laser variability

from self-focusing and plasma mirror effects.

To find the number of protons in the monoenergetic beams both spatial

and spectral limits of integration must be defined. Gaussian curves were first
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Figure 7.8: Dewarped rear image plate data from the IPS. Shot 58 was a single
beam, TNSA shot. Shot 79 was two beam, shock acceleration. The spectrum
for shot 58 is inset, showing a typical TNSA distribution.

Figure 7.9: Proton and ion (C6+ or O8+) spectra, for tailored density targets
with two proton peaks. The targets were offset 150, 200 and 250 µm behind
the SP focal position, respectively.
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fitted to the spectral peaks, and energy cutoffs were set at 0.2 of the Gaussian

maximum signals (Figure 7.11). The spectra were then integrated within this

range to get protons/steradian. The TNSA signal was integrated in the same

energy region to provide a direct comparison of yield. The final number of

protons in the beam was determined from the beam footprint, as measured by

radiochromic film. A cone with a half angle of 30◦ was found to encompass

the shock signal (Figure 7.10), for a proton energy of ∼11 MeV. The spatial

uniformity of the beam was low, however, with a high degree of filamentation

(see discussion below). It was therefore necessary to define a fill factor, corre-

sponding to the variation in signal (after background subtraction) in the beam

region. This was found to be 40 ± 20%. Using these values, the maximum

number of protons in a beam was 2±1×109. Typical values were on the order

of 108 − 109 protons. This is 103 − 104 times more then the number reported

in [133], although it should be noted that some of this enhancement comes

from the increased solid angle and energy spread and not increased particles

per steradian per MeV. The total number of protons in the lower energy peak

is 1/7 that in the same spectral range for the reference TNSA shot using the

plasma mirror; the total number in the higher energy peak is 2× TNSA for the

same spectral range. The reference shot was not taken under optimal TNSA

conditions, however, due to the high contrast and defocused beam (although

the effects of a large beam spot may under some circumstances enhance TNSA

[100]). A comparison to a TNSA shot under more optimal conditions (low con-

trast, 10 µm Au target, best focus) indicates that the shock beams had ∼1/35

protons in a comparable spectral range.

The beam structure in Figure 7.10 was indicative of the general shock-

accelerated proton beam quality. The filamentation is believed to occur due to

Weibel-induced magnetic fields in the long scalelength plasma. Experimental

and computational work has suggested that Weibel instabilities can develop

under these conditions due to the hot electron beam and corresponding return
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Figure 7.10: RCF image of the shock-accelerated proton beam footprint, gen-
erated by Dr. Art Pak. The black vertical line indicates the approximate
acceptance angle of the IPS, and the proton energy is ∼11 MeV.

current [189, 190].

7.2.3 Carbon Data

As discussed earlier, CSA will accelerate heavier ions as well as protons pro-

vided the reflection condition, Equation (7.10), is met. For C6+ and O8+,

which have half the charge-to-mass ratio of protons, twice the potential is

needed for reflection to occur. In the ideal case ions moving with or reflected

by a shock will have the same velocity as protons, but a larger energy due to

their mass. Ions were measured in the 50 µm channel of the IPS. The spectra

are shown in Figure 7.9 overlaid with protons, where they have been plotted

as MeV/amu to better compare velocity with protons. The ion signal has been

corrected for the filter effect (Section 5.1.2). It can be seen that the ion peaks

generally agree well with the lower energy proton peaks and do not show sig-

nal for the higher energy peaks. The number of ions is typically 20-30× lower

then protons, although for shot 79 the number is comparable. As the IPS can-

not differentiate between species with the same charge-to-mass ratio, the ion

signal could be either C6+ or O8+ (Mylar contains both species). The species

was taken to be C6+ for PSL to ion number conversion, as there are published
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Figure 7.11: Calculation of protons/SR for the shock peaks (left) and corre-
sponding energy regions for TNSA (right).

conversion factors for carbon.

7.3 Interpretation of Ion Peaks

The measured high energy proton peaks, up to 17 MeV, cannot be well ex-

plained by any acceleration mechanism other then CSA for the experimental

laser and target conditions. Radiation pressure acceleration (RPA) and hole

boring can only efficiently drive ions when coupling to the target is poor and

reflectivity is high, for maximum momentum transfer, while the background

electrons are cold [191]. Schemes to realize these mechanism use circularly

polarized light to minimize electron heating and thin (<200 nm) targets, very

different conditions from those of shock acceleration. Calculated ideal pro-

ton hole boring energies (assuming 100% laser reflection) for a range of a0

and electron densities is shown in Figure 7.12 [34]. The estimated ranges of

experimental parameters is highlighted. Assuming optimal hole boring con-

ditions, such that self-focusing doubles a0 from 9 to 18 and a peak electron

density ne = 1× 1021 cm−3 is reached, a maximum proton energy of 7.6 MeV
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Figure 7.12: Relativistically corrected, mixed species calculation of proton hole
boring energies, based on [34]. The estimated experimental parameter range
is indicated by the dashed box, which has a mean proton energy of 3.2 MeV
and a maximum of 7.6 MeV. These values are much less then the maximum
experimental energy of 17 MeV.

is expected. This is significantly less then the observed maximum peak energy

of 17 MeV, and also a large overestimate based on the high absorption (low

reflectivity) expected for the real interaction. Breakout afterburner (BOA) is

not expected to occur as the target is not relativistically transparent, which is

necessary for the mechanism [192].

7.3.1 Acceleration Scenarios

The exact reason for the observation of two proton peaks in some shots is diffi-

cult to determine exactly. The dynamics of the shock acceleration process can

be complex, and the presence of non-negligible TNSA fields adds an additional

complication. First, it is assumed that the protons in the highest energy peak

are due to reflection from a shock, which is supported by PIC simulations; it

is likely that they were partially accelerated by TNSA fields, however. The

lower energy peaks could then have several possible sources:

1. Particles that are trapped and moving with the shock. This

scenario is seen in Figure 7.4 for a 1D PIC simulation, and is typically

observed for simple simulations (1D, single species). The velocities of

the two proton peaks should then follow the relationship given by Equa-
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tion (7.12).

2. Reflection from multiple shocks. 2D PIC simulations have shown

that multiple reflections can occur over the course of a single interac-

tion, in the following manner: a strong early shock reflects both protons

and ions, while a shock later in time just reflects protons. The potential

associated with the second reflection is smaller, but the upstream pro-

tons have significant expansion velocities by this time from TNSA and

therefore can be reflected. For two proton peaks to be output from this

scenario the two reflections must not coexist for a significant amount of

time; if they do, particles will experience acceleration from both shocks

and the net result will be a single final energy.

3. TNSA. When the rear density profile is exponential the sheath field is

approximately constant in space and the protons accelerated by it can

form a peak, as shown in Figure 7.5d for a 1D PIC simulation. The

trapped shock ions may have energies comparable to those from TNSA.

A further challenge in interpreting the data is determining the energy con-

tributions of CSA vs. TNSA. Depending upon the temporal dynamics of the

acceleration process, either or both mechanisms can contribute to the energy

gained by a given particle. If a shock is driven through an expanding plasma

accelerated by the sheath field, the relative motion between the shock and

the upstream plasma is reduced and the reflected ions are boosted less. If

the shock acceleration phase ends before the shock and reflected populations

reach significant sheath fields, they will be accelerated further by TNSA in a

second phase. Their final energies will therefore have contributions from both

shock and sheath field acceleration. These scenarios are summarized in Fig-

ure 7.13, with the lower energy peak labelled ‘peak 1’ and the higher energy

peak labelled ‘peak 2’.

Two dimensional PIC simulations performed by Dr. Frederico Fiuza sug-
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Figure 7.13: Possible scenarios for energy gain of the observed proton peaks.
ECSA (reflection) and ETNSA may not be equal for peaks 1 and 2, and ETNSA may
be zero or negligible.

gest that the CSA process is highly sensitive to the initial density profile.

Multiple reflections (scenario 2) appear to be the dominate process for an ide-

alized CH profile, with a peak density of ne = 1× 1022 cm−3, a linear increase

over 10 µm on the front surface and an exponential decrease on the rear sur-

face with a scalelength Ln = 20 µm. The laser was 1 ps in duration with a

peak a0 = 8.5. Ion phase space plots for this case at two interaction times are

given in Figure 7.14a, and show that a two shock feature appears to arise from

species separation of the H+ and C6+ ions. Early in time a strong shock is

driven, with enough of a potential barrier to reflect both proton and carbons.

TNSA occurs rapidly, such that the shock was propagating through an expand-

ing plasma. Later in time a weaker shock is driven in the expanding plasma,

which is strong enough to reflect protons but not carbons. The second, higher

energy proton peak arises from this second reflection. In this case the velocity

of the second peak is v2 = 2v∗shock + vTNSA, where v∗shock = vs − vTNSA is the

shock velocity in the upstream frame (see Table B.2). When the peak density

is decreased to ne = 5× 1021 cm−3 and the idealized CH profile is maintained,

a much higher energy proton peak is observed. The reduced target mass allows

for increased electron heating, stronger TNSA and a faster shock. The energy

of the resulting reflected proton beam is E ≈ 100 MeV, close to the theoretical

scaling [33]. It should be noted that plane wave irradiation was used instead

of a finite laser spot.
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When a more realistic density CH profile is used, the dominant CSA process

changes. The profile, taken from a HYDRA simulation, had a peak density of

ne = 1.1 × 1022 cm−3 and two different rear scalelengths: a small scalelength

from peak density to approximately critical density, and a large scalelength

afterwards (see Figure 7.15a). Reflection from a shock occurs early in time, as

compared to the ideal case the plasma is less strongly heated and the shock

velocity is lower. The proton and carbon spectra are again similar to those

observed on experiment, with two proton peaks and a carbon peak at a similar

velocity to the lower energy proton peak (see Figure 7.15b). In this case, how-

ever, the lower energy proton peak is associated with protons moving with the

shock (scenario 1). Strong species separation occurs between H+and C6+due

to the collisionless nature of the simulations, and consequently similar results

are seen in both CH and H only cases.

The experimental data is consistent with a scenario 1 interpretation, al-

though it is offers limited information on the interaction dynamics and cannot

provide a definite conclusion. Relationships were calculated between the mea-

sured proton peak velocities and the sound speed inferred from the escaping

electron temperature for the scenarios outlined above. The derivations are

given in Appendix B, with care taken to distinguish the lab and upstream

frames. As discussed in Section 7.2, from 2D PIC simulations the escaping

electron temperature appears to overestimate the bulk electron temperature

by ∼10×, and consequently the measured Te were scaled by 1/10 when calcu-

lating Cs. Additional assumptions were that the expansion velocity is equal

to the sound speed, and that the Mach number was 1.5 (based on typical

simulation values [33]). The three scenarios are depicted graphically in Fig-

ure 7.16, Figure 7.17 and Figure 7.18. In all scenarios two cases are give:

either CSA and TNSA occur separately, with CSA first, or CSA and TNSA

occur simultaneously (i.e. a shock is driven through an expanding plasma).

The experimental data points from the three double peak shots are overlaid.
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(a)

(b)

Figure 7.14: Results from 2D PIC simulations using an idealized density profile
with a peak density of ne = 1× 1022 cm−3, and a 1 ps laser with a0 = 8.5. (a)
Ion phase space plots. Two times are shown: 1 ps (left) and 3.9 ps (right) after
the start of the laser pulse. H+ ions are shown in blue, C6+ ions in orange. A
strong shock early in time reflects both ion species, while a weaker shock later
in time only reflects protons. Simulations and diagrams from by Dr. Frederico
Fiuza. (b) Ion spectra at late time, showing a double proton peak and single
carbon peak similar to that observed on experiment.
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(a) (b)

Figure 7.15: (a) Density profiles used in 2D PIC simulations. The ‘Titan’
profile is taken from a HYDRA simulation and approximates the experimental
conditions. (b). Proton and carbon spectra for the Titan profile, displaying
features similar to experiment. Simulations and diagrams from Dr. Frederico
Fiuza.

Scenario 2, depicted in Figure 7.17, has too many free variables to be tested

with the same data and assumptions. The evidence for it comes from the in-

terpretation of PIC simulations, as discussed above. Of the cases that can

be tested from experimental data, scenario 1 (CSA then TNSA) and scenario

2 (CSA and TNSA) are in best agreement with the data based on calcu-

lated χ2 values. The χ2 values are calculated from the difference between the

expected ion sound speed (background colourmap) and the speed calculated

from experimental measurements (scatter point colours). The low number of

experimental data points, however, does not give a high degree of confidence in

these results. Of these three possibilities, scenario 1 was judged to be the most

likely due to the agreement of the realistic density profile PIC simulation. In

this process the low energy proton peak originates with protons moving with

the shock and the high energy proton peak is due to from reflection from this

shock.
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Figure 7.16: Scenario 1 velocity phase space plots, with peak 1 due to shock
from CSA. The plot indicates calculated sound speeds for reflection and TNSA
contributions. Scatter points are experimentally measured peak velocities,
with sound speeds found from 0.1× the escaping electron temperature and
Mach = 1.5. The χ2 values are 0.01 and 0.11. Note that shot 58 is offset to
the right by 0.01 to prevent overlap with shot 89.

Figure 7.17: Scenario 2, in which peak 1 is due to reflection from CSA. This
is the scenario indicated by PIC simulations in Figure 7.14.

135



Figure 7.18: Scenario 3 velocity phase space plots, in which peak 1 is from
TNSA. The χ2 values are 0.06 and 0.02.
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7.3.2 Single Shot Analysis

Shot 79 was the strongest shot, based on energy and signal level of the ions

peaks, and therefore was examined further. If the observed ion spectral peaks

have some energy contribution from both CSA and TNSA then the ratio of

the peak velocities will not accurately indicate the shock signature. This

assumes scenario 1, with CSA and TNSA occurring as distinct phases and CSA

finishing before TNSA occurs. To try and deconvolve these effects, Figure 7.19

plots proton energy as a function of relative velocity contributions of shock

and sheath acceleration, from 0 to 100%. The ratios of the shock velocity

components of the peaks are also plotted. The measured velocities of the

peaks are v1 = 0.14c and v2 = 0.19c for E1 = 9.0 MeV and E2 = 17.5 MeV,

respectively, giving a ratio of v2/v1 = 1.36. If there is a TNSA contribution to

the energies of the peaks, the components due to CSA decrease and the ratio

of the shock velocities increases. One possible choice for maximum TNSA

velocity contribution is vTNSA ≈ 0.11c, which is the velocity corresponding to

the cutoff energy of proton signal below the first proton peak; this value gives

v2,shock/v1,shock = 1.9, vcarbon, shock/v1,shock = 1.1 and vcarbon,shock/v2,shock = 0.6.

These ratios are consistent with CSA, with peak 1 being shock ions, peak

2 being reflection from this shock moving at approximately twice the shock

velocity and carbon ions co-moving with protons in the shock.

Scenario 2, in which peak 1 is due to a second reflection and CSA and TNSA

occur concurrently, can also be evaluated on this shot. In PIC simulations the

shock velocity in the upstream frame, v∗shock, was seen to be relatively constant

in time. The TNSA velocity of carbon was roughly half that of hydrogen in

the simulation: vTNSA, C6+ ≈ 0.5vTNSA, H+ . The ratio of the final velocities for

proton peak 1 and the carbon peak is then:

vfinal,H+

vfinal,C6+

=
2v∗shock + vTNSA, H+

2v∗shock + vTNSA, H+/2
(7.14)
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Figure 7.19: Velocity contribution ranges from CSA and TNSA, for shot 79.
The velocity ratios of the shock components are plotted above, using the some
velocity scale. For scenario 1 – peak 1 is due to a shock, peak 2 is due to
reflection from this shock – a ratio of v2,shock/v1,shock∼2 is expected. For a
TNSA contribution of vTNSA ≈ 0.11c, based on the experimental cutoff before
the first peak, a ratio of v2,shock/v1,shock = 1.9 is found.

When the shock contribution dominates, it can be seen that vfinal,H+/vfinal,C6+∼1.

The value from simulation was ∼1.16 and from shot 79 was ∼1.1, which sug-

gests significant shock acceleration in this scenario.

In summary, the most reasonable explanation for the ion peaks observed is

that they are due to acceleration from CSA. No other explanation can explain

the high energies of the peaks for the conditions at the time of the interaction.

This is validated by 2D PIC simulations which give details of the interaction,

indicating that CSA is dominant with some additional acceleration from resid-

ual TNSA effects. The detailed contribution of TNSA cannot be determined

from the present experiments due to limited number of data shots and the

variety of possible interaction scenarios, as discussed.

138



7.4 Conclusions and Future Work

Using a two beam setup, quasi-monoenergetic proton peaks up to 17 MeV

were observed from expanded foil, near-critical density targets. Multiple pro-

ton peaks were observed, as well as single carbon peaks at similar velocities to

the lower energy proton peaks. The interaction conditions and high peak ener-

gies suggest that electrostatic collisionless shockwaves (CSA) was the primary

acceleration mechanism. Low energy proton peaks (E < 1 MeV) attributed

to CSA have been previously published with a λ = 1054 nm laser and a gas

jet target with ne ≈ ncrit [193], but the results reported here show greatly

enhanced proton energies. They open up the possibility of higher flux, high

energy, quasi-monoenergetic ion beams at various facilities around the world.

Future work is necessary to find the optimal conditions for shock accel-

eration. A more planar shock could give a more uniform or energetic beam,

and may be possible to achieve by defocusing the driver beam. The highly

filamented spatial quality of the beam is an issue for any potential applica-

tions, and therefore finding a way to reduce or eliminate the filamentation is

crucial. One potential approach is to increase the rear scalelength, such that

the growth of the fields decreases and the proton beam deflection is reduced.

Lastly, alternative targets offer another promising avenue to explore. Low

density foam, high pressure gas jets and micro-structured, 3D-printed targets

can all reach near-critical densities without the difficulties associated with foil

expansion. Foams ranging from 0.9 – 30ncrit (densities of 3 – 100 mg/cm−3)

have been shot at OMEGA EP [194]. To reduce TNSA fields a pre-tailored,

exponential profile could be constructed. Alternatively, a thin, high-Z layer

with surface contaminants removed could be placed behind the foam layer,

as shown in Figure 7.20. The lack of light species on the clean rear surface

would constrain the sheath field to the surface of the high-Z layer, where

it would evolve on the timescale of the heavy, high Z ions. The resulting
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Figure 7.20: Double layer target concept. Layer 1 is pre-formed and near-
critical density, either foam or 3D-printed. Layer 2 is a thin, high-Z foil with
the rear contaminant layer removed. A shock is driven in layer 1, and the
shock-accelerated particles travel through layer 2 and are further accelerated
by constrained sheath fields on the rear.

localized fields should preserve the quasi-monoenergetic energies of the shock-

accelerated particles to a higher degree then standard TNSA fields; a similar

concept has demonstrated in computational work [195].
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Chapter 8
Conclusions and Future Work

8.1 Conclusions

The generation and acceleration of energetic proton and positron beams from

ultra-intense laser-plasma interactions has been studied, both experimentally

and computationally. Beams of relativistic positrons were produced in thick

(∼mm), high-Z targets and the energy gain through target normal sheath ac-

celeration (TNSA) was investigated. In the first part of this thesis, it was pro-

posed that these positron beams can act as probes of the accelerating fields on

the target, and a computational study was performed to connect the observed

positron spectral features with the underlying field behaviour. For the second

part of this thesis, an experimental study was undertaken to demonstrate col-

lisionless shockwave acceleration (CSA) of ions driven by an ultrashort laser

pulse at a wavelength of λ = 1.054 µm laser. In this case a high intensity laser

pulse drives an electrostatic shock in a near critical density plasma, that can

reflect ions in its path as it propagates forward. These reflected ions can result

in quasi-monoenergetic ion beams, which are desirable for many applications.

Ion spectra with properties consistent with shock acceleration were observed.

The computational study of positrons was motivated by experimental re-

sults from the OMEGA EP laser, where the positron spectra evolved from

a single, quasi-monoenergetic peak to multiple peaks when the laser energy

was increased from 250 J to 1.5 kJ in 10 ps. It was hypothesized that the

spectral features were the result of transient phenomena in the accelerating

sheath fields, present only when the target was highly charged, and that the

positrons could be an effective probe of these fields. Particle-in-cell simulations
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were carried out using the LSP code to test this hypothesis. The simulations

were implicit, 2D cylindrical, and hybrid, with both kinetic and fluid particles.

An electron source was injected to model the laser heating of electrons, and

scaled in duration and charge to approximate the experimentally measured

escaping electron spectra. The targets were 1 mm thick Au foils, the laser

pulse duration was ∼10 ps, and the simulations were run to 40 ps to capture

the full interaction. The oscillation of the electron cloud in space was studied

by varying the target radius from 0.25 mm to 2 mm. The simulations indicate

that the positron peaks are caused by the time evolution of the sheath acceler-

ating potential, with the high energy peaks developing early in time due to the

trapped hot electron cloud and the low energy peaks developing late in time

from the potential resulting from the charging of the target. The electron cloud

oscillations introduce perturbations on top of the general potential evolution.

The target must also be small enough (R ≤ 1 mm) such that the confinement

of electrons remains significant at late times during the interaction. Lastly,

the energy of the low energy peak can be predicted with reasonable accuracy

based on a simple, spherical capacitor model once electron energy loss in the

thick targets is taken into account.

The experimental shock acceleration work was performed using the Titan

laser in the Jupiter Laser Facility. A 0.5 µm thick Mylar foil target was ablated

with a nanosecond laser at I ≈ 1010 W/cm2, then allowed to decompress

to near-critical density. The shock was then initiated by a λ = 1054 nm,

picosecond laser with I > 1019 W/cm2. A steep density profile on the front

surface was necessary to maximize coupling, and this was realized by a plasma

mirror. Quasi-monoenergetic proton peaks up to 17 MeV were measured using

the Imaging Proton Spectrometer. For several shots multiple proton peaks

were observed, as well as single carbon peaks at similar velocities to the lower

energy proton peaks. PIC simulations indicate that these peaks occur due to

reflections from multiple shocks, with the carbon species playing a key role
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in the formation of the second shock. Alternative acceleration mechanisms,

such as hole boring, cannot easily explain the data and thus CSA is the most

probable mechanism for the generation of the ion beams. This is believed to be

the first observation of multi-MeV proton beams from CSA with a wavelength

of λ = 1054 nm laser, which allows much higher beam fluxes than past work.

8.2 Future Work

In the LSP simulations of positron beams, the presence of a proton contam-

inant layer on the rear target surface was found to have a significant effect

on the positron acceleration. Removal of the contaminant layer in simula-

tions led to increased signal in the lower energy, late time positron peak, as

the hot electrons remained confined to the target at late times instead of co-

moving with the proton beam. Conducting an experiment with this proton

layer removed could provide a further test of the simulations and interpreta-

tions described in this thesis. In addition, it could optimize the sheath field

for positron acceleration and may therefore enhance position yield. Experi-

mentally, the contaminant layer could be removed by resistive heating of the

target, laser heating, or ion etching. Of these options, ion etching is likely

the preferred choice; it allows selective cleaning of the rear surface without

removing the contaminant layer on the front surface, and therefore does not

affect the preplasma or laser absorption.

One potential application of in situ positron probing of sheath fields is

in the area of multi-pulse TNSA, which is of interest due to the possibility

of highly efficient proton acceleration under certain conditions [121]. The

evolution of the sheath field is hard to diagnose on sub-picosecond timescales,

and therefore the full effects of multiple pulse irradiation are still unclear.

Positron pulses can be generated and accelerated on a comparable timescale,

and could give insight into this area.
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Much work remains to achieve the optimal conditions for shock acceler-

ation. The maximum proton energy predicted from simulations for a0 = 9

is ∼100 MeV [33], while the maximum energy measured experimentally with

a similar a0 was 17 MeV. Applications such as proton radiotherapy require

E > 200 MeV beams [6], and therefore achieving more effective CSA is crit-

ical. Simulations suggest that the discrepancy is primarily due to the non-

ideal plasma density profile realized on experiment, which had a slower shock

and reduced TNSA. To overcome these limitations, alternative targets could

be developed. Low density foams and micro-structured, 3D-printed targets

are promising options; they can reach near critical densities and have pre-

made, tailored density profiles that avoid the complications and uncertainty

of multi-beam setups. High pressure gas jets and cryogenic jets are also in-

triguing options, as allow for high repetition rates. Increasing shot rate is

necessary to deliver useful doses in a reasonable amount of time; a typical

medical treatment is on the order of 1011 protons [6], while the proton num-

ber in the measured quasi-monoenergetic beams was 108 − 109. Lastly, more

complicated targets combining foam and solid layers may be worth exploring,

as they could enhance the beam energy.

In addition to target modifications, there are several other possible areas

of improvement for CSA. Enlarging the beam spot of the short pulse laser

could drive a more planar shock, that in turn could give a more uniform

and energetic ion beam. To maintain laser intensity, however, more energy

would be necessary. An externally imposed axial magnetic field is another

option for improving performance, as it would reduce lateral plasma expansion

and therefore the divergence of the shock. Improving the spatial uniformity

of the ion beam is also necessary for any potential applications. The high

filamentation seen in the beam is believed to occur from instability growth on

the rear surface [189], which may be reduced for longer rear scalelengths that

give weaker fields. In all cases, advanced simulations of expected performance,
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similar to those carried out in this thesis, will help to guide and optimize such

studies.
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P. K. Patel, F. Pérez, M. S. Wei, and F. N. Beg, “High-contrast laser

acceleration of relativistic electrons in solid cone-wire targets,” Physical

Review E - Statistical, Nonlinear, and Soft Matter Physics, vol. 92,

063112, 2015. https://doi.org/10.1103/PhysRevE.92.063112 [Cited on

page 49.]

[164] M. Allen, P. K. Patel, A. Mackinnon, D. Price, S. Wilks, and E. Morse,

“Direct experimental evidence of back-surface ion acceleration from

laser-irradiated gold foils,” Physical Review Letters, vol. 93, 265004,

2004. https://doi.org/10.1103/PhysRevLett.93.265004 [Cited on pages

49 and 90.]

[165] F. Beg, “Private communication,” 2017. [Not cited.]

[166] F. Wagner, O. Deppert, C. Brabetz, P. Fiala, A. Kleinschmidt,

P. Poth, V. A. Schanz, A. Tebartz, B. Zielbauer, M. Roth, T. Stöhlker,

and V. Bagnoud, “Maximum Proton Energy above 85 MeV from

the Relativistic Interaction of Laser Pulses with Micrometer Thick

CH2 Targets,” Physical Review Letters, vol. 116, 205002, 2016.

https://doi.org/10.1103/PhysRevLett.116.205002 [Cited on page 58.]

176

https://doi.org/10.1103/PhysRevE.79.066409
https://escholarship.org/content/qt2xc140kf/qt2xc140kf.pdf
https://escholarship.org/content/qt2xc140kf/qt2xc140kf.pdf
https://doi.org/10.1103/PhysRevE.92.063112
https://doi.org/10.1103/PhysRevLett.93.265004
https://doi.org/10.1103/PhysRevLett.116.205002


[167] A. M. Rasmus, A. U. Hazi, M. J.-E. Manuel, C. C. Kuranz,

S. R. Klein, P. X. Belancourt, J. R. Fein, M. J. MacDonald,

R. P. Drake, B. B. Pollock, J. Park, G. J. Williams, and

H. Chen, “Detailed characterization of the LLNL imaging proton

spectrometer,” Review of Scientific Instruments, vol. 87, 11D831, 2016.

http://dx.doi.org/10.1063/1.4962045 [Not cited.]

[168] T. Piran, “Gamma-ray bursts and the fireball model,” Physics Reports,

vol. 314, 575, 1999. https://doi.org/10.1016/S0370-1573(98)00127-6

[Cited on page 63.]

[169] C. D. Chen, A. J. Kemp, F. Perez, A. Link, F. N. Beg, S. Chawla,

M. H. Key, H. S. McLean, A. Morace, Y. Ping, A. Sorokovikova,

R. B. Stephens, M. Streeter, B. Westover, and P. K. Patel,

“Comparisons of angularly and spectrally resolved Bremsstrahlung

measurements to two-dimensional multi-stage simulations of short-pulse

laser-plasma interactions,” Physics of Plasmas, vol. 20, 052703, 2013.

https://doi.org/10.1063/1.4804348 [Cited on page 63.]

[170] G. J. Williams, D. Barnak, G. Fiksel, A. Hazi, S. Kerr, C. Krauland,

A. Link, M. J.-E. Manuel, S. R. Nagel, J. Park, J. Peebles,

B. B. Pollock, F. N. Beg, R. Betti, and H. Chen, “Target

material dependence of positron generation from high intensity laser-

matter interactions,” Physics of Plasmas, vol. 23, 123109, 2016.

http://dx.doi.org/10.1063/1.4971235 [Cited on pages 63, 89, and 187.]

[171] W. Heitler, The Quantum Theory of Radiation. Oxford: Clarendon

Press, 1954. [Not cited.]

[172] T. E. Cowan, M. D. Perry, M. H. Key, T. R. Ditmire, S. P. Hatchett,

E. A. Henry, J. D. Moody, M. J. Moran, D. M. Pennington, T. W.

Phillips, T. C. Sangster, J. A. Sefcik, M. S. Singh, R. A. Snavely,

177

http://dx.doi.org/10.1063/1.4962045
https://doi.org/10.1016/S0370-1573(98)00127-6
https://doi.org/10.1063/1.4804348
http://dx.doi.org/10.1063/1.4971235


M. A. Stoyer, S. C. Wilks, P. E. Young, Y. Takahashi, B. Dong,

W. Fountain, T. Parnell, J. Johnson, A. W. Hunt, and T. Kühl,
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Appendix A
Investigation of IPS Modulations

An investigation was undertaken to try and determine the origin of the mod-

ulations in the IPS ion spectral data. Published observations of modulations

from other diagnostics are summarized in Section A.1. Numerous experimen-

tal tests were performed on the IPS; these tests are described in Section A.2

and summarized in Table A.1. It should be noted that the properties of the

proton beams varied significantly for these tests, and therefore it would be

best to repeat these tests using a constant proton source before drawing any

definitive conclusions. Lastly, Section A.3 covers LSP PIC simulations of the

IPS and TNSA source.

A.1 Observations in Literature

Modulations in proton signal from laser-generated beams have been observed

and published previously, though rarely directly addressed. A fundamental

question is whether the phenomenon originates in the diagnostic or the beam

source/transport. One suggestion is that the 2ω hot electrons bunches pro-

duced by J × B heating could cause density modulations in the background

plasma when interacting with bunches reflected by the sheath field [196].

Schnürer et al. observed low level oscillations in a TNSA spectrum and at-

tributed them to the imprint of these electron dynamics [197]. This behaviour

was only seen for very high laser contrast and fs pulse durations, however,

very different experimental conditions from those used with the IPS. Mancic

et al. published proton data with spectral oscillations (Fig. 3) for 320 fs, 30 J

pulses, but did not provide an explanation [198]. The spectrometer used had a
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5 mm slit entrance, and the oscillations occurred out to 1.2 MeV. The ion wide

angle spectrometer (iWASP), built and fielded at the Trident laser, is another

slit-based diagnostic that displayed artifacts in TNSA proton spectra for 550

fs, 80 J pulses [199]. These artifacts were in the imaging direction and not the

energy direction, however, and were claimed to be due to non-uniformities in

the 20 µm wide slit. Hicks et al. observed spectral modulations in < 1 MeV

protons with 1 ns duration beams, multi-kJ energies and I = 1×1015 W/cm2,

and suggested it could be due to ion acoustic perturbations in an expanding

plasma [200]. The magnetic spectrometer used had a slit entrance [201]. It

is interesting to note that spectral modulations seem to be associated with

spectrometers that have slit entrance holes. Finally, weak modulations have

been observed with a Thomson Parabola at Titan, but without the regularity

of the IPS.

A.2 Experimental Tests

Various analysis techniques were used to characterize the modulations. The

simplest approach was to find the location and separation of the peaks in

energy space. Similar analysis was done in time by converting proton en-

ergy to velocity and then using the source distance to calculate arrival time.

Fourier analysis was performed on the proton spectrum, now defined in time,

to extract the dominant temporal frequencies. This has the disadvantage of

integrating over all time, making time-dependent frequency shifts difficult to

detect. Wavelet analysis was therefore also performed; this technique decom-

poses the signal in terms of finite-time functions (‘wavelets’), and is therefore

better suited to giving time-dependent frequency information. The ‘morse’

wavelet was used was for all wavelet analysis. In all cases the data was first

cubicly interpolated to reduce the effect of pixel noise (peaks may consist of

3-4 pixels at 50 µm scanning resolution). A higher scanning resolution of 25 µm
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Test Result Comment

1
Number of protons in beam
varied

Stronger modulations for
higher proton number

Modulations are dependent
upon incident current

2
Source-diagnostic distance
increased

Energy spacing decreases
while temporal spacing is
unchanged

Modulations are imposed
by the IPS at a set
frequency

3
Thin foils placed in path of
beam

Modulations removed, very
weak for high energy
protons and 0.5 µm foil

Low beam emittance is
critical to observing
modulations

4
Co-moving electrons
removed with B-field

Oscillations unchanged
Co-moving electrons have
no effect on modulations

5
Slit dimensions changed;
plastic slit used

Oscillations unchanged
Resonance in the slit does
not cause the modulations

6
Body slot geometry
changed

Oscillations unchanged
Body slot is not primary
source of modulations

7 Carbon ions are modulated
Frequency is less then that
of co-timed protons

Unclear.

8
TNSA measured at Orion
laser

Modulations with similar
frequency to Titan

Chamber EMP
characteristics are not
critical

Table A.1: Summary of tests and observations regarding the IPS spectral mod-
ulations. It should be noted that the proton source (target, laser conditions,
IPS position) was not kept constant for all tests, as IPS testing was a lower
priority then the primary goals of the experiments.
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Figure A.1: Sample wavelet analysis for various shots at Titan. (a) Shot 5
from Feb. 2013, on 25 µm Cu (data collected by Dr. Louise Willingale [35]).
(b) Shot 10 from Sep. 2016, on 10 µm Au. (c) Shot 23 from May 2017, on
10 µm Au.

is in fact necessary to fully resolve the oscillations, but this was only realized

after all data was taken.

Wavelet frequency analysis of representative shots from different experi-

ments is shown in Figure A.1. When the IPS is located on or near rear normal

with good TNSA conditions (thin foil targets, high laser energy) a single fre-

quency response dominates the spectrum. This frequency is between 2 - 3

GHz, as seen in plots (a) and (b). When the TNSA beam is non-ideal, due to

either IPS placement or sub-optimal target conditions, the modulations in the

spectra become highly variable. An example is given in plot (c).

A.2.1 Effect of Source Distance

When the IPS position and shot conditions are kept constant the oscillation

features are highly consistent, in both energy value and energy width. TNSA

shots on Au foils (4-10 µm, 120-125 J in 1 ps) from the Sep. 2016 shock

campaign were analyzed to quantify the effect of distance on the modulations.

The IPS was positioned along rear target normal. The spectra are shown

in Figure A.2(a), and the peak energy and temporal widths are plotted in

Figure A.2(b) and (c). It can be seen that the modulations of shots 1 and 3

(distance = 20.3 cm) follow a different trend then shots 7, 8 and 10 (distance =
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49.7 cm) when plotted in energy width. When converted to temporal duration,

however, the width of each shot becomes relatively constant, between 0.3 - 0.4

ns. This finding is consistent with a modulation imposed by the diagnostic

at a constant frequency. A TNSA proton beam has a range of velocities that

cause it to be significantly stretched out in space and time when it reaches

the IPS (up to 10’s - 100’s of ns, see Section A.3). If a diagnostic effect then

bunches the proton beam at a set frequency, it will have both spatial and

spectral modulations. If the beam travels further it will be stretched more in

space, resulting in different spectral modulations for the same spatial/temporal

bunching. This process is outlined in Figure A.3. On the other hand, if the

beam modulations originated at or near the target at a set frequency additional

travel time would not alter the peak width in energy space. Consider if a

modulation occurred close to the target, between 4 MeV and 5 MeV protons;

these protons will separate in space as they travel but keep the same 1 MeV

energy difference. The IPS only measures the energy spacing of the beam,

which is set at the modulation point.

A.2.2 Resonant Cavity Tests

The average duration of the analyzed peaks was 0.34± 0.03 ns, equivalent to

a frequency of 2.94± 0.26 GHz. For a rectangular waveguide with dimensions

of a and b the TE mode cutoff frequencies are given by [202]:

fmn =
1

2π
√
µε

√(mπ
a

)2

+
(nπ
b

)2

m,n = 0, 1, ... (A.1)

The lowest frequency TE mode is m = 1, n = 0, and for a = 5 cm the frequency

is f10 = 3 GHz, approximately the same as that observed in the Sep. 2016

data. Several distances in the IPS entrance geometry are 5 cm. The IPS slit is

formed by two tungsten alloy (Hev-Met) plates separated by Al spacers, and

has a height of 5 cm, length of 6.35 mm (1/4 inch, the thickness of the plates)
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Figure A.2: Data from Sep. 2016, showing the effect of source-to-IPS distance.
(a) Spectra, with peaks marked by yellow circles and the distance to TCC
shown on the right. (b) Energy separation of peaks, showing two different
trends depending on distance. (c) Temporal separation, which is effectively
constant with distance and energy.

Figure A.3: Illustration of how modulation spacing in energy could be de-
termined by the distance of the IPS from the proton source, while temporal
spacing remains constant.
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and width of 100 µm (as set by the spacers). The entrance slot of the IPS body

is ∼5 cm tall, 7 mm wide and 1.3 cm deep. Both features were investigated to

determine if they were supporting resonant modes that were modulating the

proton beam.

To test the slit its heigh was varied by changing the spacer distance, from

5 cm to 1 mm, while keeping the IPS distance constant. If a resonant mode

was imprinting on the beam it would be expected that the oscillation frequen-

cies would vary between 3 and 150 GHz, with periods from 0.33 to 0.01 ns,

respectively. In the highest frequency case this period would be beyond the

resolution of the detector, and no oscillations would be expected to be ob-

served. The IPS was 0.7215 m from TCC and 33.5◦ from rear target normal.

The resulting data is shown in Figure A.4 along with Fourier spectral analysis,

which has the advantage of not requiring peak fitting or width definitions. The

data was taken from line-outs that were 50 pixels wide, an increase from the

standard 8 pixels to compensate for the low signal-to-noise ratio. It can be

seen that the data has a peak frequency around ∼2 GHz for all slit heights,

and no clear trend with decreasing height. No strong signals above 5 GHz

were observed. The modulations were significantly weaker and noisier then

those recorded in Sep. 2016 (Figure A.2), resulting is more uncertainty in

the frequency analysis. This uncertainty may account for the inconsistency

between the observed peak frequencies.

Additional data was collected with a plastic slit, which is non-conducting

and would not create a resonant cavity. The slit was formed from two teflon

plates separated by Al spacers, and was 100 µm wide, 5 cm tall and 1.3 cm

deep. Most of the signal was blocked due angular misalignment of the slit,

but the unblocked portion clearly showed oscillations - see Figure A.5. From

these tests it was concluded that a resonance in the slit is not responsible

for the oscillations, although it may still be a contributing factor. The depth

of modulation appears to be smaller with the plastic slit compared to the
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Figure A.4: Test of the resonant slit hypothesis, with the slit height varied
from 5cm to 1mm. Left: Raw data, showing oscillations for all slit heights.
Right: FFT analysis of the data (black = raw, red = averaged), showing no
trend with slit size.
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Figure A.5: Data taken with a plastic slit, showing oscillations despite the
lack of a metal cavity.

metal slit, but the proton source was not constant between shots and therefore

making a comparison is difficult.

The entrance slot of the IPS body is ∼5 cm tall, thereby offering another

potential cavity with the appropriate dimensions for a 3 GHz resonance. To

test the effect of this geometry an Al structure was inserted into the slot,

thereby reducing the entrance size to 2 mm wide and 1.5 cm high. This

would have the effect of significantly increasing the resonant frequency of this

cavity. There was no significant change in the spectral modulations when

this structure was present, suggesting that the IPS body slot geometry is not

responsible for the phenomenon.

A.2.3 Foil and Magnet Tests

Tests were performed by placing foils on the entrance of the IPS, on the surface

of the metal plates, before the slit and after the plastic shielding. When

a foil was attached no oscillations were observed in the region it shadowed

(Figure A.6). The same result was found for all foils used, from 6 µm carbon to

0.5 µm B4C and 1.5 µm Al. A foil preceding the slit will have two effects: (1)

the low energy, co-moving electrons (keV-range) will be significantly slowed

and stopped, (2) protons will be scattered due to collisions within the foil,
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(a) (b)

Figure A.6: Foils placed on the entrance of the IPS, before the slit, eliminate
the oscillatory features in the proton signal. Data is from the low energy side
image plate. (a) r = 1.5 mm, t = 1 mm Au target, 319 J in 10 ps. Data
collected by Dr. Andy Hazi. (b) r = 125 µm, t = 25 µm Au target, 26 J in 2
ps, defocused. Data collected by Dr. Hui Chen, Nov./Dec. 2009.

increasing the emittance of the beam. It is not obvious which of these two

effects is critical to the oscillations. The scattering of protons could support the

source/transport hypothesis that oscillations are present in the beam before

it arrives at the IPS, and these features becomes blurred by the foils.

To deconvolve the dual effects of the foils, magnets were placed between

the IPS and TCC and oriented with their magnetic field parallel to that of

the IPS. This had the effect of sweeping away the cold co-moving electrons

while maintaining the proton beam emittance. An array of 10 ceramic puck

magnets (6mm diameter) was used, with two groups of 5 magnets separated

by 1 cm. The magnets were located 4 cm in front of the IPS, and the magnetic

field between them was greater then 300 G. The resulting spectrum is shown

in Figure A.7. Oscillations are clearly present at all energies, and qualitatively

comparable to shots without the magnets. This implies that the emittance of

the proton beam is the key property being destroyed by thin foils.

A.2.4 Other Tests and Observations

Ions other then hydrogen are also modulated in the IPS data, as can be seen

by the carbon breakthrough signal in Figure A.8. The filter used was 100 µm
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Figure A.7: Spectrum with a magnetic field removing the co-moving electrons
before they enter the IPS. The narrowing of the signal in the side IP is due to
the increased field closer to the magnets, which bent the lower energy protons
away from the slit.

Al, which C6+breaks through at Eproton = 25 MeV. Only 2–3 oscillations are

present in each shot, making peak separation the necessary analysis technique.

Plotting the spectra vs. time allows the carbons oscillations to be compared

with those of protons that arrive at the same time. It can be seen that the

modulations are longer for carbon ions then protons. This is perhaps consis-

tent with the carbon ions being driven by a weaker Lorentz force from the

reduced q/m ratio for C6+, such as would be experienced due to an electric

field generated in a resonant cavity.

Modulations with similar characteristics were observed when a second IPS

was fielded at the Orion laser, located in AWE, UK. The target was a 15 µm

thick Au disc with a diameter of 225 µm, and the IPS was located 30 cm from

the target along the rear normal. The laser energy was 390 J in ∼1 ps and

a 20 µm spot. Strong modulations were seen in the 5 - 15 MeV range, with

a central frequency around 2.75 GHz. This suggests that the chamber EMP

characteristics are not important to the modulation frequency, although it is

possible that similar EMP signatures are generated in both Orion and Titan

setups. The effect of EMP at Titan was tested by shielding the IPS in a

freestanding 15 µm Al foil housing. No difference in modulations was seen.

Ion acoustic waves could be responsible for proton spectral modulations

with properties similar to those observed, in which case the features originate

in the beam transport and not the diagnostic. Following the argument of Hicks
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Figure A.8: Modulations are seen in the carbon spectra for ions breaking
through a 100 µm Al foil. Upper row: raw IPS data. Middle row: carbon
and proton signals versus arrival time. Modulations are seen in both, but
the temporal duration is longer for carbon ions. Lower row: Frequency of
modulations versus arrival time.
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et al. [200], density peaks from ion acoustic waves in an expanding plasma will

have a range of velocities if the wave velocity is constant and the background

plasma expansion velocity varies. Such a variation occurs in the isothermal

model of TNSA, where protons near the front have more energy then protons

further from the front. In this case the velocity between peaks, ∆V , will be

proportional to the velocities of the peaks: ∆V ∝ V . This argument has been

invoked by Séguin et al. to possibly explain proton radiographs of imploding

capsules at OMEGA, which appear to show shells of charge [203].

A.3 LSP Modelling

The long, narrow entrance slit of the IPS is the one of its unique aspects: it

is 5 cm tall, 6.35 mm long and 50 – 100 µm wide depending on the Al spac-

ers used. This is a key feature distinguishing the IPS and other magnetic

spectrometers, such as Thomson Parabolas, which use pinholes and do not

exhibit consistent spectral oscillations. From the summary of published oscil-

lations in Section A.1 there is also evidence that spectral modulations have

been observed for other slit-based instruments. Several ideas were proposed

for how the slit could produce spectral modulations. It was hypothesized that

the IPS slit is acting as a form of linear accelerator, producing fields in the

mm to sub-mm region (microwave to terahertz frequencies) which in turn pro-

duce spatial bunching of the proton beam. Another hypothesis was that the

slit is generating a resonant TE mode, in the 5 cm, vertical direction, which is

somehow responsible for the modulations. These hypotheses were investigated

using LSP in Section A.3.1 and Section A.3.2, respectively.

Lastly, it cannot be dismissed that a beam generation or transport effect

is responsible for the spectral features. Section A.3.3 covers simulations of the

TNSA proton source.
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Figure A.9: Left: Setup of 2D slit simulation. Right: simulation grid to scale.

A.3.1 2D Slit Simulations

The linear accelerator hypothesis was tested by simulating the slit in 2D, and

injected a proton beam that approximates a TNSA beam into one opening. It

was assumed that the 5 cm height of the slit was effectively infinite compared to

the 100 µm width, and could be neglected; as will be reported in Section A.3.2

this may not be an accurate assumption. The simulations were run in both

implicit and explicit modes. The setup is shown in Figure A.9.

The slit walls were simulated as pure Tungsten, ignoring the 6% Ni and 4%

Cu that are present in Tungsten heavy met alloy. Two options are available

for a metal region in LSP: (1) A conducting object can be defined, which will

generate fields through Ohm’s law and a realistic conductivity, but absorbs all

particles incident on it without charging. (2) Fluid particles can be used to

create a solid density, energy-conserving plasma. This setup has the advantage

that it can realistically handle local charge imbalances, but it is much more

costly and prone to instability issues. Both approaches were tried. The TNSA

beam was modelled by injecting equal densities of proton and electrons; a con-

stant density of 1011 cm−3 was used, which approximates the average beam

density. The typical TNSA spectrum decreases exponentially in density, but

this was assumed to not be critical to the modulation phenomenon as experi-

mentally oscillations are seen across several orders of signal levels.
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Figure A.10: Relevant timescales for a proton beam incident on the IPS.
The beam is assumed to be generated instantaneously and then travel to the
detector with no energy loss.

The temporal duration of the pulse is set by the emission properties of a

TNSA beam and the geometry of the experimental setup. The acceleration of

a TNSA protons occurs over a time period similar to the laser pulse duration

[96], which for the Titan laser is 0.7-10 ps. A 20 MeV proton moves at 6.09×107

m/s and travels 0.5 m in 8.2 ns (see Figure A.10a). As this travel time is six

orders of magnitude larger then the acceleration time, emission of the protons

can be considered instantaneous. The exponential spread of energies for TNSA

protons introduces spatial chirp through differing times of flight, with the

energy range of the pulse determining the pulse duration. Figure A.10b shows

the travel times for a proton beam, with 1-20 MeV protons having a pulse

duration of 30 ns (20 ns for 2-20 MeV). Experimentally, oscillations are seen

at higher and lower proton energies, but this energy range was selected as a

representative sample for this study. The proton energies were converted to

γβ, the input unit for the temporal momentum function in LSP, a decreasing

exponential was fit to determine the temporal profile, and defined in LSP using

a python script.

When properly defined, 2D simulations showed no oscillatory behaviour

with either fluid particle or conducting object walls. Proton and electron den-

sities are shown in Figure A.11a for conducting walls, and Figure A.11b for

fluid particle walls. The electron beam charge was chosen to neutralize the
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(a)

(b)

Figure A.11: Proton (left) and electron (right) beam densities. (a) Conducting
walls at t = 2.86 ns. (b) Fluid particle walls at t = 0.66 ns. No external
magnetic field was included in both cases.

proton beam charge, and the beams were initialized with the same velocity.

It should be noted that improper simulation setups created false oscillations

due to charge trapping. This occurred when a small but non-zero gap (30 µm)

was included between the front or rear of the slit and the grid boundaries.

Charge from the injected beam was trapped in these regions, leading to expo-

nential, unbounded growth in fields and artificial modulations imposed upon

the injected beam. This unstable behaviour disappeared when the gaps were

increased to several hundred micrometers. These results do not support the

linear accelerator hypothesis.

The simulations did not include secondary particle emission, which could

be important factor. Ions incident at grazing angles upon stainless steel have

been shown to emit 100’s - 1000’s of electrons/ion, depending upon the angle,

energy and species of the ion [204]. This extra source of charge was not
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accounted for in these simulations. LSP is capable of modelling secondary

particle emission, and this is a potential area of future investigation.

A.3.2 3D Slit Simulations

As discussed in Section A.2.2 the full 3D slit could act like a waveguide, with

current from the hot electrons and TNSA beam driving transverse electric (TE)

resonant modes. These physics are not present in the 2D simulations discussed

above, and require a full 3D treatment to be simulated. The extension from

2D to 3D in LSP is straightforward, and the main computational difference

was an increase in cell size to allow for the full-size, 5 cm vertical entrance

dimension. To reduce computation time only conducting object walls were

used for the 3D simulations.

Figure A.12 shows the induced electric field in the slit for an injected beam.

No fields were defined on the grid or at the boundaries; this field is created

by the current of the beam and the geometry of the conducting cavity. It

matches well with a single frequency, resonant TE mode for a 5 cm cavity. For

comparison, a second simulation was run with an artificial, TE01 (f = 3 GHz)

drive model for the top and bottom boundaries, and no injected beam. The

field probe results are overlaid, and have good agreement.

The field direction from this resonant TE mode is directed toward the

walls of the slit, and therefore will not bunch or modify the velocity of the

protons in the longitudinal direction (the direction of travel). Indeed, no

bunching was observed in the protons in the 3D simulations. One hypothesis

as to how such a directed field could result in spectral modulations is the

multipactor effect. When the travel time between walls equal to the half the

period of a TE mode, secondary electrons generated on one wall are accelerated

towards the other wall, where they make more secondary electrons. This has

a cascading effect that can built up charge under the right conditions [205].

The multipactor effect is illustrated in Figure A.13, and is a known vacuum
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Figure A.12: Point probes showing the time history of Ex, the electric field
directed towards the walls of the slit; for the beam induced case probes at
several positions are shown. The electric fields in other directions were noise.
The electron-proton beam in the cavity induces a single frequency response,
f ≈ 3 GHz, corresponding to the resonant TE01 mode in a 5 cm cavity. For
comparison the fields from a TE01 mode driven by grid boundary conditions
is shown (no injected beam).

Figure A.13: The multipactor effect, where a cascade of secondary electrons
occurs when the travel time between electrodes matches half the period of the
AC voltage. From [36].

breakdown mechanism. As no secondary electron generation was modelled in

the LSP simulations, this effect was not studied computationally. It could be

explored in future work.

A.3.3 TNSA Proton Source

If the modulations are not being introduced by the instrument then they are

due to physics occurring in the TNSA beam, either during its creation or

transport. In particular the acceleration phase of TNSA has the highest elec-

tron charge density and therefore could generate the strongest fields, which

in turn may introduce proton density perturbations. This possibility was ex-

plored using 2D cylindrical LSP simulations. The long timescale involved with
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beam transport (10’s of ps) made LPI simulations impractical, and therefore

an injected electron source was used. This source was the same Titan-like

source used in the positron simulations (Chapter 6) with a 1 ps duration, and

includes 2ω electron bunches. A 50 µm thick, 2 mm diameter Au target was

used to provide a typical TNSA target while minimizing front surface effects

(such as laser acceleration of recirculating electrons) which are not accounted

for with an injected electron source.

In order to investigate spectral and spacial modulations on the proton

beam, it is important to avoid numerical effects that could cause similar results.

The cells within the initial proton layer can imprint on the proton beam, as

discussed in Section 4.2.1. To minimize this effect a high resolution run was

performed, with 10 nm cells in a 1 µm thick proton layer (100 cells). The

base grid cell size of 2 µm was smoothly decreased to this value, and increased

afterwards. The proton density was n = 1020 cm−3. Due to computational

issues this simulation was only run to 9 ps. In order to allow the beam to

evolve further, a lower resolution run was performed. This simulation had cell

sizes of 0.25 µm in the proton layer (4 cells), and was run to 37 ps.

The high and low resolution cases were compared to see if numerical effects

were influencing the proton spectrum. The evolution of the TNSA beam was

tracked using the maximum proton energy, which is expected to asymptotically

reach a constant value once the acceleration phase is over. From Figure A.14a

it can be seen that a large part of the acceleration occurs over the first ∼3 ps,

but a further increase in energy of ∼50% occurs over the next 30 ps. After 33

ps the most energetic protons start leaving the rear of the grid, causing the

maximum proton energy to decrease. The low resolution case tracks the high

resolution case closely to the end of the latter’s runtime, at 9 ps. Figure A.14b

displays the proton spectra for the two cases at two different times, with the

spectra taken from all the particles on the grid. The spectra at 9 ps are shown

for both low and high resolution cases, and give identical results. Along with
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(a) (b)

Figure A.14: (a) Maximum proton energy (anywhere on the grid) vs. time. A
large part of the acceleration occurs over the first ∼3 ps, although a significant
fraction (∼50%) occurs over the next 30 ps. (b) TNSA beam at late times.
The proton spectrum and density do not show modulations.

the matching maximum energy evolutions, this gives some confidence in the

accuracy of the low resolution case, and motivates looking at the proton beam

at late time. The third spectrum is at t = 33 ps for the low resolution run.

No significant spectral modulations are seen. This late time observation (t =

30τlaser) suggests that the IPS oscillations do not originate near the target, in

the acceleration phase of TNSA.

Perhaps the most significant phenomenon missing in these simulations is

the EMP generated by the neutralization current to the target, which causes

the target assembly to act like a quarter-wavelength dipole antenna [206]. The

target in LSP is freestanding, and therefore cannot create EMP in this way.

The Debye length of electrons with Te = 10 keV and n = 1× 1020 cm−3 is ∼2

cm, which is on the order of the TNSA beam itself; it is therefore expected

that an external electric field would not be shielded out of the TNSA plasma.

Further investigation is needed to determine what effect, if any, EMP has on

the TNSA beam during transport.
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Appendix B

Shock Frames

Figure B.1: Case 1 – Peak 1 is from TNSA, peak 2 is from CSA reflection.
CSA and TNSA are two distinct phases with CSA occurring first, then TNSA.
TNSA field is assumed to be constant in time.

Lab Frame
Same as upstream frame (vexp = vTNSA = 0 during shock acceleration).

Shock vshock = MCs

Peak 1 (TNSA) E1 = ETNSA

→ v1 = vTNSA

Peak 2 (CSA, reflection) E2 = Ereflection + ETNSA

→ v2
2 = v2

reflection + v2
TNSA

→ v2
2 = (2MCs)

2 + v2
1

Table B.1: Case 1 – Shock velocity relationship.
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Figure B.2: Case 2 – Peak 1 is from TNSA, peak 2 is from CSA reflection.
CSA occurs concurrently with TNSA expansion.

Lab Frame

Shock vshock

Peak 1 (TNSA) E1 = ETNSA

→ v1 = vTNSA

Peak 2 (CSA, reflection) v2 = 2vshock − vTNSA

= 2vshock − v1

Substituting in v∗shock from the up-
stream frame to get Mach number M :

v2 = 2vshock − v1

= 2v∗shock + v1

= 2MCs + v1

Upstream Frame [*]
(moving at vTNSA = v1)

Shock v∗shock = vshock − v1

→ vshock = v∗shock + v1

Peak 1 v∗1 = 0

Peak 2 v∗2 = 2vshock − 2v1

v∗2 = 2v∗shock

Mach # v∗shock = MCs

→M =
v∗shock

Cs

→M =
vshock − v1

Cs

Table B.2: Case 2 – Shock velocity relationship.
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Figure B.3: Case 3 – Peak 1 is from CSA shock, peak 2 is from CSA reflection.
CSA and TNSA are two distinct phases with CSA occurring first, then TNSA.
TNSA field is assumed to be constant in time.

Lab Frame
Same as upstream frame (vexp = 0 during shock acceleration).

Shock vshock = MCs

TNSA vTNSA ≈ Cs

Peak 1 (shock) v2
1 = v2

shock + v2
TNSA

= (MCs)
2 + C2

s

Peak 2 (reflection) v2
2 = v2

reflected + v2
exp

= (2MCs)
2 + C2

s

= (4M2 + 1)C2
s

=

(
4

(
v2

1

C2
s

− 1

)
+ 1

)
C2
s

= 4v2
1 − 3C2

s

Table B.3: Case 3 – Peak 1 is from CSA, shock. CSA and TNSA are two
distinct phases with CSA occurring first, then TNSA.
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Figure B.4: Case 4 – Peak 1 is from CSA shock, peak 2 is from CSA reflection.
CSA occurs concurrently with TNSA expansion.

Lab Frame

TNSA vexp

Peak 1 (shock) v1 = vshock

Peak 2 (reflection) v2 = 2vshock − vexp

Substituting Mach # from the up-
stream frame:

v2 = 2v1 − vexp

= 2v∗shock + vexp

= 2MCs + v1 −MCs

= MCs + v1

Upstream Frame [*]
(moving at vTNSA)

Peak 1 v∗shock = v1 − vexp

→ v1 = v∗shock + vexp

Peak 2 v∗2 = 2v1 − 2vexp

v∗2 = 2v∗shock

Mach # v∗shock = MCs

→M =
v∗shock

Cs

→M =
v1 − vexp

Cs
→ vexp = v1 −MCs

Table B.4: Case 4 – Shock velocity relationships.
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Appendix C
Code & Analysis Tools

C.1 Code on Github

Scripts generated in the course of my thesis that may be of interest to others

in the field are listed below. They are hosted on a publicly available Github

repository:

https://github.com/Nuahaun/ThesisCode

SRIM files

1. LoadSRIMFile.m - Loads particle properties from SRIM input and out-

put files.

2. SaveTRIMFile.m - Writes a TRIM input file for a particle distribution

with given energies, positions and directions.

3. Alfilters GenerateParticleDistribution.m - Generates a particle distribu-

tion, which is saved by SaveTRIMFile.m.

Laser beam spot analysis

1. Beam Analysis GUI - A tool for determining beam spot size and energy

distribution. All functions in the folder are necessary for the tool to run.

2. BeamSpotFunction.m - The analysis function which is called by the anal-

ysis GUI. It can be run separately and modified for use.

Image plates ion response

1. psl2protons.m - Converts from PSL to protons using published image

plate response curves in Mancic et al. [17] or Bonnet et al. [18].
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https://github.com/Nuahaun/ThesisCode/blob/f62e53a4a3300bca89e3569506a8664e8c83d298/SRIM/SaveTRIMFile.m
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2. psl2carbons.m - Converts from PSL to carbon ions using published image

plate response curves from Doria et al. [19].

3. ProtonIPFading - Compensates for PSL decay with scan time for image

plates. Uses the proton formula from Bonnet et al. [18].

4. IonFilterCompensation - Corrects for energy loss of protons or carbon

ions travelling through an aluminum filter onto an image plate.

C.2 YAMP

YAMP is a graphical user interface (GUI) I built in Matlab to allow easier visu-

alization and analysis of LSP simulations. The GUI is shown in Figure C.1. It

provides real-time visualization of 1D, 2D and 3D LSP data, with easy switch-

ing between time steps, species and data types. Scalar, field and particle files

can be plotted, as well as history and extraction plane data. Phase space plots

can be generated from particle files, and subsets of particles easily selected

based on user parameters. YAMP has been used by students and scientists at

the University of Alberta, LLNL and UCSD.
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Figure C.1: YAMP (Yet Another Matlab Plotter), the visualization tool build
to facilitate LSP visualization and analysis. A sample screenshot is shown
here.
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Appendix D
Other Research Contributions

Extensive experimental work was conducted over the course of this degree,

in collaboration with numerous researchers, and this appendix outlines the

publications that have subsequently been produced. Work not included in the

main body of the thesis is also reported below.

The positron computational study in Chapter 6 is being prepared for pub-

lication. The shock acceleration study in Chapter 7 has been submitted for

publication and is under review [207].

The transport of relativistic electron beam in matter was studied, in a

collaboration led by researchers at the University of Bordeaux, with several

publications resulting [208, 209]. The author fielded a Kirkpatrick-Baez (KB)

x-ray microscope [210] at both the Titan laser and the LULI2000 facility at

the École Polytechnique, France.

A large number of experiments were conducted at the Titan laser to study

the physics of positron generation from ultra-intense LPI, which produced

publications on positron scaling with target material [170], scaling with laser

parameters [23, 72] and beam emittance [211]. The author contributed in all

aspects of the experimental work.

The author contributed to an experiment at the Advanced Laser Light

Source (ALLS) facility in Montreal, in which betatron x-rays from wakefield

electron bunches were used to probe ionization states [212].

The acceleration of particles from a cryogenic hydrogen jet [188] was stud-

ied [56], as well as time-resolved x-ray information from relativistic electrons

[213]. The author also aided with the diagnostic development of multilayer

x-ray optics [214] and an x-ray crystal spectrometer [215].
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