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. ABSTRACT s

'

A Picture Arrhiving and C‘ommuni‘ca'tion facility is generally acknowledged to be
an mtegral part of every radiology dcp'xrtment A growing numbcr of pictures in
radiology are genmka(ed by d&nal imaging instrumentation. 'Such exammatlonq employ
compu;r tomography scanners, ultr‘nonlc ‘scamners and magnetic rcqonance |magmg

scahiners. The dlgltal images produred by these devices muqt be processed, tragq )

ted, qtored retrieved and dlqplaved b) radnologlsts on a contlnual basis.

In this theqrs the performance features for a proposed plcture archiving and com-

muuication system uqable within.a r4diology department is explored by ‘the uw,»o!

w&

simulated model. The system connects a number of image display and lmage generaﬂ -

tion workstations with two image storage devices and a powerful proccssor on an Eth-
[ Lo ~.

ernet local communication network.

.

The workload is specified as a mix of user activities with functions such as single-

oty -

image d|<pla\. multl 1mave dlﬁplay, edlt image manipulation, and browse. Input to
h . .
the. simulation model are the system parameters such as transmission medium capa-
r‘itv, image storage capacity, scree/L resolution and the number of workstations con-
nected to the’system. Bv yarying t dlese parameters, suitable bounds are established fog
v’

the system parameters that produces an Ethernet sv%em with acceptabf]jlnmge

response times.
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, Chapter 1

Introduction

»

°

/ . . B ) ..
“ g"very radiology department has some Picture Archiving and Communication Sys- '

“tem (PACS) for storing and and retrieving images. Usually these are manual systems

consisting of a central film file library. The transmission and, retrievalef film images is

done by someone who physically takes therﬂ to where they are néeded.
The concept of an automatcd PACS is to prqvide a facility for storing and
retnevmg 1mages via a dlgnal commumcatlon system. A new array of digital i lmagmg |
devices and storage devices have made thls possible. Duermckx et al [13] report that
twenty-five percent of th examinations done in a radiology depart.ment, are digitally

formated and by the end of 1985 this will increase to fifty percept.

| ¢ The basic components o(f a digital'P.ACS are;‘ s:magc ‘aqqut’&t'tion devices from
which "external” images are acquired; a hierar»cl.liica] storage aﬁa(em with at least an - o
'act-ive storage and an archival storage device; a fast im age p'roce.s.sof for ima'rge ‘manif
pulatlon workstations Whlch provide a \lewxng facnhby and the underlying image
communication .system that is a local area network (LAI\) used for transportmg the

N

images form one device to the next. - L

For a digital PACS, a LAN must be .selected from among the currently available
LAN technolog\es as the underlying communication system. In Chapter 2 an outsine of
the current. LAN environments and attr: bules is-given. Thn serves to brmg present
medical a.pplicatibns int‘o perspectlve. The different aspects and properties of the

three main categories of LANs are discussed.

‘The PACS model presented in this thesis uses an Ethernet LAN as its communi--
cation system consist_»ing of a 50015 Ethernet segment. This segment connects three

image acquisition devices, a fast image processor, an active storage device, an archival

-
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-ity and establishment in many communication systems have made it an attractive

Y. "

storage device, and one or more dis/i@evicea‘ (workstations).. The details of Ether-

net itself are discussed in Chapter 3.

Ethernet was chosen for the following reasons., Firstly, its commercial availabil-

¥

choice [34]. This facilitates future inter-networking with other existing communication

f

systems. Secondly, the Ethernet protocol exhibits fairness to all users of the imple- -

mented communicatiod system. There is no priority scheme, hence, all users have the .

-same chance of gaining access to the communication facility. Thirdly, there are no

explicit acknowledgement packets sent for data pack'et'vs received at a dgsiination dev-
ice. Explicit acknowledgement of packets seem wasteful in other protocols which ack-
nowledge each packet received. Instead Ethernet employs a timeout mechanism which

causes only the outstanding packets to be retransmitted. This is especially advanta-

geous for PACS which requires long sequences of packets to be transmitted for a single

image. The PACS channel is otherwise utilized in sending data packets. "n addition,

3

errors.occurring are handled at a higher layet of the protocol Which requires only those

»

~packets in error to be retransmitted. Lastly, since the.first three layers of the Ethernet,

protocol have been kept simple, much of the sophisticated functions usually found at

these levels in other protocols have been excluded; only the necessary functions are

implemented. Image data does not warrant an elaborate error checking facility, since a-

“one bit error in a 5127 x 8 image may have little consequence compared to aone bit

error occurring in a bank balance. Furthermore, these layers of sophistication may be

incorpbra.ted as needed at higher levels of the Ethernet protocol if the need arises.

A simulation model is developed to study the performance of Ethernet under a

-

‘medical image workload as described in Section 3.3.The three layers as proposed by

the IEEE-802 standard for CSMA /CD protocols [12] are implemented in the simula-

tion model.
< L 3

$



The simulation model is,’ariven by a user workload consisting of a mix of user
‘é“éxtivit.ies which a'r'e perfor;n;éifat a workstaﬁon. The basic functions provided by thé,’
wor\kstation are single;'im‘ége display, multi-image display, edit, manipulate, ‘a.nd
brow&.
N ‘ ! b ] AN |
Ip order for this system to be interactive, fast retrieval times for the activities
are required. Tbe. ‘s.ystem is acceptable if retrieval time.é of ten seconds or less i?er
image are achi(;w.::(*d' as’p'roposea by Cywinskiin [11].
. PACS differ from conventional LANs in the amount of datain an im‘age to be
transmitted. The Etvhe"rnet protocol specifies a i'Ixaximum packet data field of 12,000
bits. Thrq requires the bas‘ic 512° x 8 image to be fragl;lented into at least 175 packets

" before the image can be transmitted.

; In this thesis the performance issues of the proposed PACS are addressed.

£
N

Chapter 2 giw;esA’a gen‘e'ral overview of LAN Lec-hnolog‘y and brings into pcrspecti;"é%be v
- PACS application: Chapt’cf'r 3 presents an architectural désign description of the
.PACS which is used ?or Idigit,al image management in medical applicatioﬁs. Chapter 4
presents t.hé details of the simulated PACS model which will be used to measure the
performance of the proposedbP.AC:S. Chapter Sgive's the performance results obtained
from the simulation and Chaptéfﬁ gives a brief summary and conclusion for local area
networks and in partic_ular\;f the results established for PACS with Ethernet. Guide
lines for futvure research, direction, use and application of PACS in the medical com-

munity are also given. .



Chapter 2

An Ovérview of LAN Technology

In this chapter, an overview of local area petworks is given. Other excellent.

~

reviews are found if the references [33,42,44).

2.1. Introduction L,
The 1980's marked the rapid evolution of local area networks (LANs) as evident
by the large number that are co.mmercially available and by the amount of rescarch

being devoted to them. Current.l)'“therg are some 250 vendors of LANs and network

components [10] and as a result there are a variety of technical methods used to build

them. N

’ I : : .
LANs and computer communicaqlon'have become a part of many working

|
[

environments. The ba;sic buildihg blt?’ci(s of a LAN are:

(1) the.physical and/logical.transport medglm, and

(2) the computer-based workstation fWS).

The‘comput.‘er-based Workstat,io;l may simrp}y be a pérsonal computer or a sophisti-
cated powerful computer system such as an interactive graphic system used for com-
puter aided design and manufacturing (C.AD/CAM).

Today personal computers sell at a rate of 2 million a year in the USA alone [10]
and this rate is rapidly rising. Personal computers, mic_ropr"ocegsors, microfiles, data-
bases, and in'teractvivve graphics when integrated into a LAN produce a unified system
that ,car; meet the g\r:oﬁing negds.of business and industry for generating, processing,
t,ransmitting.and s‘toring datakof all kinds.. ' .o |

The following definition of a LAN is proposed to distinguish it from other types of
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N

local area data communication systems. A [LAN may be defined as follows:

A LAN is a general-purpose computer communication network that provides
interconnections, 1n an efficient way, of various data communicating devices
within a limited geographical area (maximum distance of 10 km) and at transmis-

sion speeds between 1 - 50 Megabits per second (Mbps). LANSs provide access to

‘the user from any terminal or workstation to any device on the network.

The LAN is a subclass of the general class of local network systems. The otfmr
two subclasses are the high-spéed local network (HSLN) and the computerized branch
exchange (CBX). The H(ShLNl::aesigned to deliver end-to-end high throughput
between high-speed devices :with transmission s-p;’eds of 50 Mbps or more. The number
of devices and the maximum distance 18 limi‘ted asin a C(;}}put\er room configuration of \
high speed devices. This is iﬁ contrast ,to.t,he LAN that is distributed down a corridor,
within a building, a glroqp of adjacent buildihgs'or campus-likg environment. The CBX
iv’an on-premise private brancf] exchange that uses circuit switching techniques in con-
trast to LANs and HSL:Ns that use packet switching techniques. TheFCBX is designed |
"to handle bo#h voi(‘é and data connections. Much.lower data rates of Q.G»K‘bps to 64
Kbps are realized. Note that there is no clear dividing line between these subclasses of

local networks. There is some overlap and there are features that are common to two

or more subclasses.

The LAN, and other subclasses of local networks, should be distinguished from
Iong-baul networks or wide area networks (WAN) A long-haul network covers a wide
geographical area spanning continents. Generally, these networks are not privately

owned and must use the public and commercial utilities available. In particular, they

"use the public telephone trunks as Meir transmission medium. Telephone technology

was designed for voice communicatioh and as such presents many technical problems
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when used for data communication. Three problems that mainly distinguish long-haul
networks from LANs are:

(1) high data transmission error rate experienced on a teﬂe’bhone line,

(2) -low data transmission rate, and .

(3) . complex routing mechanisms. , \

.

The 1970's have seen thg development and maturity of long-haul networ:ks. They
typically use transmission links of 9.6 to 56 Kbps rates. This low data transmission
rate limits the types of applicatioqs t,hz;t are possible with long-haul networks. Calling
a bulletin board, reading electronic mail, looking up stock r(;poris, or entering infor-.
mation in a aatabase are possible examples. With these applications, a low transmis-
sion. rate can be tolerated since the data is presented or acc'eptcd at a rate that is con-
trolled by the user (e.g., reading, or typing), ‘hence these minimum transmission speeds

will suffice.

With LANs, new types of app]ications requiring fast and critical response times

are ﬁow possible. They include sucmhhapplications as large file transfers, ﬁn'i'n’g a screen
from a remote computer system, créating graphics, or intergrating voice and video

- images with digital information. Consider ‘an intera(;pive usér sitti'ng at a terminal and
run.ning a screen oriented prog‘ram that requires painting an imagevon a low resolution
screen of 256 x 256 pixels with each pixel represeﬁt,ed by a minimum of 8 bits. This "

o
takes 54.61 cvcondq with a96 Kbps line on a long-haul network whereas on a LAN

with a mod(‘ t1 Mbps line it takes onlv 0.524 seconds. Thls simple example illustrates A

the new types of applications now possible with the use of LANs.

There/are two main forces which are directly responsible for the growing use and

popularity of LANs. The first is the favourable price/performance ratio that LANSs

offer ovef the centralized mainframes. The advances in VLSI technology gave birth to

a set of /[powerful and inexpensive microprocessors with clock‘speeds well over 20 MHz.
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Mainframes may be about 10 times faster thau the best microcomputer, but they cost

a thousand times more. With the use of a high-speed data transmission medium and a

highly effrcient medium access prqt.o‘co!. man); of these microprocessor-based devices
can be connected at aflordable c()st..s to give comparable performance to the-centralized
mainframe. The other fprce that is responsiblé for the popular use of LANs is the need
for organiza(ions to connect thbir exis’t‘i‘[:-g systems‘in(,o a local area network to take

advantage of the benefits of resource sharing. Such sharing of resources, both software

and hardware, increases productivity in a cost eflective manner. 1

The LAN provid.es the usér with many advantages over the central system. ’I:he
first'1s the cost saving resulting from resource sharing. Instead of having separate
modules of an oxpon:;i\'e prograxﬁ at each user site,»a user from any workstation may
run a single copy of the program. This single program can be kept at a single location

and be retricved by using a communication facility. The LAN also provides a mechan-

ism for sharing of scarce and expensive pieces of hardware. The typical example is the

~sharing of a graphic plotter, since a dedicated system attached to each user site cannot

be cconomically justified. Such devices, though necessary, are not\sed extensively vby
cach user, hence, it makes sense to connect a single device to the LAN where it may be

shared by many users.

. A second advantage is the greater reliability that these LANs provide. With
unconnected systems, when one device goes down because of a hardware failure, the
user loses all c’d.'iﬁdputi‘ng. With distributed computing, the user may still be able to
access another sc;ction of the LAN for an alternate supply of computing power. For
some app.licat‘ions this total loss of computing for even a short period of time cannot .
be tolerated and may even prove to be catastrophic. For example, a che:mical or
nuclear control process in an industrial api)lication. There might be a slight degrada-
tion in the overall ‘performance of the LAN with failure of one or more devices, but at

oyt

least all users are still accommodated. In the general design of a LAN, the.intention is



to allow any access from any terminal to other devices.

Another advantage similar to the graceful degradation upon failure is the ability
of the LAN to grow as more computer power is needed as the nee'((ls of the organization

N

expands. A LAN allows this incremental growth of computing power by the addition
of ue\; d(j\'ices without disrﬁpting the operations or continuity of the organization.
\\'.it‘h a contrali;ed system itymay be possible to upgrade the hardware configuration in
an attempt to improve the systém performance, but eventually there comes a time
when the sys(cr;] has to be replaced with a moré powerful one. This usually results in

%diﬂuptién of service to the user community for some period of time.

— - ‘ ‘L:‘\Ns may be designed both for office and factory environments. Information
appcars—_in ;;diversity of'formvs ana presentations. “These forms include audio, video,
and digital, while the informatiox'].' may be pfesentgd as hard’ ,co?y or soft copy (video

‘reports and graphics). There is also the requirement for iﬁstantanoous quoriés; as well
as access to text and data warehouses, and mail systems. These applications all
separately require different protocolq and transmission ﬂpcedc and may be integrated
mto a local area network. The new technologies available are capable of handlmg
voice, video and digital information all on the same network. ‘They will be employed .

increasingly by managers and administrators both in the office and in industry for

reporting, teleconferencing, education, security and control purposes.

[LANs ar'c also being used in t,he\ medical community for storing, processing and
managing digitally formated‘ima‘ges generated by various imaging devices. Théée pic-
ture archiving and commun.ication systems (PACS) allow physicians and ra(lidlogi‘sts
to compare results from from various computer-based diagnéstic imaging instruments
before recommending a course of treatment. It is believed t‘,hat these systems will help

to minimize the risk of lost or misfiled patient images, and provide short retrieval

times. This results in reducec turnaround times for managing these images, increasing



productivity and reducing health care costs.

As offices and factories automate, the proliferation of LANs will continue. Since
LANSs are employed in diverse applications, it is posgible to produce several incompati-
~ble LAN tochnoloéies. This is especially so since tho* are pri.v:\(,oly owned and LAN
designers will be striving to produce the most eflici€nt, reliable, and secure means of
cpmmtinication possible for the application at hand. To avoid these incompatibilities,
there must be some standards to control Lhé desi’gn of LANs among different manufac-
tures. Once there is full standardifﬂtion, system designers will be able to configure
LANs that are compatible with computers, terminals, printers, and other equipment
down to the cables and connectors from a variety of vendors. This, apart from being a
goal in local area network design, will provide a bigger and more competitive market
rosu]tin‘g in cheaper equipment. From a technical point of view, some of the standard
functions of the LAN can be implemented in VLSI technology on a single chip. For-
mulating standards for local area networks is a difficult task because of the large
amount of equipment already in the field and of the de facto standards set by each
manufacturer. There are several organizations currently involved in establishing stan-
dards. Among such standards are the OSI (Open Systems I'nterconncction) model pro-
posed by the ISO (International Standard Organization) [44], the ANS (American
National Standards) for high pciformance networks [8], the ECMA (European Com-

putm" Manufacturers Association) proposed standards for local area networks {19], and

the IEEE-802 standards for local area networks [12,19).

Cost and operational performance are two very important considerations in the
design of a local area network. .The current trend is for organizations to connect their
existing independent computer systems'inté a local area network rather than install
the cntire network including the workstations. A goal in the design of local area net-)

works is to design them at the lowest possible cost. The cabling and interfacing of the

workstations to the cable should not cost no more than a single workstation. Chorafas

%
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(10] éstim:stos that the current cost of interfacing to alocal area network is $500 per
workstation. With the cost of VLSI technology decreasing, it should be about $100 by
the end 1986. 'rom a performance point of view, the design goal of local area networks
is to maximize the message throughput between stations and minimize the message

delay and response times and at the same time provide reliable and error-free com-
k)

~

munication between workstations.
Y

Both the design cost and operational performance of a LAN are determined by

the network technology which may be characterized in terms of its:
(1) network topology.

(2) transmission medium,

.

(3) transmission techniques, and
(1) medium access protocol.

There are multiple choices for each category and there are local area network systems
implemented for various combinations of these.. The network application would deter-

mine the appropriate combination of characteristics for the LAN design.

2.2. LAN Topolegy

ILAN topology refers to the physical arr:;ngemcnt of the attached devices within
the network. It is a factor which determines the network reliability and message
delay. Along with the transmission medium, the topology (‘iet‘er“mines the type of dat:;
that may be transmitted, the speed and efficiency of communication and even the type
of applications that the network can supporf. The threevmost basic topologies used in

LAN design are:

(1) the bus/tree, Q ’
R
\

(2) the ring, and “ S



(3) the star. ‘

The bus is a special case of the tree topology with a single trunk with notbranches; or
‘the tree may be considered as a generalization of the bus topology. To improve net-
work reliability and performance, many network designers have adopted combinations

of these basic topologies.

2.2.1. The Bus

The bus is characterized by a single open-ended, broadcast transmission medium.
"Devices are attached to the bus through passive taps. LAN standards [12] require the
taps to be attached without breaking the bus medium. Clamp-on connectors are used
that allow easy attachment and detachment of stations withouty the disruption of the.

signal on the bus.

WS WS WS WS

o
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tap suppressor

Figure 2.1 The Bidirectional Bus Toplolgy

Attached to each tap is the transceiver which contains the electronics for transmitting

and receiving the signal between the bus medium and the station.



The broadeast nature of the bus permits many stations to receive the same
transmission simultancously. However, there must be some controlling mechanism to
ensure that only one station be allowed to transmit at a time. Within the trvﬂmittml

message there is a destination ficld that identifies the appropriate stations.

There are two distinct broadcast bus n;*twork configurations. The first 18 the
A

bidirectional bus syatern (BBS)in which, as in Uthernet, the signal transmitted by one
station propagates in both dircctions to reach all other stations on the bus. At both
ends of the bus are signal suppressors that terminate or abort the signal thus prevent-
ing interferenc¢e by the end-reflection of the signal (sce Figure 2.1). The second is the
unidsrectional bus system (UBRS) in which the transmitted signal propagates in only one
direction. At the end, the cable is folded back onto itself to create two channels.
There are an outgoing channel onto which the stations transmit messages and an -

inbound channel from which stations receive messages. All signals transmitted on tic

outbound channel are repeated on the inbound by the head end’(see Figure 2.2).

) head end

= P

WS W5 WS WS

Figure 2.2 The Unidirectional Bus Topology -

Another method of achieving unidirectional transmission is by using two distinct fre-

quencies (frequency multiplexing) traveling on opposite directions in a single bus as in



Figure 2.1, All messages are transmitted by the stations on one frequency and lr:u'vl-
in one direction. As the signal reaches the end of the bus it is converted to a second
frequency and travels in the opposite direction where it may be received by a station.
The transmission capacity of a unidirectional broadeast bus is half that of a bidirec-

tional broadcast bus,

The bus structure may be extended into a generalized unrooted tree structure by
connecting two or more buses through active repeaters. A requirement of this arrange-
ment is that no two pairs of buses be connected by iwo or more repeaters. Multiple
paths of possibly different lengths between pairs of stations will result in multipath
interference. The repeaters are transparent to the rest of the network and are not part
of the logical functioning of the network. Their function is to amplify and retransmit
the signal from one bus to the other extending the transmitting distance of the net-
work. This may result in a small delay of one or more bit times. No buffering, packet

recognition or the like is done by the repeater.

2.2.2..The Ring

The ring network topology consists of a unidirectional transmission medium con-

1954

¥
P

nected in# closed ioop. The transmission medium is not contjnuous like the bus topol-
ogf,v')f‘a:ijt b its ctamp-on connectors. Instead, active repeaters, one for each workstation
w : ‘ ’
connected to the ring, are inserted into the medium forming point-to-point connection
betwecen successive pai‘rs of stations. Information travels.sequentially, bit by bit,
around the loop from repeater to repeater in fixed sized packets in one direction. The
repeater is described as active since its function is t,ovrt’gen'erate the message and
retransmit it to the next repeater. An advantage of the ring topology over the bus
topology is that the ring configuration eliminates attenuation of the.signal over the
ring and, hence, increa-ses the signaling distance. In addition, repeaters provide the

access point to insert and remove packets from the ring by the appropriate worksta-

AN



tion (see Figure 2.3).
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Figure 2.3 The Ring Topology

. N . . . . .
On the ring,. us&xll)' only one station has the right to transmit data at any one time.

There are many ways to gain ac®ess to the medium as will be discussed in Section 2 4.

This type of configuration, poinft-to-point p‘bysica] links bct;veon pairs of
repeaters, may be considered as a unidirectional broadcast syhtem‘since_ m‘u]liplo sta-
tions may in turn “listen” to the data on the ring. A potential problem in the ring is
that the data packet may circulate indefinitely unless it is removed. The destination
repeater copies the data and may remove the packet or leave it to be removed by the

transmitting repeater after a complete trip around the ring. The later approach has

the following advantages:

(1) it permits automatic acknowledgement of receipt for the packet. and

(2) it permits multicast addressing, i.e., the same packet sent simultaneously to mul-

tiple receiving stations.



B
The ring lopolog\ is popular in Europe due to an early establishment in lnduqtrloq
and umniversities ol' the Cambr:dgc ring developed at the Unnersnty of C‘ambndgc Eng-

land [6]. In Lhe USA Etbernet and MITRENET bus struciures are more prominent

commercially.

Some of the potential problems associated with the ring topology are listed below:

» : 2.,

(1) Cable vulnerability: In the basic ring topology, a break in any of the links

' between repeaters renders the entire ring inoperable.’

(2) Repeater failure: The basic problem bere is that a failure in any repeater also
renders the entire ring iﬁoperéble. It is difficult to isolate the defective repeater; .

however, it could be shunted off if adouble ring is used.

~(3) New installationl: lnstélling a new repeater to SUpport new workstations requires ).

_ identification of the two topologically adjacent stations. If the total cable length

of tlie ring changes, the ring may have to be retuned.

(4) Diztributed initialization and recovery: If a transient error occurs, some strategy

is needed where all'active repeaters can quickly and simply agree on the‘need for
initializatjon and recovery. The reéponslbillty of imitialization and recovery

should not be assigned to a single station.

The IBM Zurich Ring solves most of these problems by using a star-ring hybrid
Wiribng/structure‘ with partially centralized concentrators {24,25]. The basic idea is

that repeaters or links may be attached or.detached from the ring by\gsing bypass
, a0

relays in the concentrators.

Apart from the‘\removal of the ring problemq the ring technology will become

v

mgly popular for another reason. With the ring, every statlon IS guaranﬁeed a -

Lransmlsqlon wnhm some maxnmum time hmlt Thls makes them extremely valuable
- in time constraint appllcatlons if the maximum time can be reduced below the thres-

i hold requlred by the appllcatlon An example 18 audlo commumcatlon by packetlzed

=7
/
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voice, where the packet delay must be maint,a‘intj_d below a maximum value fqr/ practi-

cal communication. o ~ : ' /

2.2.3. The Star , ' /

- /
/

The star topology connects end &tations point-to-point through//é centralized mas-

“ter. Communication between end stations is one-to-one in contrast to thé broadcast
nature of the bus and the ring'topologies. The centralized station acts as a switching

station between pairs of end stations.

WS A

wSs ws

-
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ws switch : ‘ws
¥,

wSs . ws
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Figure 2.4 ;I;vhe Star Topology
:1;.’!),’

The reliability of a star network larg’é‘ily depends on the central station. Fadlure

.2

- of this station brings down the entire network since monjtor and switching functions.

R W B

g

cannot be transferred to another station. Usually there is a fault tolerant system of
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parallel processors at this central site. To improve reliability and performance, the
computing power at the central station is greater than any of the end stations to han-

dle the combined load from the end stations. , : :

The star L(’?pology is the oldest and least reliable type of‘topology and is used ln .
computer branch éxchange networks. 'fhis topology Fui‘rently simplifies the design"y‘
networks using fiber optic links. By using a single central star repeater, many prob-
fems associated with optical connections are eliminated.. By having a common connec-
tion point the number of physvica].,c‘onnections is reduced, hence, reducinglthe design )

cost. The Fibernet II designed by Xerox is an example of an active star network [38].

o

2.3. Trahsmission Techniques

There are two main transmission techniques used in LANs for the propagation of

a signal over the transmission medium:
(1) baseband, and
‘ (2) “broadband.

The m;jin differences are in the maximum transmission‘speed possible with each

- technique and the fact that a single broadband carrier supports multiple channels. In
LAN design, a key selection decision i1s whether to used baseband or broadband. The
selection mu‘st_b»e based on the relative cost and benefits of each since they offer

advantages and disadvantages over each other.

2.3.1. Baseband

-

Bas'eband uses digital signaling methods with speed béﬂween.l and 1.0 Mbps and,
may be used ontt;.wisted pair and coaxial cables. The entire bandwiath of the médium
13 used to form tixe digital signal and is répresented as const\.ant voltage pulses. The
signal is Bidirectional and, hence, is supported by a bus topo].ogy. Over long disﬂances,

the signal rapidly attenuates, especially at higher frequencies. The signal loses its

.
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b . . . . v -
shape making communication impractical because of the transmission errors intro-
duced. This transmission technique is good for'short distances of 500m or less, while

greater distances will require signal amplification.

2.3.2. Broadband

Broadb:;.nd transmission uses analog signaling in the radio frequency (RF) range 5
to 400'MHz and is used on twisted pairs, coaxial cables or optic'ai fibers. Frequency
division multiplexing (FDM} s employed, where the carrier bandlwidth is divided into
several sections of bandwidths. Each channel may separately support either digital
voice, data, video or audio infor‘mﬂati‘o’n' ora corgbinat,ion of these. Both digital and
analog‘ae\'ices may be attached to the same local arca network with the necessary

A
modem interface.

In a siKcial case of broadband transmission, known as single-channel broadband,
the entire bandwidth of the medium is used as a single channel. The characteristics of

broadband communication are still maintained.

Broadband signaling is unidirectional and covers a greater distance thz;n the
baseband te(:hniq'Ue. Two channels are needed, one for eacil‘ direction, to establish full
communication. 'rhe propagation delay is thus twice that of a baseband channel. RF
modems are also required to transmit avnd recover the informati'on that is place.dvon the
chaqnei. With broadband there are three methods of establishing commumnication

between work stations:
(1) dedicated,

(2) switched, and

(3) multiple access.

In dedicated service, network devices communicate at a fixed frequency. Their RF

me are tuned to that frequency, thus requiring no special protocols. It is possible
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to partition the set of network devices into groups with all devices in one group tuned

to a common frequency.

Devices using syvitched transfer techniques require modems that are capable of .-
changing their freqﬁency by electr(;nic commands. To establish a connection between
two devi’ces, a central controller, at the request of the user, assigns a common fre-
quency to their modems. Th.e devices then communicate at t,hat‘ frequency locking out

all other devices. This is analogous to the switching technique employed by the tele-

phone network.

The multiple access service, which is primarily used by all baseband systems,
allows several devices to communicate on the same {requency, but this requires

medium access protocols to control transmission.

2.4. LAN Transmission Media

There are two categories of transmission media used to implement local area net-
" works. physical lines and radio waves. i or the former, the most common ones used are
twisted pairs. coaxial cables, and opti~ : fibers while the later includes microwaves and
o e ) , - o
HF (High Frequency) radio waves. Eac' medium offers a different level of perfor-
mance. A choice in the medium with a given performance level is made to match the

application at hand.

2.4.1. Twisted Pairs

R\ Qvisted pair is the low-cost transmission medium most commonly used in many
analog communication systems. It is also used in local area networks with low
transmission speeds (1 Kbps to 2 Mbps). Its limitation is.its susceptibility to iﬁterf@r-
ence and noise especially aL higher s;;eeds. Thc interference effect ts minimized by
proper shielding. The Corvus Omninet is a baseband local area network that uses

twisted pairs at a 1 Mbps transmission speed [10]. The IBM PCnret also uses twisted
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pairs at a 2 M11z transmission speed [10].

2.4..2. Coaxial Cables

For higher performance requirements, coaxial cables provide higher throughput,
support many more devices and cover a greater transmitting distance at higher fre-

quencies than twisted pairs.

There are two types of coaxial cables, one is a 50 ohm impedance cable that sup-

- ports baseband transmission and is used in the Ethernet network. The other is a 75
ohm impedance cable that is used in broadband communication and is used extensively
in CATV technology. The éoa*ial cable supports most medium access protocols and
network topologies e*cept possibly the star topology. The central station of a star

topology may not be fast enough to fully utilize the speed of the coaxial cable.

2.4.3. Optical Fibers

Fiber optic cable is the prime candidate for future local area network installa-

tions. It provides the highest potential capacity as well as other advantages over other

types of transmission media. o

In an 6;;tical fiber. lig/ht goes in at one end and comes out of the other irrespective
of the number of twists éna turns on .its Ieng£h. Light travels down the fiber by a
phenomenon known as total internal reflection. There are two types of devices used to
input llight to the optical-fiber waveguide: injection laser diode:; for high s?ecds, and

#

light emitting diodes for low speeds.

Optical fiber's greatest attraction is the high bandwidth of light transmission.
Signal loss is minimal compared to metallic media. Optical fibers are immune to electr-
ical and magnetic interference that other media experience, especially in a factory

environment. Optical fibers provide greater reliability and data security since it is very

easy to detect any taps illegally installed on fiber cables carrying confidential data.
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There are currently many technical difficulties that impede the progress and feasi-
bility of this new technology. An obvious drawback is that new techniques must be

developed in the physical handling and~installation of the cable. In addition, expensive

and complex interface equipment is needed to make use of the high bandwidth.

The connection of optical fibers to the remainder of the network which is elec-
tronic in nature presents some serious pro‘blems to designers. Special two-way
optoclectronic devices are needed. These devices accept light signals from one side and

convert them to the corresponding electronic signals on the other side and vice versa.

The inherent characteristics of fiber-optic technology currently favour the imple-
mentation of the star topology. With the star topology the number of active connec-
tors can be reduced. This techn(;logy is still new, but expects to dominate the design
of all Kinds of local arca networks. Hence, an increased utilization of computer net-

"works will be seen as current problems are solved and design costs pushed down.

2.5. Medium Access Protocols

The collection of devices on the local area network ﬁlust share a common com-
munication medium. The properties of the medium are such that only a single message
can be successfully transmitted over a reasonably short channel at any one time. Two
Or more messages on the.channel will interfere'with one another and none will be

'
correctly received. There must be some rr.lnechani‘sm for controlling access to the
transmission médium to produce correct e_xchaﬁge of information between devices. The

set of mechanisms which permit the medium to be shared among several stations are*

referred to as multiaccess protocols.

An efficient multiaccess protocol would have the following desirable characteris-

—

tics:

AN

(1) permitsthigh effective bandwidth utilization, 7

i,
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(2) produces low message delays,

’

(3) has the ability to support traffic of different types, different prioritiés, with vari-

able lengths, and different delay constraints, and
(4) detects and recovers from errors that may result.

Multiaccess protocols differ by the centralized or di‘sﬁribllt,ed nature of the
decision-making process, the static or dynamic nature of the channel bandwidth allo-
cation algorithm, and the degree of adaptivity of the algorithm to the changing traflic
of the stations. The multiaccess method selected is determined by the network iopol»
ogy, cost in designing the access method, its pcrformance,lvits corﬁplexity and, the
intendod applicat'fon.

A key issue in implementing any multiaccess protocol for the effective utilization
of the channel is whether or not it should be centralized control or distributed control.
A centralized medium access control mechanism offers the following advantages over

the distributed scheme:
(1) There is greater control and monitoring functions are simplified.

(2) The electronics at each station become simpler and are not duplicated.

(3) Problems of synchronization, initialization, recovery and coordination are easy to

solve.
The obvious disadvantages of centralized control over decentralized control are:

(1) There is a single point of failure, i.e, if the central controller fails the network

becomes inoperative.

L

(2) There is the possibility of creating a bottleneck at the central controller under
heavy load, thus, degrading the performance of the network.

Multiaccess protocols are broadly divided into four groups:

(1) controlled access or fixed assignment,
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(2) random access or contention-based,
(3) demand assignment, and
(4) adaptive strategices.

Figure 2.5 shows a taxonomy of the medium access protocols discussed here.

8
multiaccess
protocols
controlled adaptive demand random
access stategies assignment access
) carrier : ure
FDMA  TDMA p
sense aloha
Fontinguou: distributed . . non
. . persistent - .
assignment allocation persistent

Figure 2.5 LAN Multiaccess Control Techniques

Controlled-access protocols offer collision-free access of the channel to a station.
Transmissions are coordinated in such a way that no two stations will attempt to

transmit messages stmultaneously. The channel bandwidth is allocated to the stations,
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independent of their activity, by partitioning the time bandwidth space into slotsin a
predetermined fashion. These techniques take two forms; frequency division multiple
access (FDMA) and synchrongns time division multiple access (TDMA). FDMA con-
sists of assigning a fraction of the bandwidth to each station and confining its access to

that allocated sub-band. This is employed in broadband local area networks.

TDMA coﬁsisls of assigning fixed predetermined channel time slots to each sta-
tion in turn. The entire bandwidth 1s assigned .to a st,utiop, but only during its time
slot. This fixed allocation of time slots does not have to be equal for all users, but may
be changed from time to time to reflect a station's needs. There are two variations to
adjusting the time a stations gets. For the first, called contiguous assignment, the
users are cyclically ordered iﬁ a time sequence in which they access the channel with
their time periodically adjusted. For the second, called distributed allocation, all
access periods are equal for all users, but the frequency of access may be different from

one user to the next.

Fixed subchannel allocations are ineflicient when communication is bursty as s
typical in interactive terminal trafic. Much bandwidth is wasted granting access rights

to stations with little or nothing to send.

A
2.5.1. Random Access Techniques

IZandom access techniques address the randomness of the traffic pattern and
“attempt to overcome the inefficient use of the bandwidth by offering access rightstoa
number of stations with the hope that exactly one station will have a message to send.
This, however, may lead to the multiaccess problem which may result in two or more
stations attempting to use the channel simultaneously. This sceﬁario, in which a colls-

ston is said to have occurred, must be detected and resolved by the protocol.

Collisions degrade the performance of the channel utilization. To reduce the

number of collisions two techniques are commonly used. One is to synchronize stations



so that transmissions coincide with the boundaries of time slots (slotted protocols).
Y
The other is for the stations to sense the busy or idled state of the carrier prior to

transmission (Carrier Sensed Multiple Access - CSMA protocols).

The functionality of the C'SMA protocols depends on the fact that the propaga-
tional delay between end stations is small compared to the packet transmission time.
In this environment, collision is avoided by having a station "listen” to the carrier
before transmitting. If the carrier is busy l,.hc station does not transmit. CSMA proto-
cols are further subdivided dopending on the action taken after sensing a busy chan-

.
nel. In all cases if a station senses that a collision has occurred, it reschedules the
transmission according to some randomly distributed delay. There are two main
CSMA protocols known as nonpersistent and p-peraistent CSMA depending on
whether a retransmission occur; later or immediately following the current one with a

]

probability p respectively.
With nonpersistent CSM A, retransmission is attempted after so‘mo lr:mdom time
such as the truncated binary ezponer‘ztial back-off strategy used x’vith Ethernet (see Sec-
tion 3.5.2). W.ith p-persistent CSMA, the parameter p speciﬁes»th‘.e probability of
delaying the retransmission by the propagational delay. There are.other variations to

nonpersistent and p-persistent CSMA protocols [45].

2.5.2. Demand Assignment Techniques '

These access techniques require that explicit information expressing the station’s
need for use of the communication channel be exchanged. The information may be
exchanged using either a céntralized or distributed algorithm. These protocols include
polling systems in which there may be a central controller whose function is to assign
access rights to the stations based on the information reéeived,. The centralized stra-
tegies are unreliable since there is a single point of failure and the performance is ;

degraded for systems with long propagational delays. With distributed algorithms all
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stations receive the same information and independently execute the same algorithm.
oy »
There are several distributed demand assignment protocols used for the bus and ring

topologies using an implicit or explicit token strategy [12].

2.5.3. Adaptive Strategies

Ioach of the protocols discussed previously has its advantages and limitations, No
one scheme performs better than all other schemes over the entire range of system
traflic. At low lr'nffic a TDMA protocol is inefficient, but gradually provides higher
utilization as the traflic increases for all stations. The converse is true for CSMA pro-
t;)rols. the channel is better utilized at low traflic, but quickly docr?ases as the station
trafic intensity increases since collisions are more frequent. A truly adaptive strategy
is one which offers high utilization of the channel independent of the varying load

placed on the network.

~ There are few stand-alone protocols which have this adaptive charteristic. Adap-
tivity is usually achieved by a_combination of two or more control strategies [45]. This
requires that a cﬂrtain amotimt of ’informalion be collected about the stations activities
through some distributed method. The protocol may then be switched between control
modes based on the information received in an effort to maintain a near—optixﬁum per-

formance at all times [45].

The Ethernet CSMA/CD protocol is used for the simulated PACS. It is an adap-
ive protocol which maintains high channel utilization by adjusting to the total load

fl ;Z%d to the channel. The details of the Ethernet protocol are discussed in Section 3.4

‘Be next chapter.



Chapter 3

The Proposed PACS

Picture Archiving and Communication Systems (PACS) are becoming increas-
ingly important in the medical field for storing, processing. and managing digitally for-
mated radiographic images generated by various medical imaging devices. These sys-
tems have received much int(’r('s.l, and attention in the medical community for the

diagnosis and treatment of illness [16).

Two differences between PACS and tho;onvention:xl local area network are:
(1) the large amount of data to be exchanged between devices on the PACS, and
(2) the vast amount of storage needed in PACS,

A typical picture with 512 x 512 pixels and an 8;?it grey scale corresponds to 2.1
Megabits of information. This magnitude of data will require high-volume storage
units for storing digital i{nages. In contrast. an 1/O record size of tens to thousands of
bytes are common for most computers. A new array of storage devices and technolo-
gies have recently become available, allowing digital (or electronic) archiving of medi-
cal images. The most popular is the optical disk which allows in the neighbourhood of

1000M bytes of data to be recorded on a single side of an optical disk.

One immediate concern 1s to determine w\hether or not the available local area
network technologies as discussed in Chapter 2 can be combined with these storage
devices to provide the desired response times for the application at hand. Response
time is defined as the time interval betwieen the instant the user types the last charac-
ter of the input request and the instant the last pi;(el of the output image is presented
.aL the display. A PACS is workable if it allows the radiologist and physician easy ;md -

!

fast access to radiological images of patients, past and present, at any time from any



location. It is, therefore, important that all performance aspects of these rapid-
response, high-volume systems be understood in order that they may be used as va ~,

able tools.

This chapter describes a proposed architecture for a PACS. A design study with
the aid of a simulated model is presented in order to establish meaningful system
parameters and performance par:nm‘t,cr; which may be used in the design of a PACS.
Such parameters include the expected response time to be experienced in retrieving or
processing an image and the communication channel capacity needed to provide the

required response times.

3.1. The PACS Architecture

The proposed system (see Figure 3.1) consists of a single 500m bus commu nica-
tion link and attached at points along the bus are several imaging devices which may
be divided into four classes. The first class includes all digital image acquisition dev-

“ -~ . . P . - .
ices from which the still frame form of a digital image can be acquired. Picture
storage devices constitute the second class with at least two levels of storage. an active
storage and an archival storage. The third class consists of an.image processor that is

. S . .
connected to the bus. The fourth class of devices is the user workstatsons which pro-
vide the picture viewing facility.

Common acquisition devices are ultra sound, nuclear medicine systems, X-ray
computed tomography scanners and magnetic resonance imaging systems. These dev-

-@~ -
ices may be installed at any point on the bus. They all produce digital images that
allow the radiologist to perform more significant image transformations than the con-
ventional analog counterpart. Digital images can be manipulated to construct
different views of the subject, to measure different densities of the tissue and other

>

enhancements only possible with digital processing.

N
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For image storage, an erasable medium such as a magnetic disk may be used to
g g g y
provide active (on-line) storage serving as an intermediary storage device.
image image - | magnetic use
acquisition . |acquisition ' disk staciorn 1
device 1 device 3 | - | (active)
' "
- j
e S I SN —1
' Ez
image Cimage |- "~ |” optical user
. |acquisition 8 S disk B
- 1 device 2 processor (rarch‘i"ve) station n
;
AN, Figuré 3.1 Bus Configuration for the Simulated PACS
Yy ’

 The most recently referenced images which are acquired, inspected for completeness,
! RS !

“processed or collated are kept in active storage. For functional reasons, the active
store shouldnot exceed the equivalent of-one week’s work (the number of images pro-

cessed in one.week) [11]. Archive storage is done on a read-after-write-once medium

3

such as optical laser disk. For this application, it is desirable to keep all images

Dy

acquired for an indefinite period of time. In addition, these disks have significantly

W

higher ca.pacitwy than the mégnetis disk and are thus suited for archival storage. With

either medium, ﬂhe retrieval time is minimized by coﬁlputer controlled search and

access. Oun-line retrieval (retrieval from active storage) time should be less than two

seconds per image while that for archival retrieval should be less than ten seconds per

A
W
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image [11]. S _ \
The image processor is a computer system which provides enormous processing

power.to the workstations. The processor will be shared by the workstations eliminat-

ing expensive duplication of processor power at the workstations. ,

The workstations will display‘images stored or processed appropriate to the
radiologist’s needs. The workstation includes memory for local image storage. In the

model presented it is assumed that enough RAM memory is provided to allow a max-

Amum of four images to be stored locally. Hence, 512°« 8 images require 262 Kbytes of

memory, 10‘2»'12 x 8 images require l.‘049 Mbytes and 2048° x 8 require 4.1943 Mbytes.
F@c‘h ﬁ'orks‘tatvion is provided with processing power; however, this.is limited and is
restricted to performing local functio_ps such as editing the image‘on the screen. Other
graphic functions and local imuge processing are performe(i by the local processor. It

is expensive and, hence, not economically feasible to provide all the processing power

at ¢ach of the workstations. An array of display devices are available on the market

 which offer different levels of sophistication regarding resolution, colour, and intelli-

gence. In this system the smallest image to be displayed has resoluﬂibn of 512 x 512

picture élements with 8-bit intensity levels. To explore the system activity for larger

A;,::\images', display devices with higher resolution are considered.

These different devices all communicate with each other via an Ethernet protocol
on a single 500m bus. The bus may be extended to 1500m through the use of
repeaters. Any bus transmission medium may be used that will provide the high capa-

city needed. In this system, the communication bus is assumed to be error-free.
. ' oY
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3.2. Image Acquisition

i

An image acquired by an input device is said to be stored when it is transferred
from the gource or acquisiLioﬁ aeviée to active storage. This input activity as depicted
in Figure 3.2 and called generate is performed by a technician at the image acquisition
device. It is aséumed that: input devices produce a single frame of a digital image to
be stored.in the system; the image acquisition times are random, i.e. image afrival
behaviour is Poisson. At the'input deviée the technician decides when an image is to

be stored and initiates the corresponding request.

. image . magnetic
A ymage .
acquisition : disk
device . (active) '

Figure 3.2 Image Acquisition Communication Path .

The image is then stored in a buffer at the input device until it is transmitted to active

storage device via the communication link.

3.3. User Activities and Workload Characteristics

The PACS provides the radiolbgist"withian interactive interface to picture infor-
mation. The radiologist sits at a workstation and c;)nduqt,s an interacii\'e session with
the information on the screen by the use of a keyboard, mouse or other interactive
device. The activities defined for the simulated system, and performed by the user at
a workstation, are divided into five groups: singlg-image display,\multi-image display,

edit, manipulate and browse. This mix of activities performed by a user is given by a
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probability distribution function thaﬂ states the percentage with which eachv activity 1s
performed. For examf)le, forall activities performed, 10 may be. single-image v
displays, 30 multi-image displays, 30% edits, 209% manipula"tions, and 10% browses.
The overall workload on the PACS con:siétrs not only of the above activities from all
user workstations, but also includes external input from the‘image acquisition devices 4
and from the images transferred from the arc&?:’a] storage to the active storage. The
transmission between the archive and %ct,ivéf}.?\'arage devices is transparént to the user,
but of course impact on the traffic on the channel. "The initial research on the work-’
load activities is reported in [29].

A user session consists of two hours of continuous user a(;t.i\'it)' at a workstation.
A user session includes a short break of five to ten minutes at the end allowing a
cflzxnge of user at the station. .lt is assumed that the first activity of a user sessionis a
singlo-ima;'e display with probability one. This system allows for multiple worksta-

L .

tions. hence, several user sessions will be conducted simultaneously. The details of the

five user activities will now be described.

3.3.1. The Display Function

\

"The most important function of a workstation is concerned with displaying
images which are p.r(j\"ioushly stored on the PACS. The two display modes possible are
stngle-tmage display mode and multi-image display mode. In siggle-imag‘e.display
mode, a single image is displayed at the workstation ai a time. Multi-image display

mode supports workst,at,ioﬁs with multiple screens. It is assumed that up to four

images will be returned to complete each multi-image display request.

Figure 3.3 shows the communication path for the image retrieval protocol. The
radiologist at the workstation makes a request for a specific image which i1s delivered
via the communication net to the workstation. In this system only the most recently

referenced images are kept in active storage and "old” images are sent to archive
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storage {e.g., optical disk). Furthermore the current location of a requested image is

unknown to the radiologist.

j

request . request. L
user I magnetic — optical
display i disk . disk
station '[gaige (active) lmgge (archive)

Figure 3.3 Single-lmage Display Communication Path

Consequently two communication paths are possible for displayving an image depend-
ing on whethcr‘the image currently resides on active storage or on archival storage. If‘
the image is on active storage it is immediately posted to the requesting workstation.
Images pot on active storage must first be brc"iugh.t‘ from ‘archival storage to active
storage where a copy of the image is kept before it is se'ntr to the requesting worksta-

tion.

display image display
request reply ends
display response think time Lo time
/

Figure 3.4 Time Sequence for Single-Image Display Function
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Both paths will produce diﬁefént retrieval response times. After the image is delivered
to the workstat-ion, the user needs a‘think period for exarhiniug the image and deciding
on the next ac(.,ivity to be pérformed. Figure 3.4 shows the time sequence of events for
the display activity.

3.3.2. The Edit Function

1

The edit activity is used to edit images which are currently being displayed at the
workstation. This image would have been accessed by a previous activity such as
display. Modifications performed locally at the workstation include the addition of a
brief note or icon for future reference or flagging the image for deletion frém the sys-

tem.

user . magnetic
display ‘fi’;“ﬁf disk
station 28 (active)

Figure 3.5 Edit Communication Path

The edited image is then transmitted to active storage where it replaces the previous
unedited version or causes it to be deleted from the system in the case of a deleted
image as depicted in Figure 3.5. Figure 3.6 shows. the time sequence for the edit

activity.
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™
editing editing . edit func.
begins ends , ends
editing time think time

Ly time

Figure 3.6 Time Sequence for Edit Function

© A time interval is required for editing the image and this editing process is then fol-
lowed by a think time during which verification of the desired modification is made.

All editing functions are done by the local processor at the workstation.

3.3.3. The Manipulate Function

1
:
]

Extensive -modiﬁcat‘io'n to an image such as image enhancement or image smootﬁ-' ’
ing requires morgprocessor power than is available at the workstation. Hence, manipu-
lation activities require the image processor of the PACS. Usiﬁg the communication
facility, the image is transmitted to the processor which performs the required

o

enhancement and retransmits it to the workstation (Figure 3.7). After the enharced
image is received at the workstation, the image is redisplayed for final inspection. The
radiologist has the option of storing the enhanced image or rejecting it. At this stage,

the manipulation function is complete and the next activity may be initiated at that

station.
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image
processor

image
I

enhanced

2

user
display

'station

enhanced

3

magnetic
disk

(active)

Figure 3.7 Manipulate Communication Path

Al enhanced images kept are now considered new images. The new image is stored in

buffers at the workstation to be transmitted to active storage.

L 4

The total time required to manipulate an image is the sum of the time to transmit

the image to the processor after the request to manipulate is made, a time period,

needed to actually process the image, the time to transmit the processed image bdck to

the workstation and the final think time after the image is received. Figure 3.8 depicts

the time sequence of events associated with' the manipulate activity.

request
manip.

processor
begins

image transfer | manip. time

processor
ends

image transfer

wkstat manip.
. recelves ends
think time

Y

time

Figure 3.8 Time Sequence for Manipulate Function



During the entire interval since no other activity can be performed at the display sta-

tion, the radiologist waits for the response.

3.3.4. The Browse Function

The browse activity provides the radiologist with the facility for searching the
V.

image database for a particular image withysome specified characteristic. For func-
tional and performance reagons, the complct(‘ image from a browse activity is not ini-
tially returned to the workstation. Instead alow resolution image of 4™ pixels is
returned where n successively takés on the values 23,4, to a maximum value N If
the size of an image (horizontal x vertical) is | pixels then N = log,/, so that for the
value n = N\ the complete image will be returned. However, the radiologist may be
provided with enough image detail at an carlier stage in the partial search to make a
decision on whether to abandon the transmission of that image and continue the
search with a next image or to request the complete image from active storage. This
progressive procedure reduces the total data transmitted in a browse activity, since,
for oa%h of the images browsed less than the full image i3 returned except for the last

1mage.

. brw. request ) brw. request .
user i magnetic ) optical

display . disk . _ disk

station brw.;gmge {active) brw.'zlgmage (archive)

Figure 3.9 Browse Communication Path

Figure 3.9 shows the commhnic:_xtion path for a browsed image which may reside either



on active storage or on archival storage. \
browse browse request receives browse fn.
image 1 image'l image | image | ends
image transfer think time .
- , » time

Figure 3.10 Time Sequence for Browse Function

Figure 3.10 shows the time sequence of events associated with the browse activity.
After [ images are browsed according to the progressive scheme described above, the
final image is requested from storage as the required one. This is then followed by a

think period during which the user visually analyzes the image.

3.4. The Ethernet Network

Fthernet is a local area network developed jointly by Xerox Corporation, Digital
Fquipment Corporation, and Intel Cofporation [47]. The Ethernet LAN provides a
communication facility for high speed.data exchange among computers and digital

devices located within a moderate geographical area.

Ethernet is intended primarily for use in areas such as office automation, distri-
buted data processing. and other situations requiring economical connection for local
communication carrying bursty traffic at high data rates. It should be noted that Eth-

\

ernet is not intented for real time applications or applications requiring a guaranteed

response time [47].
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The primary physical specifications of Ethernet include:

(1) amaximum data rate of 10 Million bits per seconds (10 Mbps).

(2) a maximum station separation of 2.5 Kilometers (5 x 500m segments).
(3) amaximum number of 100 interfaces per 500m segment.
(1) The medium is a shielded coaxial cable that uses baseband signaling.

The Ethernet protocol is fully distributed and employs a statistical algorithm for
contention resolution (CSMA/CD, see Chapter 2). The truncated binary exponential
backoff algorithm (see Section 4.3) is used to stabilize the network under all load con-
ditions. in the sense that the delivered traffic does not decrease as the total load offered
increases. The message protocol permits variable size packets to be transmitted. The
Fthernet i)?\(‘l\'(‘l accommodates a data field of 368 to 12,000 bits (18 to 1500 bytes) of

information.

The chief goal in the Ethernet design is fairness and simplicity. only necessary
functions are incorporated, thus mihimizing the cost of connection. All stations have
equal access to the network with no priori't_v given to any station. Error control is lim-
ited at the lower lavers to the detection of bit errors in the physical channel, and t’h(*
detection and recovery from collision. Complete data error control is provided at the
hi;;,hor layers of the network architecture which is outside the scope of the Ethernet

specifications.

3.4.1. The PACS Network Model

The physi¢al communication system and the protocols interfacing Jwit‘h worksta-
tions are two essential parts of any PACS. The PAYCS model presented uses Ethernet
on a 500m b‘aseband coaxial cable system f.ox; image transmission. The cable connects
several imaging devices. The quax;tit.y of data in an image that will be exchanged

amou}g/ the devices of the PACS and the transmission speeds are limiting factors to the

-
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maximum number of devices to be connected. N

4
Bridge Communication Inc. provides communication servers (called ('S/1) which

can connect up to 32 standard imaging devices to an Ethernet [15].

Since the Ethernet protocol specifies a maximum data field of 1500 bytes per
frame transmitted over the network channel, images must be fragmented into packets
of appropriate sizes before they can be transmitted. The original image 18 recon-

structed at the destination from the sequence of packets received.

The PACS communication model presented here adopts the layered appr"ozu‘h to
computer network architecture, based on the first three layers of the reference model
of the Open Systems Interconnection proposed by the International Standards Organi-
zation [12]. The corresponding three layers for this PACS network model are as fol-
lows:

(1) the Physical Layer,

(2) theé Data Link Layer, and
(3) the Data Network Layer.
In the model simulated, . - communication channel is assumed to be error free so that

data is neither lost or mangled. Only the above three network layers are addressed in

this design. These protocols are fully distributed, hence, each devices executes the

protocol independently.

The main design issue concerned with the physical layer is the transmission of the
information bits over the channel. This layer provides a channel with a capacity of
bits per second. The channel can therefore transmit D bits of raw data from source to

destination in ¢ seconds, { is given by:



where d is the propagation delay between source and destination. The channel capa-
city is one of the system variables considered in evaluating the performance of the sys-

tem designed.

3.4.3. Data Link Layer

The second layer takes the raw transmission facility provided by the physical
layer and transmits packets from source to destination, hence providing an interface
for the next higher layer (the Data Network Layer). The three main functions of the

A\

Data Link Layver are:

(1) data encapsulation,

(2) data decapsulation, and
(3) link control management

In data encapsulation, performed just before a packet is transmitted, the packet
is framed by prefixing and postfixing a nlumber of ini;ormatiou fields to thé data
transmitted (see Figure 3.11). Two addresé fields are prefixed to identify the destina-
tion and sourc;' stations for this framé. A third prefixed field indicates the type of
frame to be encapsulated, this field is used by the higher layer protocols. The data field
contains the user data to be sent on the channel. Postfixed to the data field is the

frame check sequence used by the data link layer to detect collisions or any errors that

occur during the frame transmission.

Data decapsulation, the inverse of data encapsulation, occurs just after a frame
has been received by the data link layer. Frame boundaries are recognized, the frame
check sequence is generated and validated with the re- 1ved one. Accepted frames are
disassembled, fields are striped aw&y and the resulting packet is passed to the next

higher level protocol (picture network layer) at this réceiving station.



Destination
(48 bity)

soucre
{48 bits)

Frame Type
(18 bits)

l.'ser Data
(368-12.00 bits)

-

' Frame Check Sequence
(32 bits)

Figure 3.11 The Ethernet Packet .

Link control management is concerned with channel allocation and contention
resolution. It executes the protocol for gaining access to the communication channel

and for removing a frame from the channel by the appropriate station.

To transmit a constructed frame (a packet to which the subfunctions of framing.
addressing and the adding of error detection information has been performed), the
data link lawer protocol first senses whether or not the channel is busy to avoid colli-
sion with other traffic on the channel. If the channel is free then the station wishing to
transmit puts its information on the chanhel.. Whenever a station senses a busy chan-
nel it defers its transmission to the passing traffic. The station continues to sense the

chanupel until the channel becomes free (the last bit has passed) and then after a brief
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interframe delay its transmission is initiated. The interframe delay facilitates the

,

recovery of good frames fer'damaged ones and allows all transmitting devices to

compete faily for th\e‘c‘hahnel. :

¥

When mﬁl{‘iple‘statio‘hs attempt to transmit at the same time, it is possible for
their transmission to interfere with each other despite their sensing an idle channel.

The collision of transmissions occurs only during the initial part of a transmission,
» [ ) . .

¥

called the collision window,""which is the time the signal needs to propagate to alluparts

of the Ethernet channel, referred to as the propagation ”d.elay of the link. The length

&y

of the collision window is equal to the r‘ound-trip‘propagation time of the physical

channel which in this case is 6. microseconds. M

. b' . = . - - .‘ “ .
In the event of a collision, the data link layer executes a collision detection proto-

‘

col. First the collision is enforced by transmitting a special bit sequence' called the jam
signal (48 bits long). ‘The jam signal ensures that the duration of the collision is

sufficient to be detected by all transmitting stations. After the jam signal is'sent, .
transmissions are terminated for all stations and are rescheduled to occur after a ran-

dom time period.

&

. Thé random time period selected, before rétransmission is attempted, is a func-

_ tion of the number of previous retransmission attempts made for the same. packet at a
‘ B . = . . - s

specific workstation. The controlled randomized process, callq_)d truncated binary ~

exponential babkb_ﬂ” is adopted in an'attempt to resolve collisions as well‘as to adjust

e

channel load. The length r of the random interval, before the jf" retransmission
attempt. is a multipje m of a slot time (a slot time is the sum of the propagation delay
and the time for the jam signal). The multiple m is a uniform random number in the

range 0 < m < 2% ="min(5,10), where k= min(}',lO),

i

S . P
Frame reception includes both data decapsulation and some data link-manage-

ment aspects. Data decapsulation is comprised of the functions of address recognition,

|
| |
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frame check sequence validation‘and frame disassembly proauc'm.g the original data
packet. The data link layer main management function is to filter out collision frag-
ments from the completed incoming frames received. The packets are then passed to

the next higher Iayber (the data network layer).

3.4.4.4 The Dats Network Layer

The third layer provides the interlace between the computer at the workstation
and the network. The fragmentation of an image is done by this layer. At the source

-

the i image is partltloned mto a set of packets of maximum size, each contalnmg
appropriate header mformatlon These packets are passed down to Lh%!‘data link layer
for trapsmission to the appropriate destination. Also at the data network layer,, house
keeping functions such the collection of n,etvyork ~tx;aﬁic st;'a.tistics'ma}' be performed;
however, this level of SOphisticatvion is not added. At the de-stinapion, t,hé data network

layer receives the packets from the data link layer and reassembles the set packets

received into the complete image before passing the image to the workstation. -

A simulated model is used to represent the proposed PACS. [ts implementation

details are presented in the next g,};&apter.



Chapter 4

The Simulation Model

The simulated model for the PACS and the workload discussed in the previous

chapter is an event driven model [18]. The input parameters, the functions to be simu- .

“lated and the output variables are discussed in detail in;the following sections. An

overall view of the main mbdules of the si@étion model is shown in Figure 4.1.

e

~ data
‘HWhitialization

system .
initialization @ °
simulation -
driver K
B
activity - activity transmit receive print
type 1 type 5 frame frame results
end

Figure 4.1 The Simulation Model
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The main modules of the simulation model are: .« '

(1) adatainitialization module, %

(2) asystem initialization module,
(3) asimulation driver module, and
(4) a print result module.

The data snitsalszation module initializes all the output variables used for the col-
lection of performanc‘e information as the simulation proceeds. Details of the output

variables are discussed in Section 4.3

The system initialization module builds the simulated PACS by setting up the
pecessary que‘*{msv, and reading in all system input parameter values and user workload
characteristics. The system par'amefers defipe the system configuration to be used for a
simulation run. These parameters include the lengt.vh of the simulation period, the»
capacity of the- channel, the image size proceésed by the PACS, the number of input

devices. the number of user workstations and the memory capacity of the active

age. Details are given in Section 4.1. The archival storage is assumed to be as

large as necessary.

For each simulation run the length of the observation period is specified in days.
Each day is assumed to have ten hours of consistent PACS usage which are divided
into two-hour sessions. At the end of tile day a system house-keeping function is per-
formed. During L'his ‘period, the house-keeping function reduces the number of images
stored in active storage to thirty percent of its capacity by transferring all excess

images to archival storage.

Initially, active storage provides one tenth of the total image storage of the PACS
and is loaded to thirty percent capacity, while the rest of the images are considered to
be stored in archival storage. Images processed during'the course of a day are tem-

porarily stored at the active storage. Should the active storage capacity be exceeded,




the house-keeping function, which causes the least frequently referenced images to be

transferred to archival storage is activated, thus freeing active disk space.

The system initialization module also specifies the random time before the first
image arrives at each input device. The interarrival times for images acquired are

taken from a truncated exponential distribution with a specified arrival rate.

The first user activity for each workstation starts during a small random time of
about 30 seconds at the beginning of a session. The first activity function that a user
performs at the workstation is assumed to be a single-image display. Subsequent

- \
activities (single-mode display, multi-mode dispi‘ay, edit, manipulaté and browse) are

“determined from specified probability distributions as discussed in Chapter 3.

The simulation driver determines the "next event” occurring in the system,‘thc
time of that event and the associated device. :I'he next event defines the next stat,‘e of
the system. This event is found by maintain”ing a queue of events in chronological
order. The lowest time event is.xié‘rnoved from the event queue and processed. A sub-
.routine corresponding to that event is triggered which performs tht appropriate
actions causing the transition to the next system state. In processing an event\v a pro-
jected event may be gener‘ated and added to the event queue. For example, if the sys-
tem is currently initiating the transmissiop of a packet then the next receive time of
that packet at its destination is determined and the corr‘esponding event is inéerted
into the‘e\'em queue. The time for the receive event is calculated from the channel
capacity, packet size, and propagation deia)%;?bf,the channel and will be processed at -

the correct time.

,

There are five user initiated events corresponding to the five user-functions
(single-image display, multi-image display, edit, manipulate and browse) and two sys-
tem initiated events (transmit and receive). -In addition, there is an event associated

-withimage input which causes newly acquired images to be stored in active storage.
" (\ " .

\
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The simulation driver takes the system through the eight events until the specified
simulation time has expired.

3 ‘ m

The print result segment is entered after the simulation is completed. The results
of the specified performance measures are calculated from the output variables and are
presented in tables. Note that after each user section the measures for the mix of

activities are calculated and averaged over all users, then at the end of the simulation

run these values are averaged over all sessions.

At the center of the model is a pseudo-random number generator that uses tlie
mired congruential method to generate values from a uniform distribution between 0
and 1 [17.26,36]. This is by far the most popular pseudo-random number generator

“used for producing a uniformly distributed sequence, Xo, X \Q The general for-
mu.la i.s given by: |

Xper = (aX, + c) mod m,

where:

m is the modulus, m > 0,

.

a 1s the multiplier, 0 € ¢ < m,
¢ is the increment, X is the starting value (seed), 0 = Xy < m.

By choosing the values for m,a.c, and X carefully, the sequence of numbers pro-
duced can be shown to be completely random with a period of maximum length m [26].
The resulting uniform sequence of random numbers in the range (0,1) can be used to

generate values of specified statistical distributions.

-

For example, if images arrive at the input devices with rate r and have a Poisson
behaviour then the interarrival time ¢ between images is generated from an exponen-

tial distribution where ¢ is given by:

.

t = -—-l—ln(l - p)
r
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and p is the probability that an image arrives at an input device in the next time

interval (.

The performance of the PACS depends on the system parameters and on the
input workload placed on it by the users. The input workload is generated from two
sources (see Figure 4.2). The first source is from the external image input devices, and

;

the other is from the activities created by the user.

- external
input
PACS system -
performance
user
actIvity.

Figure 1.2° The PACS Workload Model

The measured system output performance inéicates how well the system is per-
fo;'ming its funt’tion. The o.utput performance will, ir_xv turn, influence the number of
activities performed by the users. The following three sections describe the input to
the system, the system functions and the measured output variables. The default

values and assumptions made for the simulated PACS is given in Section 4.4. Some

highlights of the simulation implementation are briefly discussed in Section 4.5.

»



4.1. The Input System Parameters

The input system parameters to the simulatcd model include the following:
(1) A the bus transmission speed (capacity),
(2) the number of image acquisition devices (input de\'/ices),
(3) the number of user workstations connected to the bus,
(4) the size of the image to be processed,
(5) the capacity of the magnetic disl{ used for active %;age, and

(6) the user workload characteristics.

The channel transmission speed is one factor which limits the minimum achiev-
able image response time. For example, to transmit a digital image of standard size
v

(512 x 512 x-8 = 2.1M bits) on a channel with 1 Mbps capacity requires a theoretical

transmission time of 2.1 seconds.

LY

Ideal Transmission Times (secs)

Image Size (bits) = 19.2 Kbps 1 T\.ibps 10 Mbps 100 Mbps
256 x 8 = 024,288 $27.3067 0.5243 0.0524 0.0052
5125 x &8 = 2,097,152 209.2267 2.0972 0.2097 0.0‘210.

1024~ X R = 8,388,608 436.9067 8.3886 0.8388 0.0839
20487 x 8 = 32,554,432 1747.6267 32.5544 3.2544 0.3254
~‘109(5'3 x 8 = l34,21f,7‘28 6990.5067 _134.21?7 13.4218 1.3422

Table 4.1 Image Ideal Transmission Times

[
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Table 4.1 gives a number of image sizes and their corresponding theoretical transmis-
sion times for various channel capacities, where the theoretical transmission time of an
image is the ratio of the number of bits in the image and the channel capacity in

Mbps.

Since the image sizes exceed the maximum packet size specified by the Ethernet.
protocol, images must be fragmented into a sequence of packets before transmission on
tlle‘}bus. Header information is added to each packet which effectively increases the

' total number of bits sent per image. For exan;ple a standard image of 512 x 512 x 8
bits consists of 175 packets which adds 25,200 (175 x 144) bits of overhead. In addi-
tion. packets may collide, further increasing the image transfer time. The actuél
transmission time including, for example, protocol overhead, contention period, and
probugation delay, vis called the smage transfer time here. The image transfer time is
thus defined to be the time interval between the instant the first bit of the first packet
for the whole image is placed on the bus until the last bit of the last packet arrives at
its destination. The ~values presented in Table 4.1 are ideal lo‘Wer limits for the image

transmission time. The simulated PACS include all the factors affecting transmission,

hence, longer image transfer times are realized.

-
The simulatcd system may be configured with one to five image acquisition dev-
ices connected to the bus. Images are acquired from these devices according to a Pois-
son arri\':‘xl process with different mean arrival rates r,r,, . .., r.. The results
presented in Chapter 5 were produced with three input devicgs each with a specified
) ®
average interarri\fal time of 5 minutes or an arrival rate of 12 images per hour. An
“average siz; radiology,depart-l/nont deals with about é0,000 new images per year [27].
\’Vith 250 working days a year, this results in 360 imagés per da& or 36 per hour (0.6
images per minute) over all three input devices. Hence, each one of these input device

should generate 12 images per hour which gives an average interarrival time of 5

minutes.
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The number of workstations connected to the bus can be one or more, the results

‘presented in Chapter 5 show the potential maximum number for given image sizes,
4 g

»

channel capacities, and workloads.

Theé image size is describml{\ by its horizontal and vertical dimensions giving the
number of pixels in each row ;md"‘column, respectively, and by the intensity level for
cach pixol‘.. In the simulation runs the image size selected i1s common for all devices on
the I’:\(‘:‘. Note, however, that this may not be the case for a real PACS. Each ty pe of
mmaging d(‘\'icg may }1‘:;\'0 different image resolution and format requirements, however,
for a clear interpretation of the results the image size used is the same for all devices.
The standard image formats of 512° x.8, 1024° x &, and 2048 x & were sol(‘ct.cd for the
results discussed in ('hap:tor 5. ol

L
L

The active storage provides one or more 400M byte magnetic disks. The number
of disk units selected depends on the average image space consumed daily during
active storage. The simulated PACS is reconfigured by adding one or more 400M bytes

disk as needed. 1600M bytes of active storage were used for the results in Chapter 5.

4.2. Simulated Functions

There are five'user initiated events corresponding to the five user activity func-
. [

. ' i :
tions that may be executed at the workstation. The user makes a request to the system

which then responds appropriately.

For the single-mode display, the request fo‘r a specific image causes a request
packet to be assembled and transmitted to the active storage. If no other packet is
awailling transmission at that device and the bus is freeAthe request packet is transmit-
ted to the active storage device immédiately after the packet is assembled. When the
request packet is received at the active storage unit the éorresponding image 1s placed
1o the transmit buffer as a series of packets to be sequentially transmitted to the

requesting station. After the entire image is received and displayed at the workstation,

Vv



a think time of random length is added, i.e. the image remains on the screen during
that time period. The think time interval has a truncated exponential distribution (sce
Table 4.2) w-ith an average time of about half a minute. After the completion of this
single display activity, the next activity is specified. The total time for the display
activity consists of the image response time plus the think time. For this system work-
foad, it is assumed that ninety percent of the images displayed by the single-image
display function will be accessed from active storage and the other ten percent from

archival storage.

Distribution Funetion Parameters
Function think time (secs) a ‘ —::— b E[1]

single-image display think time 2 30 120 29.64
Multi-image display think time 2. 30 120 - 29.64
Edit think time 30 60 300 86.97
Manipulation think time ‘ 60 120 600 173.93
Browse think time 30 60 300 86.97
Image processing time (secs) 10 60 120 49.07
Image editing time (secs) 2 5 10 4.98
Image iuterarrival.lime {secs) ‘ 10 300 800 305.40

I

Table 4.2 Truncated Exponential Distribution Function Parame¥ers



The multi-smage display consists of two, three, or four simultaneous single-image
display functions. This may be viewed as displaying two to four images on a multi-
screen display unit. The number of images, 2 or 3 or 4, is selected from a uniform dis-
tribution with a probability of 1/3 for each. As for the siny - -image display function,
nincty percent of all images displayed using the multi-image display function come

from active storage with the other ten percent from archival storage.

The £'dit function consists of an editing period (local processing time) followed by

a think period. Both of these have truncated exponential distributions (see Table 1.2).

'I"ho Manipulate function causes the image to be trm;smittod from the user works-
tation to the processor. The amount of processor time needed at the processor ranges
from 2 seconds to 10 seconds and has a truncated exponential distribution with an
average time of 5 scconds. After the enhanced irﬁagc is returned from the processor it
ts displayed on the screen for a random think time of about 120 seconds. The think

time is taken from a truncated exponential distribution (see Table 4.2).

The Browse function. first requires fh(‘ number n of low resolut.ion images to be
returned before a decision is made about the the acceptability of the complete image.
The value n is randomly chosen from the range (2,N) (n and N are defined in Section
3.3.4). Twcnty—ﬁ\"e percent of the time the full image is acceptable and, hence, the
complete image is transferred from the storage. Seventy-five percent of the time the
image is not desired and the browse procedure is repeated for one tmage after another
until an acceptable image is found. The display of‘t the ;1cce.pt¢d image is followed by a
random think period. The browse function 18 considered complete only when a desired
image is found, 1ts transfer is complete and‘ the user think period expires. During the
display of the low resoﬁlution data no think times are included on the the assump‘tion

that the user views the low resolution images as they build up to form higher resolu-

tion images. The random think time after the final image is accepted is taken froni o
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truncated exponential distribution with an average think time of 60 seconds.

The truncated exponential distribution function J(t) is used in generating all

think times and other time intervals used in the simulated model and 13 given by:

j“) = _&C_—_”_(‘__;_i__

I~ et a

where a and b are the lower and upper limits respectively of an interval ¢ from a dis-

tribution with specified average value I/p and a S ¢ < b,

In addition to the user functions, there are system functions transmit and recesve
that include the communication protocols for transmi#¥ng and receiving images sent
! TANE @

on the PACS (see Section 3.4.3).

The other modules which are executed by the simulation are the systemn's house-
keeping module and the clean up module. The system house-keeping module transmits -
images from active disk storage to archival disk storage. This transfer of images. to
provide space for the start of the next day, occurs at the end of each day. The number
of images transferred is the minimum number that will free-up seventy percent of the
total :1cfive disk capacity.

@ The clean up module is used to purge the system of all incomplete user activities
when the two-hour user session terminafes. Purging is done at each device with the

exception of the input devices which are allowed to continue their input functions.

4.3. The Output Variables

During the simulation, values for several performance measures are collected and
the minimum, average, maximum and standard deviation of these measures are calcu-
lated. These values are calculated for each user for each session, and then over all

. . . & :
users for each user session. At the end of the simulation run theaverage values pro-
duced in each session are then averaged over all sessions. The values are presented in
tables for each device type. The device types are the input device, the user worksta-

£

<
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tion, the communication channel, the processor, and the active and archival storage

~devices.
The performance values for the measures on input devices are collected and calcu-

lated for the whole simulation run. For this system, it 1s assumed that these devices

4

will be constantly available for the entire day. At each of the image acquisition devices

the performance measures of interest are:

(1) the number of images acquired per user session,

(2) the number of images t,ranﬂmitt,ved to active storage, .
(3) the observed interarrival time of images to the acquisition devices,
(1) the system response time for storing an image on active storage, and

(5) the image queue length as seen by the arriving image before it can be transmitted

along the bus.

Statistics for each user workstation are collected per session and for each of the
defined user functions. Measures are separately det‘crmined for those functions which
could access either the active storage or the archival storage. At the end of the simu-
lation run, the average values for each session are averaged over all users and over all
sessions. The performance measures include the following variables:

(1) thve numbers of each activity initiated by the user,
(2) the numbers of each activity completed and, hence, the numbers of incomplete
activities,
(3) the data transfer rate for each activity
o
(1) the system response time for each activity

(5) the observed think time for each activity, and

(6) the function time (functionresponse time plus user think time) for each activity.



1) the number of images manipulated per session,

57

The perfoﬁnance measures collécted for the bus (channel) includes the following:

. (1) the number of images transmitted on the bus, :

(2) the number of paci(\étf\s transmitted on the bus,
(3) the number of‘(packet collisiqn“s éxpfrienced by the channel,
(4) the channel throughput;
(5) {.he ir‘n_ageh input rate to the bus, . : ' | ¢ ‘\
(6) .the i'ma'ge transfer time (:;vejraged over full iqxages on'ly);

(7) the percentage of timé the bus actually spénas transmitting packets,
(Sj “the perceniage of tfm; logtf due to packe‘L collision, QW
(9) the percentage of time the bus is 1dle, and

.

(10) the length of the queue of incomplete images to the S}iannel at the ghd of a user
session. ‘
| Performaﬁce daté'ar__e gollécted for the image processor every session and are then
avér'aged over all sessions. The values collected for the i,_ma»gé processor are for the fol-

lowing measures: o

(2) the number of incomplete imag.es queued to bé‘ processed by the pracessor at the

. : . . | . e
end of the session, and 1+ . = - , : ‘ >0

(3) the number of processed images queued from the processor to be sent back to the

workstations.

.

-

Similarly, performance data for the storage devices are collected.fo'l" every session

and are averaged over all sessions. The measures for the active storage device consist

1]

of:

I
Y

(1) the number of images that are brought to active storage, and
KR ; : v

i
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(2) the number of images queued for the channel from active s'torége at the end of the

s

session.
‘The measures for the archival storage device consist of:
(1) the number of images arc'h‘ivc;d during a session due to a full active storage, and

(2) the number of images queued for the channel from archival storage at the end of

the session.

b

Appendix Al gives examples of tables of values for performance measures pro-
duced from a simulation run. The PACS is configured with four workstations con-

nected to.a.l Mbps capacity channel and processes 512 x 8 images.

4.4. Assumptions and PACS Default Values

The data access to the storage devices is assumed to be fast and that data can be
accessed at a rate which matches the channel ¢apacity. If more than one image request
is received at a storage device, a first-come-first-serve discipline is used to satisfy the

requests.

[t is also assumed than there is enough memory at the image processor to tem-

porary store all images to be manipulated. The images are processed one at a time in

. SR

4
order of thier arrival.

The communication channel is assumed to provide error-free communication,
hence, packets are neither lost. or mangled. A propagation delay of 3 microseconds for
ah00m segment cable was selected. This corresponds to the average grade cable

operating under moderate conditions. The collision window, the time during which

collisions can occur, is taken to be twice the propagatj

glay. An inter-frame delay @

of 9.6 microseconds, as stipulated by the Ethrene Fation, is selected.

The minimum packet size is taken to be 512 bits which consist of:

- a 48 bit destination field,
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- a 48 bit source field.

- a 16 bit packet type,
. : ‘ . ¥ :& .
- a 368 bit minimum data field (12,000 bits maximum), and

- a 32 bit frame check seq\iivnce. |

Other Ethernet implesentations may specify different minimum packet lehgt'hs. The
maximum packet length is the length of a patket which contains a maximum data field

of 12,000.bit‘§; theﬂ;fgre, tvh.,emmaxim\um".p%éket length is 12,144 bits.
?\ @ﬁ}.&“ &

4.5. Implen‘i’el:ﬁv;tion\Aspec‘ts‘ X
The simulation model was impleﬁlented using the Pascal programming language
, A ~
which provides a dynam{c memory storage fa‘cility,, i.e. memory space‘is provided as
nceded.‘ Much of the p‘ar_a‘llelism and facilities to represent tinuous process,
feagpl"es .of many simulation Iaxiguaggg,'vs;ere not needed. The program,.named.par-

sim, was executed on the University of Alberta’s Amdabl 5680 mainframe under the

Michigan-time sharing (MTS) operating system.

Pascal offers only single precision for re Bers which for this machine
e .. s, B
corresponds to 15 decimal digits. To maint&y
. ' + oo w .
the time on the simulated clock for the model was expressed in microseconds. At the

-

A (
e accuracy of the values produced,

* end of every user session the clock was'reinitialized to zero to prevent round off errors

which occur when the numbers expressed become large. .
. \



Chapter &

An alysis of Results

In this chapter the simulation results and analysis of the data generated from a
number of simulation runs are presented. The three main factors-which influence the

values obtained are:
(1) the number of workstations attached to the channel,
(2) the channel ¢apacity, and

(3) the size of the imagé to be processed.

e
7

Each of these factorsis 'vlaried and its eflect on PAGS performance is observed. The

values for the specified performance measures are first obtained by averaging over a

segsion, then the average values produced are averaged over all sessions.

There are three aspects to the'performance analysis to be considered. The first

" Lo ® \ . . .
cbnmd%hgn is from the user’s point of view, for example, the eflective transfer rate,

-

N
)

or &3115 rﬁsponse time for an activity. The second performance consideration is the
workioad statistics whicﬁ give the number of each activity performed per session. The
third consideration is the performance as far as the systeﬁ is concerned, for example,
the channel utilization, and the number of packet collisions. Consequently, the perfor-

mance measures for the simulated system are respectively collected in three main -

tables. ‘ : —~

Two performance measures which need to be defined are the throughput and
channel utilization since there is no general agreement on their deﬁniti.onb‘in the litera-
ture. Throughput is the rate of the actual amount of user data which can be sent over
the channel summed over all devices during a specified time. The user data is the

actual image data transmitted on the channel and excludes protocol overhead such as
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header information, the capacity lost due to collision, and request and control packets. .

The channel capacity or bandwidth is the maximum poﬁ,?ble data rate that is provided

v

by the phj’sic.al channel (e.g., @ 1 Mbps channel).

The chaﬁnel utilization, which is also \referred tb as eﬁ"\cctyive capacity, isldeﬁned
as the rat‘i‘o of throughput .to channel capacity, i.e.-the amount of user datg that can
be transmitted within a given channel capacity [4.1]. Ttis expected that as the total 4
oﬂ'ere.d'load increases, the channel utilization would also increase until it r‘eaches the
maximum effective capacity. Some shared systems become congested at this point and
the throughput degrades rapidly as the maximum effective capacﬂit,y‘ is appfoached.
The dynamic control algorithm employed in Ethernet ensures stability under high load
and high channel utilization is maintained. The channel utilization must be less than

one since there is protocol overhead and propagation delay, as mention above.

A gdod egtimate of an upper bound for the maximum channel utilization achiev-
able for th; implemented Ethernet is obtained by considering the dynamics of
transmitting a packet. Each packet transmission includes an interframe delay of 9.6
microséconds which is followed by the actual transmiSSion of the packet. For a chnnel
capafity of C Mbps, the number of bit times _los.t during Lhé interframe delay is 9.6 C'.
The maximum length p-ac‘ket contains 12,000 bits of user information and 144 bits of
_ header information. The bound on the maximum channel utilizatioﬁ, U pax, 18 there-

,.‘)r:’ 2 EE
. & fore given as:

Dy = Dy

mx T p+96C

where D_,, 13 the length of maximum data field and P the length of a packet. :I‘able

max
5.1 shobws,trhe maximum channel utilization achievable for channel capacities 'of 1, 10,

" and -100 Mbps. These values are calculated on the assump‘tion th:;t there is only one

., device Lr.ans‘mit,ting‘ at all times, that.no packets collided and that 9.6 microseconds is "

~

greater than the propagation delay.



Channel Capacity ‘Max. Utilization

1 Mbps 0.9874
10 Mbps ' 0.9803

100 Mbps : 0.9158

Table 5.1 Maximum Channel Utilization

/

With the simulated PACS itvis difficult to achieve the m:tximum channel uti'lbiza—'
tion for a few workstations and small lmage sizes sincfé the user functions, as aescribed
in Section 3.2, are dominated by a relatively large think-time compared to the image
transfer time. Higher utilizations are obtained when several workstations are con-
nected to the channel or the image size incréases. On the other hand, as more devices
are added to the channel, the number of packet collisions increases since the images
“transmitted are large and consist of long sequences of packets. The packet collisions
increase the image transferttime and, henc‘e,"t};e response time, and decrease the chan;

4

‘nel utilization.

5.1. Experiment 1 o
In this experiment, the image size is k‘ept constant at 5122 x 8 and the effect of
~the number of workstations and channel capacity on performance is observed. Tables

5.2, 5.3 and 6.4 give values for several performance measures as the number of works-

t}atic;)u.s increases from 1 to 20 in increments of 4 for a channel capacity of 1 Mbps.
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Table 5.2 gives those performance measures which concern the user, and measure the
user satisfaction, ¢.g., response time or the effective data rate. Table 5.3 gives the
workload statistics for the number of activities performed by the users at workstations
per session, and summed over all devices, e.g., the number of edit activities. Table 5.4
on the other hand gives those performance measures which concern the system perfor-
>
mance analyst and manager, e.g. the data throughput or number of collisions the chan-

nel experienced.

5.1.1. User Measures

Tu Table 5.2 the response time and user think-time are given for images displayed
from both active storage and archival storage for the single-image display activity.
The total display fupction time is (‘Yhe sum of the respounse time and user think-time.
The data transfer rate (d.t.r) is defined as the ratio of the amount of user data which is

returned for the activily to the response time of the activity.

Table 5.2 shows for 1 workstation that &here is an avcrage‘ of 3.0088 images per |
multi-image display activity: Nifmty percent of the im‘ages displayed are accessed from
active siorage V;'ith an average image response time of 2.1667 seconds while ten percent
are displayed from archival storage with an average image respons’.e time of 4.3515
seconds. The expected response time for displaying an image 1s therefore
(0.9 x 2.1667 + 0.1 x 4.3515) seconds, i.e. 2.3852 seconds. The average think time per
single display is 29.2214 seconds. Hence, the expected time for a multi-image display
activity is 3.0088 x (2.3852 + 29.2214) = 95.0979 seconds. This expected result com-
pares favourably with an average value of 94.9601 seconds obtained from the simula-
tiop. | |
The eci}ting activity consists of the actual time to perform theI required editing
(local procé‘;sing) and the final think period. Both these times are independent of the

‘number of workstations connected to the channg'l and as a result the total edit

)
i
1
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function time’is approximately the same for PACS with different numbers of worksta-
tions as shown in the respective columns of Table 5.2, Storing of the edited image on

active storage impacts the traffic on the channel, but is transparent to the user.

The manipulate activity ‘uses the channel to transmit the image to and from the
processor. The total manipulate function time increases as the number of workstations
increases, as a result of the increase in image response time. The manipulate response
time consists of the time to transmit the image to the processor, the time needed to
process the image. and the time to return the image to-the workstation. From Table
5.2, the PACS with I workstation has an average manipulate response time is 9.1973
seconds which is then followed by an average think-time of 17-4.0638 seconds giving an

average time of 183.4339 seconds for the manipulate activity.

The response time of the browse activity consists of the total time to find an
acceptable image. For example, in Table 5.2, 1 workstation gives a response time of
14.4318 seconds during which an average of 3.9474 images were inspected before one
was accepted. For each image inspected an average of 5.4176 levels of increased I;csolu-
tion were necessary to determine whether':or not the image is acceptable. An average

think time of 86.2173 seconds follows the transfer of the final image giving a total

average browse function time of 100.6491 seconds.

5.1.2. Workload Statistics

Considering the case of 1 workstation in Table 5.3, the total average time a user
spends af the workstation per session is determined. Table 5.5 give the total time for

each type of activities performed. Including an average idle time of 512.90 seconds, the

f

user activities accounts for 7011.2667 seconds of a user session which is 2 hours or 7200

t

seconds. The values are averaged over the sessions, hence, an exact sum is not pro-

duced.



User Activity

Ave. Completed

Ave. Func. Time

6K !
]

Total Time

Single Display (act)
Single Display {arc)
Multi If)isvplz\y

Edit

Manipulate

| Browse

31.157&

35.1963

94.9601

135.2924

183.4339

100.6491

166.3827

18.6540

1517.46241

2210.6778

2030.6133

5514.5765

User fdle Time (secs)

© 512.9000

Total User Time (secs)

7011.26687

5.1.3. System Measures

Table 5.5 Total User Time per Session

Figure 5.1 shows the channel utilization as a function of the number of worksta-

tions connected to the channel. The channel utilization is a useful measure in that it

reflects the PACS behaviour under heavy load. As the number of workstations

¢

increases, and hence, the total load offered to the channel, utilization increases linearly

as predicted. With 20 workstations the average channel utilization per session is

0.8505 while the maximum utilizationis 0.9305 which approaches the maximum value

*
of 0.9874 that can be obtained. The protocol overhead and the channel bandwidth lost

due to collisions places this limit on the maximum achievable utilization.

.\)
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Channel
. Utilization

"\\"i',v‘. .

o

No. of Workstations

512° x 8 image, 1 Mbps capacity.

Figure 5.1 Channel Utilization vs. No. of Workstations o

Note that the channel utilizations obtained are in fact higher if the average end-of-

session idle periods, when there is no user activity at the workstation, are excluded
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from the caleulations. Then this gives a valuetof 0.8735 for the average utilization and

"
0.9112 for the maximum utilizatjon ()!’n\uinx,‘é for 20 workstations, -

Shoch [39] observed a similar result of 0.95 for the value of the channel utilization

for a measured Ethernet system when the channel was heavily loaded. Note however,
that the traflic in Shoch’s case was "bursty” with short packet lengths. The packet:
length distribution was bimodal (modes 32 and 550 bytes) with an average packet
length of 122 bytes. The mean inter-packet arrival time was 39.5 microseconds with a
standard deviation of 55 microseconds. This s typical of terminal communication
interaction consisting of request/response transactions. For the system presented here.
the p"a('kots are primarily 12,000 bits in length except for request packets which are
512 bits. With respect to inter-packet arrival time, a sequence of packets arr,‘jvos at a
device whenever there is an image to be transmitted, so that the inter-packet arrival

time is zero for each sequence of packets.

. ) 2 I N .
The results obtained for the‘zs_nnulatod PACS, also indicate that Ethernet under
high load shows no instability since the channel utilization curve does not decline or

become unstable as the number of workstations increases, i.e. as the total offered load

increases.
" "
e, . ]
«+% . Figure 5.2 shows the response time for the single-image display user activity as a

3

9v o function of the number of workstations. The graph shows display response times for

H

R

images accessed from both active storage and archival stor%‘. Th# access from
archival storage is about double that from active stomge Thls/a’xplamed by the fact
that referenced images “hmh Aare not in aCIIVQtorage must first be brought from
archive storage to active storage, where a copy of Lhe image is kept, before the image

is transmitted to&’he requesting workstation, thus creating a double path
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Time (seés) archive -
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5122 x 8 image, 1 Mbps capacity.

[

. . _ ~
; VA

Figure 5.2 Image Reponse Time‘vé;‘N’o. of Workstations
4> N | ’X | N
The philoéop};‘)’ for having this data pathis based on the assumption that the image
which is c‘Aurr\e'ntly béing referenced Frorﬁ a‘rchival: storage has a high prqbébility of

.
<
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/
v

being referenced in the near future, hence, it will be found in active storage where it

[

may be accessed quickly.

With 20 stations connected to the channel, the response time for agcessing an

~

image from activ_e storage is about 11 seconds,’ which is justover the ten se‘conds'stipu-
lated in Chapter 1 ;s being_accebtable. The response time frém ‘arch‘i'va‘l storage is 22
seconds; on the average. As moré workstations are adcied to the channel the response

" time will.rapidly increase as indicated By the graph. It is therefore concluded that
twenty worlfstations is the potential maxi‘mum number which may be connected toj{he
"~ channel with a 1 Mbps Bz;'ndwidth for t(vhe 5129‘x 8 image size and the spe;‘iﬁed work-.

load.” Note that even though the channel utilization increased linearly for 1to 20 ;
workstations, the image response llkﬁne doesﬁ‘inét. o : ’
. - ] ) '
B ‘ . Lo~ . - T, .
No actual worktead was-readily available, But the one selected for this system
A P B B ‘
specifies a lower bound on the various timgg. The think-time per activity, the time
‘required ‘at the processor, and the interarrival time of images to-the channel from the
. . _ -

input devices were lower limits of“realistic values. The access time of an image at a
. oy > .

2

storage device was assumed to bé infinitely small. This resulted in a hvéa\yzily loaded

. chapnel. Tt may be conjectured that if the system with the same configuration is driven

with an"average case warkload, then the response time will be reduced allowing addi-, -

tional workstations to be added to the system.

A

Figure. 5.3 shows the response 4t’ime'for accessing an image from aclLiye storage as a
“function of the number of worksbétions. :I‘he image Lransfer't.ime, a component of
‘response time, is showﬁ on the same graph. The other component of response time is
the waist time Which is @.e' inter'va‘l between Lt'xe instant the image request is made until 1

- the ﬁrs{ bit of the first packet of the requested image is tl;ansmit‘t'ed. As the number of

workstations increases, the image transfer time inpreases linearly with a slope of 0.15.

§
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Figure 5.3 Image Transfer Time vs. No. of Workstatiops.
[ v :

: -
The rapid increase in response time, as the number of workstations increases, is due to

the increaséd wait time of the request packet, as'well as the image.

kY
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Figure 5.4 Image Transfer Time vs. Chahne_] Throughput

This increase in response time is also manifested in the increased queue length of

images at the devices which are waiting for the use of the channel.
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. Flgure .4 shows'the lmdge transfer time as a function of the throughput. Thc
lmqge‘{iramfcr time was calculated only for full images transmitted on the channel, the
pdrtlal images returned for the browse actlvny are not included. The transfer time has ;?
an alm‘oqt linear i mcrease with a slope of about 0.3, however, above a throughput of 0.8

Mbps the image LranSfer increases, much faster.

Figure 5.5 shows the data transfer rate for the single image display activity as a
func,t‘\i'oln of the number of workstations. The graph shows that the data tranpsfer rate
Il

decreases as the number of workstations increases, i.e. as the total load offered to the
TR . . .
e

Chal‘]iﬁi‘.l‘ increases. The response time has increased due to packet collisions and
iuc_rea;ed ir‘?gge\wait times, thug, effectively decreasing the data trénsfer rate. With I
and 20 workstat,i\o“ns respectively connected to the 1 Mbps channel the data transfer
rate has beelil reduced from 0.9044 Mbps to 0.3;1?3 Mbps for the single-image disply
activity. Similar reductions in the data transfer rate for other activities were e.\'('pe‘,ri-
enced.

' ¥

Figure 5.6 shows the number of packets transmitted on the channel as a function

IS

of the number of workstations. On the same graph the number of collisions is also
| .

‘plotted. This graph shows that the curve for the number of packets'transmitted
begins to flatten at about 16 workstations with an average of 447,000 packets success-
fully transmitted and 352,020 packets resulting i‘n‘collisio.n i.e. 0.7874 colli_sli'onsv per
packet. Fig‘ure 5.7 shows the avel;age x;'umb.erv of collisions per packe.t transmitted as
_the number of workstations increases. An imcrease in the number of workstations to
20 did not result in a prbportionate increase in the number of packgt,s transmitied.
The number of (“ollision,ﬂvdid increase d;amatically. With 20 WOrkstéLi'onsyconriected
to the bus the average number of collisions was 0.9701 for every pafkét transmitted. In

fact the maximum number of collisions occﬁrring was 554,116 for- 567,651 packets suc-

cessfully transmitted, i.e., a rate of 0.9761 collisions per packet. ~
) }4
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Data Transfer
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2 ) . 3
o 3
oo T T I 17 T8 P/
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7 O
& | /
Figure 5.5 Data Transfer Rate vs. No. of Workstations

L ®

I

The number of collisions occurring in this system is high compared to a system carry-

ing bursty traffic with short p:i:ket lengths.
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Figure 5.8 No. of Collisions vs. No. of Worksﬂatioﬁs K

-With the maximum data field of 12,000 bits, a devit‘e,,i-mi»ll‘ha'#e a sequence 6f 13‘.

packets for each 5127 x 8 image transmitted. A 1024% x 8 image produces 700pacl\e\€s

) 0

@
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Collisions
per Packet

0o T . . g 17 186 20
' ' R ' No. of Workstations ’

5122 x 8 image, 1 Mbps capacity. 4

Figure 5.7 Collisions per Packet vs. No.quWorksLations.

and a 20489 x 8 i"i’ﬁzige requires 4,797 packets. If during the transmission of an image, a

second device wishes to transmit, collisions will-result for at least all the remaining

o

A%
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.

packets to be transmitted for the first device.“/l"his is so, since, the first device ini-
t,iate‘s the transmission of the next packet in the sequence just after the previous

packet is transmitted. This collision is largely responsible for the increase in response
time since following each collision the colliding packets are rescheduled for some ran-

v

dom time in the future. . ‘ ,é/@a. ‘

@@ Y
Figure 5.8 shows the image response times and transfer times for different values

of the maximum data field per packet. Maximum data fields of 8,000, 12,000, 16,000

and 20,000 bits were selected. The last two s(‘loctlons are outslde thq Etheruet

ﬁpemﬁmtlonq The response tlme was greatest when the PACS wa%ﬂ;ﬁvured with 20
e :

Worl\stat:om The results show that there 1s a 10 percent decreaqe';t@ rcsponse time
when the maximum data field was 16,000 bits instead of 12 OOQ W’lth a further

\

increase to 20,000 bits for the maximum data field, there wadfli‘tth decrease in

iy

response time. An equilibriuﬁx point seems to have been reached after which a larger
A - -
maximum packet size will cause the response time to increase. The image transfer<ime R
has shown a small decrease with the bigger maximum data field. The same amount of
user data is still transmitted per image except that it is transmitted with fewer pa.ck-ﬂ
ets. The number of collisions were reduced, but the time spent on collisions were very
small comparea to.the time' required to transmit a complete packet. The décrease in |
image response time is largely due to the decrease in wait time. The image queue
length at the devices is reduced siﬂnce,a biggerlpacket size results in fewer packets per

image. The maximum data field of 16,000 bits was favoured since this resulted in a

reduced response time and fewer collisions were experienced.
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5.1.4. Storage Requirement

In this section, the active storage requirement is investigated. Images stored at
active storage are produced from two sources, the external input, and from user activi-
ties. Hence, the total active storage required depends on the number of input devices

and on the number of workstations.

With three input devices and image input rate as specified in Section 4.1, the
expected number of external images is 72 per session or 360 per day. Appendix Al
gives, for each workstation as well as for all workstations, the average number of
images stored in active storage per activity. For example, Table C for workstation
-nuriber 2 shows that on average per session, the singlo-image display resulted in 0.49
images transferred to active storage from archival storage; mulvti-image disApl:ty
resulted 1n 4.74 images transferred to active storage from archival storage; edits
required no additional active storage; manipulation resulted in 11.14 new images
stored in active storage; browses:resulted in 4.64 images stored in active storage from
archival storage. Hence, for each workstation an average of 21.01 images per session or
105.05 im:xéea per day are stored in active storage. The daily storage requirement of

T

S,.. Megabytes of active storage is therefore given by the formula:
Seet = 1(360 + 106w),

where I is the image size in Megabytes and w the number of workstations. This equa-

tion gives a conservative estimate of the actual storage needed since the number of

‘activities per workstation decreases slightly with an increasing number of worksta-

tions. For example, Table 5.2 shows that, for 1 workstation, 11.07 manipulations were
: . e}

performed whereas for 20 workstations there were 9.13 manipulations per workstation.
This occurs because the response time and hence the total activity time increases as

the number of workstations increases.

Using this formula, a PACS with four workstations and 512 x 8 images would

a



require

784 images a day which corresponds to 205 Megabytes of storage space. The results in
Table D of Appendix Al show an average of 157.4 images were stored in active storage
per session or 787 images per day which corresponds to 207 Meg . vtes a day. This

compares quite favourably with the calculated value of 2056 Megabytes.

New storage space is needed for the arriving "external” images as well as for 56
images per day produced from the manspulate activity; displays, edits or browses do

not produce new images. The daily growth in new storage space, S of this system

“new

]
is given by the formula:

= ](380 + S6uw),
‘-%:y)t 2 » . .
where / and w are defined as before. Four workstations and 512- x 8 images gives a

¢

new

daily new storage requirement of 564 images or 148 Megabytes. The value obtained
from the simulation (Appendix Al Table D) shows a memory requirement of 151 Mega-

bytes for new images which compares reasonably well with the calculated value.

5.1.5. Fairness

The Ethernet control algorithm has shown remarkable fairness in allocating the -

channel to individual stations. Table C of Appendix Al shows that the average '~ ™
RICIE

b o s

Coes . . . g

number of activities completed per session is approximately equal for each of the fo\ur :

LA

workstations. This was also true for other simulation runs. For example, the averagé .-

T
number of edit activities completed per session for each of the four stations are 15.14,

16.20. 16.18 and 16.89 respectively {Appendix Al). ' ' ‘4
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5.1.8. Higher Channel Capacities
’ /

The results presented in Figures 5.1 and 5.2 suggest that for more than 20 works-
b - - .
tations or an image size higher than 512° x & PACS would require a‘channel capacity

greater than 1 Mbps.

Simulation runs were partially repeated for PACS with the 1 Mbps capacity chan-
nel respectively replaced by a 10 and 100 Mbps channels. Figure 5.9 shows the channel
utilization plotted as a function of the number of workstations for 1 to 100 worksta-

tions and for channel capacities 1, 10, and 100 Mbps, while Figure 5.10 shows the

"

corresponding image response times for images accessed from active storage for | and

10 Mbps capacity channels. At 100 workstations the average channel utilization for

N

the 10 Mbps capacity channel 1s about 0.5 withan average image response time of

~

0.4285 seconds from active storage and an average image transfer time of 0.3100

scconds. The channel utilization for the 100 Mbps capacity channel was-0.5971 seconds

for a PACS with 100 workstations. The image response time for the 100 Mbps capa-
cit‘_\' channel, not‘shown on the graph, l‘i 0.0223 seconds.and 1s approximate constant
for 1 to 100 wc)rkst‘ationﬁ',@s also been established in Figure 5.1 that the ch:mﬁei '
.-utilizu(l’ionAincroases linearly as the number of workstations increases. L“sing this‘lirjlc.-;‘x‘r"
rollationship, a conservative projection of the graphs in F‘igufe 5.9 estimates that :s‘bout

170 workstations may be connected to the 10 Mbps\channel before a utilization of 009

. . . . . Al
is achieved. However, Standards given in [19] stipulate that a maximum number of = :

§

100 interfaces should be connected to a single 500m Ethernet segment.
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Figure 5.10 Imagé Response Time vs. No. of Workstations
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5.2. Experiment 2 »
. ’ " ‘ - : . M
In tHis experiment the &ey‘ormance of a PACS which utilizes 1024° x 8 images is
. oy

i,nvesfigat.e'd for a varying number of workstations and different channel capacities.

~

L3

" The size of 210242 x 8 image is four times that of a 512° x 8 image A maximum of 20

workstations with UﬁSIT x 81 lmage was estabhshed for a PA(“% with a 1 Mbps chah-

nel. It is therefore ekp cted that at most 5 Workstatxons may be connected to a 1 Mbps

PACS Whl(‘h processes 1024 x 8 images and producés acceptable response times. Flg-

ure 5.11 shows that\an avermge channel utlhzatlon of 0. 75 is obtained fov PACS with

t S i

"4 Workqfauons where as Fl ure 5.12 shows an average image response tlme form actlve
g g P U\

storage is 11.53 seconds. Such a syst.em severe]y hmxt,sthe number of users, henee, for

. } ~
a practical system higher capacities are needed fer larger size images.

A nﬁgber of'simu]atiqns were run for PACS with a 10 Mbgs ¢hannel which use

-

- ' ' 4

. P . . : ) / N
1024~ x"8 images. At 32 workstations an average channel utilization of 0.6013 was
.o / .

- the utilizationréaches 0.9. It is difficult to p/r dict the image response time in this case

S | N
obtained and the response time for images accessed from active storage was 1.5659

seconds while from-archive storage was 3.2391 secgnds. Using the linear réfationship

established for channpel uti]ization, it is,predict,e that a PACS with about 50 worksta-

tion may be configured with the 10 Mbps cap?{ity channel and 10247 x 8 images before

!

L

since its increase, as the number of workstations increases, is.not linear. A

configuration which requires more than 50 workstations and uses image size higher

than 1024° x 8 would require a channel capacity higher than 10 Mbps. '

}’V\’ith a 100 Mbps capacity t‘:hanhel and 352“-work'stations, tﬂ)e 10242 x 8.images
gave a response time from active storage of 0.1892 seconds w}/ile-channel utilization

‘ | /
£Q7 B

was 0.5971.
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5.3. Experiment 3 E ) . ‘

@ In this experlment afew smrulatlons were run for PACS with®048? x 8 image and

v

for 10 Mbps and 100 Mbps capacity channels. The 1 Mbps channel was rulcd out since

AN

the ideal transmission time for this size |maF§ as shown in Table 4:1, 18 32.5544 ",

seconds which is unacceptable to the interactlve user. . ' i

I3 . ' '
Figure 5.13 shows the channel utilization as a function of the number of worksttz‘{-

. L7

*“tions while Figure 5.14 shows the correspondmg image response time for i lmages

~

- accessed from active storage. At 16 workstatjons, the utilization for the 10 Mbps capa-
city ch‘an;].el"was 0.653:/' vfhile ﬁhile the image response time was 9.0741 seconds. A

( pfojection of the graph in Figure 5.13 for the 10 Mbps capa'city channel suggests that
at most 24 qukstationé may be attached before a channel utilization o} 0.9 is

obtained. At 32 workstations the utilization of the 100 Mbps capacity channel was

0.18'51! and the image response time was 0.5149 seconds.
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Chapter 8

Summary, Conclusion and Future Research

4
8.1. Overview . ' T {

> 3
| »
]

A PACS differs from a conVentionaMocal area xftwork in that the amount of data

s

which is to be transmitted in an image is several orders of magnitude gregter. In con-
- ' “" ”

trast™an 1/0O record size of tens to thousands of bytes is typical to most computer net-

! 4

work applications. In addition, there is the requirement for fast response times in

radiology applications. This suggests'architcctures'which are different from those ()

popular for distributed data processing and office automation.

The Ethernet protécol requires an ir‘nage‘bto be packetized into a sequence of pack-
ets, thus, the traffic pattern contrasts to the "bursty” traffic pattern characteristic of
terminal interaction in a conventional loc:;l area net,v:.s’dvrks. \’\lth a maxlimum data field
of 12,000 bits as specified by the Etherne‘t‘ protocol, the staﬁdard image size of 512° x &
must be fragxﬁented into a sequence 175 of packets. Similarly a 1024°'x & image pro-

“duces a sequencel of 700 packets and a 2048° x 8 size image produces a sequence of
2,797 packets per image. It is this long.sequence of packets to be transmitted which

distinguishes the PACS application from other LAN applications.

-

8.2. Conclusion

In the experimenté, simulation is used to investigate the performance of Ethefnet
‘as the ‘undevrlying c’o‘mmu,nication architecture of a PACS used for tvhebmanagemcnt, of
~digital formated iméges. _ | | |
| Under a hiéh medical imagilng Wor'kload, packets suffered a very high collision
rate, however, the collision detection and resolution mec‘h:lmism worked (iuit,e well.

High channel utilization was maintained ap_proac}hing the 0.98 theoretical limit.
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) .
The PACS remnined stable as the total offered load were increased. The increase
, -

in channel-utilization was lincar with no signs of sudden decrease or becoming instable,

’

The Ethernet protocol was siwn to exhibit good fairness to all devices of the
PACS. The image response time and image transfer time for the reypective PACS were
approximately the same for all devices. Also the amount of work done at each worksta-

tion by the users.on the PACS was about the same.

A key observation is that Fthernet at 1| Mbps provided acceptable response times
'

for the given workload when fewer than 20 worksmt‘ions processing 512° x & images
were connected to the PACS. With more than 20 stations the response time rapidly
increased, even though the channel utilization increases linearly, and almost every
packet transmitted suffered a collision. This suggests that c‘hannel capacities higher
than 1 Mbps are needed for-a PACS using Ethernet connecting more 'than 20 worksta-
tions. The PACS with the same capacity :qupported at most 5 workstations with a \
1024~ x & image size.

With a 10 Mbps channel the poténtial maximum number of workstations suppeort-
ing 512° x & images was projected to extend to 160; 'for 1024% x 8 images 50 worksta-

tions were suggested and for 2018% x 8 images it was suggested that about 24 worksta-

tions were the potential maximum.

A channel capacity of 100 Mbps provided excellent response times for all images
considered with up the 100 imaging devices connected to the channel. The 100 Mbps
does not currently exist but indicates that Ethernet will produce a viable imaging sys-

tem should this capacity become available.



o

6.3. Future Research o
. ; - .
Although Etfernet performance results look promising for the given system

parameters and workload, other LAN topologics and medium access protocols need to

be explored, in particular with the view towards real-time medical activities where

a
N

digital voice transmission and colour images may be essential in the fyture.

The performance of the simulated PACS was explored with a single 500m seg-
ment. A interesting extension would be to analyze an Fthernet system of several seg-

L 3
ments connected by repeaters and also several Ethernets connected by bridges.

Bridges support independent and simultaneous communication on individual Ethernet

system and well as communication between Ethernet syskems.

- The simulated system explored in this thesis was designed primarily for image
management. It as:su‘mos that there exist other data management systems which may
be run in parallel. The image management system must be combined with other
management systems such as a Hospital Information System and other administrative

svstems to run as a unified system.
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Appendix A1

Sample Output for a Simulation Run

' Appendix Al gives the sample output of the performance measures for a simula-
tion run. The system includes four workstations connected to a 1 Mbps capacity':hah-

nel and the standard image format of 51272 x 8.
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