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Abstract 

In this molecular dynamics (MD) simulation study, we investigated the impact of an 

environmental stress cracking (ESC) agent, nonyl ethoxylate (NE), on the packing and free volume 

coalescence in between polyethylene chains and the ESC agent, focusing on linear polyethylene 

(LPE) and branched polyethylene (BPE). Our study considered the size and spatial distribution of 

free volume holes at the [PE]-[NE] interfaces, analyzing the behavior of ethylene (E) and ethylene 

oxide (EO) segments of NE. BPE models with 10 and 82 hexyl branches/1,000 backbone carbons 

were employed, and NE concentrations ranged from 0.001 to 1.4 wt%. The results revealed that, 

regardless of NE concentration, there were no significant changes in the packings of LPE and BPE 

chains, as characterized by radial distribution functions (RDFs). However, molecular packings at 

the [PE]-[NE] interfaces varied with NE concentration, with E segments exhibiting stronger 

association with PE chains compared to EO segments. The Voronoi tessellation method was 

employed to assess free volume hole size and spatial distributions, indicating that more and larger 

holes formed around E segments. The Fourier mode analysis further explored the dynamics of free 

volume coalescence, showing that the power of free volume coalescence around NE molecules 

was mitigated by the presence of short-chain branches, reducing the free volume coalescence at 

the [PE]-[NE] interfaces. 

Building on this, we extended our investigation to blends of unbranched and branched 

polyethylene with NE at 0.5 wt%. The branched polyethylene chains had 10 and 82 hexyl 

branches/1,000 backbone carbons, and we introduced a four-arm small alkane (7,12 hexyl 
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octadecane) into the blend. Previously, we showed that hexyl branches in branched polyethylene 

suppressed free volume coalescence, potentially slowing down cavitation. This part of the study, 

revealed that hexyl branches in the polyethylene chains of the blend exhibited behavior similar to 

that in pure branched polyethylene. However, hexyl branches in 7,12 hexyl octadecane intensified 

free volume coalescence, particularly around the hydrophilic EO segments of NE. Addition of 7,12 

hexyl octadecane did not appear to slow down void formation, i.e. cavitation, suggesting that the 

effect of hexyl branches on coalescence dynamics depends on the size of the backbone to which 

they are attached. This study also revealed that the cavitation may start from the EO-segment of 

the NE molecule.  

Expanding our focus to ESC resistance, we examined the impact of vinyl acetate-modified 

branch ends on free volume coalescence around NE distributed in a branched polyethylene. 

Compared to methyl branch ends, vinyl acetate branch ends exhibited higher affinity for the 

hydrophilic EO-segment of NE. Vinyl acetate branch ends also reduced the power of free volume 

size fluctuations around both E- and EO-segments, with the reduction correlating with increasing 

vinyl acetate concentration. The results aligned with experimental observations that the addition 

of copolymer ethylene vinyl acetate to low-density polyethylene improves ESC resistance, 

suggesting that vinyl acetate is capable of impeding crack propagation in PE. 

In summary, our MD simulations provided insights into the intricate interplay between 

environmental stress cracking agents, polyethylene chains, and various structural modifications. 



iv 

 

 

 

The findings contribute to a deeper understanding of ESC phenomena and offer potential pathways 

regarding predicting ESC by computational platforms.  
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Chapter 1: Introduction 

 

Anticipating and preventing unexpected failures are crucial aspects of process design, particularly 

when it comes to using polymers in various industrial applications. Over the past few decades, our 

understanding of these failures has improved, resulting in a reduction in the occurrence of such 

incidents. However, the complexity of these failures, particularly Environmental Stress Cracking 

(ESC), remains a significant challenge [1]. In the context of polymers, these failures manifest as 

sudden, brittle cracks during service, with the potential for catastrophic consequences [2], [3]. 

What compounds the issue is that polymer failures often result from a combination of seemingly 

minor factors, including residual stresses [4], a brief contact with minor components, temperature 

fluctuations [5]–[7], and exposure to diverse environments [8], some of which may go unnoticed. 

Table 1 outlines the causes of service failures for polymers in the UK [9]. Notably, environmental 

factors, encompassing the ESC phenomenon—arising from the interplay of prolong stress and 

environmental conditions-feature prominently. It is worth highlighting that among the effects 

listed in Table 1, chemical attack and "other" factors are also linked to environmental influences. 

Hence, this table underscores the substantial role played by the environment in polymer failures. 
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Table 1. Cause of in-service failures[9] 

Type of failure Percentage occurrence 

Environmental stress cracking 25 

Dynamic fatigue  15 

Notched static rapture 14 

Creep attack 8 

Chemical attack 7 

UV attack 6 

Thermal degradation  4 

Other 21 

 

Most of the failures due to ESC are very hard to predict since; (i) the active environment 

is a minor component, (ii) the amount of stress for the failure is very small [10], such as residual 

stress from molding and (iii) the time of contact of the polymer with the environment is very short. 

The two main issues of chemical degradation and ESC should be significantly considered in the 

designing process, especially in materials and structures exposed to challenging environments. 

   1.1.    Background and literature review 

As previously discussed [11], ESC is a phenomenon that arises from the combined effects of 

prolonged stress applied to a polymer and its exposure to specific chemical agents in the 

surrounding environment, often referred to as the ESC agents. In situations where such ESC agents 

are absent, the primary mechanism governing polymer failure becomes creep [12]. Creep describes 
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a material's inherent tendency to undergo permanent deformation when subjected to constant 

stress, such as tensile, shear, or flexural stress, especially over extended durations [13], [14]. The 

severity of creep is more pronounced when the polymer operates at elevated temperatures near its 

melting point, typically with the applied stress remaining below the material's yield point. The 

extent of creep is influenced significantly by two key factors: temperature [15] and strain rate [16], 

[17]. It is widely postulated that the root cause of brittle failure during creep is the disentanglement 

of polymer chains due to the continuous application of stress [13], [18], [19]. In essence, creep is 

an outcome of the viscoelastic properties intrinsic to polymer materials [20]. 

Creep and ESC share commonalities in their underlying processes. Creep progresses 

through distinct stages: i) initiation of craze formation, ii) growth and expansion of these crazes, 

and iii) eventual fracture. ESC, while following a similar pattern to creep, differentiates itself by 

the presence of prolonged stress combined with exposure to an ESC agent. It is noteworthy that 

creep has occasionally been described as a form of ESC when air serves as the ESC agent. Crazes 

are essentially pseudo-cracks that originate at a consistent angle relative to the applied load. They 

are filled with numerous microfibrils (represented in Figure 3) within the polymer, aligning 

themselves parallel to the direction of stress [21]. Importantly, a polymer material entirely affected 

by crazes can continue to endure a significant amount of stress without undergoing catastrophic 

failure. Within crazing, segments of the polymer material are drawn out from the adjacent bulk 

material, forming cavitated regions in which the unaltered surfaces are connected by aligned 

polymer fibrils [22]. Figure 1 provides a visual representation illustrating the distinction between 

a crack and a craze within a polymer. 
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Figure 1. Schematic representations of craze and crack in a polymer sample. 

Within ESC, the ESC agent plays a pivotal role by diffusing into the polymer structure 

[23], expediting the separation of polymer chains [19], [24]. The stages in ESC typically include: 

i) absorption of the fluid, ii) plasticization, iii) voids formation (cavitation), iv) initiation of crazes, 

v) cracks growth, vi) polymer extension, and ultimately, vii) fracture. Notably, the rate at which 

the polymer absorbs the ESC agent stands out as the primary determinant of ESC [25]. An 

accelerated absorption rate leads to more rapid failure. The ESC agent penetrates the polymer 

structure from areas characterized by stress dilation, including defects and crazes, thereby 
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diminishing the polymer's yield stress [26]. This reduction ultimately leads to polymer failure. 

Figure 2 provides a visual schematic illustrating the process of ESC. 

 

Figure 2. Schematic representation of the ESC process. The ESC agents (red dots), are amphiphilic 

molecules consist of two heads, hydrophobia (blue line) and hydrophilic heads (red line). 

When subjected to stress, thermoplastic polymers, such as PE, undergo a process wherein 

they develop crazes prior to experiencing cracking [27], [28]. These crazes are imperceptible on 

the surface, and even after craze formation, the polymer retains its ability to bear loads [29]. When 

dealing with thermoplastic polymers, it is imperative to address the following questions [30]. Why 

certain environments cause crazing in a polymer under stress? How can the resistance of the 

polymers be improved? What is the appropriate test to determine the resistivity of the polymers? 
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To initiate the formation of crazes within a polymer, a significant degree of molecular 

mobility [31], [32] within the polymer matrix is required. This concept is rooted in the idea that an 

increased free volume can create localized regions within the polymer that become more accessible 

under stress [33]. As this local free volume expands, it enhances the mobility of polymer chains 

within these regions [34]. Notably, crazes tend to initiate at defects in the polymer where stress 

concentrations are pronounced. The ESC agent can act as a catalyst for crazing by lubricating the 

polymer chains, facilitating their easy movement past one another [35]. In the case of PE, which 

is predominantly semi-crystalline, crazing primarily occurs within the amorphous regions [36].  

 

Figure 3. (a) Representation of polymer crystalline and amorphous structures [37]. And (b) stages of 

brittle fracture; (step 1) lamellae start to pull away, (step 2) tie-molecules are stretched, and (step 3) clean 

break of lamellae [38]. 
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When subjected to stress, such as tensile loading, the tie molecules that link lamellae (as 

illustrated in Figure 3) elongate in the direction of the applied load. However, there comes a point 

at which they can no longer stretch. Under conditions of low-level, prolonged loading, these tie 

molecules begin to disentangle, leading to interlamellar failure. It is worth noting that in situations 

involving ductile deformation, lamellae break down into smaller units [30]. 

Environmental Stress Cracking Resistance (ESCR) in polymers is a critical indicator of 

their ability to withstand slow crack growth (SCG) throughout their intended service life [7] – [9].  

Several characteristics of PE play roles in determining its ESCR, including molecular weight 

averages, molecular weight distribution [10], [11], degree of crystallinity [44], degree of branching 

[45], and the diffusion rate of the ESC agent through the amorphous phase of PE [46]. However, 

researchers have increasingly identified that the degree of branching and the degree of crystallinity 

are two pivotal factors influencing ESCR [3], [15]. For instance, high-density PE (HDPE) typically 

exhibits lower ESCR compared to branched polyethylene polymers (BPE) like low-density PE 

(LDPE) or linear low-density PE (LLDPE) containing short-chain branches (SCBs) [47]. 

Moreover, ESCR tends to be higher in LLDPE with butyl branches compared to LLDPE with ethyl 

branches [15], [16], as illustrated in Figure 4 which represents the structure of SCBs. Shirkavand 

et al. [48] concurred with these findings, reporting that increasing the number of branches in a 

polymer, thus reducing its degree of crystallinity, enhancing ESCR. Cheng et al. [38] supported 

this notion, suggesting that polymers with more SCBs exhibit better ESCR due to increased sliding 

resistance of chains with longer SCBs, a greater number of tie-molecules in the amorphous regions, 

and lower crystallinity. Yeh et al. [49] further demonstrated that PE's ESCR significantly improves 
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as the branch length increases from 2 to 6 carbons. Additionally, Bubeck et al. [45] explored the 

impact of the quantity and length of SCBs on PE's ESCR, concluding that an increased presence 

of longer SCBs enhances ESCR. Meanwhile, Sardashti et al. [44] investigated the effect of 

crystallinity on ESCR in both HDPE and LLDPE. Their results indicated that a higher degree of 

crystallinity reduces ESCR in both types of PE, with a more pronounced effect observed in HDPE 

compared to LLDPE, as shown in Figure 5. This result signifies that the presence of amorphous 

structure of polymer is crucial to improve the resistance of PE polymers regarding ESC. 

 

 

Figure 4. Type of branches in polyethylene structure. 

 

Ward et al. [46] delved into the behavior of PE specimens exposed to various ESC agents, 

stress levels, and temperatures, with their findings represented in Figure 6, where, they determined 

that by increasing the temperature and stress, the time to failure of the PE specimens reduced. 
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Their study unveiled that ESC agents effectively plasticize the amorphous phase within PE. This 

plasticization, in turn, fosters crack propagation and accelerate the brittle fracturing of the 

crystalline phase. They pinpointed the disentanglement of tie molecules as the fundamental reason 

behind ESC. Importantly, the density of these tie molecules in the amorphous region, a factor 

primarily regulated by the presence of branches, plays a pivotal role in governing polymer chain 

disentanglement. Garcia et al. [50] extended these insights, highlighting that aside from tie 

molecules, other inter-lamella links, such as chain entanglements, contribute to the enhancement 

of ESCR in PE. Collectively, these findings underscore the pivotal role of the amorphous phase's 

quantity and structure within PE in relation to ESCR. Qian et al. [51] explored the impact of ESC 

agents on slow crack growth (SCG) across various PE samples, varying the concentrations of 

Igepal as the ESC agent. Their investigations revealed a notable trend: within the concentration 

range of 0 to 0.1%, the most significant reduction in time to failure occurred, with the minimum 

time to failure transpiring at approximately a 50% Igepal concentration, as illustrated in Figure 7. 

Intriguingly, they observed a substantial increase in time to failure when the concentration surged 

from 50% to 100%. Concerning the influence of the ESC agent and its concentration, Figure 8 

presents scanning electron microscope (SEM) images, offering a visual depiction of how varying 

Igepal concentrations affect a PE sample's texture and its fractured structure. This figure 

demonstrates that by increasing the concentration of ESC agent, the amount of cavities inside the 

PE structure severely increases.  
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Figure 5. ESCR versus percentage crystallinity [44]. 

 

Figure 6. Stress versus time to failure at various temperatures; (a), (b) and (c) have a common y axis. D 

designates a ductile region and B designates a brittle region. (a) In Igepal, (b) in air, (c) in air and Igepal 

at 60°C [46]. 
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Figure 7. Creep deformation versus time for a PE sample (at 50°C, 2 MPa) for various concentrations of 

Igepal as ESC agent [51]. 
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Figure 8. SEM images from the fracture surfaces of a PE sample, showing the effect of Igepal-630 

concentration [52]. 

Considering the inherent brittleness of PE in ESC failure and the empirical observation of 

cavitation during the initial stages of crack formation, we propose a hypothesis. Our hypothesis is 

that cavitation within the amorphous phase of PE may originate from the coalescence of free 

volume holes when an ESC agent is present. This hypothesis rests on the premise that an increased 

in the activity of free volume coalescent leads to cavitation, when the polymer experiences internal 

or external stresses. It is worth noting that a reduced degree of crystallinity, signifying a higher 
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proportion of the amorphous phase, diminishes the probability of these free volume holes merging. 

Crucially, the dimensions of these free volume holes may be influenced by factors such as the 

nature and concentration of the ESC agent, as well as the specific structural attributes of the PE 

material. Consequently, our research endeavors to scrutinize whether the introduction of an ESC 

agent, in this instance, nonyl ethoxylate (NE), at various concentrations below its critical micelle 

concentration, exerts an influence on the spatial arrangement of polymer chains within PE. Our 

investigation will particularly focus on PE samples with and without SCBs, employing molecular 

dynamics (MD) simulations as our investigative tool. We intend to quantify the packing 

arrangement by evaluating parameters such as the intermolecular radial distribution function and 

the distribution of free volume hole sizes. 

   1.2.    Statement of problem 

Research has highlighted the significant role of ESC in contributing to polymer failures across 

various industries, accounting for approximately 25% of such failures [9]. ESC remains a 

substantial concern [53], [54], particularly in the realm of plastics, with a sustained focus on its 

impact on PE pipelines [54]–[57]. PE pipes represent the predominant and cost-effective solution 

[58] for transporting process water [59] and produced oil and gas mediums [1]. For instance, in 

the context of enhanced oil recovery (EOR), where methods like Alkaline–Surfactant–Polymer 

(ASP) have gained prominence and been endorsed by the Alberta government due to their 

successful outcomes [60]; ESC prevention is crucial. EOR alone has accounted for a significant 

portion of total U.S. oil production, as reported [61]. Given that Alberta's economy is significantly 

reliant on the oil industry, with 80% of Canada's crude oil and 67% of its natural gas originating 
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from this province [62], there is a pressing need to minimize PE polymer failures and devise 

innovative strategies to enhance pipeline resistance against ESC.  

ESC poses a substantial challenge for the widespread use of PE pipes, which find extensive 

applications in the oil and gas sector and water distribution networks. Over the past decades, ESC 

has persistently loomed as a significant concern within the industry. Numerous research teams and 

laboratories have diligently worked towards minimizing the susceptibility of PE samples to ESC, 

with the overarching goal of prolonging the lifespan of PE materials, especially in critical 

applications like pipelines. The potential savings in costs associated with ESC mitigation are 

substantial. This phenomenon is rooted in the belief that cavitation, the first step of ESC, and a 

precursor to crack formation, originates within the amorphous phase of PE.  

   1.3.    Objective 

The primary aim of the present project is to investigate the molecular understanding underlying 

the phenomenon of ESC in PE. Our objective is to investigate the causations behind ESC of PE 

by molecular simulations, introducing a novel perspective centered around the concept of "free 

volume". It is essential to underscore that despite the wealth of published results in the literature, 

the current comprehension of PE's ESC remains insufficient. Notably, the proposed molecular 

mechanisms explaining ESC failures, disentanglement of the PE chains, as put forth by various 

authors, have not been directly quantified through experiments. Remarkably, there exists no direct 

experimental evidence elucidating the mechanistic process of disentanglement, especially when 

multiple segments of the same tie molecule are anchored within the crystalline phase. It is 
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necessary to recognize that entanglement remains a qualitative concept, inherently immeasurable, 

and thus, the notion of disentanglement lacks empirical support. 

   1.4.    Proposed research  

In our proposed research, we intend to explore a novel hypothesis that elucidates the initiation of 

the cracks in PE and its subsequent brittle failure under ESC conditions. We posit that these 

phenomena are closely linked to the creation and coalescence of free volume regions surrounding 

the ESC agent. Given the inherent brittleness of PE in ESC failures and the experimental 

observation of cavitation during the initial stages of crack development, we hypothesize that 

cavitation within the amorphous phase of PE may arise due to the generation of larger and more 

extensive free volume holes when an ESC agent is present. Furthermore, we hypothesize that the 

coalescence of these free volume holes may be contingent on factors such as the nature and 

concentration of the ESC agent, as well as the specific structural attributes of the PE material. To 

put this hypothesis to the test, our study will investigate whether the introduction of an ESC agent, 

specifically nonyl ethoxylate (NE), at various concentrations, alters the free volume coalescence 

around itself, in the PE matrix both with and without SCBs. To assess our hypothesis, we will 

analyze the spatial distribution of free volume holes utilizing Voronoi tessellation techniques 

applied to molecular dynamics (MD) simulation data. Additionally, our research will delve into 

the dynamics of free volume coalescence around ESC agent during the simulation period, aiming 

to provide deeper insights into the free volume coalescence, with the goal of finding ESC 

mechanisms. 
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   1.5.    Research outline 

Chapter 2 details the molecular simulation methodology, which includes details of the 

MD method, all-atom (AA) forcefields, radial distribution function (RDF), and potential of mean 

force. 

Chapter 3 explores the impact of an ESC agent on the free volume coalescence, i.e., 

cavitation initiation process, in linear polyethylene (LPE) and branched polyethylene (BPE). The 

investigation focused on assessing the size and spatial distribution of free volume voids at the 

interfaces between PE and the ESC agent. The BPE models under scrutiny featured two variations, 

one with 10 and the other with 82 butyl/hexyl branches per 1,000 backbone carbons. The chosen 

ESC agent was nonyl ethoxylate (NE), examined at concentrations ranging from 0.001 to 1.4 wt%. 

Chapter 4 to investigate the distribution and coalescence of free volume around ESC 

agent, NE at a concentration of 0.5 wt% within a set of PE blends. These blends included LPE and 

BPE, where there are two variations of BPE, one with 10 hexyl branches and the other with 82 

hexyl branches per 1,000 backbone carbons. Additionally, a small four-arm small alkane known 

as 7,12 hexyl octadecane (SA) was part of the study, featuring four hexyl branches attached to a 

backbone containing only four carbons.  

Chapter 5 investigates free volume coalescence in PE is influenced by vinyl acetate (VA) 

groups, using MD simulations. Previous researches have shown that functionalized PEs with VA 

could increase the ESCR of PE, and the main focus of this part of the research is to investigate 

how VAs could affect free volume coalescence around NE. 
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Chapter 7 provides the overall conclusion of the thesis and potential future work. 

Chapter 8 represents the bibliography of the thesis. 
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Chapter 2: Molecular Simulation Methodology 

 

   2.1.    Molecular Dynamics (MD) 

To explore how PE interacts with the ESC agent, namely NE, we have employed MD simulation 

tool. Molecular simulation approaches can be broadly classified into two primary categories: i) 

deterministic and ii) stochastic. In contrast to stochastic methods like Monte Carlo (MC), MD 

stands out as a deterministic molecular simulation technique. It accomplishes this determinism by 

utilizing equations of motion to compute the forces, velocities, and coordinates of individual 

particles within a simulation box throughout the simulation period. 

MD simulations address Newton's equations of motion for a system comprising N 

interacting atoms [63]: 

𝑚𝑖

𝜕2𝑟𝑖

𝜕𝑡2
= 𝐅𝑖 , 𝑖 = 1, … , 𝑁 (2-1) 

 

 



 

 

19 

Here, 𝐅i is the force acting on a particle 𝑖, at position 𝑟𝑖, at time 𝑡, with the mass of 𝑚𝑖. The 

force 𝐅i  on a particle is negative derivation of the potential energy 𝑈(𝑟𝑁) , where 𝑟𝑁 =

(𝑟1, 𝑟2, 𝑟3, … , 𝑟𝑁): 

𝐅i = −
𝜕𝑈(𝑟𝑁)

𝜕𝑟𝑖
 (2-2) 

The equations are concurrently solved in small time increments. The system is monitored 

over a period while ensuring that temperature and pressure are maintained at their specified values. 

At regular intervals, the particle coordinates are recorded in an output file. These coordinates, 

recorded over time, create a trajectory that describes the system's behavior. Typically, after an 

initial period, the system reaches an equilibrium state. Averaging over this equilibrium trajectory 

allows for the extraction of various macroscopic properties from the output file. Figure 9 represents 

the global MD algorithm. 

Although during the past decades the MD simulations has introduced very promising results, 

however, this way of representing real systems and molecular structures has its own limitation, 

such as: 

 Applying Newton's equations of motion inherently involves utilizing classical mechanics 

to characterize atom movements. While this approach is suitable for most atoms under 

typical temperatures, there are exceptions. Hydrogen atoms, due to their lightweight 

nature, and proton motion occasionally exhibit essential quantum mechanical traits. 

 In MD, the employed conservative force field is solely dependent on the atom positions. 

Consequently, electronic motions are not explicitly accounted for. In this approach, it is 
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assumed that electrons instantly adapt their dynamics when atomic positions change and 

remain in their ground state. This approximation is generally suitable for most cases. 

However, it cannot handle processes involving electron transfer or electronically excited 

states. Furthermore, MD isn't well-suited for accurately simulating chemical reactions. 

 All non-bonded forces are a result of summing non-bonded pair interactions. Interactions 

that aren't pair-additive, with atomic polarizability being a significant example, are 

represented through effective pair potentials. Only average contributions from non-pair-

additive interactions are integrated. Consequently, pair interactions aren't purely accurate, 

as they may not hold for isolated pairs or significantly differing scenarios from the ones 

used to parameterize the models.  

 Long range interactions mostly are cut-off, where a cut-off radius is always applied for 

Lennard-Jones interactions and sometimes for Coulomb interactions too. For example, 

GROMACS (the MD tool we have used) follows the "minimum-image convention," 

which means that for pair interactions, only one image of each particle in the periodic 

boundary conditions is considered.[64] Therefore, the cut-off radius cannot exceed half 

the size of the simulation box. While this is generally sufficient for large systems, issues 

can arise in systems containing charged particles. In such cases, problems like charge 

accumulation at the cut-off boundary or significant energy inaccuracies can occur. For 

these systems, it's advisable to consider using one of the implemented long-range 

electrostatic algorithms, such as particle-mesh Ewald.[65] 
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Figure 9. The global MD algorithm [64]. 
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      2.1.1.    The leap-frog algorithm: MD integrator 

The leap-frog algorithm is a commonly used numerical integration method in MD simulations for 

solving the equations of motion for particles in a system over discrete time steps [66]. The leap-

frog algorithm is: 

1. Initialization: The initial positions and velocities of all particles in the system are 

known. 

2. First Half-Step (Kick): The velocities of all particles are updated by half of a time 

step (∆𝑡/2) using the forces acting on them. This step is sometimes called the kick. 

∆𝑡 is the integration time step (simulation time step). 

𝑣 (𝑡 +
1

2
∆𝑡) = 𝑣 (𝑡 −

1

2
∆𝑡) +

∆𝑡

𝑚
𝑭(𝒕) (2-3) 

3. Full Step (Drift): The positions of all particles are updated by a full-time step (∆𝑡) 

using the updated velocities from the previous step. This is sometimes referred to 

as the drift. 

𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) + ∆𝑡 𝑣 (𝑡 +
1

2
∆𝑡) (2-4) 

Figure 10 represents the leap-frog algorithm. 
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Figure 10. The leap-frog algorithm. It is so named because it involves positions r and velocities v leaping 

back and forth in a manner reminiscent of the movements of jumping frogs. 

The Leap-Frog algorithm possesses several notable attributes. It is time-reversible and it 

conserves both energy and momentum. The conservation of energy and momentum is crucial in 

MD simulations because it ensures that the simulation accurately represents the physical behavior 

of the system over time, even as it undergoes various interactions and transformations. This 

property makes the Leap-Frog algorithm particularly valuable in simulations where these 

conservation principles are essential. Furthermore, it demands memory storage for 6𝑁 real 

numbers linked to position and momentum. 

There are other type of integrator in MD such as Verlet [67] and velocity Verlet algorithms 

[68]. The Velocity Verlet and Leap-Frog algorithms are both time-reversible, with the main 

difference being in how they update velocities. Velocity Verlet is slightly more accurate but 

computationally more expensive and will requires days to finish the calculations. Leap-Frog is 

simpler and more memory-efficient, making it a common choice for practical simulations where 

computational resources are limited [63]. The choice between them depends on the specific 

requirements and computational resources available for a given simulation. 
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      2.1.2.    Temperature coupling 

Coupling temperature in MD simulations is a technique used to control and maintain the 

temperature of a simulated system. This temperature control is crucial for two main reasons: 

(i) Thermodynamic Equilibrium: In real-world experiments, systems are often held at 

a constant temperature, so MD simulations aim to replicate this condition. 

(ii) Study of Thermodynamic Properties: MD simulations are often used to calculate 

various thermodynamic properties of a system, such as specific heat capacity, 

diffusion coefficients, and phase transitions. Most of the quantities in MD 

simulations that are required to calculate are from canonical ensemble NVT and 

Isothermal–isobaric ensemble NPT, where temperature is fixed [69] 

Common methods for temperature coupling in MD simulations include Berendsen [70], velocity 

rescaling [71] Nose-Hoover [72], [73] and the Andersen [74] thermostat. These methods work by 

adjusting the velocities of particles in the simulation to achieve and maintain the desired 

temperature. Velocity rescaling algorithm is a modified version of Berendsen algorithm and both 

of them provide a good stability for the simulated systems. The velocity rescaling algorithm has 

been used in this work. In the following sections, Berendsen and velocity rescaling algorithms will 

be explained. 

         2.1.2.1    Berendsen thermostat 

The Berendsen algorithm emulates a weak connection to an external heat reservoir set at a 

specified temperature 𝑇0, using a first-order kinetic approach. This algorithm works by gradually 
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correcting any deviation of the system temperature from the initial value, 𝑇0, where a temperature 

deviation decays exponentially with a time constant 𝜏. 

𝑑𝑇

𝑑𝑡
=

𝑇0 − 𝑇

𝜏𝑇
 (2-5) 

The heat exchange between the system and its surroundings is managed by adjusting the velocities 

of individual particles either at every step or every 𝑛𝑇𝐶  steps. This adjustment is performed using 

a time-dependent scaling factor, denoted as 𝜆, which is determined by the following equation: 

𝜆 = [1 +
𝑛𝑇𝐶∆𝑡

𝜏𝑇
{

𝑇0

𝑇(𝑡 −
1
2 ∆𝑡)

− 1}]

1/2

 (2-6) 

Where 𝜏 is related to 𝜏𝑇 by the following equation: 

𝜏 =
2𝐶𝑣𝜏𝑇

𝑁𝑑𝑓𝑘𝐵
 (2-7) 

Here, 𝐶𝑣is the total heat capacity of the system, 𝑘𝐵 is Boltzmann’s constant, and 𝑁𝑑𝑓 is the total 

number of degrees of freedom. 

         2.1.2.2    Velocity rescaling thermostat 

The velocity-rescaling thermostat [71] is essentially similar to the Berendsen thermostat 

but it incorporates an extra stochastic component. This component is introduced to accurately 

adjust the kinetic energy distribution and is achieved by modifying it in accordance with Eq. (2-8) 
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𝑑𝐾 = (𝐾0 − 𝐾)
𝑑𝑡

𝜏𝑇
+ 2√

𝐾𝐾0

𝑁𝑑𝑓

𝑑𝑊

√𝜏𝑇

 (2-8) 

where K is the kinetic energy and dW a Wiener noise. Without the stochastic term this equation 

reduces to that of the standard thermostat of Berendsen. The selection of stochastic has some 

degree of arbitrariness, with the sole requirement being that it maintains the invariance of the 

canonical distribution [71]. 

      2.1.3.    Pressure coupling 

Similar to temperature coupling, in the pressure coupling methods, the simulation box could be 

coupled to a pressure bath. There are different type of pressure coupling methods such as 

Berendsen, Parrinello-Rahman [75] and Martyna-Tuckerman-Tobias-Klein (MTTK) [76]. 

Parrinello-Rahman and Berendsen can be combined with any of the temperature coupling 

methods; however MTTK can only be used with Noose-Hoover temperature control. In this work, 

we have used Parrinello-Rahman. The Parrinello-Rahman barostat allows for isobaric MD 

simulations with better accuracy. Similar to Andersen barostat [74], it uses a piston to control 

pressure, however, the Parrinello-Rahman approach is a generalization of that of Andersen in two 

ways, 1) Instead of expressing the fractional coordinates in relation to Cartesian coordinates using 

volume, the relationship is provided in a more comprehensive form (as shown in Eq. ( 2-9)). 

Therefore, the simulation cell's shape could be any shape. 2) In the Lagrangian equation (Eq. 

( 2-12)), the kinetic energy of the barostat is described in terms of the rate of change of the 

components of the h-matrix over time, rather than solely in terms of volume. 
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In Parrinello-Rahman approach, if box vectors are a, b and c, by having the box matrix 

𝐡 = {𝐚, 𝐛, 𝐜} in a 3 × 3 matix. The volume V of the box would be: 

𝑉 = 𝑑𝑒𝑡(ℎ) = 𝐚. (𝐛 × 𝐜) (2-9) 

The position 𝐫𝑖  of a particle can be written in terms of 𝐡 and a column vector 𝑠𝑖 , with 

components 𝜉𝑖, 𝜂𝑖 and 𝜁𝑖 as: 

𝐫𝑖 = 𝐡𝑠𝑖 = 𝜉𝑖𝐚 + 𝜂𝑖𝐛 + 𝜁𝑖𝐜 (2-10) 

Where, 0 ≤ 𝜉𝑖 , 𝜂𝑖 , 𝜁𝑖 ≤ 1. The square of the distance between particle 𝑖 and 𝑗 is given by: 

𝑟𝑖𝑗
2 = 𝑠𝑖𝑗

𝑇 𝐆𝑠𝑖𝑗 (2-11) 

Here, 𝐆 =  𝐡T𝐡, is a matrix tensor. By considering the above notations, the Lagrangian of 

the 𝑠𝑦𝑠𝑡𝑒𝑚 +  𝑝𝑖𝑠𝑡𝑜𝑛 would be [75], [77]: 

ℒ =
1

2
∑ 𝑚𝑖 �̇�𝑖

T𝐆 𝑠�̇� − ∑ ∑ 𝑈(𝑟𝑖𝑗) +
1

2
𝑀Tr(�̇�T�̇�) − 𝑝𝑉 (2-12) 

By obtaining the equation of motion from the above equation, the box vectors as 

represented by the matrix 𝐡 obey the matrix equation of motion [75]: 

𝑊
d2𝐡

d𝑡2
= 𝑉𝐡𝐓−1

(𝑃 − 𝑃𝑟𝑒𝑓) 
(2-13) 
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Where 𝑊  is a matrix parameter that determines the strength of the coupling, and it is 

related to isothermal compressibility 𝛃 and the pressure time constant 𝜏𝑃 in the input file (𝐿 is the 

largest box matrix element): 

(𝑊−1)𝑖𝑗 =
4𝜋2𝛽𝑖𝑗

3𝜏𝑃
2𝐿

 (2-14) 

 

      2.1.4.    Forcefield 

In molecular simulation, a force field (FF) is a mathematical model that describes the interactions 

between atoms and molecules in a system. It's a set of equations and parameters used to calculate 

the forces and energies associated with various interactions, such as bonded interactions (like 

covalent bonds), non-bonded interactions (like van der Waals forces and electrostatic interactions), 

and often, dihedral or torsional angles in molecules [78]. These force fields provide a way to 

predict how molecules will move and interact over time. They play a crucial role in MD 

simulations by determining the forces acting on each atom, which in turn govern the motion and 

behavior of the simulated system [79]. Eq. (2-15), represents a typical potential energy that would 

be used to calculate the forces, from 𝐅i = −
𝜕𝑈(𝑟𝑁)

𝜕𝑟𝑖
. 
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𝑈(𝑟𝑁) =
1

2
∑ 𝑘𝑏(𝑟𝑖𝑗 − 𝑟0)

2

𝑏𝑜𝑛𝑑𝑠

+
1

2
∑ 𝑘𝜃(𝜃𝑖𝑗𝑘 − 𝜃0)

2

𝑎𝑛𝑔𝑙𝑒𝑠

+
1

2
∑ 𝑘𝜑(1 + cos 𝑚𝜑𝑖𝑗𝑘𝑙 − 𝛾)

𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

+ ∑ ∑ (4𝜀𝑖𝑗 {(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

} +
𝑞𝑖𝑞𝑗

4𝜋𝜖0𝑟𝑖𝑗
)

𝑁

𝑗=𝑖+1

𝑁

𝑖=1

 

 

 

 

 

(2-15) 

Here, 𝑈(𝑟𝑁) is the potential energy of the particle; 𝑘𝑏 , 𝑘𝜃  and 𝑘𝜙  are bond, angle and 

dihedral force constants, respectively. 𝑟0  and 𝜃0  are equilibrium values for bond and angle, 

respectively. The depth of non-bonded potential is 𝜀𝑖𝑗, 𝜎𝑖𝑗 is the size of two interacting particles 

with distance 𝑟𝑖𝑗.[80] Also, 𝑞𝑖 and 𝜖0 are particle charge and dielectric constant of the medium. 

All of the force parameters for interacting particles are stored in FFs.  

There are different type of FFs such as: i) all-atoms (CHARMM22 [81] and OPLS [82], 

[83]), where all of the atoms in the simulation box will consider explicitly, ii) united atom 

(CHARMM19[84], GROMOS [85], [86] and TraPPE [87], [88]), where implicit representation of 

aliphatic and aromatic hydrogen atoms are achieved by grouping the carbon atom along with its 

attached hydrogen atoms into a single particle centered on the carbon atom, and iii) coarse grained 

(such as MARTINI [89], [90]), in which they apply a mapping of few heavy atoms into one coarse-

grained (CG) interaction site (for example in MARTINI, three to four atoms into one bead) and is 

parametrized with the aim of reproducing thermodynamic properties. 
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         2.1.4.1    Cut-off 

In MD simulations, a cut-off is a predefined distance beyond which interactions between 

particles are considered to be negligible and are effectively truncated [91], [92]. This concept is 

primarily used to simplify calculations and reduce computational resources in MD simulations, 

which model the motion and interactions of atoms and molecules over time [91]. Specifically, cut-

off is often applied to non-bonded interactions, such as van der Waals forces and long-range 

electrostatic interactions (e.g., Coulombic forces) [93]. 

 

 

Figure 11. The Coulomb Force, Shifted Force and Shift Function as a function of distance from the 

distance from a given particle [64]. 

For van der Waals interactions (second last term in Eq. ( 2-15)) atoms and molecules 

experience van der Waals forces, which are attractive forces that arise due to fluctuations in 

electron density. A cut-off for van der Waals interactions means that beyond a certain distance, the 
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potential energy is set to zero, and the forces are not computed. This simplifies calculations 

because the van der Waals potential drops off rapidly with distance. For Coulombic interactions 

(last term in Eq. (2-15)), since they can be computationally expensive to calculate directly in large 

systems, cut-offs are applied, and interactions beyond the cut-offs distance are ignored. Various 

methods, like using shifted function (Figure 11) Ewald summation or particle mesh Ewald [65], 

are used to account for long-range electrostatics accurately. While cut-offs significantly speed up 

MD simulations, they can introduce artifacts and inaccuracies, particularly for properties 

influenced by long-range interactions. 

In this work, the Transferable Potentials for Phase Equilibria (TraPPE) force field was used 

to describe the bonded and non-bonded interactions between the atoms and/or united atoms in the 

systems. The TraPPE force field has been demonstrated to be accurately describing the inter-

atomic potentials for linear and branched alkanes, alcohols, ethers, ketones, and aldehydes, PE and 

its different structures [94], [95]. 

      2.1.5.    Radial distribution function 

The Radial Distribution Function (RDF), also known as the pair distribution function or 𝑔(𝑟), is a 

mathematical function used in the extensively in the field of molecular simulation, particularly in 

MD and MC simulations [96], [97]. RDF provides essential information about the local structure 

and arrangement of particles within a system. It gives insights into how atoms or molecules are 

distributed around a reference particle, helping to understand the material's density, packing, and 

organization [98], [99]. 
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𝑔(𝑟) = 𝐶
∫ 𝛿(𝑟1

′ − 𝑟1) 𝛿(𝑟2
′ − 𝑟2)𝑒

𝜖(𝑟′,𝑝′)
𝑘𝐵𝑇 𝑑𝑟′𝑑𝑝′

∫ 𝑒
𝜖(𝑟′,𝑝′)

𝑘𝐵𝑇 𝑑𝑟′𝑑𝑝′

 (2-16) 

Where, 𝑟1 and 𝑟2 are the positions of two particles, 𝛿(⋅) is Dirac’s delta function, 𝐶 is a 

constant number and 𝜖 is the energy associated to the given phase space state. In a simpler form, 

Eq. (2-16)) would be written as: 

𝑔(𝑟) =
𝑉

4𝜋𝑟2
∑ ∑ 𝑃(𝑟)

𝑁𝐵

𝑗𝜖𝐵

𝑁𝐴

𝑖𝜖𝐴

 (2-17) 

Where 𝑉 is the volume and 𝑃(𝑟) is the probability of finding a particle B at distance 𝑟 from 

a particle A. The RDF (𝑔(𝑟) in Eq. (2-16)) quantifies the probability of finding a particle at a 

certain distance from a reference particle. In other words, it describes how the density of particles 

varies as a function of distance from a central particle [100]. The RDF is typically normalized so 

that it equals 1 when the particles are randomly distributed, which serves as a reference state [101]. 

This means that values of the RDF greater than 1 indicate a higher probability of finding particles 

at a specific distance compared to a random distribution, while values less than 1 indicate a lower 

probability [102]. Peaks in the RDF correspond to characteristic distances between particles in the 

system. For example, in a liquid, the first peak often corresponds to the average distance between 

nearest neighbor particles, while subsequent peaks may represent larger-scale arrangements. 
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Figure 12. Voronoi tessellation method in 2D space. The right picture represents a half-plane in-between 

two particles A and B. 

 

         2.1.5.1    Time average and ergodicity 

Ergodicity is a concept commonly used in statistical mechanics and thermodynamics. It 

refers to the idea that, over a sufficiently long time, a system's time-average behavior will be 

representative of its ensemble-average behavior [103], In simpler terms, it implies that if you 

observe a system for a long enough duration, the statistical properties you measure will converge 

to the same values that you would obtain by averaging over all possible states of the system. 

Ergodicity suggests that you can understand a system's behavior by observing it over time and 

averaging the observations, rather than needing to sample all possible configurations of the system 

[77]. Time averages involve observing one system over time, while ensemble averages involve 

considering many identical systems simultaneously. Ergodicity implies that these averages are 
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equivalent for an ergodic system. Ergodicity is not universally true for all systems. It applies to 

systems that explore their phase space (the set of all possible states) thoroughly over time. Some 

systems may not be ergodic, especially if they are trapped in certain states or have constraints that 

limit their exploration of phase space. In this thesis, we have assumed that the system we are 

investigating are ergodic systems, so for some analysis such as RDF, we have used the time 

average of the RDF over last nanoseconds of the simulations. 

   2.2.    Voronoi tessellation 

Voronoi tessellation (VT), also known as Dirichlet or Thiessen polygons [104], is a method that 

can be used to partition a space into regions close to each set of dots (in our case, particles). In 

general, VT calculates the distance between every two particles and draws a half-plane in between 

them, then calculates the associated volume for each particle [105], [106]. In this work, in order to 

compute the Voronoi cells, the pyvoro python package[107] has been used. The pyvoro package 

is based on voro++ library[108]–[110]. voro++ is an open-source software library designed for 

calculating the Voronoi diagram, efficiently computes the Voronoi cells directly. Figure 12 

represents VT method for a 2D plane. The schematic of the utilized VT algorithm is represented 

in Figure 13 [111]. The Voronoi cell obtained by this algorithm, will be approximately a sphere 

with radius 𝑅/2, with many facets due to the particles in the shell. As 𝑅 increases, the number of 

facets will increase without limit. After having the cell volume, the volume space assigned to each 

particle at every timestep can be calculated by reducing the hard-core (HC) volume of each particle 

from the calculated volume, one could evaluate the free volume assigned to every particle through: 
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𝑉𝑓𝑟𝑒𝑒 = 𝑉𝑐𝑒𝑙𝑙 − 𝑉ℎ𝑐 (2-18) 

 

 

Figure 13. The algorithm of VT for particles with particle diameter 𝑑, radial separation 𝑅 and position of 

𝑥𝑝. 
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Where 𝑉𝑓𝑟𝑒𝑒, 𝑉𝑐𝑒𝑙𝑙 and 𝑉ℎ𝑐 are the free volume, cell volume calculated by VT and hard-

core (HC) volume of each particle, respectively. By calculating the free volume of each particle, 

then we could provide a probability distribution for the free volume of different molecules in the 

simulation box [112]. As an example, Figure 14 provides a probability distribution for a LPE 

polymer chain with 500 carbon atoms. 

 

Figure 14. Probability distribution of free volume along LPE with 500 carbon atoms. 
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Chapter 3: Free Volume Coalescence in 

Branched and Linear PE 

*Version of this chapter’s sections has been published in: Kavyani S., and Choi P., Molecular 

dynamics study of the environmental stress cracking agent assisted cavitation in linear and 

branched polyethylene. Polymer, 2023, 264,125542.  

 

   3.1.    Introduction 

ESC is an old problem in polymer science [53], [113] but it is still relevant today as it is the major 

cause for 25 to 40% of polymer failures [114], [115]. ESC occurs to both amorphous and semi-

crystalline polymers. In ESC, cracks form prematurely in the presence of inherent stress with the 

presence of an ESC agent, which is normally a surface-active substance, in the polymer. The cracks 

undergo SCG and eventually the polymer fails in a brittle fracture mode [115]. ESC is a significant 

problem in PE pipes that are used extensively in the oil and gas industry and water distribution 

systems [1]. 

The brittle failure of PE in ESC is somewhat unexpected as PE is a tough, semi-crystalline 

polymer. It is believed that cavitation (a precursor to the formation of cracks) is initiated in the 

amorphous phase of PE as a result of the disentanglement of the tie molecules and/or amorphous 
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chains followed by a brittle failure [3], [5], [6]. It is interesting to note that cavitation is a common 

feature of brittle failure in plastics. ESCR of a polymer signifies its ability to resist the SCG within 

its designed service life [7] – [9]. Indeed, ESCR has been a key consideration for the PE pipe 

design over the past few decades. 

The PE characteristics that determine its ESCR are molecular weight averages, molecular 

weight distribution [10], [11], degree of crystallinity [44], degree of branching [45], and ease of 

diffusion of the ESC agent in the PE amorphous phase [46]. However, over the years, researchers 

have identified that the degree of branching and the degree of crystallinity are the two key attributes 

that determine ESCR [3], [15]. For example, HDPE exhibits lower ESCR than branched 

polyethylene such as LDPE or LLDPE that contains SCBs [47]. And the ESCR of LLDPE with 

butyl branches is generally higher than that of LLDPE with ethyl branches [15], [16]. Shirkavand 

et al. [48] reported similar findings that by increasing the number of branches in a polymer, thereby 

decreasing its degree of crystallinity, enhances its ESCR. Cheng et al. [38] also reported that PE 

with a higher number of SCBs exhibits higher ESCR. They suggested that the observation is due 

to the increasing sliding resistance of the chain with longer SCBs and increasing number of tie-

molecules in the amorphous region and lower degree of crystallinity. Yeh et al. [49] also 

demonstrated that the ESCR of PE significantly increases when the branch length is increased from 

2 to 6 carbons. Bubeck et al. [45] studied the influence of the number and length of SCBs on the 

ESCR of PE and found that the presence of more and longer SCBs in PE increases its ESCR. 

Sardashti et al. [44] studied the effect of crystallinity of PE on its ESCR for HDPE and LLDPE. 

Their results showed that increasing degree of crystallinity in PEs, for both LLDPE and HDPE, 
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the ESCR is reduced. However, they observed that crystallinity has a more significant effect on 

HDPE, compared to LLDPE. 

Ward et al. [46] found that an ESC agent plasticizes the amorphous phase of PE, thereby 

promoting the crack growth and intensifying the brittle fracture of the crystalline phase. They 

mentioned that disentanglement of the tie molecules is the reason for ESC, where the most 

important factor that controls the disentanglement of the polymer chains are the density of the tie 

molecules in the amorphous region which is in turn controlled by the number of branches. Garcia 

et al. [50] found that in addition to the tie molecules, other inter-lamella links such as the chain 

entanglements help improve the ESCR of PE. All of the above findings point to the direction that 

ESCR is related to the amount and the structure of amorphous phase in PE. 

It is important to emphasize that the molecular mechanisms for the ESC failure proposed 

by various authors are not determined directly from experiments that follow the motion of the 

macromolecules involved. In fact, there exists no direct experimental evidence for showing how 

disentanglement takes place mechanistically where two or more segments of the same tie molecule 

are anchored in the crystalline phase. In fact, entanglement is not a quantitative concept and it is 

not measurable, let alone disentanglement. 

Given that PE fails brittlely in ESC and that cavitation is experimentally observed in the 

initial step of crack formation, we hypothesize that cavitation in the amorphous phase of PE 

originates from the formation of possibly more and larger free volume holes when an ESC agent 

is present. It is believed that having more and larger free volume holes increases the chance of free 

volume holes coalescence (cavitation) when the polymer is subject to internal/external stress. 
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Obviously, low degree of crystallinity (i.e., more amorphous phase) lowers the chance of the free 

volume holes coalescence. It is conceivable that free volume hole sizes depend on the nature and 

concentration of the ESC agent as well as the PE structure. Therefore, in this work, we will 

examine whether an ESC agent would alter the chain packings of PE with and without SCBs in 

the presence of an ESC agent nonyl ethoxylate (NE) at various concentrations below its critical 

micelle concentration using MD simulation. The packings will be quantified by the intermolecular 

radial distribution function and free volume hole size and spatial distributions. 

   3.2.     MD Simulation 

Molecular dynamics simulations were carried out using GROMACS 2020.4 software package [27 

- 28]. The TraPPE force field was used to describe the bonded and non-bonded interactions 

between the atoms and/or united atoms in the systems. The TraPPE force field has been 

demonstrated to be accurately describing the inter-atomic potentials for linear and branched 

alkanes, alcohols, ethers, ketones, and aldehydes, PE and its different structures [94], [95]. Since 

the main interest of the present work is on the molecular morphology of the amorphous phase of 

PE with and without an ESC agent, we simulated the systems at 190 C, a temperature significantly 

above the melting point of PE to ensure the equilibration of the amorphous phase of the systems 

[119]. We believe that similar amorphous molecular morphology exists at low temperatures. 

However, the equilibration would take much longer time to achieve at room temperature that is 

not achievable in simulation, due to very slow movement of polymer chains at room temperature. 

A modified Berendsen thermostat was used to control the temperature [120]. Pressure of 

the models were kept constant at 1 bar using the Parrinello-Rahman barostat [75]. All simulation 
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boxes were set to ~14 × 14 × 14 𝑛𝑚3 initially. The periodic boundary conditions were used in x, 

y and z directions. In the pure PE simulation unit cells (no ESC agent), according to TraPPE force 

field, all point charges were set to zero, and the single range cut-off method was used for 

calculating electrostatic interactions [117]. However, Particle Mesh Ewald (PME) method was 

used for systems with the ESC agent [65]. The time-step for the simulations was set to 2 𝑓𝑠 and 

the neighbor searching updates every 5 steps. All twenty systems were run for about 530 ns of 

simulation time to ensure full equilibration. However, only the data of the last 30 ns of each 

trajectory were used for subsequent analysis. 

We used two types of PE in this work – linear (LPE) and branched (BPE). Both types of 

PEs contained 500 carbons in their backbone. However, in the case of branched PE, it contained 5 

and 41 butyl/hexyl branches. It is noteworthy that they correspond to branch contents of 10 and 82 

SCBs/1,000 backbone carbons, respectively, and that commercial LLDPEs normally contain 10 – 

20 SCBs/1,000 carbons. Figure 1 shows their molecular structures. Nonyl ethoxylate (NE) was 

used as the ESC agent. Here, nonyl phenol ethoxylate (NPE) is a common ESC agent [121], [122] 

and is known by its trade name Igepal [35], [123]. However, the TraPPE force field does not 

contain proper force field parameters for the phenol part of the molecule. Therefore, we decided 

to use an imitated structure NE instead of NPE in our simulations. Nonetheless, NE still contains 

the hydrophobic ethylene segments (E-segments) and hydrophilic ethylene oxide segments (EO-

segments). Considering the goal of our study, we feel justified to use such imitated ESC agent. 

Figure 15 also shows the NE molecular structure used in this work. The details of all simulation 

systems are listed in Table 2. In the naming of the systems, the letter before PE denotes the 

molecular structure of the PE chain (linear or branched) which follows first, by the number of the 
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butyl(4)/hexyl(6) branches in the entire backbone (10 or 82). The number after NE denotes the 

number of it (i.e., concentration) used in the simulation unit cells. The corresponding weight 

fractions of NE are in the range of 0.001 ~ 1.4wt%. 

 

Table 2. Descriptions of the Simulation Systems 

 

System Name 
PE 

Structure 

Branch 

Type 

 

Number of 

PE 

Molecules  

 

Number of 

NE 

Molecules  

Number 

of SCBs 

Branch 

Content; 

SCBs/1,000  

LPE Linear - 35 - - - 

B4PE10 Branched Butyl 35 - 5 10 

B4PE82 Branched Butyl 35 - 41 82 

B6PE10 Branched Hexyl 35 - 5 10 

B6PE82 Branched Hexyl 35 - 41 82 

LPENE1 Linear - 35 1 - - 

LPENE5 Linear - 33 5 - - 

LPENE10 Linear - 33 10 - - 

B4PE10NE1 Branched Butyl 35 1 5 10 

B4PE10NE5 Branched Butyl 33 5 5 10 

B4PE10NE10 Branched Butyl 33 10 5 10 

B4PE82NE1 Branched Butyl 35 1 41 82 

B4PE82NE5 Branched Butyl 33 5 41 82 

B4PE82NE10 Branched Butyl 33 10 41 82 

B6PE10NE1 Branched Hexyl 35 1 5 10 

B6PE10NE5 Branched Hexyl 34 5 5 10 

B6PE10NE10 Branched Hexyl 36 10 5 10 

B6PE82NE1 Branched Hexyl 35 1 41 82 

B6PE82NE5 Branched Hexyl 33 5 41 82 

B6PE82NE10 Branched Hexyl 34 10 41 82 
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Figure 15. Structures of linear PE, branched PE and nonyl phenol ethoxylate (A), a common ESC agent 

and nonyl ethoxylate (B), an imitated ESC agent used in this work. Black, red dots are carbon and 

oxygen. The short chain branch is represented in orange. 

   3.3.    Results and Discussion 

The first part of the discussion will focus on the molecular packings of LPE and BPE as well as 

those in the presence of NE molecules at various concentrations. Here, the molecular packings are 

quantified by the corresponding RDFs. The free volume hole size and spatial distributions will be 

discussed afterwards. As mentioned, we hypothesize that the presence of an ESC agent in the 

amorphous phase of PE would alter the molecular packings of the dissimilar molecules in the 

systems, leading to the formation of regions having more and larger free volume holes, precursors 

for cavitation that is the precursor for the crack formation. Also, it is anticipated that the effect of 

the ESC agent on LPE and BPE would be different. 

      3.3.1.    Radial Distribution Functions of PE and NE 

Interchain RDFs of pure PE with 0, 10, and 82 SCBs/1,000 backbone carbons and those of the 

same PE in the presence of NE at various concentrations (1, 5, and 10 NE) were determined and 

are plotted in Figure 16. As shown in Figure 16a, increasing the number of SCBs reduces the peak 

values of RDF plots but do not change the peak locations, suggesting that PE chains with more 



 

 

44 

SCBs adopt a less compact molecular morphology. Figure 16(b-d) show that the presence of NE 

hardly changes the locations and heights of the peaks in the RDFs of PE. This may be due to the 

low NE concentrations used (𝑤𝑁𝐸~ 0.001 − 1.4 wt%). 

 
Figure 16. Inter-chain radial distribution functions (RDFs) of linear polyethylene (LPE) and branched 

polyethylene (BPE) in the absence of NE (a) and in the presence of 1 (b), 5 (c) and 10 (d) NE molecules 

(i.e., 𝑤𝑁𝐸~ 0.001 −  1.4 wt%). 

 Figure 17 shows the intermolecular RDFs between PE and the hydrophobic E-segments 

and hydrophilic EO-segments of NE. In both cases, the RDF becomes sharper as NE concentration 

increases. This is simply because increasing number of NE molecules yields better statistics. It is 

obvious that the RDF values of the E-segments of NE is slightly greater than those of the EO-

segments, indicating that the E-segments exhibit a stronger association with both LPE and BPE 
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than the EO-segments, a somewhat expected result. However, such association seems to be 

insensitive to the branch content.  
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Figure 17. Intermolecular radial distribution functions for PE and NE’s ethylene segments (E-segments) 

and ethylene oxide segments (EO-segments).
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      3.3.2.    Free Volume Hole Size and Spatial Distributions 

Figure 18 shows the free volume hole sizes of LPE, B4PE10, B4PE82, B6PE10, and B6PE82 from 

the corresponding equilibrated snapshots. Similar figures, not shown here, were obtained from 

different equilibrated MD snapshots. It can be determined from the figure that the 𝑏-𝐶s (the 

backbone carbon atom that the branch is attached to) are surrounded by a significantly smaller free 

volume as denoted by the green dots on the x-axes of the figures. The small free volume hole sizes 

of 𝑏-𝐶s are due to the fact that they are highly restricted as they are constrained by 3 covalent 

bonds, 7 bond angles, and 8 dihedrals. As a result, such carbons are not able to move as freely as 

other carbons in the same PE chain [124], [125]. We also determined the mean free volume hole 

sizes of the carbons in the butyl/hexyl branches and are shown in Table 3. It can be seen that the 

mean free volume hole size of the terminal carbons is significantly larger than those of the 

backbone carbons which are approximately 20 Å3 (Figure 18). This is consistent with the fact that 

terminal carbons are more mobile. And the free volume hole size of a carbon in the branch 

decreases as the carbon is closer to the backbone. This observation is not surprising as such free 

volume distribution is very similar to that of chain ends (see Table 3). 

Table 3. Mean free volume hole sizes of carbon atoms (Å3) in the 

last four carbon atoms of butyl/hexyl branches and the last four 

carbon atoms at the end of the PE polymer chains in the LPE 

system. Carbon #4 is the terminal carbon. 

Carbon # 
B4PE10 

branches 

B6PE10 

branches 

Chain ends 

(terminals) 

1 6.7 19 10.7 

2 9.2 20 11.4 

3 10.6 22 12.5 

4 30 40 32 
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Figure 18. Free volume hole size of backbone carbons (blue) and carbons in the short chain branches 

(orange) of LPE and BPE chains as determined by the Voronoi tessellation (VT) method from an 

equilibrated snapshot (at 500 ns) of systems LPE, B4PE10, B4PE82, B6PE10 and B6PE82. The green 

dots on the x-axis denote the locations of the short chain branches (b-Cs). 

Figure 19 shows the free volume hole size distribution around each carbon in LPE and 

BPE. Figure 19a clearly shows that by increasing the number of branches in a PE chain, the free 

volume hole size distribution become broader with a second peak emerging in the range of 𝑣 <
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20 Å3 and the right tail 𝑣 > 40 Å3 increases. As a result, the peak value of the mean free volume 

shifts toward left. It should be pointed out that for all cases, the right tail diminishes essentially to 

zero at 60 Å3. The broadening of the free volume hole size distribution is reasonable as there are 

more branches in the macromolecules yielding both small free volume holes associated with 𝑏-𝐶s 

and large free volume holes associated with the butyl/hexyl branches (Figure 18 and Figure 19). 

Figure 19(b-d) show that increasing NE concentration barely changes the free volume hole size 

distribution of PE chains in both LPE and BPEs. 

The free volume hole size distributions around the NE molecules are plotted in Figure 20. 

One obvious trend in Figure 20 is that for both LPE and BPE, increasing NE concentration 

increases the peak value (i.e., more free volume holes around the NE molecules). Also, in all cases, 

area under the curve determined based upon free volumes 𝑣 > 10 Å3 exhibits a weak positive 

dependence on NE concentration: ~0.90, 0.92 and 0.94 Å3 . These results indicate that by 

increasing NE concentration, the free volume around the NE molecules increases. The effect is 

stronger for LPE than for BPE. This implies that the branches in BPE suppress the formation of 

free volume holes around the NE molecules. In summary, NE molecules when surrounded by PE 

chains, especially LPE molecules, forms more and larger free volume holes. It is believed that this 

will in turn increase the chance of the aggregation of such free volume holes (i.e., higher chance 

for cavitation), thereby crack formation over a long period of time, when PE is subject to 

internal/external stress. The results are consistent with the experimental observation (as mentioned 

in the introduction section of this chapter) that ESCR of BPE is higher than that of LPE. 
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Figure 19. The probability distributions of free volume hole size (𝑣) for LPE and various BPE models 

without and with NE at different concentrations. 
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Figure 20. The probability distributions of free volume hole size (𝑣) around NE molecules in LPE and 

BPEs with NE at various concentrations. 
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Figure 21. The probability distributions of free volume hole size (𝑣) for ethylene segments (E-segments) 

and ethylene oxide segments (EO-segments) of NE molecules.
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Figure 21 shows the free volume hole size distributions of E-segments and EO-segments 

of NE molecules. This figure clearly shows that there are more relatively smaller free volume holes 

in the vicinity of the EO-segments than E-segments and that there are more relatively larger free 

volume holes in the vicinity of the E-segments than EO-segments. The smaller free volume holes 

of EO-segments could be due to their more compact conformation in a hydrophobic environment. 

Figure 21 also shows that by increasing the branch content and branch length, the peaks of the 

probability curves of E-segments shift to the left, suggesting that systems with higher branch 

contents and/or larger branches would reduce the formation of free volume holes around the E-

segments. We will discuss this point further when we present the free volume holes coalescence 

dynamics analysis. 

To analyze the free volume coalescence dynamics around the NE molecules, two nearby 

carbon atoms C#6 (NE6) and C#7 (NE7) in the EO-segments and C#18 (NE18) and C#19 (NE19) in the 

E-segments (Figure 15) of the NE molecule were selected. In particular, we followed the time 

evolution of the total free volume of the two pairs of carbons (i.e., 𝑣𝑓𝑁𝐸6
+ 𝑣𝑓𝑁𝐸7

 and 𝑣𝑓𝑁𝐸18
+

𝑣𝑓𝑁𝐸19
) from a randomly selected NE molecule in each system. Figure 22 shows the time evolution 

of 𝑣𝑓𝑁𝐸18
+ 𝑣𝑓𝑁𝐸19

 for the systems with the highest NE concentration used. Here, results on 

𝑣𝑓𝑁𝐸6
+ 𝑣𝑓𝑁𝐸7

 are not shown as they are similar to those of 𝑣𝑓𝑁𝐸18
+ 𝑣𝑓𝑁𝐸19

. However, they differ 

when the free volume coalescence dynamics data are expressed in the Fourier modes. In Figure 

23, we show the last 80 ns of the data of 𝑣𝑓𝑁𝐸6
+ 𝑣𝑓𝑁𝐸7

 and 𝑣𝑓𝑁𝐸18
+ 𝑣𝑓𝑁𝐸19

 in the Fourier mode. 

Here, to attenuate the frequencies with lower amplitudes, we squared the amplitudes. We also 

applied a filter of 150 on the squared values to remove the low intensity activities.  
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Figure 22. The time evolution of 𝑣𝑓𝑁𝐸18

+ 𝑣𝑓𝑁𝐸19
 for systems, (a) LPENE10, (b) B4PE10NE10, 

(c)B4PE82NE10, (d) B6PE10NE10 and (e) B6PE82NE10
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Figure 23. The Fourier modes for 𝑣𝑓𝑁𝐸18
+ 𝑣𝑓𝑁𝐸19

 (E-segments: a, b and c) and 𝑣𝑓𝑁𝐸6
+ 𝑣𝑓𝑁𝐸7

 (EO-

segments: d, e and f) of NE molecules.
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Fourier transforms of such time series data yielded the power (amplitude) of the free 

volume fluctuations. By considering the time series  𝑓(𝑡) = 𝑣𝑓𝑁𝐸𝑖
+ 𝑣𝑓𝑁𝐸𝑗

, where i and j are two 

consecutive atoms i and j in a NE molecule, the Fourier transform was performed on the time 

series by using [150]: 

𝐹(𝜔) =  ∫ 𝑓(𝑡)𝑒−𝑖𝜔𝑡𝑑𝑡
∞

−∞

 (3-1) 

where 𝐹(𝜔) is the evaluated transformed function, 𝜔 is Fourier frequency and 𝑡 is time. The Fast-

Fourier transform (FFT) method is utilized to numerically calculate the Fourier transform [150]. 

After that, the power of fluctuations of the time series 𝑓(𝑡) is evaluated by using [151]: 

𝐸 =
1

𝑇
∫ |𝑓(𝑡)|2𝑑𝑡

 

𝑇

 (3-2) 

which by considering Parseval’s theorem [152], it also can be calculated by: 

𝐸 = ∑ |𝐹𝑘|2

∞

𝑘=−∞

 (3-3) 

where 𝐹𝑘 is the amplitude of the 𝑘th Fourier mode. The power or number of frequencies of a signal, 

positively correlates to the activity in the coalescence of free volume. Following the Fourier 

transform of 𝑓(𝑡), a filter is employed to eliminate noise and undesirable components or features 

from the signal of the fluctuations. Based on our prior paper, it is recommended to use a filter of 

150 on 𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒2 [135]. 
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Figure 23 clearly shows that the number of frequency modes of the E-segments is much 

higher than that of EO-segments and that some of the frequency mode intensities of the E-segments 

are considerably larger than those of the EO-segments. Also, the number of frequency modes 

decreases significantly with increasing NE concentration for the EO-segments but not the E-

segments. To quantify the above observation, we summarize the number of frequency modes and 

the total power ∑ 𝐴𝑚𝑝𝑙𝑖𝑡𝑖𝑡𝑢𝑑𝑒2 in Table 4 and Table 5, respectively.  

Table 4 show that increasing NE concentration increases the number of frequency modes 

of E-segments but decreases that of EO-segments, especially from NE5 to NE10 systems and that 

increasing branch content generally decreases the number of frequency modes. This result supports 

the ideas that more coalescence activities take place when more E-segments are present and that 

SCBs, especially the terminal carbons, reduce such activities. Table 5 clearly shows that the 

intensity of free volume coalescence for E-segments is much stronger than that for EO-segments 

and reduces in the presence of SCBs.  

The RDFs between the terminal carbons in the SCBs and E-segments confirms that they 

have strong association compared to the other carbons (see Figure 24). In Figure 24, only the 

results for the systems with 10 NE molecules are plotted as the results for lower NE concentrations 

are similar. It seems that terminal carbons in SCBs which are more mobile suppress the formation 

of large free volume holes at the [PE]-[E-segments] interfaces by absorbing the newly formed free 

volume by that of the terminal carbons. 

The free volume and free volume dynamics results suggest that coalescence of free volume 

holes takes place at very frequency modes along with high intensities at the [PE]-[E-segments] 
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interfaces, thereby increasing the chance for cavitation, a precursor for crack formation. The role 

of SCBs seem to restrain the coalescence of the free volume holes in the vicinity of E-segments 

by absorbing such freshly formed free volume into their relatively larger free volume. 

 

 

 
Figure 24. Radial distribution functions (RDFs) of terminal carbons, branch carbons (terminal carbons 

excluded) and backbone carbons of BPEs as referenced to the E-segments of the NE molecules for 

different types of BPEs with 10 NE molecules. 
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Table 4. The number of frequency modes for the coalescing free volume 𝑣𝑓𝑁𝐸18
+

𝑣𝑓𝑁𝐸19
 (E-segments) and 𝑣𝑓𝑁𝐸6

+ 𝑣𝑓𝑁𝐸7
 (EO-segments) for different systems. 

System type 
 NE1  NE5  NE10  

 E EO  E EO  E EO 

LPE  13 5  13 6  16 6 

B4PE10  13 6  12 3  24 6 

B4PE82  7 10  8 11  17 3 

B6PE10  15 2  12 8  7 2 

B6PE82  9 4  8 4  15 2 

Summation  57 27  53 32  79 19 

Total (E+EO)  84  85  98  

Table 5. The total power (∑ 𝐴𝑚𝑝𝑙𝑖𝑡𝑖𝑡𝑢𝑑𝑒2) for the coalescing free volume 𝑣𝑓𝑁𝐸18
+

𝑣𝑓𝑁𝐸19
 (E-segments) and 𝑣𝑓𝑁𝐸6

+ 𝑣𝑓𝑁𝐸7
 (EO-segment) for different systems. 

System type 
 NE1  NE5  NE10  

 E EO  E EO  E EO 

LPE  3085 1031  2848 1101  3342 1146 

B4PE10  2275 1141  2312 493  4992 1209 

B4PE82  1418 1802  1796 2230  3697 547 

B6PE10  2586 471  2637 1452  1452 397 

B6PE82  1736 752  1598 698  3126 352 

Summation  11100 5197  11191 5974  16609 3651 

Total (E+EO)  16297  17065  20260  
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   3.4.    Conclusion 

We used molecular dynamics simulation to study the molecular morphology in the amorphous 

phase of LPE and BPE with 10 and 82 butyl/hexyl branches/1,000 backbone carbons in the 

presence of an ESC agent namely nonyl ethoxylate (NE). Packings of LPE and BPE were not 

affected by the presence of NE as characterized by both (i) their interchain radial distribution 

functions and (ii) free volume hole size distributions as determined by the technique of VT. The 

E-segments of NE, compared to the EO-Segments, exhibited a strong association with the PE 

chains, especially with the terminal carbons of the short chain branches in BPE. Increasing NE 

concentration increased the number and size of free volume holes at the [PE]-[E-segments] 

interfaces. It is believed that this will, in turn, increase the chance of free volume coalescence (i.e., 

cavitation, the precursor for the crack formation). It is interesting to note that short chain branches 

in BPE were observed to suppress the formation of free volume holes around the [PE]-[E-

segments] interfaces. The Fourier mode analysis of free volume holes coalescence dynamics 

indicates that E-segments of NE molecules exhibit considerably more activities in free volume 

holes coalescence than the EO-segments, supporting the idea that cavitation is likely to take place 

at the [PE]-[E-segments] interfaces. The Fourier mode analysis also shows that the presence of 

more mobile short chain branches nearby the E-segments restrains the formation of large free 

volume holes. This can be viewed as the newly formed free volume holes are absorbed by the large 

free volume holes associated with the terminal carbons. In this work, we propose a different view 

on the initiation of the ESC process using the free volume concept. 
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Chapter 4: Effect of Molecular Backbone Size on 

Free Volume Coalescence 

*Version of this chapter’s sections has been published in: Kavyani S., Soares J. B. P. Choi P., The 

Size Effect of Backbone with Attached Hexyl Branches on the Free Volume Size Distribution and 

Coalescence around an Amphiphilic Molecule. Polymer Engineering & Science, 2024.  

 

   4.1.    Introduction 

PE is commonly used in a wide range of consumer and industrial products due to its versatility, 

low cost, and ease of manufacturing. It is a thermoplastic polymer made from the monomer 

ethylene and is characterized by its flexibility and durability. Some of the common applications of 

polyethylene include packaging, consumer goods, electrical and electronic components, 

construction materials and pipelines.  

When a polyethylene sample is exposed to an amphiphilic liquid and subjected to a stress 

at the same time, it will crack prematurely [113]. This type of failure is termed as ESC [53], [113]. 

The cracks obviously reduce PE’s strength and durability [8]. In general, ESC is believed to take 

place in the following steps: i) amphiphilic liquid absorption, ii) crack propagation and iii) brittle 
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fracture [115]. It is important to point out that the rate of the progression of each stage varies 

depending on the macromolecular structure of polyethylene and the conditions it is exposed to 

(e.g., temperature, type and concentration of the amphiphilic liquid and stress level).  

Certain polyethylene shows only limited crack growth and takes a longer time to fail while 

others exhibit rapid crack growth and fail quickly. However, in ESC failures, slow crack growth 

(SCG) is the dominant mode of failure and it has been observed as an interlamellar phenomenon, 

only occuring in the amorphous phase of polyethylene [126]–[128].  

The crack propagation stage can be divided into three sub-stages: i) cavitation (void 

formation), ii) craze initiation, and iii) crack growth. Properties of PE that play significant roles in 

the rate of the crack propagation stage are the degree of crystallinity [44], molecular weight [41], 

[42], degree of branching [45], and size of branches [49]. The above properties are not totally 

independent. For example, the degree of branching determines the degree of crystallinity under the 

same crystallization conditions. The degree of branching of PE and its degree of crystallinity show 

a negative dependence [48].  

Nonetheless, it has been shown that the branch content and branch length (size) of PE exert 

a strong influence on the crack propagation stage. It is well-known that HDPE that contains 

essentially no branches exhibits low ESCR compared to BPE such as LDPE containing both LCBs 

and SCBs or LLDPE containing only SCBs. It is well-known that amount of SCBs determines the 

concentration of tie molecules that are the segments of a macromolecule reside in the amorphous 

phase. Their function is to bridge crystalline lamella. Ward et al. [46], proposed that the 

disentanglement of tie molecules is the molecular mechanism responsible for ESC.  
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Bubeck et al. [45] investigated the effects of the number and length of SCBs on the ESCR 

of PE and found that increasing the number and length of SCBs, improves the ESCR of PE. Yeh 

et al. [49] showed that when the branch length increases from ethyl to hexyl branches, the ESCR 

of PE increases significantly. Also, it has been observed that LLDPE exhibits higher ESCR with 

butyl branches compared to ethyl branches [3], [47], [38].  

Lu et. al.[129] reported that by increasing the amount of SCBs, the polyethylene service 

lifetime even in the presence of an amphiphilic ESC agent increases SCG period. They also 

mentioned that SCBs serve a dual role, acting as pins that impede the sliding of tie molecules on 

each other and simultaneously restricting lamella thickness, leading to an increase of the 

percentage of amorphous phase and tie molecules. Lustiger et al.[126] found out that SCBs help 

improve ESCR of PE in two ways: i) reducing its crystallinity, ii) increasing the number of tie-

molecules and iii) preventing tie molecules from slipping past another.   

Böhm et al. [57] suggested that pipes made of a PE blend containing PE with SCBs on a 

long backbone (e.g., LLDPE) exhibit approximately two orders of magnitude higher ESCR. The 

potential beneficial of PE blends was investigated previously by Hubert et al. [128], where they 

mentioned that ethylene/� -olefin copolymers with a bimodal molar weight distribution exhibit a 

higher ESCR. They also showed that SCBs attached to a long PE backbone improves ESCR [130]. 

Krishnaswamy et al. [131] investigated the time to failure of different binary PE blends containing 

PE with SCBs placed exclusively either on “short” or “long” backbone and found that SCBs on 

long backbone delay failure significantly. 
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Free volume is the space that is not occupied by the molecules in a material [132]. By using 

the free volume concept, Wong and Choi have been successful in predicting diffusivity and 

viscosity of PE with different macromolecular structures [112], [133], [134]. Most recently, we 

found that relatively larger free volume holes are formed at the interface between an amphiphilic 

molecule and the amorphous phase of PE and that such free volume holes exhibit high propensity 

for coalescence [135]. We believe that such free volume coalescence forms the precursor for the 

cavitation process, the first stage of SCG. In the same work, we also demonstrated that SCBs 

suppress free volume holes coalescence. This is somewhat in line with the experimental 

observations that SCBs help improve ESCR. It is noteworthy that our previous work was carried 

out at a temperature above the melting temperature of PE used in order to ensure the equilibration 

of its amorphous phase. However, we expect that a similar coalescence process would take place 

at lower temperatures but at much slower rates, as in real life it takes place in a room temperature.  

In the previous work, neat PE was used. In this work, we will further our study using PE 

blends containing PE with linear structure and with hexyl branches. A four-arm star alkane namely 

7, 12 hexyl octadecane, hereafter referred to as SA was also added to the PE blend. Here, SA 

contains four hexyl branches but they are all attached to a backbone containing only four carbons. 

The objective of this study is twofold. One is to study the effect of blending and the other is on the 

effect of hexyl branches that are attached to backbones with significantly different sizes.   

   4.2.    Molecular Dynamics (MD) Simulations 

We used the GROMACS 2020.4 software package [27 - 28] to run all MD simulations. The 

TraPPE force-field was used. This force field has been successfully used to describe the short chain 

branching effect on the interlamellar structure of LLDPE [94], [95] and also on the short and long 
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chain branching effects on the topology of PE melt [95]. The TraPPE force field was also used by 

Wong et al. [112] to determine how free volume affects the diffusivity of PE. Most recently, our 

group has used the same force field to study the effect of short chain branching on the size 

distribution and coalescence dynamics of free volume holes of PE in the presence of an ESC agent 

[135]. 

The simulation boxes for all the systems were set to ~15 × 15 × 15 𝑛𝑚3 initially. We 

used Parrinello-Rahman barostat [75] to control the pressure at 1 bar. All simulation systems were 

coupled to a heating bath with a modified Berendsen thermostat that was set at a temperature of 

190 C [120]. It is noteworthy that since our main interest is on the free volume characteristics in 

the amorphous phase of PE blends in the presence of a star alkane and an ESC agent, we used a 

temperature that is significantly above the melting temperatures of PEs to ensure the equilibration 

of the amorphous phase of all blends [119]. It is believed that what is observed at 190 C would 

occur at low temperatures but with low rates. It should be noted that equilibrating the systems of 

interest at low temperatures would require prohibitively high computational cost.  

MD simulations were performed on all systems for at least 530 ns, which is sufficient to 

equilibrate the systems of interest [135], and the last 30 ns of the trajectories was used for the data 

analysis. The time step was set to 2 fs. The update frequency for neighbour searching was set to 

every 5 steps. The periodic boundary conditions were applied to all three dimensions x, y and z. In 

order to calculate the electrostatic forces between charged particles, the Particle Mesh Ewald 

(PME) method was used [65].  
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The PE blends contained LPE and BPE with short chain branches. To introduce more 

branches to the PE blends, we added a four-arm small alkane molecule namely 7, 12 hexyl 

octadecane (SA), which contains four chain ends, to the PE blends. This reason of studying systems 

containing a considerable amount of branches is that our previous work [135] showed that the 

chain ends of BPEs suppress the coalescence of free volume holes (i.e, cavitation, the first step of 

ESC).  

 
Figure 25. Molecular structures of 7, 12 hexyl octadecane (SA) and nonyl ethoxylate (NE). The black, 

red and white dots signify carbon, oxygen and hydrogen atoms, respectively. 

All simulation systems contained different concentrations of LPE, BPE and SA but with 

the same amount of a simple amphiphilic ESC agent, nonyl ethoxylate (NE), at a concentration of 

~ 0.5 𝑤𝑡% . NE consists of a hydrophobic ethylene segment (E-segment) and a hydrophilic 

ethylene oxide segment (EO-segment). The LPE model contained 500 carbon atoms while the 

LLDPE models contained 500 carbon atoms in the backbone with 10 and 82 hexyl SCBs/1,000 

backbone carbon atoms. Using a branch content of 82 was simply to amplify the chain end effect. 

The Voronoi tessellation method was used to calculate the volumes of the atoms[135]. The 
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molecular structures of SA and NE molecules used are illustrated in Figure 25 and all simulated 

systems are listed in Table 6.  

 

 Table 6. Concentrations of LPE, BPE, SA and NE molecules used in the simulations 

 

# System Name 

 

Number of 

LPE 

molecules  

 

Number of BPE 

molecules  

Number of SA 

molecules 

Number of NE 

molecules 

Number of 

branch 

terminals/system 

1 LPE_5BPE10 35 5 - 5 25 

2 LPE_10BPE10 24 10 - 5 50 

3 LPE_20BPE10 12 20 - 5 100 

4 LPE_5BPE82 35 5 - 5 205 

5 LPE_10BPE82 24 10 - 5 410 

6 LPE_20BPE82 12 20 - 5 815 

7 LPE_50SA 39 - 50 5 200 

8 LPE_100SA 34 - 100 5 400 

9 LPE_200SA 30 - 200 5 800 

10 LPE_5BPE10_200SA 25 5 200 5 825 

11 LPE_10BPE10_100SA 17 10 100 5 450 

12 LPE_20BPE10_50SA 10 20 50 5 300 

13 LPE_5BPE82_200SA 25 5 200 5 1005 

14 LPE_10BPE82_100SA 17 10 100 5 810 

15 LPE_20BPE82_50SA 10 20 50 5 1015 

 

   4.3.    Results and Discussion 

      4.3.1.    Equilibration 

Figure 26 and Figure 27 show the radial distribution functions (RDFs) of LPE, BPE, SA 

and SCBs including the branch terminals calculated using E- and EO-segments of NE as the 

references, respectively.  In general, the first peaks of the RDFs located at around 0.5 nm using E-

segments as references are higher.  Branch terminals, regardless of BPEs and SA, exhibit much 
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higher first peaks, clearly demonstrating that branches (either from BPE or SA) tend to cluster 

around both the E- and EO-segments. However,  

Figure 26a-f and Figure 27a-f seem to indicate that an “optimal” branch concentration (within the 

concentration range of BPE of interest) exists in the PE blends to maximize the interaction between 

the BPE branches and NE (Figures 2b and 3b). 

On the other hand,  

Figure 26g-i and Figure 27g-i show that by adding more SA molecules in LPE, the height 

of the first peak of the branches decreases (from 50 to 100 SA molecules) and then increases (from 

100 to 200 SA molecules), indicating that an “optimal” branch concentration (within the 

concentration range of SA of interest) exists to minimize the interaction between the SA branches 

and NE.  Similar behavior is also observed for PE blends ( 

Figure 26j-o and Figure 27j-o).  The aforementioned results suggest that branches of BPE 

and SA, with comparable sizes but attached to backbones with significantly different sizes, behave 

differently in terms of interacting with NE. Nonetheless, Figure 28 shows that the first peaks of 

the RDFs are significantly below 1, indicating that BPE and SA do not cluster much together in 

the PE blends.  

It is clear from the above results that branches from BPE or SA tend to cluster in the vicinity 

of NE. However, it is not clear whether both types of branches, behaving somewhat differently, 

would help facilitate the coalesces of free volume holes, the first step of cavitation? As we showed 
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in our previous work [26], branches from BPE do facilitate the formation of larger free volume 

holes around NE. 
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Figure 26. Radial destruction functions (RDFs) of LPE, BPE, SA and their branches using the E-

segments (E) of NE as the reference for all fifteen simulation systems as depicted in Table 1. 
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Figure 27. Radial destruction functions (RDFs) of LPE, BPE, SA and their branches using EO-segments 

(EO) of NE as the reference for all fifteen simulation systems as depicted in Table 1. 
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Figure 28. Radial destruction functions (RDF) of SA molecules with referenced by BPE. 

 

 

Figure 29. The probability distributions of free volume hole size (𝑣) of LPE, BPE, NE and SA, averaged 

on systems 10 to 15 in Table 6.
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Figure 30. The probability distributions of free volume hole size (𝑣) around (a) E-segment, (b) EO-

segment and (c) E-segment and EO-segment together.
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Figure 29 shows the averaged probability distributions of free volume hole size of LPE, 

BPE, NE, for systems 10 to 15 in Table 6. Since the probability distributions for these four 

molecules is similar, the average plot is represented in Figure 29. In Figure 29, it is interesting to 

note that branched molecules such as BPE and SA as well as NE (no branches) possess significant 

fractions of relatively smaller (< 10 Å3) and relatively larger (> 30 Å3) free volume holes compared 

to LPE. Figure 30 shows in detail the probability distributions of the E-segment and EO-segment’s 

free volume hole sizes. The figure clearly shows that there are larger free volume holes associated 

with the E-segments than the EO-segments and that the peaks of the E-segments located at ~ 18 

Å3 are slightly higher than those of EO-segments. Both BPE and SA seem to increase the fraction 

of large free volume holes around NE, especially on the E-segments.  

Figure 31 shows the volume around the constituent atoms of NE at the last snapshot of the 

MD trajectories of all fifteen systems used. It is obvious that the volume associated with the 

terminal atom on the E-segment of NE is the largest for all systems. This leads to the observation 

that E-segments, compared to EO-segments, have larger volume around them as seen in Figure 30.  

However, it can be seen in Figure 31 that the amplitudes of the volume variations around the EO-

segments are larger than those of the E-segments. This is consistent with the fact that EO- volume 

curves are wider than those of the E-segments shown in Figure 30.  
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Table 7. The number of frequency modes of the coalescing free volume holes around different parts of the NE molecule. 

 

System 
E-terminal 

(𝑣𝑓𝑁𝐸21
+ 𝑣𝑓𝑁𝐸22

) 

E 

(𝑣𝑓𝑁𝐸18
+ 𝑣𝑓𝑁𝐸19

) 

NE-middle 

(𝑣𝑓𝑁𝐸14
+ 𝑣𝑓𝑁𝐸15

) 

EO 

(𝑣𝑓𝑁𝐸7
+ 𝑣𝑓𝑁𝐸8

) 

EO-terminal 

(𝑣𝑓𝑁𝐸2
+ 𝑣𝑓𝑁𝐸3

) 

LPE_5BPE10 17 7 8 11 48 

LPE_10BPE10 19 19 5 15 39 

LPE_20BPE10 13 12 5 8 28 

LPE_5BPE82 22 14 11 13 40 

LPE_10BPE82 18 19 8 9 33 

LPE_20BPE82 19 8 17 7 29 

LPE_50SA 17 14 10 4 38 

LPE_100SA 18 12 12 9 35 

LPE_200SA 16 14 9 9 37 

LPE_5BPE10_200SA 25 12 13 16 23 

LPE_10BPE10_100SA 15 12 11 13 44 

LPE_20BPE10_50SA 20 15 10 14 35 

LPE_5BPE82_200SA 28 7 8 11 35 

LPE_10BPE82_100SA 18 16 18 5 27 

LPE_20BPE82_50SA 15 10 6 14 36 

Summation 280 191 151 158 527 
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Table 8. The power of fluctuations for the coalescing free volume of different beads NE molecule. 

 

System type 
E-terminal 

(𝑣𝑓𝑁𝐸21
+ 𝑣𝑓𝑁𝐸22

) 

E 

(𝑣𝑓𝑁𝐸18
+ 𝑣𝑓𝑁𝐸19

) 

NE-middle 

(𝑣𝑓𝑁𝐸14
+ 𝑣𝑓𝑁𝐸15

) 

EO 

(𝑣𝑓𝑁𝐸7
+ 𝑣𝑓𝑁𝐸8

) 

EO-terminal 

(𝑣𝑓𝑁𝐸2
+ 𝑣𝑓𝑁𝐸3

) 

LPE_5BPE10 3,836 1,502 1,534 4,700 12,793 

LPE_10BPE10 4,498 4,077 901 4,636 10,058 

LPE_20BPE10 2,847 2,732 948 4,214 6,607 

LPE_5BPE82 5,154 3,122 2,241 2,559 10,650 

LPE_10BPE82 3,787 3,938 1,801 3,015 7,892 

LPE_20BPE82 4,329 1,682 2,449 4,906 6,681 

LPE_50SA 4,462 2,695 2,102 3,806 8,764 

LPE_100SA 3,855 2,657 2,364 2,883 8,563 

LPE_200SA 3,746 3,089 1,944 6,370 8,912 

LPE_5BPE10_200SA 5,101 2,800 2,424 2,684 6,048 

LPE_10BPE10_100SA 3,295 2,416 2,021 2,233 11,410 

LPE_20BPE10_50SA 4,135 3,031 1,945 4,399 9,366 

LPE_5BPE82_200SA 6,042 1,763 1,509 2,819 10,068 

LPE_10BPE82_100SA 5,068 3,215 3,310 3,230 5,706 

LPE_20BPE82_50SA 3,178 2,166 1,008 2,708 9,197 

Summation 63,332 40,884 28,500 55,167 132,714 
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Figure 31. The volume around the constituent atoms of NE molecule (see Figure 25 for the atomic 

indices) obtained from the last snapshot of the MD trajectories of all fifteen systems use 

 

      4.3.2.    Free Volume Holes Coalescence Dynamics 

The coalescence of nearby free volume holes around different parts of NE molecules such as EO-

terminal (𝑣𝑓𝑁𝐸2
+ 𝑣𝑓𝑁𝐸3

), EO (𝑣𝑓𝑁𝐸7
+ 𝑣𝑓𝑁𝐸8

), NE-middle (𝑣𝑓𝑁𝐸14
+ 𝑣𝑓𝑁𝐸15

), E (𝑣𝑓𝑁𝐸18
+ 𝑣𝑓𝑁𝐸19

) 

and E-terminal (𝑣𝑓𝑁𝐸21
+ 𝑣𝑓𝑁𝐸22

) were calculated using the free volume data over the last 80 ns of 

all simulation trajectories. Since the terminal atom in EO-segment is hydrogen while the terminal 

atom in the E-segment is carbon, we did not include those two terminal atoms in the calculation. 

Data on the free volume fluctuations (coalescence dynamics) was transformed into Fourier modes 
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and the corresponding mode intensities were calculated. Our previous work suggests that using a 

filter of 150 on the intensities is appropriate [135]. The results are summarized in Table 7 and 

Table 8 and graphically shown in Figure 32 and Figure 33. The Fourier transform formulation is 

explained in (3-1) to (3-3). 

Figure 32 and Figure 33 clearly show that EO-terminals (𝑣𝑓𝑁𝐸2
+ 𝑣𝑓𝑁𝐸3

) exhibit the highest 

number of Fourier modes and intensity of fluctuations (power) than other parts of NE and that the 

middle part of NE the lowest coalescence activity. Respective sums of the Fourier modes and 

power of the EO-segments of all PE blends are almost 65% higher than those of E-segments. It is 

noteworthy that in our previous work, we reported that the E-segments exhibit higher coalescence 

activity than EO-segments. This is because we only compared the coalescence activities of the 

middle part of the E- (i.e., (𝑣𝑓𝑁𝐸18
+ 𝑣𝑓𝑁𝐸19

)) and EO-segments (i.e., (𝑣𝑓𝑁𝐸6
+ 𝑣𝑓𝑁𝐸7

)) in neat PE. 

The data of Figure 29, Figure 30 and Figure 31 shows an interesting behavior of NE in PE blends 

in the absence and presence of SA; that is, the hydrophobic end of NE has much larger free volume 

holes than its hydrophilic end but the hydrophilic end exhibits more free volume coalescence 

activities as quantified by a higher number of Fourier modes and more power.  

Nevertheless, the dynamic data show that BPE branches reduce the free volume 

coalescence activities around NE in the PE blends. This observation is similar to that of neat BPE 

as reported in our previous work [26]. It is believed that such observation suppresses the formation 

of larger free volume holes (cavitation) around NE. However, SA seems to exhibit an opposite 

concentration effect. In other words, SA branches intensify the free volume coalescence activity, 

especially on EO-segments, thereby increasing the chance of forming larger free volume holes 
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around NE. The behavior of SA seems to be in line with the experimental observation that addition 

of a small molecules with multiple terminals to LPE system decreases the time of LPE to ESC 

failure (i.e., decreasing ESCR) [131]. We are aware that cavitation is only the first step of ESC 

and that ESC is a multifactor, complex phenomenon. Examination of the free volume coalescence 

dynamics around a surface-active agent (NE in this particular case) as studied by MD simulation 

seems to provide a simple approach for predicting ESC behavior.  

Considering these results, it seems that, the EO-segment may be more responsible to 

aggregate free volume, even though it has lesser free volume than E-segment (Figure 30). This 

could be due to the fact that the hydrophobic groups of LPE, BPE and SA cannot interact well with 

EO-segment (due to hydrophilic/hydrophobic interaction). Therefore, this segment, would have 

more free time to aggregate free volume around itself. On the other hand, by adding BPE to the 

system, since the branched polymer act like a blender in the mixture, by moving all the molecules, 

forces EO-segments to engage in more interactions with other molecules in its surrounding 

environment. Therefore, the EO-segment would have less free time to aggregate free volume. It 

also could be seen in RDF and free volume hole distributions results, that by adding different 

molecule types, the behavior of EO-segments, compared to E-segment, experiences least amount 

of changes. 
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Figure 32. The number of Fourier modes vs. location points in NE molecules: EO-terminal (𝑣𝑓𝑁𝐸2
+

𝑣𝑓𝑁𝐸3
), EO (𝑣𝑓𝑁𝐸10

+ 𝑣𝑓𝐶#11
), NE-middle (𝑣𝑓𝑁𝐸14

+ 𝑣𝑓𝑁𝐸15
), E (𝑣𝑓𝑁𝐸18

+ 𝑣𝑓𝑁𝐸19
) and E-terminal 

(𝑣𝑓𝑁𝐸21
+ 𝑣𝑓𝑁𝐸22

). 
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Figure 33. The power of fluctuations vs. location points in NE molecules: EO-terminal (𝑣𝑓𝑁𝐸2
+ 𝑣𝑓𝑁𝐸3

), 

EO (𝑣𝑓𝑁𝐸10
+ 𝑣𝑓𝐶#11

), NE-middle (𝑣𝑓𝑁𝐸14
+ 𝑣𝑓𝑁𝐸15

), E (𝑣𝑓𝑁𝐸18
+ 𝑣𝑓𝑁𝐸19

) and E-terminal (𝑣𝑓𝑁𝐸21
+

𝑣𝑓𝑁𝐸22
). 
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   4.4.    Conclusion 

In this paper, we used molecular dynamics simulation to study effects of blending LPE with BPE 

and size of backbone to which hexyl branches attached on the free volume size distribution and 

coalescence dynamics around NE, a surface-active (ESC) agent. The BPE used had a backbone of 

500 carbons and contained 10 and 82 SCBs/1,000 carbons while SA’s backbone had only 4 carbons 

and contained 4 hexyl branches. The RDF results showed that an “optimal” branch concentration 

(within the concentration range of BPE of interest) exists in the PE blends to maximize the 

interaction between the BPE branches and NE. On the other hand, there exists an “optimal” branch 

concentration (within the concentration range of SA of interest) to minimize the interaction 

between the SA branches and NE.  The aforementioned results suggest that branches of BPE and 

SA, with comparable sizes but attached to backbones with significantly different sizes, behave 

differently in terms of interacting with NE. The results showed that the hydrophobic end of NE 

has larger free volume holes while the hydrophilic end of NE tend to a larger variation in size of 

free volume holes. The coalescence dynamics results indicated that hexyl branches of BPE 

suppress the formation of larger free volume holes while those of SA enhance it, especially on the 

hydrophilic end of NE. it is expected that addition of hexyl branches attached a long backbone 

may slow down cavitation while this is not the case for the hexyl branches attached to a short 

backbone. 
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Chapter 5: Effect Functionalizing the Branch-

ends with Vinyl Acetate 

*Version of this chapter’s sections has been submitted in: Kavyani S., and Choi P., Molecular 

Dynamics Study of Free Volume Coalescence around Nonyl Ethoxylate in Polyethylene with 

Vinyl Acetate Modified Branches. Polymer Science & Engineering, 2024.  

 

   5.1.    Introduction 

Polyethylene is a widely used polymer known for its excellent mechanical properties, chemical 

resistance, and durability [136], [137]. However, polyethylene is susceptible to a phenomenon 

called environmental stress cracking (ESC) when exposed to certain environmental conditions 

[53], [113]. Implications of ESC in polyethylene for industries such as oil and gas, packaging, 

construction, and automotive are profound, as polyethylene-based products are extensively used. 

ESC of polyethylene refers to the process of crack initiation and propagation in the material that 

leads to fracture when it is exposed to ESC agent and subjected to mechanical stresses 

concurrently. The crack initiation process could be divided in to three sub-stages a) cavitation 

(void formation), b) craze initiation, c) crack growth.  
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According to the branching characteristics of the macromolecules, polyethylene can be 

categorized as low-density polyethylene (LDPE), high-density polyethylene (HDPE), and linear 

low-density polyethylene (LLDPE). Each type may exhibit varying degrees of susceptibility to 

ESC [48], [49]. The susceptibility of polyethylene to ESC is influenced by factors such as the 

polymer’s molecular weight (𝑀𝑤) [41], [42], [44], [52], cooling rates during processing [138], 

branch distribution [38], [139] and the nature of the environment the polymer is exposed to [51]. 

Exposure to chemicals such as detergents, alcohols, oxidizing agents, and certain solvents can 

trigger ESC in polyethylene. Additionally, environmental factors like UV radiation [140], 

temperature variations [13], [46], and mechanical stresses [46] can contribute to crack formation 

and propagation.  

The ESC Resistance (ESCR) of a polymer indicates its capacity to withstand the slow crack 

growth (SCG) throughout its intended lifespan [39], [40]. One of the main parameters that has 

been shown to help improve ESCR of PE is the branches in the macromolecular structure of PE. 

PEs with longer branches exhibit higher ESCR. As it was found that by increasing the number of 

carbons in short chain branches (SCBs) from 2 to 6, ESCR increases [49]. Bubeck et al. [45] 

examined how the number and length of SCBs impact the ESCR of PE. Their findings revealed 

that by increasing both the number and length of SCBs in PE, the ESCR can be enhanced. 

Krishnaswamy et. al. studied the time to failure of different PE mixtures with SCBs placed 

exclusively on either the “short” or the “long” chains of binary blends [131] and demonstrated that 

the presence of SCBs has a significantly greater impact on the time to failure compared to the 

effect of molecular weight. Specifically, they observed that placing SCBs on the longer chains 

resulted in superior performance in terms of time to failure. Lustiger et. al. [5] discovered that 
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SCBs contribute to enhanced ESCR in PE materials by reducing the crystallinity of the material, 

increasing the number of tie-molecules, thereby minimizing their tendency to slip past each other.  

The addition of copolymer ethylene vinyl acetate (EVA) to LDPE has been commercially 

utilized to improve ERSC, toughness, film tear resistance, flexibility and optical properties [141]. 

It was mentioned that by increasing the VA percentage of EVA and also the 𝑀𝑤 of EVA, the 

ESCR of EVA would increase [142]. Alothman [143] studied the effect of VA percentage of EVA 

(6.5 and 27 wt%) and of the concentration of EVA in HDPE/EVA blend (0, 5, 20, 40 an 100 wt% 

of EVA) on the thermal, fracture toughness, mechanical, and rheology of the blends. Vinyl acetate 

in EVA introduces chemical bonds and structural changes in the polymer chain that affects the 

physio-mechanical properties of the PE [144]–[146]. Chen [147] studied the effect of EVA 

copolymer on HDPE/EVA and LDPE/EVA Blends. The EVA used in Chen’s work contained 18 

wt% of VA. He reported that for both HDPE and LDPE, the presence of EVA improved the ESCR 

of the PE material, where the improvement for LDPE/EVA was greater. Borisova and Kressler 

[148] investigated the LLDPE blends with the addition of random copolymers of ethylene and 

vinyl acetate (LLDPE/EVA), with a EVA having 28 wt% VA and the LLDPE/EVA blends with 

1.8, 3.6, 5.4, 7.1 and 8.9 wt% of EVA. They reported that the LLDPE/EVA with 8.9 wt% did not 

fail during the ESC test, indicating that EVA are capable of slowing the crack propagation in the 

LLDPE material.  

Understanding the behavior and properties of polymers at the molecular level is crucial for 

designing and optimizing their performance. Molecular dynamics (MD) simulation is a powerful 

computational technique that enables the study of the dynamics and thermodynamics of polymer 
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systems at the atomistic scale. One of the key advantages of MD simulation is its ability to capture 

the atomistic details and dynamic processes that are otherwise difficult to access experimentally. 

By providing insights into the local and global structure of polymers, MD simulation can help 

elucidate the relationships between molecular structure and material properties. Most recently, we 

have used MD simulation to show that an ESC agent enhances free volume coalescence around it 

and that SCBs slow down free volume coalescence [135]. It is worth noting that free volume 

coalescence is a short time scale process while cavitation is a much longer time scale process. 

However, we believe that cavitation starts with free volume coalescence and that slow cavitation 

increases ESCR. 

Free volume refers to the empty spaces or voids within a polymer material at the molecular 

level. These voids exist between polymer chains and are essential in governing several key 

properties, including mechanical, thermal, and transport properties [132]. The presence of free 

volume influences factors such as polymer chain mobility, diffusion rates, and the ability to 

accommodate stress and deformation [112], [133], [134]. Changes in free volume can lead to 

significant alterations in the overall behavior and properties of polymers. Given the hypothesis that 

we proposed in our previous work that free volume coalescence leads to cavitation [135], we 

furthered our MD simulation to study if SCBs chemically modified by VA groups would slow 

down the free volume coalescence process of PE with different branching characteristics. As 

mentioned, PE and PE blends containing VA have been experimentally observed to exhibit higher 

ESCR. 

   5.2.    Molecular Dynamics (MD) Simulations 
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GROMACS 2020.4 software package [117], [118], a widely used software package for molecular 

dynamics (MD) simulations of biomolecules, polymers, and other complex systems, was used in 

this work. GROMACS provides a comprehensive set of tools and algorithms specifically designed 

for efficient and accurate simulations of molecular systems. The Transferable Potentials for Phase 

Equilibria (TraPPE) force field was used to describe the potential energy and the forces between 

particles. TraPPE employs a united atom force field, treating hydrogen atoms in CHx implicitly by 

combining the entire CHx moiety into a single united atom [87]. TraPPE has shown to be effective 

in capturing the influence of both SCBs and LCBs on the topological properties of PE melt [95], 

impact of SCBs on the interlamellar structure of LLDPE [94], [95], effect of chain length on the 

diffusivity of PE [112] and effect of SCBs on the ESC of PE, in the presence of an ESC agent 

[135]. 

The simulation unit cell of each simulation was set to ~15 × 15 × 15 𝑛𝑚3 initially and all 

of the molecules were inserted into the simulation unit cell randomly. Temperature and pressure 

of each unit cell were controlled at 190 C by velocity-rescaling (v-rescale) thermostat [120] and 

at 1 bar by Parrinello-Rahman barostat [75], respectively. Here, the choice of 190 C, a temperature 

at which PE is in the melt state, is explained in our previous work [135]. In particular, it helps 

equilibrate the systems of interest that is not accessible at room temperature.  
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Figure 34. Different macromolecular structures of PE used in this work. 

The production runs of all simulation unit cells were carried out for at least 530 ns, with a 

time step of 2 fs. The last 30 ns were used for data analysis. For all coordinates of x, y and z, the 

periodic boundary conditions were used. The neighbour search frequency update was set to 5 steps. 

The Particle Mesh Ewald (PME) method was used to calculate the electrostatic forces between 

charged particles [65]. 

In order to generate the amorphous unit cells, the steps shown below were followed. 

i) Five nonyl ethoxylate molecules were randomly distributed in an empty simulation unit 

cell of size ~15 × 15 × 15 nm3 

ii) Distributed the PE molecules, randomly, to fill the unit cells 

iii) Carried out multiple steps of energy minimization on the unit cells to reach the 

minimum force < 10 𝑘𝐽 𝑚𝑜𝑙−1 𝑛𝑚−1 in each unit cell 

iv) NVT with leap-frog algorithm, a timestep of 0.5 fs, for 1 ns 

v) NPT, with leap-frog algorithm, a timestep of 0.1 fs, for 5 ns 

vi) NPT, with leap-frog algorithm, a timestep of 0.5 fs, for 5 ns 

vii) NPT, with leap-frog algorithm, a timestep of 2 fs, for 5 ns 

viii) The production run with leap-frog algorithm 
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As mentioned, three different types of PE structures were used in this work, with different 

branch contents (see Figure 34). The SCBs are with the length of four and seven carbon atoms 

with branch contents of 10 and 82 SCBs/1,000 backbone (BB) carbon atoms. In some PE models, 

branch ends are chemically modified to vinyl acetate (VA) (see Figure 35) [149]. Nonyl ethoxylate 

(NE) rather than nonyl phenol ethoxylate (NPE) (a common ESC agent [121], [122] known by its 

trademark name Igepal [35], [123]), was used as the TraPPE force field does not provide adequate 

parameters for the phenol moiety in NPE. Figure 35 shows the molecular structure of NE and the 

numbering of the carbon atoms in it. NE obviously contains the hydrophobic ethylene-segment 

(E-segment) and the hydrophilic ethylene oxide-segment (EO-segment) and was used in our 

previous work [135]. The concentration of NE molecules was kept constant in all simulations to 

five NE molecules per unit cell. The Voronoi tessellation method was used to calculate the free 

volume around each atom in the systems [135]. Voronoi tessellation (VT) is a method used to 

partition a space into regions surrounding each set of particles [104]. In order to utilize the Voronoi 

algorithm, the pyvoro Python package [107] which relies on the voro++ library [108]–[110], an 

open-source software library, was used. After establishing the volume of Voronoi cells containing 

individual particles, the free volume space assigned to each particle at each timestep can be 

calculated by subtracting the hard-core (HC) volume of each particle from the determined volume 

(i.e., 𝑉𝑓𝑟𝑒𝑒 = 𝑉𝑉𝑜𝑟𝑜𝑛𝑜𝑖 𝑐𝑒𝑙𝑙 − 𝑉ℎ𝑐). This enables the evaluation of the free volume assigned to each 

particle throughout the process. 
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Figure 35. The chemical structures of a VA branch terminal and nonyl ethoxylate. The black, red and 

white dots signify carbon, oxygen and hydrogen atoms, respectively.



 

 

92 

 

Table 9. Descriptions of the Simulated Systems 

 

System Name 

Number of PE 

molecules in 

the box 

 

PE structure 

Branch content 

(SCBs/1,000 

BB carbons) 

Percentage of VA 

branch terminals 
wt% of VA 

LLDPE_10VA0 35 LLDPE 10 0 0 

LLDPE_10VA20 35 LLDPE 10 20 0.3 

LLDPE_10VA40 35 LLDPE 10 40 0.6 

LLDPE_10VA60 35 LLDPE 10 60 0.9 

LLDPE_82VA0 28 LLDPE 82 0 0 

LLDPE_82VA20 26 LLDPE 82 20 0.8 

LLDPE_82VA40 25 LLDPE 82 40 1.6 

LLDPE_82VA60 24 LLDPE 82 60 2.4 

BPE300_10VA0 22 BPE300 10 0 0 

BPE300_10VA20 22 BPE300 10 20 0.2 

BPE300_10VA40 22 BPE300 10 40 0.4 

BPE300_10VA60 21 BPE300 10 60 0.6 

BPE300_82VA0 17 BPE300 82 0 0 

BPE300_82VA20 17 BPE300 82 20 0.8 

BPE300_82VA40 16 BPE300 82 40 1.6 

BPE300_82VA60 16 BPE300 82 60 2.4 

BPE300_82VA100 15 BPE300 82 100 7.9 

BPE600_10VA0 16 BPE600 10 0 0 

BPE600_10VA20 16 BPE600 10 20 0.3 

BPE600_10VA40 16 BPE600 10 40 0.6 

BPE600_10VA60 15 BPE600 10 60 0.9 

B7PE300_82VA0 16 BPE300 10 60 0 
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All simulation systems are shown in Table 9. The nomenclature of the systems: {PE 

structure}{branch content}{number of VA branch terminals}. It is noteworthy that the numbers 

of VA branch terminals and the corresponding weight concentrations of VA were chosen to be 

comparable with experimental results. The SCBs in all systems have four carbon atoms, except 

the model system B7PE300_82VA0, where the branches have seven carbon atoms. The addition 

of it is to check if the observed VA effect is attributed to its chemical structure or VA’s branch 

length (seven branch backbone atoms).  Here, the results of B7PE300_82VA0 will be compared 

with those of BPE300_82VA100. The BPE600_10VA(0-60) model systems were included to 

study whether longer branches to which SCBs with VA terminals are attached would influence 

their interaction with NE. 

   5.3.    Results and Discussion 

      5.3.1.    Intermolecular Radial Distribution Functions 

Previous work suggested that free volume coalescence, thereby cavitation, likely takes place at the 

PE-NE interfaces [30]. We hereby examine their intermolecular radial distribution functions 

(RDFs) as they characterize local molecular packings. In the same manner as it is discussed in 

Chapter 2, the RDFs were evaluated using [64] 

𝑔𝐴𝐵(𝑟) =
⟨𝜌𝐵(𝑟)⟩

⟨𝜌𝐵⟩ 

=
1

⟨𝜌𝐵⟩ 

1

𝑁𝐴
∑  

𝑁𝐴

𝑖∈𝐴

∑  

𝑁𝐵

𝑗∈𝐵

𝛿(𝑟𝑖𝑗 − 𝑟)

4𝜋𝑟2

 (5-1) 
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where 𝑁𝐴 and 𝑁𝐵 are the numbers of particles A and B, respectively. Also, ⟨𝜌𝐵(𝑟)⟩ is the 

average particle density of type B particles at a distance 𝑟 from particles A; ⟨𝜌𝐵⟩ is the bulk density 

of particles B. 

Figure 36 shows the PE RDFs by using E- and EO-segments as references, respectively. It 

is obvious that packings between PE and NE are not sensitive to the length of backbone to which 

SCBs are attached as well as the branch content of PE. 

 

Figure 36. Radial distribution functions (RDF) of PE models as determined by using (a) E-segments and 

(b) EO-segments as references, respectively. PE models used were LLDPE, BPE300 and BPE600. 

The RDFs of carbons in the backbones, branches, butyl branch ends and branch ends 

chemically modified by VA, as calculated using E- and EO-segments of NE as references, are 

plotted in Figure 37 and Figure 38, respectively. The two figures show clearly that regardless of 

the macromolecular structure of PE, butyl branch ends and VA branch ends exhibit strong affinity 

for both E- and EO-segments of NE. However, owing to the hydrophilic nature of the ether and 

carbonyl moieties in the VA branch ends, VA branch ends show stronger affinity to interact with 

EO-segments compared to E-segments. Interestingly, RDF values, using E-segments as the 
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references, decrease slightly with increasing VA concentration for all three branched PE models 

but those using EO-segments are more or less insensitive to the VA concentration expect VA 

branch ends in BPE300 with 10 SCBs that exhibit an inverse VA concentration dependence.  It is 

not clear as to what causes this behavior.  
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Figure 37. Radial distribution functions (RDFs) of various types of carbons in branched PE models as 

determined by using E-segments as references.
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Figure 38. Radial distribution functions (RDFs) of various types of carbons in branched PE models as 

determined by using EO-segments as references. 
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Figure 39. Radial distribution functions (RDFs) of atoms in VA (see Figure 40) averaged over all PE 

models (a) E-segments and (b) EO-segments as references. 

The average RDFs of different constituent atoms (i.e., ether oxygen O, carbonyl carbon 

C=, carbonyl oxygen O= and terminal carbon C of VA as defined in Figure 35) were calculated 

and are plotted in Figure 39. It clearly shows that the carbonyl and terminal carbons exhibit strong 

affinity for the EO-segments than the E-segments. Here, the carbonyl carbon has a fairly large 

point charge with the value of +0.55 which drives it toward the ether moieties of the EO-segments. 

The RDF of B7PE300_82VA0 and BPE300_82VA100 were calculated and are plotted in 

Figure 41, referenced by E-segments (Figure 41a , b) and EO-segments (Figure 41c, d). This figure 

shows that the attraction between VA branch ends and both E- and EO-segments is not due to its 

branch length. Indeed, the methyl group in the alkyl branches exhibit higher RDF values than the 

terminal carbons in the VA functionalized branch ends. 
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Figure 41. The radial distribution functions of different chemical moieties on the branches as referenced 

by E-segments (a, b) and EO-segments (c, d). 

The free volume hole size (𝑣) distributions around the VA functionalized branch ends in 

various polyethylene models are plotted in Figure 42. The distributions are bimodal. It is 

essentially attributed to the fact that the free volume size around the carbonyl carbon is small while 

this is not the case for the three neighboring atoms (i.e., carbonyl oxygen, ether oxygen and 

terminal carbon) (see Figure 43). This is somewhat expected as the carbonyl carbon is the only 

atom that is attached to three atoms in VA. Figure 43 shows that the free volume terminal carbon 

(C) and carbonyl oxygen (O=) is very high which shows that the VA molecules are very mobile. 
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Figure 42. The free volume hole size (𝑣) distributions for VA. 

  

 

Figure 43. The free volume hole size (𝑣) distributions for different VA atoms: ether oxygen O, carbonyl 

carbon C=, carbonyl oxygen O= and terminal C. 
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Figure 44. The free volume hole size (𝑣) distributions for (a) E-segments and (b) EO-segments, for 

different VA contents. For clarity, only the plots of BPE300 and BPE600, are shown. 
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We further examine the characteristics of the free volume around E- and EO-segments of 

NE (see Figure 44). Since the results of the high branch content models (Table 6) are similar to 

those with low branch contents, only the results of the low branch content models are shown. In 

particular, Figure 44 shows that all free volume holes around the E-segments are larger than 10 Å3 

and the distributions show a long tail while a small fraction of the free volume holes around the 

EO-segments are smaller than 10 Å3 and the distributions show a shorter tail. In other words, free 

volume holes around E-segments are larger than the EO-segments. Figure 44 also indicates that 

generally, by increasing the VA content, the free volume distribution slightly shifts to the left, 

where the effect for the EO-segments is slightly stronger than E-segments. 

Further investigation of the free volume hole size of the entire NE molecule yielded Figure 

45 that corresponds to the free volume data in the last 20 snapshots of BPE300_10VA20. All other 

polyethylene models show similar behavior. Therefore, their results are not shown here. Figure 45 

clearly indicates that only the terminal methyl moieties in E-segments have much larger free 

volume holes around them than the methylene carbons. This may explain the long tail observed in 

Figure 44a. Figure 45 also shows that the free volume fluctuations of all atoms in the EO-segments 

are significantly higher than those in the E-segments, suggesting that there are more free volume 

coalescence activities around the EO-segments. 
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Figure 45. The free volume fluctuations of skeletal atoms in the NE molecules from the last 20 snapshots 

of the MD trajectory for BPE300_10VA20. 

 

      5.3.2.    Coalescence Dynamics 

Figure 45 indicates that the fluctuations of the free volume around the EO-segments are higher 

than E-segments. In order to further study this observation, the free volume coalescence dynamics 

around NE molecules was analysed. To quantify the free volume coalescence dynamics around 

NE molecules, we determined the time evolution of free volume hole size of two neighboring 

atoms in the sequence of ({𝑣𝑓𝑁𝐸2
+ 𝑣𝑓𝑁𝐸3

}, {𝑣𝑓𝑁𝐸4
+ 𝑣𝑓𝑁𝐸5

}, {𝑣𝑓𝑁𝐸6
+ 𝑣𝑓𝑁𝐸7

}, … and {𝑣𝑓𝑁𝐸21
+

𝑣𝑓𝑁𝐸22
}). It is noteworthy that the terminal atom of E- and EO-segments are carbon and hydrogen, 

respectively. For the comparison purpose, we neglected the terminal atoms of the two segments in 
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the coalescence dynamics calculations. This is because the free volume coalescence should happen 

along the entire E- or EO-segment, not just at one atom at the branch ends. Fourier transforms of 

such time series data yielded the power (amplitude) of the free volume fluctuations. The Fourier 

transform formulation is explained in equations (3-1) to (3-3). 

 Figure 46 summarizes the calculated powers of various pairs of neighboring atoms of NE 

molecules in all polyethylene models. It is interesting to note that the {𝑣𝑓𝑁𝐸2
+ 𝑣𝑓𝑁𝐸3

} atom pairs 

of EO-segments exhibit a much higher power (i.e., coalescence activities) than all other pairs. By 

summing the power of fluctuations in each E- and EO-segment in Figure 46 and taking average 

over different systems, the results show that on average, the fluctuations of free volume 

coalescence of the entire EO-segments are about 64.0% more than those of the E-segments, where 

per atom-pair, the power of fluctuations in EO-segments is ~10% more than E-segments. Also, 

comparison of the power of fluctuations of EO-segment of VA20s, VA40s and VA60s, to VA0, 

the power of fluctuations is 2, 12 and 16% less than VA0, respectively, ( 100 ×

𝑝𝑜𝑤𝑒𝑟𝑉𝐴𝑥−𝑝𝑜𝑤𝑒𝑟𝑉𝐴0

𝑝𝑜𝑤𝑒𝑟𝑉𝐴0
, 𝑥 = 20, 40 and 60). Results for E-segments are 2, 1 and 4%. These results 

clearly show that by increasing the VA content in the PE polymer, the power of fluctuations around 

EO-segments is mostly affected compared to the E-segments. Another way of capturing the effect 

of VA is to calculate the power of fluctuations of EO-segments relative to that of the E-segments 

(100 ×
𝑝𝑜𝑤𝑒𝑟𝐸𝑂−𝑝𝑜𝑤𝑒𝑟𝐸

𝑝𝑜𝑤𝑒𝑟𝐸
). Over the range of 0 – 60% of VA, the power of fluctuations of EO-

segments are 85, 75, 60 and 46% higher than that of E-segments. All the above analysis shows that 

by increasing the VA content in the PE models, the power of fluctuations for free volume 

coalescence of the EO-segments decreases significantly. It seems to be in line with the 
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experimental results mentioned in the introduction section that addition of EVA to polyethylene 

helps improve its ESCR. 

 

Figure 46. The power of the fluctuations of free volume coalescence for different atom pairs of the NE 

molecules. 

. 
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   5.4.    Conclusion 

In this work, we used molecular dynamics (MD) simulation to investigate how vinyl acetate (VA) 

functionalized branch ends affect the free volumes coalescence dynamics around an amphiphilic 

environmental stress cracking (ESC) agent namely nonyl ethoxylate (NE) in the amorphous phase 

of three polyethylene models with different branching characteristics. The results indicate that VA 

branch ends slowed down the free volume coalescence dynamics as quantified by the power 

(amplitude) of fluctuations around the NE molecules, especially the EO-segments. The effect 

became more pronounced with increasing VA concentration. Since it is hypothesized that free 

volume coalescence leads to cavitation, the first step of ESC, the present results suggest that 

cavitation in ESC may start around the hydrophilic segments (EO-segments) of the amphiphilic 

(NE) molecules and that the presence of VA branch ends reduces the cavitation initiation. The VA 

concentration results seem to be in line with experimental observation that increasing the VA 

content of EVA that is added to polyethylene helps enhance its environmental stress crack 

resistance (ESCR). The current results further corroborate the idea that free volume coalescence 

may be used to determine effect of short chain branches on ESC. 
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Chapter 6: Conclusions and Future Perspective 

 

   6.1.    Overall conclusions 

In conclusion, our MD simulations delved into the intricate molecular morphology and dynamics 

associated with free volumes in cavitation, the first step of ESC, in polyethylene systems. The first 

investigation focused on LPE and BPE with varying short-chain branch concentrations, exploring 

the influence of the ESC agent, NE, on packing and free volume coalescence in [PE]-[NE] 

interface. We found that NE had minimal impact on the packings of LPE and BPE chains, with 

short-chain branches in BPE suppressing free volume coalescence at the [PE]-[NE] interfaces, 

potentially mitigating cavitation initiation. This proposed a different perspective based on the free 

volume concept, on the cavitation, the very first step of ESC. 

In the second exploration, we employed MD simulations and the free volume concept to 

gain molecular insights into cavitation initiation. The coalescence of free volume was identified as 

a key factor in initiating cavitation, suggesting that cavitation may commence at the hydrophilic 

head of the ESC agent. Short-chain branches were found to interrupt free volume coalescence, 

proposing a hypothesis that stronger interactions between the ESC agent's hydrophilic head and 

the surrounding environment reduce coalescence and, consequently, cavitation. Branch 
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concentration in polyethylene blends and the interaction between BPE branches and NE were 

highlighted, revealing distinct behaviors based on branch sizes and attachment to different 

backbone sizes. Where was shown that the branches on larger backbones have less power in their 

fluctuation of free volume coalescence. 

In the third investigation, we extended our study to examine the impact of VA 

functionalized branch ends on free volume coalescence dynamics around NE in various PE 

systems. The results indicated that VA branch ends slowed down free volume coalescence 

dynamics, particularly around the hydrophilic segments of NE, supporting the hypothesis that VA 

reduces cavitation initiation. The concentration-dependent effect of VA aligns with experimental 

observations in EVA blends, where increased VA content enhances ESCR. Collectively, these 

findings underscore the role of free volume coalescence in determining the impact of short-chain 

branches and their terminal functional groups on ESC and provide molecular-level insights that 

contribute to a deeper understanding of ESC phenomena. 

In summary, our comprehensive MD simulations shed light on the molecular mechanisms 

underlying ESC initiation, proposing novel insights based on the interplay between polyethylene 

structures, ESC agents, and environmental conditions. These findings not only advance our 

fundamental understanding of ESC but also offer valuable guidance for the design and 

optimization of polyethylene materials with enhanced ESC resistance. 

   6.2.    Future Perspective 

One of the main outcomes of the presented results was that the branches could help mitigate 

cavitation and potentially enhance ESCR because of their very high mobility. Since all of the 
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simulated systems were in the amorphous phase, it seems that by keeping the branches in the 

amorphous phase, and not the crystalline structure, one could not only maintain the crystalline 

structure of the polymer but also, at the same time, increase the ESCR of the polymer. To achieve 

this, one possible solution would be using block copolymers. 

The results also show that the terminals of the branches play an even more profound role 

in suppressing cavitation. Functionalizing the terminals of the branches with various groups would 

be very beneficial, especially with functional groups that tend to interact better with the hydrophilic 

head of the ESC agent. Namely, groups such as ester/acetate, carboxyl, acryl, ether, and possibly 

amine groups. 

Moreover, a significant result arising from this investigation is the potential prediction of 

ESC, a phenomenon unfolding over an extended period of time, through computational methods, 

particularly computational chemistry, in the foreseeable future. Given the progress in 

computational and technological capabilities, breaking down ESC into smaller sequential steps 

allows for the advancement of understanding each facet of ESC through computational methods. 

Through this approach, the prospect of predicting ESC using computational methods becomes 

increasingly attainable. 
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