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Real-Time FEM Computation of Nonlinear
Magnetodynamics of Moving Structures on

FPGA for HIL Emulation
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Abstract—Finite-element method (FEM) based hardware-
in-the-loop emulation provides the most accurate and fast
prototype platform for real-time design and testing of elec-
tric machines in a nondestructive environment. The applica-
tion of transmission line modeling (TLM) can expeditiously
reduce the FEM execution time by decoupling the nonlinear
elements of the FEM equivalent network using transmission
lines to keep the stiffness matrix unchanged through the
simulation for static cases. However, in electric machines
the TLM method suffers from the change of stiffness matrix
in the time-stepped procedure due to movement. Further-
more, time consumption for the solution of numerous de-
coupled nonlinear equations for a fairly large number of TLM
iterations in comparison with the conventional Newton–
Raphson method remains a challenge. This paper proposes
a novel real-time TLM method based on finite precalculated
lower and upper triangular decompositions and field pro-
grammable gate array hardware implementation to exploit
TLM parallelism for real-time simulation of magnetodynam-
ics in electric machines. A two-dimensional FEM simulation
of a single-sided linear induction machine is emulated in
hardware and the results are validated experimentally and
with Jmag-Designer software to show the effectiveness of
the proposed method.

Index Terms—Electrical machines, field programmable
gate array (FPGA), finite-element method, hardware-in-the-
loop (HIL) simulation, linear induction motor, magnetody-
namics, nonlinearity, parallel processing, real-time simula-
tion, transmission line modeling (TLM).

NOMENCLATURE

Z0 /Y0 TLM characteristic impedance/admittance.
Δ Element area.
ν Magnetic reluctivity.
νTLM TLM magnetic reluctivity.
σ Conductivity.
Js Current density.
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A Magnetic vector potential.
S Stiffness matrix.
G Conductance matrix.
C Capacitance matrix.
I Current matrix.

Superscripts

e Element.
n Time step number.
i Incident.
r Reflected.

Subscripts

k TLM iteration number.
S Sending end.
R Receiving end.

I. INTRODUCTION

TRADITIONAL offline simulations require modeling of all
components of the system, which suffers from degradation

of accuracy proposed by the model simplification assumptions
of each component. In addition, offline simulations are often
time consuming with accurate and complex models, e.g., finite-
element model (FEM). Hardware-in-the-loop (HIL) simulation
provides real-time data transfer between the emulated compo-
nent on hardware and the interacted actual device under test
to avoid inaccurate modeling of the device under test result-
ing in fast and accurate prototyping. The advantages of field
programmable gate arrays (FPGAs) including parallel hardwire
architecture, reconfigurability, massive hardware resource, and
low cost make them ideal for real-time emulation for electric
power components and systems [1]–[8].

All real-time HIL studies for electric machines are performed
with simplified models applicable for limited application in-
cluding equivalent circuit [9], [10], d–q [11]–[18], analytical
space harmonic [19], and magnetic equivalent circuit [20] mod-
els. Specifically, [15]–[17] considered nonlinearity in the d–q
model by offline FEM precalculation of nonlinear inductances
as a function of a multidimensional set of inputs. However,
due to continuous change of each input variable in its corre-
sponding range, the preprocessing unit is time consuming. The
inefficiency of the method is not only due to requiring a large
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preprocessing stage but also with the change of machine struc-
ture, the massive precalculations should be carried out again. In
this paper, FEM-based computation in real time for HIL emula-
tion of electric machines is targeted with minimized precalcula-
tion for detailed analysis, accurate testing, and design purposes.

The computational intensity of nonlinear time-stepped FEM
analysis of electric machines arises from the change of the FEM
system of equations in every iteration and time step due to their
nonlinearity and movement, respectively, which makes real-time
simulation very challenging. The transmission line modeling
(TLM) method proposes to decouple the nonlinear elements
of a coupled network through time delayed transmission lines
with specified characteristic impedance in order to keep the
FEM stiffness matrix unchanged during nonlinear iterations.
The method results in considerable reduction of time especially
for static problems since the lower and upper (LU) triangular
decomposition of the global stiffness matrix needs to be carried
out only once per simulation and the nonlinearity is solved
independently through decoupled elements.

The TLM method was initially proposed for wave scatter-
ing problems in [21]. Afterward it was used for circuit anal-
ysis with linear and nonlinear elements [22]. Later, based on
the analogy of the nodal admittance matrix in an electric cir-
cuit and the stiffness matrix of FEM, the TLM method was
applied on magnetostatic [23] and magnetodynamic problems
[24], and further improved for quasi-static field analysis [25],
all of them for nonmoving structures. In [26], the TLM method
was applied on moving structure of an induction machine for
FEM computation on CPU, where it is shown that the TLM
itself is not significantly faster than the conventional Newton–
Raphson (N–R) method for two main reasons: First, moving
structure of electric machines, which results in change of the
global stiffness matrix for each time that requires LU decom-
position of the matrix at the beginning of each time step; and
second, solution of numerous independent nonlinear elements
for fairly large number of TLM iterations in comparison with
conventional N–R iterations due to mismatch of the chosen TLM
line characteristic impedance and the actual nonlinear element
impedance.

For the first time, this paper proposes the following solutions
to overcome the problem of low speed execution of the FEM
problem with moving structures to enforce real-time execution.

1) A novel real-time TLM (RT-TLM) method based on finite
precalculated LU decompositions to avoid performing
LU decomposition of the global stiffness matrix in each
time step.

2) FPGA-based hardware implementation to exploit the
TLM method for potential parallelism.

The paper is organized to first present the problem formula-
tion when TLM is applied on FEM, then the novel methodology
is proposed to overcome the bottlenecks to achieve real-time
execution in Section II. In Section III, the proposed method-
ology is implemented on Xilinx Virtex Ultrascale+ FPGA with
deeply pipelined and massively paralleled hardware architecture
for HIL scenario. Finally, in Section IV the results of real-time
simulation are presented, validated, and discussed to show the
effectiveness of the proposed methodology.

II. NOVEL RT-TLM METHOD FOR REAL-TIME

FINITE-ELEMENT MODELING EMULATION

A. FEM Element Equivalent Circuit

Maxwell’s equation representing an eddy current problem can
be expressed as follows:

∇ · ν∇A − σ
∂A

∂t
+ Js = 0 (1)

where A is the two-dimensional (2-D) magnetic vector potential
in z-direction of the corresponding element. The matrix form of
(1) can be simplified into the system of nonlinear equations of

G(A)A + C
∂A
∂t

= I (2)

where S = G + C ∂
∂ t is called the finite-element stiffness ma-

trix, and the global matrices of conductance (G), capacitance
(C), and current (I) require accumulation of the following ma-
trices for each element:

G(e) =
ν(e)

4Δ(e) ·
⎛
⎝

q1q1 + r1r1 q1q2 + r1r2 q1q3 + r1r3
q2q1 + r2r1 q2q2 + r2r2 q2q3 + r2r3
q3q1 + r3r1 q3q2 + r3r2 q3q3 + r3r3

⎞
⎠

C(e) =
σ(e)Δ(e)

12
·
⎛
⎝

2 1 1
1 2 1
1 1 2

⎞
⎠ , I(e) =

J
(e)
s Δ(e)

3

⎛
⎝

1
1
1

⎞
⎠

(3)

where q1 = y2 − y3 , r1 = x3 − x2 , and q2 , q3 , r2 , r3 can be
calculated by cyclic permutation of the indices. It can be seen
that each element represents an electrical circuit of connected
nonlinear conductances and capacitors as shown in Fig. 1(a)
with the following values:

G
(e)
ii′ = − ν(e)

4Δ(e) · (qiqi ′ + riri ′), I
(e)
i =

J
(e)
s Δ(e)

3

C
(e)
ii′ = − σ(e)Δ(e)

12
, C

(e)
i0 = 4

σ(e)Δ(e)

12
(4)

where i, i′ = 1, 2, 3 and i �= i′ for each element (e).
The TLM method uses lossless time-delayed transmission

lines, named TLM links, to decouple the nonlinear elements
from the linear network to keep the stiffness matrix unchanged
within each time step, as shown in Fig. 1(b). The capaci-
tors are also connected through the transmission lines for dis-
cretization in time domain. The transmission line characteristic
impedances/admittances (Z0 /Y0) can be chosen arbitrarily; how-
ever, practically it is advantageous to determine them as close
as possible to the corresponding nonlinear element impedance
for faster convergence of the TLM iterations.

The TLM method is based on traveling incident waves
through transmission lines and calculation of the reflected waves
at the sending end (network side) and the receiving end (element
side) due to mismatch of the route characteristic impedances il-
lustrated in lattice diagram of Fig. 1(c). Considering the kth
TLM iteration of the nth time step, the magnetic vector poten-
tial (nk AS ) and current (nk IS ) at the sending end are represented
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Fig. 1. TLM application procedure on an eddy current FEM element. (a) FEM element equivalent circuit. (b) Transmission line decoupling.
(c) Lattice diagram of the transient incident and reflected potential waves. (d) TLM equivalent circuit. (e) Decoupled nonlinear conductances.

according to the transmission line theory as follows:

n
k AS =n

k Ai
S +n

k Ar
S , n

k IS = (n
k Ar

S −n
k Ai

S )/Z0 (5)

where n
k Ai

S and n
k Ar

S are the incident and reflected magnetic
vector potentials at the sending end. The reflected waves from
the sending end travel toward the receiving end without change
since the transmission lines are lossless. Then, the reflected
waves of the sending end become the incident waves of the
receiving end and reflected as the next incident waves of the
sending end. So, the magnetic vector potential (nk AR ) and cur-
rent (nk IR ) at the receiving end can be extracted based on incident
and reflected waves of the sending end as follows:

n
k AR =n

k Ar
S +n

k+1 Ai
S , n

k IR = (n
k Ar

S −n
k+1 Ai

S )/Z0 (6)

where n
k+1A

i
S is the next incident magnetic vector potential of

the sending end.
The TLM procedure begins with using the incident magnetic

vector potential in the calculation of the current source of Norton
equivalent circuit (In = 2n

k Ai
S ) of the TLM sections. Afterward,

the system of linear equations is solved for the linear TLM
equivalent circuit of Fig. 1(d) to find the nodal magnetic vector
potentials at the sending end as follows:

[Y0 ][nk AS ] = [In (n
k Ai

S )] + [I] (7)

where Y0 is the admittance matrix of the TLM network, depen-
dent on the characteristic admittance of the transmission lines
as follows:

Y
(e)
0Gi i ′

= − ν
(e)
TLM

4Δ(e) · (qiqi′ + riri′)

Y
(e)
0Ci i ′

= −σ(e)Δ(e)

6TTLM
, Y

(e)
0Ci 0

= 4
σ(e)Δ(e)

6TTLM
(8)

where ν
(e)
TLM is the arbitrarily reluctivity chosen for the transmis-

sion lines of the corresponding element and TTLM is the time
delay of all transmission lines in the study domain. As Y0 is
fixed within each time step, the LU decomposition is performed
only once for the first TLM iteration and for the next itera-
tions only the forward elimination and backward substitution

are required. The process continues with the calculation of the
sending end reflected magnetic vector potential (nk Ar

S ) based on
the transmission line theory of (5). The reflected waves of the
sending end travel toward the receiving end. At the receiving
end as shown in Fig. 1(e), the three nonlinear conductances of
each element G

(e)
ii′ are still coupled due to the dependency of

the element reluctivity to element vertex magnetic vector po-
tentials, which requires solution of a 3 × 3 system of nonlinear
equations of each element (e) in order to find the next incident
magnetic vector potentials as follows:

Y
(e)
0Gi i ′

(
n
k Ar

G
( e )
i i ′

−n
k+1 Ai

G
( e )
i i ′

)

= G
(e)
ii′

(
n
k A

G
( e )
1 2

,nk A
G

( e )
2 3

,nk A
G

( e )
3 1

)(
n
k Ar

G
( e )
i i ′

+n
k+1 Ai

G
( e )
i i ′

)
.

(9)

As the nonlinear solution at the receiving end using the con-
ventional N–R method is reached, the TLM iterations will be
unconditionally converged when the incident magnetic vector
potential at the sending end of all transmission lines becomes
stable.

B. Strategies for Enforcing Real-Time Execution

1) Finite Precalculated LU Decompositions for Moving
Structures: The TLM-based FEM simulation of electric ma-
chines still requires LU decomposition of the FEM stiffness
matrix for the number of simulation time steps due to move-
ment. Since in the TLM method the characteristic admittance
of the linear network can be arbitrarily chosen for all time steps
with infinite combination of frequency, current/voltage ampli-
tude, and machine speed, the remaining factor that changes the
FEM stiffness matrix is the movement. During movement, a
finite number of relative positions of the moving part to the sta-
tionary part can be considered as shown in Fig. 2 for a linear
induction motor as the case study, resulting in a finite number
of stiffness matrices corresponding to the positions. Therefore,
for the first time finite precalculated LU decompositions are
proposed to be carried out by a small preprocessing unit to be
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Fig. 2. One pole pitch structure of the linear induction motor case study.

used in the time-stepping procedure. The proposed methodol-
ogy enables achieving real-time execution by eliminating the
TLM-based FEM computational bottleneck, i.e., the solver, and
then only forward elimination and backward substitutions of
each TLM iteration are required to be processed.

The conventional moving band technique is used and, de-
pending on the position number (PN), high quality elements in
terms of size and equilateral triangle elements in the air gap
have been remeshed corresponding to that PN.

2) Parallelism Exploitation: Another distinct feature of
TLM is parallelism, which has not been well-promoted. Al-
though the conventional TLM method decomposes a large cou-
pled nonlinear network into small decoupled elements; how-
ever, the solution of numerous decoupled nonlinear equations
for the number of TLM iterations is not highly efficient on
sequential processors. The parallelism capability of the decou-
pled equations to calculate the next incident magnetic vector
potentials of (9) can be exploited by proposing FPGA hardware
implementation.

On the other hand, the sparse forward elimination and back-
ward substitutions are performed in a massively paralleled man-
ner with respect to rows and sequential with respect to columns,
which provides another avenue for parallelism exploitation on
FPGA. Utilizing massive parallelism in the two highest com-
putationally burdensome stages enforces the execution of the
TLM-based FEM in real time.

III. FPGA DESIGN ARCHITECTURE FOR THE NOVEL RT-TLM
FEM EMULATION

A. Hardware Architecture

An optimal hardware design pursues four objectives, i.e., min-
imize number of clocks, maximize achievable clock frequency,
minimize hardware resources, and maximize accuracy, which
are generally in contradiction with each other. The massive
computational logic blocks of FPGA can be either configured
in parallel where a number of synchronized independent data
operations are needed, or exposed to pipelined data where nu-
merous and repetitive independent operations can be performed
with minimum hardware resource usually having RAMs in the

data path. The application of TLM on FEM efficiently increases
the level of parallelism in the computational algorithm, which
is made of massive independent repetitive operations for each
node/element.

Fig. 3 shows the FPGA hardware design architecture for the
next incident potential computation, forward elimination, and
backward substitution. It is illustrated that the hardware is mas-
sively paralleled in vertical and the data are deeply pipelined
in horizontal directions. The pipelined data of the signals are
constantly changing in each clock to perform the calculations
for each element of FEM meshing. As in a pipelining scheme
the number of pipelined data is significantly higher than the la-
tency of the IP cores between the inputs and outputs, maximum
achievable clock frequency is targeted by setting maximum la-
tencies of 28 clocks for divisions/square root, 12 clocks for
additions/subtractions, 8 clocks for multiplications, 2 clocks for
comparisons, 1 clock for RAMs READ/WRITE, and 1 clock for
multiplexers. The IP cores for floating operations in Fig. 3 are
scaled based on the assigned latencies except the RAMs and
Mux. The 32-b floating point single-precision format IP core
architectures are optimized to achieve maximum frequency to
drive the FPGA with nonblocking mode of flow control using
only logics without usage of DSP slices.

1) Calculation of the Next Incident Potentials: For each
time step of the simulation, the 3 × 3 system of nonlinear equa-
tions to calculate the next incident potentials at the receiving
end, is located inside of three cascaded loops, i.e., the nonlinear
iron core elements, the N–R iterations, and the TLM iterations.
Therefore, the hardware architecture of the solver becomes crit-
ically important. Among various solver algorithms, Cramer’s
rule is implemented due to its inherent parallelism, which re-
quires computation of four independent 3 × 3 determinants, and
provides better efficiency for small system of linear equations.
The nonlinearity in elemental level is treated by conventional
N–R solution. The deeply pipelined and parallelized hardware
is shown in Fig. 3(a).

2) Sparse Forward Elimination and Backward Substitu-
tion: Performing sparse forward elimination followed by sparse
backward substitution is required for the number of TLM itera-
tions in each time step in order to compute the magnetic vector
potential of the nodes at the sending end. Fig. 3(b) and (c) shows
the schematic of pipelined data in the sparse forward elimina-
tion and backward substitution for the first column elimination
and last column substitution, respectively, and the subsequent
columns of L and U matrices are treated similarly. Due to lim-
itation of RAMs’ number of ports (two for dual-port RAMs),
the pipelining hardware design strategy is used to read the data
from the first port and write the updated data through the second
port.

The stationary edge of the moving band is divided into 48
positions and for each position the LU decomposition of the cor-
responding FEM stiffness matrix is stored. For efficient RAMs
utilization, only the nonzero elements of the finite precalculated
decomposed L and U are stored with the sparsity pattern us-
ing the compressed column storage scheme in six RAMs for
each position. In Fig. 3(b) and (c) the L/U val RAM with the
data width of 32 b for single-precision floating point numbers
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Fig. 3. Massively paralleled and deeply pipelined hardware architecture. (a) The next incident potential. (b) Forward elimination. (c) Backward
substitution.

and the length of NNZ stores the nonzero element values, the
L/U ind RAM with the data width of logNNO

2 and the length
of NNZ stores row indices of each nonzero, and the L/U ptr
RAM with the data width of logNNZ

2 and the length of NNO
stores the indices of the elements in the L/U val vector starting
each column, where NNO and NNZ are the number of nodes and
nonzero elements, respectively. The switching unit determines
which precalculated RAMs should be connected to the generic
signal corresponding to the position of the moving part.

B. FPGA Implementation

Fig. 4 shows the state diagram of the designed hardware
for FPGA implementation. The design consists of six mod-
ules equipped with command (cmd) and done (dn) signals to
connect the modules through a main control top module. The
procedure begins with the Movement modeling module that
uses the mover speed (Vx ) and emulation time step (Ts) in-
puts to update the node coordinates RAMs (X − RAM ), deter-
mine the antiperiodicity (AP) and PN output signals, and update
the meshing data RAM (Mesh − RAM ). As the MOV dn
signal is enabled, the process switches to the Power supply
module and uses the computed input of AP and external
inputs of effective current amplitude (Irms) and supply fre-
quency (fs) to update the primary current density supply RAM
(J − RAM ). Then, the process goes to the TLM source
module with the TLM parameters inputs of νTLM and TTLM,
where the right-hand side of (7) is calculated and stored in the
b − RAM followed by applying the boundary condition. In the
Forward elimination and backward substitution module,

Fig. 4. Finite-state machine of the novel RT-TLM FEM hardware.

using the PN internal input signal, the corresponding precalcu-
lated LU decomposition signals are connected to update the node
magnetic vector potential RAM (AN odes − RAM ). Afterward,
the Next incident potential module updates the reflected mag-
netic vector potential RAM (Aref lected − RAM ), followed by
updating the next incident potential RAMs (AN IP − RAM ) for
linear conductances and capacitances, and the nonlinear con-
ductances by convergence of the N–R method. If the TLM
is not converged, the process goes back to reupdating the
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Fig. 5. Hardware implementation setup.

b − RAM with the updated AN IP − RAM , otherwise the
force module calculates the forces and the time-step emula-
tion has ended. External inputs shown in Fig. 4 are the in-
terface to exchange data through input/output pins (I/O pins)
of the FPGA with the interacted devices required for HIL
simulation.

Fig. 5 shows the hardware setup. The design includes 20 000
lines of handwritten VHSIC Hardware Description Language
(VHDL) code with Xilinx Vivado software, and afterward be-
havioral simulation, synthesis, design initialization, optimiza-
tion, and placing the design, respectively. The bit stream is gen-
erated and implemented on the Virtex UltraScale+ XCVU9P
FPGA board using a JTAG interface. The two main reasons be-
hind selecting the large and recently developed device include
massive on-chip Block RAM (BRAM) resources and high oper-
ating frequency. The board FMC port is connected to the Digital
to analog converter (DAC) board by a FMC to DAC adapter to
send the results to the oscilloscope.

IV. REAL-TIME HARDWARE EMULATION RESULTS

A. Real-Time Results

The case study is a 1.41 MVA industrial prototype single-
sided linear induction machine (SLIM) designed for a maglev-
based transportation system with 3.33-m length, 26.67-cm
width, 1136-kg weight, 21 pole pitches, and the air-gap length
of 1 cm shown in Fig. 6.

Fig. 7 shows the novel RT-TLM method real-time oscillo-
scope results of the FPGA for the SLIM propulsion and levita-
tion forces in time domain. At t = 0 s the command speed, fre-
quency, and rated phase current of 18.5 m/s, 69 Hz, and 1541 A
are applied to the machine to obtain 26 000 N of the propul-
sion and 11 110 N of the levitation forces. The primary mover
speed and supply frequency changes simultaneously from 18.5
to 26 m/s and 69 to 92 Hz at t = 1 s, resulting in the increase of
the propulsion and levitation forces to 28 100 N and 19 000 N,
respectively. At t = 2 s the supply current reduces from 1541 to

Fig. 6. Single-sided linear induction motor experimental setup.

Fig. 7. Novel RT-TLM method real-time oscilloscope results of the
FPGA. (a) Primary mover speed 15 m/s/div. (b) Supply frequency
50 Hz/div. (c) Propulsion force 15 000 N/div. (d) Levitation force
15 000 N/div. (e) Supply phase current 2500 A/div.

1386 A, resulting in the decrease of the propulsion and levitation
forces to 22 800 N and 15 400 N, respectively.

B. Results Verification and Accuracy Evaluation

Fig. 8 shows the real-time results of the propulsion and lev-
itation forces versus speed based on the proposed RT-TLM
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Fig. 8. Novel RT-TLM results validation with Jmag-Designer. (a) Propul-
sion force versus speed and (b) levitation force versus speed.

FEM validated by Jmag-Designer software for a wide range
of current amplitudes (I1 = 1541 Arms, I2 = 0.5 I1), frequen-
cies (f1 = 92 Hz, f2 = 0.75 f1 , f3 = 0.5 f1 , f4 = 0.25 f1), and
speeds ([0–40] m/s) to show the accuracy of the proposed
methodology. It can be seen the propulsion force behavior in
the SLIM is similar to the torque of a rotary induction motor.
The positive and negative propulsion forces indicate the ma-
chine motoring and regenerating modes, respectively. Similarly,
the positive and negative levitation forces indicate the attraction
and repulsion between the primary mover and secondary back
iron, respectively.

Fig. 9 shows the SLIM losses including iron core hysteresis
and eddy current losses, primary winding copper losses, sec-
ondary aluminum sheet losses, and the total losses versus a
range of slip frequencies between 6 to 14 Hz with the primary
mover speed of 26.82 m/s. The primary windings supplied by
the rated current of 1541 A generate frequency independent
copper losses neglecting the skin effect. However, the iron core
hysteresis and eddy current losses as well as aluminum sheet
losses are a function of frequency, speed, and magnetic field
density. It is worth noting the iron losses in the secondary are
negligible since the frequency of the magnetic field in the sec-
ondary is the slip frequency, sfs = fs − Vx/2πh, where Vx is

Fig. 9. Novel RT-TLM method losses validated by conventional FEM.

Fig. 10. Real-time results validation with experimental, Jmag-
Designer, conventional FEM, conventional TLM, and the novel RT-TLM
method.

the primary mover speed and h is the pole pitch length. It can
be seen that increasing the slip frequency in the range reduces
the iron core losses while the aluminum sheet losses increase.

Fig. 10 shows the propulsion and levitation forces ver-
sus slip frequency results comparison between the experimen-
tal, Jmag-Designer software, conventional FEM, conventional
TLM-based FEM, and the novel RT-TLM FEM for the same
inputs of Fig. 9.

The conventional FEM code in MATLAB and the Jmag-
Designer software with the same set of inputs are simulating a
single pole pitch of the SLIM with AP boundary condition to
efficiently reduce the size of the problem. The solver in MAT-
LAB FEM code is a direct solver with exact solution based on
LU decomposition using left-looking Gilbert–Peierls algorithm,
whereas the solver in Jmag-Designer software is an iterative
method based on the incomplete Cholesky conjugate gradient.
The difference between both simulations and the experimental
results are arisen from the FEM approximations as well as ne-
glecting the transverse edge and longitude effects due to 2-D
and one pole pitch modeling, respectively, to take the advan-
tage of much less computational effort. The offline TLM-based
FEM code in MATLAB cause more deviations associated with
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Fig. 11. Novel RT-TLM results. (a) Magnetic field distribution. (b) Cur-
rent density distribution.

TLM iterative algorithm. The proposed RT-TLM FEM with fi-
nite precalculated LU decompositions introduces additional ap-
proximations in both algorithm and hardware implementation.
On the algorithm side, finite precalculated LU decompositions
maps unlimited possible number of relative positions of the
moving part to the stationary part into the finite ones. The ap-
proximations can be reduced by increasing the number of finite
positions, while the hardware resource, especially the BRAMs
required for implementation, will proportionally increase. On
the hardware side, the design is implemented using 32-b single-
precision floating point numbers resulting in a round off error,
while the other simulation results were based on 64-b double
precision floating point numbers. Although in hardware, 64 b
can also be used for higher precision, but it results in utilizing
more resources and longer latencies. In spite of the multiple lev-
els of accuracy degradation for faster execution, the real-time
results are still in good agreement with the experimental results
as the benchmark.

In Fig. 11, the novel RT-TLM method real-time results are
obtained and plotted using MATLAB to show the magnetic field
distribution and the current density distributions with the supply
rated current of 1541 A and frequency of 92 Hz. As indicated
in Fig. 2, the one pole pitch meshing of the SLIM includes 583
nodes and 1008 elements.

C. Resource Utilization and Scalability

The designed hardware is implemented on the Virtex Ul-
traScale+ XCVU9P FPGA to evaluate the hardware resource
utilization reported in Table I.

It can be seen that the 48 precalculated LU decompositions
corresponding to 48 positions on the moving air gap occupied
the entire RAMs of the FPGA.

Each module is placed and routed on the FPGA chip and
the floor plan of the implemented design is shown in Fig. 12.
The RAMs storing the precalculated LU decompositions in the
forward elimination and backward substitution module are dis-
tributed through the entire board surface shown in yellow.

The preprocessing stage can be performed on either another
CPU-based unit or on the same FPGA board subject to the avail-
ability of hardware resource and preprocessing computational
burden. In this paper, the 48 precalculated LU decompositions

TABLE I
HARDWARE RESOURCE UTILIZATION

Module LUT LUTRAM FF BRAM

Movement modeling 2726 135 3527 2.5
Power supply 6097 467 10 616 5
TLM source 56 407 2894 90 752 20
Forward/Backward 14 692 118 8657 2064
Next incident 118 442 7344 156 611 15
Force calculation 14 090 889 19 864 9
Others 552 20 812 0
Total 213 006 11 867 290 839 2115.5
Percentage 18.02% 2.01% 12.30% 97.94%

Fig. 12. Floor plan of the mapped novel RT-TLM FEM design on Virtex
UltraScale+ XCVU9P FPGA.

Fig. 13. Number of clocks per time step versus the PN.

are performed on CPU and loaded into FPGA BRAMs for sim-
plicity, but it can also be fitted into the targeted FPGA.

D. Timing Analysis

The relative position of the moving part to the stationary
part changes the nonzero pattern of the FEM stiffness matrix
and accordingly the L and U decomposed matrices. Therefore,
the number of floating point operations are subject to change
affecting the number of clocks per time step for each relative
position. Fig. 13 shows the number of clocks per time step versus
the PN for the forward elimination and backward substitution
module as well as the total clocks per time step.

For the case study it is shown the maximum number of clocks
per time step happens in the PN of 34, which should be con-
sidered in determination of the minimum achievable time step
of the design. Other PNs will result in a time slack in real-time
simulation.
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TABLE II
LATENCIES OF EACH MODULE

Module No. of clocks No. of iterations No. of clocks
per iteration per time step per time step

Movement modeling 565 1 565
Power supply 346 1 346
TLM source 17 605 nTLM 70 420
Boundary condition 162 nTLM 648
Forward elimination 28 849 nTLM 115 396
Backward substitution 28 877 nTLM 115 508
Next incident potential 1796 nTLM × (nN-R) 12 464
Force calculation 201 1 201
Total – – 315 548 Clks

The TLM lines reluctivity (ν(e)
TLM) of 1000 m/H for nonlin-

ear conductances and the time delay (TTLM) of 0.5 ms for all
transmission lines are chosen to converge the TLM iteration and
decoupled N–R iteration with an acceptable number of four and
three iterations, respectively, both with convergency tolerance
of 10−3 . Table II shows the latencies of each hardware module
in terms of the number of clocks per time step with the specified
TLM parameters.

Based on the Table II, considering the maximum frequency of
157.77 MHz to drive the FPGA, the minimum time step of 2 ms
can be achieved. Since the dynamics of a linear induction motor
as an electromechanical device is slow, the minimum achievable
time step of 2 ms can be considered small enough to model the
machine behavior shown by validation of the results with FEM
and experiments. From HIL and interfacing prospective, differ-
ent components on a real-time simulator can have different time
steps corresponding to the component dynamics. For example,
in the case of an electric machine drive system, the control sys-
tem and power converter can have time steps in the range of
μs and ns, respectively, and efficiently connected to an electric
machine with the time step of 2 ms; however, it requires a digital
integration of the converter output PWM voltage to supply the
machine.

It is worth noting that preprocessing stage is unavoidable to
satisfy the timing constraints of real-time simulation, especially
for complex and large models including FEM. Furthermore, the
small preprocessing stage proposed in this paper for geometry
definition, discretization, and precalculated LU decompositions
needs to be carried out once when the machine structure changes.
However, even in machine design optimization procedure, once
it is performed, it is used for infinite operating positions and
simulation time steps for performance evaluation.

V. CONCLUSION

For the first time, real-time finite-element emulation of an
electric machine as a nonlinear magnetodynamic case involv-
ing movement was performed for HIL prototyping on FPGA.
Two novel ideas were proposed along with the TLM method to
overcome the massive time consumption of FEM and enforce
real-time execution. First, a novel RT-TLM method based on fi-
nite precalculated LU decomposition was proposed to avoid LU
decomposition of the stiffness matrix for each time step. Second,

the parallelism of TLM method and the solver algorithms were
fully exploited for a massively parallel implementation on the
FPGA. It is shown that the simulation time step on the utilized
hardware can be as low as 2 ms, and the accuracy of results in-
cluding the forces versus speed curves and losses were evaluated
experimentally and with Jmag-Designer. The proposed method
is readily applicable for real-time magnetodynamic simulation
and analysis of other types of linear and rotary electric machines.
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