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Abstract 
 

This Thesis proposes a novel transform called “Channel Components Transform” and 

presents its application to power system voltage stability assessment. The transform is based on 

the following observation: a power network can be represented as a multi-node, multi-branch 

Thevenin circuit connecting the loads to the generators. If one applies eigen-decomposition on 

the Thevenin impedance matrix, the network can be decoupled into a set of single-branch 

equivalent circuits. These circuits are much easier to analyze and they carry valuable information 

of a power system. Similarly, if the variations of the transformed variables can be evaluated, one 

may be able to predict the complex behaviours of the actual network. The eigen-decomposition 

of the Thevenin impedance matrix and associated operations are named “Channel Components 

Transform” (CCT).  

 

The thesis shows that CCT can establish a framework to assess the voltage stability 

conditions of a power system. Techniques are developed to identify the critical modes (called 

channels) involved in voltage collapse, the associated critical buses, generators, and branches. 

These methods are tested using various test systems including an actual large power system. The 

results confirm that the developed methods are useful tools for assessing the voltage stability of a 

complex power system. 

 

A wide-area scheme for the online voltage stability monitoring based on the proposed CCT-

based framework is proposed. A methodology for optimal placement of Phsor Measurement 

Units (PMUs) is also proposed in order to minimize the number of required PMUs and as a 



 

 

result, make the implementation procedure practical. A CCT-based algorithm to facilitate the 

planning of reactive power support is developed. Using the proposed algorithm, the optimal 

location and amount of reactive supports are determined in order to increase the voltage stability 

margin. The application of Singular Value Decomposition (SVD) in the proposed CCT is also 

investigated in this thesis.  
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Chapter 1:  Introduction 

The problem of maintaining power system stability is still one of the main concerns in the 

operation of power systems. Power system stability is defined as “the ability of an electric power 

system, for a given initial operating condition, to regain a state of operating equilibrium after 

being subjected to a physical disturbance, with most system variables bounded so that practically 

the entire system remains intact” [1]. Power system stability can be divided into different 

categories including angular stability, frequency stability, and voltage stability.  

 

With the increasing demand for electrical power and due to economic and environmental 

constraints, power systems are currently being operated closer to their limits. This has led to an 

ever-increasing risk of voltage instability. As a result, a great deal of research works has been 

conducted during the past decade to develop methods for voltage stability analysis and 

mitigation. On the other hand, with the advent of Phasor Measurement Unit (PMU) technology 

which is the most accurate and advanced time-synchronized technology available to power 

engineers [5], many attempts have been carried out to adapt voltage stability analysis methods 

for online monitoring purposes. However, the progress is very slow in this respect. The aim of 

this Chapter is to discuss this problem and make it clearer. For this purpose, the basic concepts of 

voltage stability are reviewed first. All the existing methods for voltage stability analysis and 

their associated problems are then overviewed. Moreover, the problems of reactive power 

planning which is one of the most effective ways to improve voltage stability are discussed. The 

thesis contributions and outline are presented at the end of this chapter. 

 

1.1 Voltage Stability Definition and Classification 

 

The IEEE/CIGRE Joint Task Force [1] defines the voltage stability as “Voltage stability 

refers to the ability of a power system to maintain steady voltages at all buses in the system being 

subjected to a disturbance from a given initial operation condition”. The definition suggested in 

[15] which is more related to the phenomena and mechanism of voltage instability is as follows: 

“Voltage instability stems from the attempt of load dynamics to restore power consumption 

beyond the capability of the combined transmission and generation systems”. As this definition 
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describes, loads are the driving force of voltage instability. The transfer capability of 

transmission network and the generation capacity affect voltage stability. As a result, voltage 

stability is a condition of equilibrium depending on network topology, system operating 

conditions and the disturbance [79]. 

 

In order to briefly describe the voltage instability phenomena, a two-bus system as shown in 

Fig. 1.1(a) is considered. Under normal condition, system operation is described by the following 

equations. 

 

sin
EV

P
X

   (1.1) 

2

cos
V EV

Q
X X

    (1.2) 

 

Solving (1.1) and (1.2) with respect to V yields 

 

2 2
2 2 2

2 4

E E
V QX X P XE Q      (1.3) 

  

jX
E 0 V 

P jQ

 

max
arg 100

P Poperating
Stability m in

Poperating


 

(a) The two-bus system (b) PV curve of the system 

Fig. 1.1: A two-bus system and its PV curve 

 

For many reasons and in industry practice, it is common to consider the curves which relate 

voltage to active or reactive power. Such curves are called PV or QV curves, respectively. The 

PV curve for our system can be obtained using (1.3) as shown in Fig. 1.1(b). As shown in this 

figure, power systems normally operate at the upper part of the PV curve. This figure also 

confirms the existence of a maximum load power (Pmax). Simply stated, voltage instability results 

from the attempt to operate beyond maximum load power. This may result from a severe load 
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increase or from a large disturbance that increases X and/or decreases E to the extent that the 

pre-disturbance load demand can no longer be satisfied. 

 

PV curves are usually used to determine the voltage stability level. For this purpose, the 

stability margin as shown in Fig. 1.1(b) is used. The stability margin shows the distance of the 

current operating point to the maximum loadability point. If the margin is lower than a specific 

value (typically 5%), the system is considered in danger and actions should be taken into account 

to improve the stability [9].    

 

As seen above, voltage stability can be easily analyzed for a simple two-bus system. 

Similarly, if the measurements taken at the buses are available, the stability level of the system 

can be monitored online. In fact, the analytical expression of the PV (QV) curve shown in (1.3) 

makes this possible. However, as well known, power systems are much more complex than this 

two-bus example. They have several loads connected to several generators through a 

complicated interconnected transmission network. These characteristics make it difficult to 

obtain PV curves and asses the system stability. This becomes even more challenging when it 

comes to online applications where measurements are to be used for this purpose. These 

difficulties have led to tremendous research works in the past decade and several methods for 

voltage stability analysis have been proposed (these proposed methods and their limitations are 

discussed in the next sub-section). 

 

It is also useful to classify voltage stability into different sub-classes. This classification will 

help to better understand the voltage stability phenomenon and to choose the right analyzing 

strategy according to the nature of the phenomenon. Voltage stability can be divided into the 

following two classes according to [81]. 

 

 Small disturbance voltage stability (steady-state voltage stability): This type of 

voltage stability is a result of a small (and usually gradual) perturbation in the 

system. One common type of these perturbations is a gradual increase in the system 

loads. Static (steady-state) analysis is usually performed to study the small 

disturbance voltage stability. When analyzing this type of voltage stability, usually 

midterm (10 seconds to few minutes) or long term (few minutes to tens of minutes) 

studies are considered [80]. 

 Large disturbance voltage stability (transient voltage stability): This type of voltage 

stability happens as a result of a large change in the system. This large change could 
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be a fault on a major transmission line, sudden outage of a transmission line or a 

generator. A dynamic analysis is usually preferred to capture the nonlinear dynamic 

behaviors of this kind of voltage stability. The time frame for the analysis is the 

short-term (0 to 10 seconds). 

  

1.2  Voltage Stability Analysis Methods 

 

As mentioned in the previous section, each class of voltage stability has its own nature and 

characteristics. Therefore, it is reasonable to use different analysis methods for different types of 

voltage stability. In this respect, the voltage stability analysis methods can be categorized into 

two groups. 

 

 Static analysis 

 Dynamic analysis 

 

Static analysis is used to study the small disturbance (steady-state) voltage stability. In the 

event of small disturbances, the system dynamics which are related to voltage stability are 

usually slow. Therefore, the problem can be effectively analyzed using static approaches. In 

these approaches, snapshots are taken from different system operating conditions at certain time 

instants. At each time instant, non-linear system equations are linearized to study the voltage 

stability characteristics at that time instant.  

 

Dynamic analysis uses time-domain simulations and captures the actual dynamic 

characteristics of the system without any approximation or linearization. Nonlinear dynamic 

analysis is very useful for large disturbance voltage stability where short-term and transient 

phenomena need to be studied. Dynamic analysis provides accurate results, but on the other 

hand, encounters several difficulties. Dynamic simulations require detailed modeling of all 

system components. Accurate models of many components in an actual power system are usually 

not available. In this situation, approximations in modeling might decrease the accuracy of the 

results significantly. Dynamic simulations are obviously much more complicated than static 

studies since it includes nonlinear differential equations as well as regular algebraic equations. 

Solving these equations require significant computational time and capacity. This limits the 

application of this kind of analysis in online applications where the computational time is a main 

concern.  
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In this thesis, the focus is on small-disturbance voltage stability. Therefore, the static 

analysis will be studied. In the voltage stability analysis, the following important tasks should be 

accomplished. 

 

 Determine the stability of the current operating point 

 Identify the areas (loads) which are more prone to voltage stability 

 Identify the transmission lines which are weak with regard to voltage stability 

 Identify the generators which have the highest impacts on voltage stability.  

 

Most of the existing methods are based on the steady-state power flow formulation. These 

methods are widely used by utilities for offline studies. On the other hand, some methods have 

been proposed based on direct measurements. These methods aim to employ the measurements 

taken by PMUs to analyze some aspects of voltage stability problem in online applications.  

 

1.2.1 Methods based on power flow formulation 
 

Many methods which are based on power flow analysis or derived from power flow 

formulation have been proposed in the literature. The most popular methods are reviewed below. 

 

A. Continuation power flow 

 

Power flow analysis is often a useful tool in voltage stability analysis. The maximum 

loadability of a system can be determined by starting from the current operating point, making an 

increase in the loads with considering a certain load pattern such as constant power factor, and 

re-computing power flow until the maximum loading point is reached. In this approach, the 

operating point at which the power flow diverges and the system Jacobian matrix becomes 

singular in considered as the maximum loading point. PV (QV) curves can also be obtained to 

visualize the maximum loadability. A modification of this method known as continuation power 

flow (CPF) was proposed in [10]. In this method, the power flow equations are reformulated so 

that they remain well-conditioned for all scaling factors. This makes it possible to find the 

solutions of the power flow even for the unstable equilibrium points i.e. the lower portions of the 

PV curves. Therefore, plotting the complete PV and QV curves becomes possible. 
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CPF and PV (QV) curves are widely used by utilities in offline studies. With the support of 

modern computer hardware and software technology, many attempts have been made to use CPF 

for online applications [11]. However, the computation time is still a main concern in online 

applications. Moreover, it is difficult to determine the weak loads, branches, and generators by 

using this method. 

 

B. Modal analysis 

 

Modal analysis which involves eigenvalue analysis of the system Jacobian matrix (J) was 

proposed in [12]. The basic concepts of this method are as follows: Assuming 0P  , the 

linearised power flow equations are firstly reduced as shown below. 

 

1, 0         
                      

P PV
R

Q QV

J JP
J P V J Q

J JQ V V




   (1.4) 

where 1
R QV Q P PVJ J J J J 

   is called the reduced Jacobian matrix. This matrix becomes singular at 

the PV curve nose point [12]. According to the eigenvalue theory, (1.4) can be written as  
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
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                                n nn

v q

v q

v q







 (1.5) 

where v T V    and q T Q    are the modal voltage and reactive power variations, respectively, 

and T is the eigenvector matrix. According to (1.5), if 0i  , the ith modal voltage experiences 

collapse when the ith modal reactive power experiences a small variation. Therefore, the voltage 

collapse is essentially the collapse of the voltage in a mode (critical mode). The minimum 

eigenvalue corresponds to the critical mode because when the system moves toward an unstable 

condition, it will move toward zero. 

 

For the critical mode, the participation factors of all load buses can then be calculated to 

identify the locations which are most prone to voltage collapse. Identification of the weak 

locations (critical buses) is indeed the most important feature of the modal analysis method and 

is widely used in voltage stability analysis studies [13]-[16]. However, the critical generators 

which have the highest impacts on the voltage stability cannot be determined by modal analysis. 
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In fact, this method provides no information for generators since (1.4) contains no entries for the 

generators. In [17], another reduced Jacobian matrix which contains active power information 

(instead of reactive power) has been proposed. Using this Jacobian matrix, it is possible to 

determine the active (power) participation factors (APF) of the generators. As a result, generators 

can be ranked in terms of the impacts of their active powers on voltage stability. However, there 

is still no method to determine the impact of generators’ reactive powers. On the other hand, 

determining the impact of generators’ reactive powers on voltage stability can be very useful 

since the voltage collapse is typically associated with the reactive power [11]. 

 

C. Singular value decomposition 

 

The singular value decomposition method was first introduced in [18] and [19]. This method 

is similar in nature to the modal analysis method. It works on the same reduced Jacobian matrix 

(JR). The only difference is that instead of eigenvalue decomposition, singular value 

decomposition (SVD) is applied on this matrix. The singularity of the Jacobian matrix is then 

determined by the minimum singular value of the matrix. A fast algorithm for calculation of the 

minimum singular value has also been proposed in [20] to improve the computational speed of 

this method. As expected, [21] has shown that the minimum singular value and minimum 

eigenvalue provide similar information for voltage stability analysis. 

 

D. Sensitivity based method 

 

Sensitivity factors computed from the Jacobian matrix of the system power flow [22] have 

been used for a long time. Within the context of voltage stability analysis, different sensitivity 

factors have been proposed as indices to detect voltage instability [11], [23].To do this purpose, 

the sensitivities of load voltages to reactive powers [24]-[25], and the sensitivities of the total 

reactive power generation to the reactive loads [15], [26], [27] turn out to be a convenient 

system-wide index.  

 

A general formula based on the eigenvectors and eigenvalues of the Jacobian matrix was 

also derived in [28] in order to obtain the sensitivity of the loadability margin to parameters. It 

was later applied to various parameters in [29]. This formula is within the context of loadability 

limit computation. An extension for the purpose of post-contingency scenario analysis was 

proposed in [27]. This approach has been used in [30] to determine the minimal load shedding 
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and in [31] to improve the secure operating margin.  More recently, sensitivity based techniques 

were revisited and extended in [32]. 

 

Because of the computation efficiency of sensitivity-based indices, they can be implemented 

in protection relays to initiate remedial actions such as load shedding and capacitor switching. 

However, they do not provide any measure of the distance to the voltage collapse point. More 

importantly, they cannot be used to determine the weak loads that are more prone to the voltage 

instability [33]. 

 

E. Other related methods 

 

A variety of other methods can be found in the literature which are very similar to the 

methods explained above, but with using different perspective. As an example, a method was 

proposed in [34] which is based on the fact that a stable system must have two solutions for the 

power flow equations, and the number of existing solution will change from 2 to 1 when the 

system reaches the maximum loadability. The concept of this method is similar to the PV curve 

approach used in CPF. The method proposed in [35] is based on the same concept and uses the 

pair of load flow solutions to calculate the voltage instability proximity index (VIPI). Another 

example is the method proposed in [36] in which a voltage stability index called the L indicator 

was proposed. This index is derived based on the feasibility of the power flow of an individual 

load bus. This index indicates the voltage collapse point when the Jacobian matrix becomes 

singular [37].  

 

1.2.2 Methods based on measurements 
 

Methods which are based on the online measurements provided by PMUs can be divided in 

two categories; methods based on local measurements, and methods based on wide-area 

measurements. 

 

A. Methods based on local measurements 

 

Most of these methods rely on the impedance matching concept. The method proposed in 

[38] uses the measurements taken at one load bus to estimate the Thevenin equivalent circuit 

seen from that bus. In this method, at least two sets of measurements are required and the 
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Thevenin circuit is estimated using a least-square method. Extensions of this concept are used in 

[39]-[42]. Once the Thevenin circuit is estimated, the impedance matching condition can be also 

expressed as the voltage matching condition. The voltage matching condition has been used in 

[43]-[44] to develop a voltage stability index. [45] presents another extension of the impedance 

matching condition.  

 

Application of the Thevenin equivalent and the impedance matching condition encounter 

several limitations. First of all, from the theoretical point of view, the adequacy of observing a 

single load when the maximum power is reached in a set of loads is doubtful [46]. In this respect, 

[47] shows that the impedance matching condition is necessarily met after meeting the maximum 

loadability condition. Secondly, the estimation of the Thevenin equivalent based on at least two 

sets of measured data faces some difficulties. The measurements need to be gathered over a time 

window that should be wide enough for the operating conditions to change, but narrow enough to 

satisfy the constant Thevenin impedance assumption [6]. Also, the technique might not be robust 

enough to be applied over the time interval following a severe disturbance [46]. 

 

B. Methods based on wide-area measurements 

 

Unfortunately, only a few good methods based on wide-area measurements have been 

reported in the literature. The method proposed in [48] uses a wide-area network of PMUs and 

relies on the impedance matching condition to detect the critical operating conditions and 

identify the critical load buses. However, since this method is based on the impedance matching 

concept, the difficulties discussed in the previous subsection also exist in this method.   

 

In order to overcome the difficulties coming from the need for multiple measurements in the 

impedance matching, a method which needs only one snapshot was proposed in [49]. In this 

method, the voltage drop of the Thevenin impedance is approximated by the sum of the 

magnitudes of the voltage drops over the branches located on the shortest path from a particular 

load bus to a generator under voltage control. The impedance matching condition is then 

replaced by a voltage drop matching condition. However, not enough evidences have been 

reported to verify the practical validity of this method. In fact, since this method involves several 

approximations, it might lead to unacceptable errors.   

 

More recently, a method has been proposed in [8], [46], and [50] for the detection of voltage 

instability from the system states provided by PMUs. In this method, an efficient sensitivity 
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computation is performed in order to identify when a combination of load powers has passed 

through the maximum. However, similar to any other sensitivity-based method, this method is 

not able to provide useful voltage stability-related information such as the locations that are more 

prone to the voltage instability. 

 

In summary, all the existing methods for voltage stability analysis have some limitations. On 

one hand, the methods based on power flow formulation still encounter some unanswered 

questions even in offline studies. For example, none of them can determine the impacts of 

generators’ reactive powers on voltage stability. Moreover, the required computational time 

makes it difficult for these methods to be used for online monitoring. Also, they are not able to 

fully employ the wide-area measurements provided by PMUs. On the other hand, in spite of 

several attempts, no complete method has been proposed for monitoring and analysis of voltage 

stability based on PMUs data. We believe this is partially due to the lack of a technically sound 

framework for PMU data interpretation and application. Therefore, the main aim of this research 

is to propose such a framework, and then use the framework to propose methods and indices for 

monitoring and analysis of voltage stability. 

 

1.3 Reactive Power Planning  

 

The information obtained by the voltage stability analysis can be used to manage proper 

countermeasures to improve the stability of the system. For this purpose, a variety of 

countermeasures can be taken into account [51]. Among them, reactive power planning (RPP) is 

one of the most effective ones since voltage collapse is typically associated with the reactive 

power demands of loads not being met because of limitations on the production and transmission 

of reactive power [11]. RPP can be performed both on the generation side and on the network 

side. On the generation side, RPP involves optimal reactive power scheduling to improve the 

stability margin. On the network side, RPP involves optimal allocation of Var sources such as 

capacitor banks, static Var compensators (SVC), and static compensators (STATCOM).  

 

Over the past few years, RPP has been a concern for several researchers and several 

methods have been proposed for this purpose. The proposed methods can be categorized in two 

groups including optimization-based methods, and direct methods. 

 

 



Chapter 1: Introduction  
 

 

 

 

11

A. Optimization-based methods 

 

Reference [52] reviews several methods that have been proposed in the literature for RPP. 

This reference shows that the most commonly used methodology is to introduce voltage stability 

requirements into the optimal power flow. These kind of methods formulate a multi-objective 

optimization problem based on the distance to the voltage collapse point, minimum singular 

value, minimum eigenvalue, or other similar indices. Examples of these methods for RPP both 

on the generation side and on the network side can be found in [53]-[60]. However, these 

methods encounter several difficulties. First of all, when considering the voltage stability-related 

objectives, the formulated multi-objective problem becomes very complicated and very difficult 

to be solved. That is why several attempts have made to use evolutionary algorithms for solving 

this optimization problem [52]. Therefore, these methods may not be practical for real power 

systems which are very large and interconnected. On the other hand, in the vicinity of the voltage 

collapse point, the voltage stability indices which are used as objectives present nonlinear 

characteristics, which make the convergence of these methods more difficult [61].  

 

B. Direct methods 

 

In RPP on the network side, direct methods simply estimate the best locations for placing 

new Var sources. For this purpose, different methods such as modal analysis or sensitivity 

analysis have been used in the literature. Examples of direct methods can be found in [13], [62]-

[63]. However, this kind of methods has a main drawback. They are all based on the following 

assumption: the loadability sensitivities remain constant no matter how much Var support is 

added at the selected locations. The situation is similar to that of the load shedding. We have 

recently shown in [64] that the sensitivities vary a lot when loads are shed at different locations. 

Similar conclusion can be obtained when adding new Var sources. Therefore, this kind of 

methods may not lead to optimal solutions when more than one Var source is to be added.   

 

In RPP on the generation side, a direct method has been proposed in [65]. In this method, 

the active economical dispatch is kept fixed, and the participation factors derived from the 

critical eigenvectors of the Jacobian matrix are used for reactive power scheduling. References 

[61] and [66] also use the same concept. The main problem of these methods is that they use the 

active (power) participation factors (APF). However, APF cannot accurately determine the 
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impacts of generators reactive powers on the voltage stability. Therefore, the results obtained by 

using this approach might not be optimal.  

 

This research aims to overcome the problems of directs methods and propose effective 

methodologies for RPP. The main focus will be on the RPP on the network side, however, the 

ideas can be extended for the generation side.  

 

1.4 Thesis Scope and Outline 

 

Due to the rapid advancement of measurement and telecommunication technologies, a large 

amount of data are available nowadays for power system monitoring and control. One example is 

the synchronized phasor data. Various research works have been conducted to develop 

applications for the phasor data [3], [4], [73]. For example, reference [74] has documented the 

latest attempts to create situation awareness for power system planners and operators using the 

wide-area phasor data collected by PMUs. However, the progress is slow and the PMUs have not 

offered unique advantages in almost all of the proposed methods.  

 

The challenges of extracting new and unique information from the phasor data may be 

partially due to the lack of a support theory for phasor data processing and interpretation. This 

situation may be understood by examining the use of three-phase voltage phasor data, Va, Vb and 

Vc. One can process the data in various ways. However, operations such as (Va+Vb+Vc)/3 (=Vzero-

sequence) or (Va+a2Vb+aVc)/3 (=Vnegative-sequence)  (where a=1120o) have been recognized as the 

best means to analyze the data. The symmetrical components transform is the support theory for 

these operations. Because of the theory, converting abc phasors to 012 sequences has become a 

standard approach to process three-phase phasor data and a number of monitoring and protection 

schemes have been developed. The wide-area monitoring systems nowadays have made multi-

location (positive sequence) voltage phasor data, V1, V2,  V3 … Vn available. Inspired by the 

success of the symmetrical components theory, one would wonder if operations such as 

T1V1+T2V2+…+TnVn can be rigorously derived for the multi-location (i.e. multi-bus) phasor data, 

and if such operations can reveal unique characteristics of a power system. 

 

This thesis shows that such a transform can be derived. The proposed transform, called 

“Channel Components Transform”, is able to extract important information about a power 

system from the phasor data. The theory is likely to bring new insights into the interactions of 

various quantities measured by PMUs and thus leads to the establishment of a new framework 
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for PMU applications.  The first basic idea of the proposed theory is to treat a multi-generator, 

multi-load and multi-branch network as a network that has one generator supplying one load 

through one transmission line that has multiple phases. In other words, each of the real 

generators can be considered as one phase of a N-phase generator and each of the loads as one 

phase of a N-phase load. The mutual couplings of the multi-phase transmission line represent the 

mutual interaction of various branches inside the actual network. The second idea of the 

proposed technique is to conduct a modal transform to decouple the N-“phase” network into a N 

de-coupled networks called “modal networks”. This is very similar to the symmetrical 

components transform. The difference is that the former applies to a N-phase network (which 

represents a N-load actual power system) and the latter applies to a 3-phase line. The 

mathematical operation of decoupling the N-phase network results in a set of decoupled modal 

circuits. 

 

The significance of this transform is the following: a complex network is converted into a 

set of decoupled simple one-source, one-load networks. By analyzing the characteristics of 

individual decoupled networks, it is possible to extract important information about the actual 

network. Similarly, if the variations of the modal variables can be monitored, we might be able 

to predict the complex behaviour of the actual network. Since the PMUs are the ideal and also 

the only devices available for monitoring the modal variables, we believe the Channel 

Components Transform has the potential to become a platform where powerfull applications can 

be developed for the PMUs.  

 

The objective of this thesis is to introduce and investigate the concept of “Channel 

Components Transform” and to establish associated framework and methods to analyze multi-

source, multi-branch and multi-loads electric networks, with a special focus on the power system 

voltage stability. The thesis is organized as follows: 

 

 Chapter 2 presents the basic theory of the “Channel Components Transform” and 

compares it with the traditional symmetrical components transform theory. The 

computation procedure and the basic characteristics of the transform are also discussed in 

this chapter. 

 Chapter 3 aims to assess the voltage stability problem in the channel domain. For this 

purpose, first of all, the concepts of channel PV/Pδ curves are introduced and discussed 

using some conceptual case studies. The concept of the critical channel is also 

introduced. The associated challenges are addressed and overcome by modifying the 
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channel circuit. The proposed modification is also presented as a simple procedure to 

make it simple and practical. Methods are proposed for identification of the critical 

channel. Finally, a procedure is presented to show how the voltage stability can be 

analyzed form the channel domain. This procedure can be considered as a new 

framework for the voltage stability analysis. 

 In chapter 4, methods are proposed to analyze the voltage stability of a power system 

using the CCT. The proposed methods are for the identification of the critical load, 

critical generator, and critical branch. All the proposed methods are verified using several 

case studies in this chapter. 

 In chapter 5, the application of the proposed methods to an actual large system is 

investigated. For this purpose, the CCT and its associated methods are used and the 

voltage stability of the Alberta Integrated Electric System (AIES) which is a 2038-bus 

system is analyzed. The results show the effectiveness and validity of the proposed 

methods. 

 Chapter 6 presents one of the applications of the CCT in reactive power planning. The 

CCT is used and a strategy for shunt compensation is proposed in order to enhance the 

voltage stability of power systems. The detail algorithms of the proposed strategy are 

presented in this chapter. The strategy is also applied to some case studies and the results 

are discussed. 

 Chapter 7 proposes a wide-area scheme for the online voltage stability monitoring based 

on the proposed CCT-based framework. For this purpose, a practical implementation 

procedure will be proposed. The proposed procedure will be based on the current 

technologies available in power systems. These technologies mainly consist of PMUs, 

and Supervisory Control and Data Acquisition (SCADA). A methodology for optimal 

placement of PMUs will also be proposed in order to minimize the number of required 

PMUs and as a result make the implementation procedure practical.  

 In Chapter 8, the difficulties which might be faced by CCT are discussed. The main 

difficulties include the non-existence difficulty and the robustness difficulty. It will be 

shown that using the singular value decomposition instead of the eigen-decomposition 

could help overcoming the difficulties. Therefore, a new transformation based on singular 

value decomposition is proposed. The proposed transformation is also applied to several 

test systems to analyze the voltage stability characteristics. The obtained results are 
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compared to those of the CCT to verify the performance of the SVD-based 

transformation.  

 Conclusions of the project are presented in Chapter 9. 
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Chapter 2: The Theory of Channel Components Transform 

This chapter presents the basic ideas of the “Channel Components Transform” theory and 

establishes several terminologies. The new concepts are compared with those established through 

the traditional symmetrical components transform theory. 

 

2.1 Basic idea of Channel components transform 

 

A general power system is shown in Fig. 2.1. This system consists of n loads and m 

generators. There are many transmission lines and other components such as transformers inside 

the network. This network can be represented using a generalized multi-source Thevenin 

equivalent circuit model. The equivalent circuit has the following form: 
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[ ] [ ][ ] [ ][ ] [ '] [ ][ ]Or V K E Z I E Z I   
 

(2.1)

 

In this model, [E] is the terminal voltages or the internal voltages (if a generator’s Qmax is 

reached) of the generators and [V] is the nodal voltages at the load buses. A general circuit model 

for the representation of (2.1) is shown in Fig. 2.2(a). 

 

Fig. 2.1: A general electric power network 
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The first main idea of the transform is to treat the multi-generator, multi-load and multi-

branch network shown in Fig. 2.2(a) as a network that has one generator supplying one load 

through one transmission line that has multiple “phases” (Fig. 2.2(b)). In other words, each of the 

real generators can be considered as one phase of a n-phase generator and each of the loads as 

one phase of a n-phase load. The mutual couplings of the multi-phase transmission line represent 

the mutual interaction of various branches inside the actual network. Since the actual generators 

and loads are not equal in their power output or consumption, each “phase” of the equivalent 

generator or load is loaded differently, which is equivalent to saying that the system is 

“unbalanced” among different “phases”. The mathematical model for the n-phase system is 

exactly the same as (2.1). So this research first introduces a new perspective of interpreting a 

complex electric network as a simple one-source, one-load and one-branch network that runs on 

multiple “phases”. The number of “phases” is equal to the number of load buses in the system. 
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(a) Multiple branch view of a power network 
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(b) Multiple “phase” view of a power network 

Fig. 2.2: Two perspectives on a power network.  

 

Once the actual complex network is viewed as a simple multiphase network, the second idea 

is to conduct a modal transform to decouple the n-phase network into n de-coupled networks 

called “modal” networks. This is somewhat similar to the symmetrical components transform 

which is used to decouple an actual (not equivalent) three-phase branch into positive-, negative- 
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and zero-sequence branches. The mathematical operation of this decoupling is shown below. 

First let the eigen-decomposition of the [Z] matrix as follows: 

 
1[ ] [ ] [ ][ ]Z T T   (2.2)

 

Then: 1[ ] [ ][ ] [ ][ ] [ ][ ] [ ] [ ][ ][ ]V K E Z I K E T T I      

         [ ][ ] [ ][ ][ ] [ ][ ][ ]T V T K E T I    (2.3)

 

Denote [ ] [ ][ ]U T V  as the modal voltage, [ ] [ ][ ]J T I  as the modal current, and 

[ ] [ ][ ][ ]F T K E  as the modal voltage source. This leads to the following decoupled modal 

networks whose circuit representations are shown in Fig. 2.3. 

 

1 1 1 1

2 2 2 2

0 0 0

0 0 0

... ... 0 0 . 0 ...

0 0 0n n n n

U F J

U F J

U F J






       
       
        
       
       
       

 (2.4)

 

The significance of the above transform is the following: a complex network has been 

transformed into a set of decoupled simple one-source, one-load networks. By analyzing the 

characteristics of individual decoupled networks, one may extract important information about 

the actual network. 

 

 

Fig. 2.3: Modal domain representation of a complex network.  
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2.2 Comparison with symmetrical components transform 

 

Power systems are three-phase networks. How to analyze and interpret the behaviour of 

three-phase variables and networks was a challenge until the symmetrical components transform 

was invented. By converting a three-phase network into three decoupled sequence (i.e. modal) 

networks, the transform opened up a new way to study and monitor three-phase power systems. 

A number of power system protection schemes and associated relays were invented based on the 

transform. 

 

The proposed transform shares many common characteristics with the symmetrical 

components transform (SCT). It is therefore useful to compare the two transforms so that more 

insights can be gained for the new transform.  

 

The voltage and current relationship of a n-conductor (or n-phase) power line shown in Fig. 

2.4 is the simple voltage drop relationship in a matrix form: 

 

[ ] [ ] [ ][ ]R SV V Z I   (2.5)

 

A B C

S1 S2

[VS] [VR]

[I] S1

S2

A

B

C

A B C

S1 S2

[VS] [VR]

[I] S1

S2

A

B

C

 

Fig. 2.4: A multi-conductor (or multi-phase) power line. 

 

where [Z] is the n-phase impedance matrix of the line. The simplest case of the above 

equation is the 3-phase line where  [ ]
T

R Ra Rb RcV V V V  and  [ ]
T

a b cI I I I . If a three-

phase line has two shield wires, there are five conductors involved (Fig. 2.4), i.e. 

 1 2[ ]
T

R Ra Rb Rc RS RSV V V V V V . In the EMTP analysis, such a line is called five-phase line 

[75]. This concept can be generalized to n-phase lines if there are n-conductors in a tower 

structure.  
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When conducting EMTP simulations or finding the modes of wave propagation in a line, the 

[Z] matrix must be diagonalized, i.e., eigen-decomposition shall be performed on [Z]. [75] has 

presented various forms of [Z] decomposition or transform. The symmetrical components 

transform is the simplest one among them. The SCT yields three single branches in the modal 

domain. These are the positive-, negative- and zero-sequence branches. The corresponding 

domain is the well-known sequence domain. 

 

 Let’s now compare equation (2.5) with (2.1). These two equations have exactly the same 

form if we set [E’]=[VS] and [V]=[VR]. This clarifies why we have treated the multi-generator, 

multi-load and multi-branch network shown in Fig. 2.2(a) as a network that has one generator 

supplying one load through one transmission line that has multiple “phases”, shown in Fig. 

2.2(b). Once an actual complex network is viewed as a simple “multi-phase” network, the 

proposed transformation which is similar to eigen-decomposition techniques (such as SCT) well 

studied in the EMTP theory can be applied to decouple it into n simple “modal” networks.  

 

Therefore, the symmetrical components transform is very similar in the theory with the 

proposed transform since both are indeed decoupling methods which are based on the eigen-

decomposition of a [Z] matrix. However, there are some fundamental differences between these 

two. Each row of the [T] matrix in the proposed transformation is not “symmetric” – the vectors 

representing Tij (j=1,…N) exhibits random positions in the complex plane. They don’t have a 

system-independent distribution pattern. On the other hand, the symmetrical components have 

three elements for each row (since it is developed for 3-phase system only). The elements have 

the same magnitude and are spaced out by exactly 120˚. This characteristic is system 

independent as long as the system impedances are balanced. Fig. 2.5 shows the differences of the 

two transformation matrices. 

 

T11

T12

T13

T11

T12

T13

 

Ti1

Ti2
Ti3

Ti4

Ti5
Ti1

Ti2
Ti3

Ti4

Ti5

 

(a) Symmetrical components transform (3-phase) (b) Channel components transform (5 bus example) 

Fig. 2.5: Characteristics of the transform matrix [T] for a particular mode  
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The modal variables ([U], [J] and [F]) in the proposed transform are very similar to the 

sequence components in the symmetrical components transform. For example, modal 1 voltage 

may represent the root cause of a voltage collapse scenario. Similarly, the zero sequence current 

in a three-phase network may represent the most significant source of telephone interference. By 

analyzing the modal or sequence components, it is easier to identify the causes of certain power 

system problems.  

 

In summary, if we consider SCT as a method for processing three-phase phasors (measured 

or calculated), and the transforms documented in [75] as tools for processing multi-phase 

phasors, the proposed CCT can be viewed as an operation for processing multi-bus phasors. It is 

interesting to note that the PMU was created originally for determining the sequence components 

needed by a power system protection scheme [76]. 

 

Since “modal components” is a very general term, the modal quantities resulted from the 

proposed transform will be given the specific name of “Channel Components”. The associated 

domain is called the “Channel Domain”. A channel component represents one pattern of currents 

flowing in a network. The terms “channel components (or channel domain)” and “sequence 

components (or sequence domain)” can be used interchangeably if one remembers the former 

applies to an equivalent multiphase system. The channel concept is also somewhat similar to that 

used for the telecommunication circuits. A telecommunication medium such as a cable carries 

one physical signal but it represents multiple information-carrying signals running on multiple 

non-interfering channels. 

 

2.3 Computation Procedure for Channel Components Transform 

 

In order to apply the proposed transform to a power system, according to (2.2) and (2.3), [Z] 

and [K] need to be calculated for the system. The calculation process is as follows: 

 

The standard node equations in matrix notation are expressed as: 

 

[ ] [ ][ ]I Y V  
(2.6) 

where, [V] is the bus voltages, [I] is the net injected current, and [Y] is the admittance 

matrix. 
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All buses can be classified into three types: 

 

 Generator bus (G) 

 Load bus (L) 

 Network bus (N) which has no generator or load 

 

As a result equation (2.6) can be partitioned as  

 

G GG GL GN G

L LG LL LN L

N NG NL NN N

I Y Y Y V

I Y Y Y V

I Y Y Y V

     
           
          

 
(2.7) 

Since the net injected currents of the network buses are equal to zero i.e. IN = 0, we can write 

 

1

0

. . ( )

N NG G NL L NN N

N NN NG G NL L

I Y V Y V Y V

i e V Y Y V Y V

   

  

 

 

(2.8)

 

Substituting the obtained VN in (2.7) will result in 

 
1

1 1

( )

. . ( ) ( )

L LG G LL L LN NN NG G NL L

L LG LN NN NG G LL LN NN NL L

I Y V Y V Y Y Y V Y V

i e I Y Y Y Y V Y Y Y Y V



 

    

    

 

(2.9) 

Rearranging (2.9) yields 

 
1 1 1 1 1( ) ( ) ( )L LL LN NN NL LG LN NN NG G LL LN NN NL LV Y Y Y Y Y Y Y Y V Y Y Y Y I         

 

(2.10) 

It can be seen that equation (2.10) is the same as equation (2.1) and as a result we will have 

 

 

1 1 1

1 1

( ) ( )

( )

LL LN NN NL LG LN NN NG

LL LN NN NL

K Y Y Y Y Y Y Y Y

Z Y Y Y Y

  

 

   

 

 

 

(2.11) 

 

(2.12) 
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Equations (2.11) and (2.12) give the expression of matrices [K] and [Z]. Having these two 

matrices for any power system, we can apply the transform to the system. 

 

2.4 Characteristics of Channel Components 

 

As the channel components are a new concept and represent transformed quantities, it is 

useful to understand their physical meanings and key characteristics first before more complex 

treatment is pursued.  

 

A very simple power system is used to illustrate the meanings of channel components. The 

case is shown in Fig. 2.6(a). The corresponding network equation is  

 

a a a

b b b

c c c

V E Z Z Z Z I

V E Z Z Z Z I

V E Z Z Z Z I

       
                
              

 (2.13)

 

 

(a) physical network 

 

(b) channel network 

Fig. 2.6: The one-source three-load system.  
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If Za=Zb=Zc, the [Z] matrix and its corresponding “three-phase” network is “balanced”. 

Therefore, the symmetrical components transform can be used as a special case of the Channel 

components transform, which leads to the following channel or “sequence” parameters. Note that 

in this case, Channel components 1, 2, and 3 correspond to the zero, positive, and negative 

sequence components, respectively. 

 

3 0 0 3

[ ] 0 0 , [ ] 0

0 0 0

a

a

a

Z Z E

Z and F

Z

  
       
     

  

 

As seen above, only channel 1 has a voltage source. It implies that channel 1 is the only 

channel responsible for power transfer in this case. In fact, the channel impedance 1=3(Z+Za/3) 

represents the series connection of Z branch with that of a parallel combination of Za, Zb and Zc 

branches. This is exactly what one will do when analyzing the circuit of Fig. 2.6(a) “on the back 

of an envelope”. There is no need to analyze the other channels. So a four-branch power network 

has been simplified into an one-branch network. 

 

More interestingly, the above analysis can be performed even if loads La, Lb and Lc are not 

equal. This is because the decoupling is only dependent on the [Z] matrix and is independent of 

the loads connected at different buses. The load conditions will change values of channel 

components, not the channel circuit and its impedance parameters. 

 

If Za, Zb, and Zc are not equal, analytical solution is difficult so numerical case is used. 

Assuming Za=0.35, Zb=0.2, Zc=0.1, Z=j0.3, E =1.0, Sa=0.3, Sb=0.25, and Sc=0.4, the CCT yields 

the following parameters. 

 

1.129j 0 0 1.7164

[ ] 0 0.28j 0 , [ ] -0.1718

0 0 0.14j 0.1566 

and F

   
        
      

  

 

It can be seen that all channels have non-zero source voltages. The channel impedances are 

also different. Since the power transfer capability of a line is proportional to V2 and inversely to 

X, channel 1 is the mode responsible for transferring power to loads. Table 2.1, which shows the 

channel currents in each branch of the system, reveals more information on how the power is 
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transferred to the loads. Fig. 2.7 shows the patterns of channel currents in the system. In this 

figure, the thickness of an arrow on a branch is in proportion to the value of the channel current 

flowing through that branch. Note that the scale used for each channel is different from other 

channels.  

Table 2.1: Channel currents in each branch of the test system. 

Branch Current 
From To Channel 1 Channel 2 Channel 3 

1 2 1.0001 22.3° 0.0089 -2.6° 0.0169 -18.4° 

2 3 0.3853 -22.3° 0.0385 177.4° 0.0241 161.6° 

2 4 0.3231 -22.3° 0.0327 -2.6° 0.0846 161.6° 

2 5 0.2917 -22.3° 0.0147 -2.6° 0.1256 -18.4° 
 

1 2

3

4

5  

(a) Channel 1 

 

(b) Channel 2 

 

(c) Channel 3 

Fig. 2.7: Channel currents in each branch of the test system.  
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As seen in Table 2.1and Fig. 2.7, the Channel 1 currents are all in-phase, flowing from the 

source to the loads. So this is the channel responsible for power transfer. The channel 2 current 

mostly flows from bus 3 to buses 4&5 and the channel 3 current mostly flows from buses 3&4 to 

bus 5. These are “loop flows” that don’t help the power transfer. This shows that the channel 

currents can help to identify the main paths (or patterns) of power transfer in a power system. 

 

Each channel transfers different amount of power. We can calculate the channel power at 

any given network operating points established by the load flow results. Fig. 2.8 shows the 

channel power levels of an actual 2038-bus power system. It can be seen that only a small 

number of channels are responsible to transfer the majority of power in a network. The 

implication is that one may only need to analyze or monitor a small number of channels to 

understand the characteristics of a power system. 
 

 

Fig. 2.8: Distribution of channel powers in a large system.  

 

2.5 Conclusions 

 

This chapter has shown that a multi-generator, multi-load, and multi-branch network is 

mathematically equivalent to a system that has one generator supplying one load through one 
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transmission line that has multiple “phases”. Based on this observation, a transformation, called 

the Channel Components Transform, has been proposed to analyze complex power systems. The 

Transform converts a complex power system into a set of decoupled one-source to one-load 

networks. By analyzing the characteristics of each decoupled network, one may be able to extract 

important information of a complex network.  

 

The channel components transform shares many similarities with the symmetrical 

components theory. The similarities have been discussed in this chapter. In view of the 

evolvement of symmetrical-components-based applications, the proposed channel components 

transform has a promising future. 

 

Some characteristics of the channel components were clarified using some simple case 

studies. The results have shown that, in a multi channel system, there is usually one channel 

which is more responsible for the power transfer. The implication is that instead of analyzing all 

channels, it suffices to analyze one channel. The distribution of the channel powers in a large 

system was also discussed, indicating that one may only need to analyze or monitor a small 

number of channels to understand the characteristics of a power system. 
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Chapter 3: Voltage Stability Interpretation from the Channel 

Domain  

Maintaining voltage stability is a major objective in power system planning and operation 

[15]. Although our understanding on the subject has increased significantly in recent years, new 

findings are still emerging, especially with the emergence of measured phasor data. Many 

research activities have been conducted on how to utilize the phase information for voltage 

stability monitoring [8], [48]. This research attempts to propose a new framework for the voltage 

stability analysis and monitoring based on the channel components transform. The proposed 

framework can be used both for the offline-analysis and the online monitoring using phasor data. 

Before presenting the complete algorithms, the characteristics of voltage stability are analyzed 

from the channel domain first. It is shown how the voltage stability of the actual system can be 

investigated frrom the channel domain.  

 

3.1 Channel PV curves 

 

Transmitting power from generators to loads is the primary objective of a power 

transmission system. The system has an inherent limit to the amount of power that can be 

transmitted. Operating a power system too close to the limit is extremely risky since a small 

disturbance could result in a voltage collapse. The stability level of the system (margin) can be 

investigated using PV curves as shown in Fig. 3.1. The distance of the operating point from the 

nose point of the PV curve determines how close the system is to a voltage collapse. If the 

margin is lower than a specific value (typically 5%), the system is considered in danger and 

actions should be taken into account to improve the stability. 
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Fig. 3.1:  Illustration of power transfer characteristics (PV Curve) of a transmission network 

 

However, obtaining the PV curves is not an easy task in actual power systems. There are 

several loads connected to several generators through a complicated interconnected transmission 

network. These characteristics make it difficult to obtain PV curves and asses the system 

stability. This becomes even more challenging when it comes to online applications where 

measurements are to be used for this purpose. 

 

 On the other hand, using the proposed transform, we can transform a complex power 

system in to simple decoupled networks (channel networks). PV curves of these channel 

networks can be obtained easily. It is, therefore, interesting to examine the PV curves from the 

channel domain. 

 

Since the channel circuit is a very simple one-branch circuit, one can actually derive the 

entire PV curve in channel domain analytically, as follows: 

 

For a channel shown in Fig. 3.2, the relationship between the channel voltage (Ui), and the 

channel load power (Pi, and Qi) is given as 

 
24 2 2 2 2[2( ) ] ( ) 0i i i i i i i i i iU U P R Q X F P Q       (3.1)

 

 

Using (3.1), the channel voltage can be plotted for different active powers assuming a 

constant power factor for the channel load. The resulting curve will be the channel PV curve.  
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i i iS P jQ 

iF
i i iR jX   iU

 

Fig. 3.2: The ith channel circuit 

 

The process to map PV curves to the channel domain is as follows: A PV curve calculation 

procedure such as the continuation power flow is applied to the study system. At each PV curve 

point obtained by this process, the CCT is applied to calculate the channel variables 

corresponding to that point. The process will produce a set of data points in the channel domain. 

For each data point, (3.1) is used and the corresponding channel PV curves are obtained.  

 

Two conceptual case studies are considered first to illustrate the concepts of the channel PV 

curves. The first case is the simple one-source three-load system shown in Fig. 2.6. As shown in 

the previous chapter, when Za=Zb=Zc, only channel 1 (the “zero sequence”) has a voltage source. 

It implies that channel 1 is the only channel responsible for power transfer in this case. It suffices 

to analyze this pattern of power transfer (i.e. channel 1) only. Let’s consider the system 

parameters as Z=j0.3;  Za=Zb=Zc=j0.2; E =1.0. Also, the loads are considered purely active as 

Sa=0.3, Sb=0.25, and Sc=0.4. The corresponding physical and channel PV curves are shown in 

Fig. 3.3. One can see that there are three physical PV curves and only one channel PV curve. 

Therefore, one (channel) PV curve has captured all the characteristics of the system. It is also 

observed that the channel PV curve reaches its nose point when the physical PV curves reach 

their noise points. 
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(a) PV curves of the actual system (b) Channel PV curve (Channel 1) 

Fig. 3.3: PV curves for case study 1 
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The second case study involves the same network configuration but Za, Zb, and Zc are not 

equal (Za=0.35, Zb=0.2, and Zc=0.1). As shown in the previous chapter, all channels have non-

zero voltage sources in this case. Therefore, all channels need to be analyzed. The channel PV 

curves for this case are shown in Fig. 3.4. As seen in this figure, there are three groups of 

channel curves. Each group corresponds to one channel as this is a three-channel system. The 

stars are the PV curve points of the actual system mapped to the channel domain. The reason that 

each channel has a group of curves is due to the following phenomenon. Two variables, the 

source voltage and the branch impedance, define the shape of a PV curve for a single-branch 

network according to (3.1). In the channel domain, the channel impedance  is constant but the 

source voltage F changes with the physical voltages of the system. Each channel PV curve 

therefore corresponds to different source voltage F. 

 

The results shown in Fig. 3.4 confirmed the observation earlier that each channel carries 

different amount of power. One can also notice that voltage collapse occurs when one of the 

channels (channel 1) reaches its maximum power transfer limit, which can be called the critical 

channel. 

 

In summary, there is a critical channel among different channels of a system. The operating 

point of this channel goes close to its PV curve nose point when the system reaches the voltage 

collapse point. By analysis of the critical channel characteristics and its impact on the actual 

system, it is hoped that useful information about the voltage stability of the system can be 

extracted. This will be the main focus of the next chapter. 
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Fig. 3.4: Channel PV curves for case study 2 
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3.2 Channel Pδ Curves 

 

Voltage stability analysis is usually performed using the PV curves. But it can also be 

examined from the Pδ curves, at least for the single-load system. Since industry is increasingly 

interested in the angle information provided by the PMUs, it is useful to examine voltage 

instability from the Pδ curve. However, there are n(n-1) angle differences for a n-bus power 

network. It is a big challenge to examine the angle information on a PV curve trajectory. The 

CCT offers a natural solution to the problem since one can easily study the angle information in 

the channel domain. 

 

Consider the ith channel circuit as shown in Fig. 3.2. For the sake of simplifying equation 

derivation, let’s assume that the channel impedance is purely reactive i.e. i ij X  . The 

following power angle equation can therefore be developed for this channel circuit. 

 

sineqi i
i i

i

F U
P

X
  (3.2)

 

Since Ui varies with Pi which is in turn varies with δi, (3.2) cannot be used as the Pδ 

relationship. However, this equation can be rewritten as follows. 

sin
i i

i
i i

P X
U

F 
  (3.3)

 

Since 
2

cosi i i
i i

i i

FU U
Q

X X
   (3.4)

 

Substituting (3.3) into (3.4) yields: 

 
2 2 2 2sin cos sin 0i i i i i i i i iX P F P F Q      (3.5)

 

Dividing (3.5) by Pi yields: 

 
2 2 2sin cos sin tan 0i i i i i i i iX P F F       (3.6)
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where, θi is the power factor angle of the ith channel load and is kept constant according to the 

PV curve approach. Pi as a function of δi can be solved from the above equation as: 

 

 
2

sin cos sin tani
i i i i i

i

F
P

X
      (3.7)

 

Equation (3.7) is the analytical expression of the Pδ curve for the ith channel. Since the 

channel circuits are decoupled, establishing Pδ curve for each channel is straightforward. In the 

following, the conceptual case studies are used to illustrate the behaviours of the channel Pδ 

curves. 

 

The first case is the “balanced” system shown in Fig. 2.6. As discussed before, this system 

has only one non-zero channel. The Pδ curve of this channel is shown in Fig. 3.5. As seen in this 

figure, when the actual system reaches the voltage collapse point, the channel Pδ curve reaches 

its maximum point. The maximum angle is about 50o. It can be shown that for the system of Fig. 

3.2 where the receiving end voltage is uncontrolled, the max can be determined as 

 

max

1 sin
sin

2
i

i


 


  (3.8)

 

which is always less than 90o due to the lack of reactive power support at the receiving end. 
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Fig. 3.5: Channel Pδ curve of for case study 1 

 

The second case study involves the same network configuration but Za, Zb, and Zc are not 

equal (Za=0.35, Zb=0.2, and Zc=0.1). Fig. 3.6 shows the channel Pδ curves of this case study. As 
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seen in this figure, when the actual system reaches the voltage collapse point, the Pδ curve of 

channel 1 (critical channel) reaches its maximum point. 
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Fig. 3.6: Channel Pδ curve of for case study2 

 

In summary, the channel Pδ curves can be used to interpret the voltage stability of a power 

system. Without the proposed transform, it is impossible to obtain any meaningful Pδ curves 

since there are many physical bus angles in an actual power system. Which bus angle differences 

to examine are difficult to determine. 

 

3.3 Formal approach to PV/Pδ curve decomposition 

 

The PV curves of many test systems have been analyzed in the channel domain. The results 

show that when a system is at stable conditions, the corresponding operating point in the channel 

domain might lie beyond the nose point of the channel PV curve. This situation makes it difficult 

to correctly identify the critical channel. Therefore, it is very important to understand the reason 

behind this phenomenon first and then propose a method to overcome this difficulty. Our 

extensive research has revealed that the phenomenon is caused by the coupling of loads in 

channel domain. This coupling is investigated in this sub-section.  

 

3.3.1 Coupling Characteristics of Channel Loads 

 

The advantage of CCT is that it can decouple the supply system into independent channel 

circuits. When it is applied to the loads (which are physically decoupled), however, the channel 

loads might become coupled. This is because the CCT is a linear transform. A load (Z or S) is a 
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nonlinear variable. This phenomenon can be further understood as follows: The physical loads 

may be modeled as constant power loads or variable impedance loads that produce the effects of 

constant power consumptions. Since it is easier to explain the concepts, the impedance load 

model is used. The physical load at various buses can be expressed as 

 

1 1 1

2 2 2

0 .. 0

0 .. 0
:

... .. .. .. ... ...

0 0 ..

L

L

n Ln n

V Z I

V Z I
Physical loads

V Z I

     
     
     
     
     
     

 (3.9)

 

where, ZLi satisfies load’s power demand constraints. In the channel domain, the loads become: 
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U Z Z Z J
Channel loads

U Z Z Z J

     
     
      
     
     
     

 (3.10)

 

It can be seen that the loads are coupled in the channel domain. This illustrates another 

fundamental difference between the situations encountered by the symmetrical components 

transform and by the proposed transform. All applications involving symmetrical components 

such as the short-circuit analysis deal with linear operations. For power system load flow and 

stability analysis, one has to deal with power that is the multiplication of voltage and current. 

Methods need to be developed to apply a linear transform to nonlinear problems. 

 

For the PV curve decomposition and voltage stability analysis, the model in (3.10) can be 

treated as a MIMO (multiple input multiple output) system shown in Fig. 3.7 in which the 

channel voltages are the inputs and the channel currents are the outputs. In this approach the 

outputs are obtained by multiplying the input matrix in a gain matrix [YC]=[ZC]-1. In order to 

analyze the channel circuits separately, the channel loads should be decoupled too. In other 

words, the above MIMO system should be decoupled into n SISO (single input single output) 

systems. 
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The control theory states that a Relative Gain Array (RGA) can be formed for every MIMO 

system [67]. RGA will determine how coupled the MIMO system is. It also determines the 

optimal input-output variable pairings. RGA can be formed using the gain matrix [YC] as follows. 

 
1[ ].* ([ ] )T

C CRGA Y Y   (3.11)

 

where (.*) indicates the element-wise multiplication.  

 

 

Fig. 3.7: Channel loads as a MIMO system. 

 

 
As an example, the RGA for the WECC 9-bus system when it is at the normal operating 

condition is as follows: 
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Fig. 3.8: RGA for WECC 9-bus system. 

 

Since the diagonal elements of the RGA are much larger than the off-diagonal elements, one 

may conclude that the MIMO system associated with the channels loads is almost decoupled. In 

other words, the channel loads for this system may be expressed as the following form. 
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 (3.12)

The implication is that the PV curve decomposition using the CCT works without any 

difficulties in this system. 

 

The RGA has also been computed and examined for several power systems. For example, 

Fig. 3.9 illustrates the RGA computed for several test systems when they are at the normal 

operating conditions. 

 

 

(a) IEEE 30-bus system (b) 30-bus system from [70] 

 

(c) IEEE 57-bus system (d) IEEE 118-bus system 

Fig. 3.9: RGA for different test systems.  
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As seen in Fig. 3.9, most of the channel loads are decoupled, and there are only some loose 

couplings among a few of them. These coupling may make the model shown in (3.12) inaccurate 

in some systems. Therefore, it is important to properly model these coupling so that their effects 

can be excluded from the channel loads. For this purpose, a method will be proposed in the next 

sub-section. 

 

3.3.2 Modified Channel Circuits 

 

Based on the investigation results of the load coupling in channel domain, a channel load 

representation is proposed in this subsection in order to exclude the coupling effects from the 

channel loads. Using this channel load representation, a simple procedure is also proposed for 

modifying the channel circuits based on system information at each operating condition.  

 

As explained, the coupling of the channel loads may make the model shown in (3.12) 

inaccurate in some systems. In other words, there might be an approximation error (JEi) for each 

channel as shown below 

 

1 1 11 1

2 2 22 2

0 .. 0

0 .. 0

... ... .. .. .. ... ...

0 0 ..

E C

E C

En n C nn n

J J Y U

J J Y U

J J Y U

       
       
        
       
       
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 (3.13)

 
where JEi is a term in Ji which cannot be expressed as a function of Ui. In other words, JEi can be 

considered independent of Ui and is affected by other channel voltages, i.e. the coupling effect. 

 

On the other hand, the channel circuits are connected as shown in Fig. 3.10. As seen in this 

figure, the load seen by the channel 1 circuit will contain the F and λ components associated with 

other channels. This indicates that the channel load can be represented by a Norton (or Thevenin) 

equivalent circuit shown in Fig. 3.11. More discussions on this channel load representation are 

provided in the Appendix A. 
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Fig. 3.10: The channel circuits. 
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i
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EiJ

iJ Channel load

Modified equivalent circuit
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iF

EiJ

iJ Channel load
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Fig. 3.11: The ith channel circuit with the modified load. 

 

The current source in Fig. 3.11 is in fact the term JEi shown in (3.13). In other words, the 

current source for each channel can be determined from 

 

Ei i Cii iJ J Y U   (3.14)

 

where YCii is the ith diagonal element of [YC] = [ZC]-1. In fact, the coupling has been modeled as a 

current source JEi. This current source representation is accurate for the operating point from 

which it is derived. This known current source is then merged into the supply channel circuit to 

form an equivalent circuit as shown in Fig. 3.12.  This results in the change of the channel 

voltage source from Fi to eqi i i EiF F J  . 

 

eqi i i EiF = F - J
iU

CiS

i

 

Fig. 3.12: The equivalent circuit for the ith channel.  
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In summary, the coupling effects have been represented as a modification to the channel 

voltage source Fi. This is an accurate model for the point from which the parameters are derived. 

It is an approximation for other points. Extensive case studies presented later have shown that 

this approximation works very well. In summary, the proposed method to construct the final 

channel circuit is as follows: 

 

 Step 1: Calculate the load impedance for each physical bus, which is ZLi=Vi/Ii. 

 Step 2: Obtain [YC] using (3.15). Note that the computation is minimal because no matrix 

inversion in needed ([T]-1 is already available and [ZL] is a diagonal matrix). 

1 1 1 1 1[ ] [ ] ([ ][ ][ ] ) [ ][ ] [ ]C C L LY Z T Z T T Z T        (3.15)

 Step 3: Calculate the current source JEi for each channel according to (3.14). 

 Step 4: Calculate the modified channel voltage source eqi i i EiF F J  for each channel. 

The result is the equivalent channel circuit shown in Fig. 3.12. 

 

With the above treatment, all channels are decoupled from each other. Therefore, it becomes 

easy to examine the PV curves from the channel domain. For this purpose, equation (3.16) which 

is the relationship between the channel voltage Ui, and channel load’s power Pi+jQi can be 

applied to each of the equivalent channel circuits. 

 
24 2 2 2 2[2( ) ] ( ) 0i i i i i i eqi i i iU U PR Q X F P Q       (3.16)

 
Extensive case studies which will be presented later have shown that the proposed channel 

representation works very well. One of the outcomes is that whenever a physical system reaches 

its nose point, one of the channels will go close to its nose point as well, while no channel will 

pass the nose point. This channel becomes the critical channel. 

 

3.4 Critical Channel Identification 

 

As discussed before, among different channels of a system, there is a critical channel which 

can be considered responsible for the voltage collapse. The critical channel can then be used to 

analyze the voltage stability problem. However, before any analysis can be done, the critical 

channel needs to be identified. Two indices are proposed for this purpose in this subsection. 
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A) Identification based on Channels’ margins 

 

Critical channel can be identified based on the channel’s margin, i.e. the critical channel is 

the one that has the smallest channel margin. Since each channel resembles a two-bus system as 

shown in Fig. 3.12, the maximum channel power can be determined analytically as follows: 

 

 
 

2

max 2

sin cos

2 cos sin

   


eqi i i i i i

i i i i

F X R
S

X R

  

 
 (3.17)

 
where θi is the power factor angle of the ith channel load. The channel margin can then be 

calculated as follows: 

 

max
arg 100


 operating

operating

S S
Channel M in

S
 (3.18)

 

where Soperating is the channel load power at the current operating condition. 

 

As an example, Fig. 3.13 illustrates the channel margins obtained at different load scaling 

factors in the second conceptual case study. As this figure shows, channel 1 has the lowest 

margin. When the system reaches its maximum loading point, the margin of channel 1 goes very 

close to zero. Therefore, this channel is identified as the critical channel in this system.   
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Fig. 3.13: Channel margins for case study 2 
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B) Identification based on Normalized Voltage Drop: 

 

Consider the equivalent circuit of the ith channel shown in Fig. 3.12. This circuit resembles a 

two-bus power system. Therefore, the critical operating point of the channel can be derived from 

the singularity condition of the corresponding Jacobian matrix. On the other hand, if the voltage 

source Feqi is considered as the slack bus in the two-bus system, the singularity of the Jacobian 

matrix can be derived from the determinant of the Jacobian matrix [68]. 

 

0i i i i

i i i i

P Q P Q
Det J

U U 
   

  
   

 (3.19)

 

where δi is the phase angle difference between Feqi and Ui 

 

The above singularity condition can be expressed as the following equation which is similar 

to what was derived in [43] for a two-bus system. 

 

cos
2 2
eqi eqi

i i d

F F
U U      (3.20)

where dU  is the direct-axis component of the voltage drop iU  projected on the voltage 

source eqiF . This can be seen in Fig. 3.14 which illustrates the voltage phasor diagram of the 

channel. 

 

eqiF

iU iU

dU

i

 

Fig. 3.14: Voltage phasor diagram of the ith channel 

 

According to (3.20), the direct-axis component of the voltage drop can be used as an index 

to determine the stability condition of the channel. In this approach, the higher the dU  is, the 

closer the channel operating point to the nose point is. When the channel operating point reaches 

the nose point of the channel PV curve, dU becomes equal to Feqi/2. 
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Since the magnitudes of the channel voltage sources are quite different, a normalization 

process is needed so that stability levels of various channels can be compared. After extensive 

investigations, the following normalized voltage drop (NVD) index has been found adequate for 

critical channel identification: 

 

cos
100

eqi i i

i

eqi

F U
NVD

F


   (3.21)

 

The normalized voltage drops are calculated for all channels. The channel which has the 

largest NVD is the critical channel. As an example, Fig. 3.15 shows the NVD results for the 

second conceptual case study. As seen in this figure, channel 1 has the largest NVD and is 

therefore the critical channel. 
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Fig. 3.15: Channel NVD for case study 2 

 

3.5 Procedure of the CCT-based Voltage Stability Analysis  

 

The CCT-based (off-line) voltage stability analysis technique is summarized in the flowchart 

of Fig. 3.16. As this figure shows, the transformation matrix [T] and the channel impedances [Λ] 

are first calculated based on the network admittance matrix. These parameters will remain 

constant unless the network impedance or topology is changed (which includes generators 

reaching Q limits). The PV curve calculation procedure (which can be the conventional PV curve 

method or the continuation power flow method) is then applied to the system. At each PV curve 
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point, the CCT is applied to calculate the channel variables and circuits corresponding to that 

point. The channel margins will be determined as well. The critical channel is then identified. 

The generation of channel PV/Pδ curves are optional because channel margins are sufficient for 

the critical channel identifications. Based on the critical channel, different aspects of voltage 

stability problem can be analyzed. For example, the critical load, critical generator, and critical 

branch can be identified. Methods will be proposed for these tasks in the next chapter. 

 

Obtain [Z] and [K] based on network Y matrix

Compute the transform matrix [T] and channel 
impedances [Λ]

Perform power flow 

Apply the transform on [V], [I], and [E], and 
obtain the channel quantities [U], and [Feq]

Compute channel margins

Identify the critical channel

Perform required analyses:
- Identify the critical buses
- identify the critical generators
- Identify the critical branches
- etc.

Power flow 
Converged?
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Scale up the loads and generators
(PV curve calculation procedure)

Obtain channel PV/Pδ curves (optional)
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4

5

6

8
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Fig. 3.16: Procedure of the CCT-based voltage stability analysis 
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It can be seen that the proposed algorithms can be considered as a diagnostic tool for the PV 

curves. It uses PV curve results to extract more useful information about the system. This 

procedure is similar to that used by the Jacobian matrix modal analysis technique of [12]. 

 

If one of the generators’ reactive power limits is reached at a PV curve point, that generator 

shall be represented as a constant excitation voltage behind its synchronous impedance. The 

terminal of the excitation voltage becomes a new (PV) bus. Thus the network topology is 

changed. The network Z matrix and CCT transform need to be recalculated accordingly. 

 

3.6 Case Study Results 

 

Several standard test systems are considered in this section as case studies. The presented 

procedure is applied to these cases, and the voltage stability characteristics of channels are 

investigated.  

 

 WECC 9-bus system 

 

The first case study is the WECC 9-bus system. This system has 3 load buses, and as a 

result, there are three channels in this system. Fig. 3.17(a) shows the channel NVDs for different 

load scaling factors. As this figure shows, channel 1 has the highest NVD, and therefore, this 

channel is the critical channel. The same result is obtained from the channel margins shown in 

Fig. 3.17(b). Channel 1 has the lowest margin, so this is the critical channel. The channel Pδ, and 

PV curves are shown in Fig. 3.18(a), and Fig. 3.18(b), respectively. These figures verify that 

channel 1 is indeed the critical channel. In both the Pδ and PV curves of this channel, the 

operating point goes close to the curve nose point when the actual system goes close to the 

maximum loading point. 
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(a) channel NVDs 
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(b) channel margins 

Fig. 3.17: Channels’ margins and NVDs in WECC 9-bus system 

 



Chapter 3: Voltage Stability Interpretation from the Channel Domain 
 

 

 

 

47

0 50
0

1

2

3

4

5

6

7

8

9
Channel 1

Delta (deg.)

P
 (

p.
u.

)

0 50
0

0.05

0.1

0.15

0.2

0.25
Channel 2

Delta (deg.)

P
 (

p.
u.

)

0 50
0

0.5

1

1.5
Channel 3

Delta (deg.)

P
 (

p.
u.

)

 

(a) channel Pδ curves 
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(b) channel PV curves 

Fig. 3.18: Channel Pδ  and PV curves for WECC 9-bus system 
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 30-bus system 

 

The second case study is the 30-bus system from [70]. Fig. 3.19 illustrates the channel 

NVDs and margins of this system. As both of these figures reveal, channel 4 is the critical 

channel in this system. Moreover, Fig. 3.20 shows the channel Pδ and PV curves. Note that to 

save space, only the first 6 top rank channels are shown in this figure. 
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(a) channel NVDs 
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(b) channel margins 

Fig. 3.19: Channels’ margins and NVDs in the 30-bus system 
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(a) channel Pδ curves of six top rank channels 
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(b) channel PV curves of six top rank channels 

Fig. 3.20: Top channel Pδ and PV curves for the 30-bus system 
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 IEEE 30-bus system 

 

Fig. 3.21(a), and Fig. 3.21(b) show the channel NVDs and channel margins, respectively. As 

these figures indicate, channel 1 is the critical channel in this system. This can be confirmed 

according to Fig. 3.22 which illustrate the channel Pδ and PV curves of the top rank channels. As 

seen in these figures, when the actual system reaches its nose point, the operating point in 

channel 1 goes close to its Pδ/PV curve nose point.  
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(a) channel NVDs 
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(b) channel margins 

Fig. 3.21: Channels’ margins and NVDs in IEEE 30-bus system 
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(a) channel Pδ curves of six top rank channels 
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(b) channel PV curves of six top rank channels 

Fig. 3.22: Channel Pδ and PV curves for IEEE 30-bus system 
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 IEEE 57-bus system 

 

The simulation results for the IEEE 57-bus system are shown in the following figures. 

According to Fig. 3.23, channel 1 is the critical channel in this system. The top ranked channel 

Pδ and PV curves are also shown in Fig. 3.24. This figure verifies that channel 1 is the most 

critical channel in this system. 
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Fig. 3.23: Channels’ margins and NVDs in IEEE 57-bus system 
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(b) channel PV curves of six top rank channels 

Fig. 3.24: Top channel Pδ and PV curves for IEEE 57-bus system 
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3.7 Conclusions 

 

The aim of this chapter was to establish a framework to interpret and analyze the voltage 

stability of complex power systems from the channel domain. For this purpose, first of all, the 

concepts of channel Pδ and PV curves were introduced in this chapter. It was shown that the 

actual Pδ/PV curves of a complex power network could be decomposed into channel Pδ/PV 

curves. This is a promising feature since the channel Pδ/PV curves can be easily derived from the 

channel circuits even in online applications. 

 

This chapter has also shown that channel PV curves could be used instead of actual PV 

curves for voltage stability analysis and monitoring. This was done by evaluating the criticality 

of each channel in that domain and finding the critical channel which is most responsible for the 

voltage collapse. The implication is that for monitoring and analyzing the voltage stability, one 

may only need to monitor and analyze the critical channel. Moreover, it was shown that the 

channel Pδ curves can be used to interpret the voltage stability of a power system. Without the 

proposed transform, it is impossible to obtain any meaningful Pδ curves since there are many 

physical bus angles in an actual power system.  

 

The characteristics of channel loads have been fully investigated in this chapter. It has been 

found out that the loads are coupled in the channel domain. The degree of coupling has been 

investigated using the Relative Gain Array theory which is a well accepted theory in the control 

society. The results have shown that although most of the channel loads are decoupled, there are 

some loose couplings among a few of them. These loose couplings, however, make some 

difficulties in the PV/ Pδ curve decomposition using the channel components transform. These 

studies have, therefore, indicated that the couplings should be properly modeled in order to 

improve the performance of the CCT. Motivated by these studies, a channel load representation 

has been proposed. In the proposed representation, the coupling effects are excluded from the 

channel loads and represented as current sources. According to this channel load representation, 

a simple procedure has then been proposed for modifying the channel circuits based on system 

information at each operating condition.  

 

Two methods were presented in this chapter to identify the critical channel. These methods 

are based on the channels’ stability margins, and channels’ normalized voltage drops. A 

procedure has been proposed for the voltage stability analysis using the CCT. Finally, extensive 

case studies have been presented to clarify and verify the concepts proposed in this chapter. 
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Chapter 4: Methods for Voltage Stability Analysis Using CCT 

 
In the previous chapter, a framework was proposed for the interpretation of voltage stability 

in the channel domain. Using the proposed framework, a complex power system is transformed 

into channel components. The voltage stability is assessed from the channel domain using 

channel PV/Pδ curves. The critical channel which is responsible for the voltage collapse is then 

identified. The aim of this chapter is to show how the proposed framework can be used to 

analyze the voltage stability characteristics of an actual system.  The basic idea is to consider the 

critical channel and extract important information about the actual system by analyzing this 

channel. The information to be extracted mainly includes: 

 

 Identification of the critical locations (buses) which are more prone to voltage 

instability 

 Identification of the critical generators which have the highest impacts on voltage 

stability. 

 Identification of the weak branches which more limit the stability of the system 

 

Details of the proposed methods are presented in this chapter. Several standard test systems 

are also analyzed in order to verify the performances of the proposed methods.  

 

4.1 Identification of the Critical Bus 

 

One of the most important issues related to the voltage stability problem is to identify which 

location (bus) in the system is the most prone to voltage collapse. This bus is called the critical 

bus. Identification of the critical bus can be very useful since it is usually the best location to 

apply corrective actions such as the load shedding. The aim of this section is to use the CCT and 

develop a method that can identify the critical bus and can be easily used in online applications. 

The proposed method is verified with extensive case studies. It is also compared to the Jacobian 

matrix (JM) modal analysis which is a well accepted method in the field. 
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4.1.1 The proposed method 

 

Once the critical channel is known, one can use the information to identify the critical bus. 

The method proposed for this task is as follows. Since the low stability margin of the critical 

channel corresponds to its large channel voltage drop, one can therefore infer that the critical 

load bus is the one that is the most responsible for the voltage drop of the critical channel. Since 

the channel voltage drop is caused by the channel current, the contribution of bus currents I to 

the critical channel current Ji can be used to rank the contribution of different buses to the 

channel voltage drop. The critical channel current Ji is as follows: 

 

1 1 2 2 ...i i i iN NJ T I T I T I     (4.1)

 

According to (4.1), the following contribution index is proposed: 

 

cos( )ik k ik
ik

i

T I
Cont

J


  (4.2)

 

where Contik is the contribution of load bus k to the channel current Ji and ik  is the angle 

difference between the channel current Ji and the term TikIk.  

 

To determine the critical bus, the contributions of all load bus currents to the critical channel 

current are calculated using (4.2) and are compared. The bus whose current has the highest 

contribution to the critical channel current is the critical bus.  

 

4.1.2 Verification methods 

 

In order to evaluate the validity of the proposed critical bus identification method, two 

verification methods are used.  

 

 Modal analysis method: This method, which is based on eigenvalue analysis of the 

system Jacobian matrix, is the most popular and accepted method for bus ranking. 

The details of this method can be found in [12]. 

 

 Sensitivity-based method: The method is based on the sensitivity of the loadability 

margin with respect to load shedding at different load buses. In this method, a very 
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small portion of each load (say 1%) is shed and the resulting increase in the 

loadability margin is calculated using Continuation Power Flow (CPF). Load buses 

are then ranked according to their associated increases in the margin. This method is 

similar to the one used in [71]. 

 

4.1.3 Case study results 

 

Several standard test systems are considered as the case studies. The proposed bus ranking 

method is applied to these systems, and the results are compared with those of the verification 

methods. 

 

 WECC 9-bus system: 

 

Fig. 4.1(a)-(c) show the load bus ranking results obtained for this system. According to these 

figures, the critical bus identified by the proposed method is exactly the same as both of the 

verifications methods. 
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Fig. 4.1: Bus ranking for WECC 9-bus system. 
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 The 30-bus system: 

 

Fig. 4.2 shows the results obtained for the 30-bus system. As these figures reveal, the critical 

load bus is the same in all the methods. 
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 IEEE 30-bus system: 

 

The results obtained for this system are illustrated in Fig. 4.3. It can be seen in this figure 

that both of the verification methods verify the critical bus identified by the proposed method. 
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Fig. 4.3: Bus ranking for IEEE 30-bus system. 
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 IEEE 57-bus system: 

 

The results obtained for this system are illustrated in Fig. 4.4. According to this figure, both 

of the verification methods verify the critical bus identified by the proposed method. 
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Fig. 4.4: Bus ranking for IEEE 57-bus system. 
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The above case studies are summarized in Table 4.1. This table clearly indicates that the 

proposed method is accurate and reliable for the critical load identification.  

 

Table 4.1: Summary of the results for critical bus identification 

Top ranked critical load buses 
System 

Proposed method JM modal analysis method Sensitivity-based method 

WECC 9-bus 9, 5, 7 9, 5, 7 9, 5, 7 

30-bus from [70] 8, 7, 4, 3 8, 7, 4, 3 8, 7, 21, 19 

IEEE 30-bus 30, 21, 24, 26 30, 29, 26, 24 30, 21, 24, 26 

IEEE 57-bus 31, 25, 33, 30 31, 30, 33, 32 31, 25, 33, 30 

 

 
4.1.4 Comparison with Jacobian Modal Analysis Method 

 

For the critical bus identification, the application procedure of CCT technique is quite 

similar to that of the Jacobian matrix modal analysis (JM) technique [12]. It is therefore useful to 

compare the two techniques.  

 

1) Physical meaning: the channel components and circuits have clear physical meanings and 

models. It is therefore easy to interpret the results in channel domain and extract useful 

information. The JM method, on the other hand, is just a numerical technique. There is 

no circuit model for the modal results. A domain to map and simplify the PV curves does 

not exist. The P curves are out of reach for the JM method.  

 

2) Computing effort: If the network impedance matrix remains the same, the CCT eigen-

decomposition only needs to be performed once. The whole PV curves can be mapped 

into the channel domain with little computing effort. Online implementation is 

straightforward. The movement of modes can thus be traced easily. The JM method 

needs to execute eigen-decomposition at every PV curve point if one wants to track the 

mode changes. Furthermore, a complex, yet-to-be developed mode-trace (i.e. root-locus 

plotting) technique is needed to relate one eigenvalue obtained at a PV curve point to 

another eigenvalue obtained at the next PV curve point. 
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3) Robustness: A significant problem that has not been solved for the JM method is which 

matrix, the reduced Jacobian matrix or the full Jacobian matrix, shall be used for the 

eigen-analysis. In theory, the full Jacobian matrix shall be used. But case studies have 

shown that the full Jacobian matrix yields different Q bus rankings compared to those 

derived from the reduced Jacobian matrix. Furthermore, the full Jacobian matrix yields 

two bus ranking lists, one corresponding to P and one for Q. These two lists are 

different, which creates additional ambiguity in bus ranking. The CCT method does not 

have this problem. It includes the impact of both active and reactive power in the form of 

channel margin. Another practical issue is the difficulty to identify the critical mode 

correctly using the JM method since the index to rank modes is the magnitudes of 

eigenvalues. Because the PV curve technique cannot reach the exact nose point where 

=0, the mode ranking can only be done at a PV curve point close to the nose point (the 

continuation power flow will help to zero in the nose point but numerical differences can 

still exist). As a result, numerical errors and the existence of multiple small eigenvalues 

can mask the critical mode.  

 

4.2 Identification of the Critical Generator 

 
Generators, through their reactive power support to power system voltages, have a 

significant impact on the voltage stability of a power system. Utility planners and operators have 

a strong desire to know the most important generators, called the critical generators, for a given 

voltage instability scenario or when voltage stability margins become too small. This need was 

first recognized in [12] where the Jacobian matrix based modal analysis technique was used to 

identify the critical load points. Since the reduced Jacobian matrix used by [12] provides no 

reactive power information for generators, empirical indices are proposed for generator ranking 

[87]. In order to establish a theoretical basis for generator ranking, some references such as [17] 

propose to use the active power information contained in the reduced Jacobian matrix to 

determine the active (power) participation factors (APF) of the generators. As a result, the 

generators are ranked in terms of their active power impacts on voltage stability. However, APF 

may fail to act as a proper index since voltage stability is usually associated with the reactive 

power limitations. In other words, ranking the generators based on the impacts of their reactive 

powers on voltage stability would be very beneficial. This section will show that the CCT can be 

used to develop a new and effective method to do so. 
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4.2.1 The proposed method 

 

Similar to the critical load identification, critical channel can be used to identify the critical 

generator. For this purpose, generators’ contributions to the critical channel are determined first. 

Then, the generator which has the highest contribution to the critical channel will be the critical 

generator which has the highest impact on the voltage collapse. 

 
The channel voltage sources can be written in terms of the generators’ voltages as 

follows. 
  

[F] [T][K][E] [C][E]   (4.3)

 
Matrix [C] represents the contribution of each source E to the voltage F. For example, the 

magnitude and angle of Cik works like a weighting factor to indicate the weight of Ek on the 

channel voltage Fi: 

 

i i1 1 i2 2 ik kF C E C E ... C E ...      (4.4)

 
Using the above equation, the contribution of each generator’s voltage to the critical channel 

(say channel i) can be calculated by 

 
cos( )

_ ik k ik
ik

i

C E
G Cont

F


  (4.5)

 
where G_Contik is the contribution of generator k to the channel voltage Fi, and ik is the angle 

difference between the channel voltage Fi and the term CikEk. 

 
Assume that generator j (Ej) has the highest contribution to the critical channel. In this case, 

if the angles of generators’ voltages are assumed to remain constant, an increase in the voltage 

magnitude of the generator j will lead to the highest increase in the magnitude of the channel 

voltage Fi. This will result in the highest increase in the stability margin of the critical channel. 

On the other hand, the increase in the magnitude of the generator voltage corresponds to the 

increase in its reactive power. As a result, the proposed contribution index can be used to 

determine the contribution of generators’ reactive powers on the stability of the critical channel 

and as a result on the stability of the actual system. 
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4.2.2 Verification methods 

 
The main challenge is how to verify the results because as mentioned before, there is no 

standard method for determining the contribution of generators’ reactive powers on the voltage 

stability. However, to see whether the results are reasonable or not, two methods are used and 

their results are compared with the proposed method. These two methods are as follows: 

 
 Method A: the sensitivity of loadability margin with respect to the generators’ 

voltages is used to rank the generators. For this purpose, for each generator, a very 

small increase (say 1%) in its voltage magnitude is made and the increased margin of 

the system is calculated using the continuation power flow (CPF). This is done for all 

the generators and they are ranked according to their associated increases in the 

margin. 

 Method B: In this method, the system is firstly stressed until it has a small margin 

(say 5%). The reactive power of the test generator is then frozen and the system is 

stressed further until a new nose point is reached and the reduced stability margin is 

obtained. This is done for all generators, and they are ranked according to their 

associated decreases in the margin.  

 

 

4.2.3 Case Study Results 

 

The standard test systems used in the previous sections are considered again as the case 

studies. The proposed generator ranking method is applied to these systems, and the results are 

compared with those of the verification methods. 

 

 WECC 9-bus system: 

 

The following figures show the generator ranking results obtained for this system. 

According to these figures, the generator connected to bus 1 is identified as the critical generator 

using the proposed method. Method A verifies this result since this method identifies bus 1 and 

bus 2 as the critical generators (both buses has the same sensitivity). Although method B 

identifies bus 1 as the second critical generator, the value of margin increases for the first and 

second critical generators are very close to each other (Fig. 4.5c). 
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Fig. 4.5: Generator ranking for WECC-bus system 

 
 
 
 

 The 30-bus system: 

 

Fig. 4.6 shows the generator ranking results obtained for the 30-bus system. As seen in this 

figure, both of the verification methods verify the critical generator identified by the proposed 

method. 
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Fig. 4.6: Generator ranking for the 30-bus system 
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 IEEE 30-bus system: 

 

Fig. 4.7 illustrates the results obtained for the IEEE 30-bus system. As seen in this figure, 

both of the verification methods verify the critical generator identified by the proposed method. 
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Fig. 4.7: Generator ranking for IEEE 30-bus system 
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 IEEE 57-bus system: 

 

The results obtained for the IEEE 57-bus system are shown in the following figure. As seen 

in this figure, the proposed method identifies bus 9 as the critical generator. This generator is 

identified as the critical generator using method A, and as the second critical generator using 

method B. 
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Fig. 4.8: Generator ranking for IEEE 57-bus system 

 
The above case study results are summarized in Table 4.2. According to this table, both 

methods A and B verify the results obtained by the proposed method in the 30-bus and IEEE 30-

bus systems. In the WSCC 9-bus and IEEE 57-bus systems, the critical generator identified by 
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the proposed method is the same as the critical one obtained by one of the methods A and B and 

is the same as the second critical generator obtained by the other method. These results indicate 

that the generator rankings obtained by the proposed method are totally reasonable and 

acceptable. 
 

 

Table 4.2: Summary of the results for critical generator identification 

Critical generator bus 
System 

Proposed method Method A Method B 

WECC 9-bus 1 1 
2 

1 

30-bus from [70] 2 2 2 

IEEE 30-bus 8 8 8 

IEEE 57-bus 9 9 
12 

9 

 

The above results indicate that the generator rankings obtained by the proposed method are 

totally reasonable and acceptable. It is worthwhile to emphasize again that no proven method has 

been proposed in the literature in order to determine the impacts of generators’ reactive powers 

on the voltage collapse. Due to the lack of such a method, the ranking method (APF) proposed in 

[17] which is based on the impacts of generators’ active powers, have been used in the literature 

([61], [65], [66]) for optimal reactive power planning. However, as expected, by applying this 

ranking method on several test systems, we have found out that it cannot be used to determine 

the impacts of generators’ reactive powers. As an example, Fig. 4.9 shows the results of this 

method in IEEE 30-bus system. Comparison of this figure with Fig. 4.7(b) and Fig. 4.7(c) clearly 

reveals that APF is not a good method to determine the impacts of generators’ reactive powers. 

That is why we believe by using the proposed ranking method, the existing methods of reactive 

power planning on the generation side can be improved significantly.    
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Fig. 4.9: Generator ranking in IEEE 30-bus system obtained by APF 

 

 

4.3 Identification of the Critical Branch 

 

Due to the ever increasing demand for electrical power, power systems are currently 

operating close to their stability limits. This situation is very risky since a disturbance can lead to 

a voltage collapse. Therefore, it is very important to reinforce the system stability. In addition to 

the countermeasures that can be taken on the load side (such as installing shunt compensation 

devices) and on the generator side (such as performing optimal reactive power scheduling), some 

preventive actions can be taken on the transmission network i.e. system branches. These actions 

mainly include constructing new transmission lines, adding new transformers, and installing 

series compensation devices such as Thyristor controlled series capacitors (TCSC).  

 

On the other hand, due to financial and environmental limitations, it is not possible to 

perform these reinforcement actions on every part of the network. Therefore, it is very critical to 

determine what part of the system is more under pressure so that only weak locations (branches) 

can be reinforced. The implication is that the identification of the branches which are weak with 

respect to voltage stability is an important task in power system planning and operation. The aim 

of this section is to use the CCT in order to identify the critical branch. The main idea is to 

identify the critical transmission path (CTP) first, and then identify the critical segment of this 

path.  

 

Therefore, the first step is to determine the critical transmission path. In [43], an index called 

the transmission path stability index (TPSI) has been proposed which can be used to identify the 

critical transmission path. For this purpose, the TPSI of all possible transmission paths should be 

computed first. The critical path will then be the path which has the smallest TPSI. However, 

since there can be too many transmission paths in a power system, this method might encounter 
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some difficulties and problems. The aim is to use the channel components transform and propose 

an improved method in order to overcome the difficulties. Using the proposed approach, the 

critical transmission path can be identified much easier, faster, and more accurately. Once the 

critical transmission path is identified, its segments (branches) can be compared to identify the 

critical segment. 

 

4.3.1 Transmission Path Stability Index 

 

Before introducing the transmission path stability index (TPSI), let’s recall the critical 

stability condition of a two-bus (one-source one-load) system shown in Fig. 4.10(a). Assuming 

bus 1 as the generator bus and bus 2 as the load bus, the phasor diagram of the two-bus system is 

as shown in Fig. 4.10(b). On the other hand, the critical operating point of this system can be 

derived from the singularity condition of the corresponding Jacobian matrix, resulting in the 

following condition [43]. 

 

1 2 12 10.5 cos 0.5   dV V V V  
(4.6)

where  dV  is the direct-axis component of the voltage drop V  projected on the voltage source 

1V  (see Fig. 4.10).  

Z
1V 2V

P jQ

 

(a) The two-bus system 

1V

2V V

 dV

12

 

(b) The voltage phasor diagram 

Fig. 4.10: A two-bus system and its voltage phasor diagram  

 

According to (4.6), the TPSI for the two-bus system is defined as: 
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10.5  dTPSI V V  (4.7)

 

This index can be used as a measure for the stability of the system. When the system is 

going toward to the collapse point, TPSI is decreasing toward zero. In other words, when TPSI 

reaches zero, the system will experience the voltage collapse. 

 

The above index can be extended to a n-bus radial network shown in Fig. 4.11 which results 

in the following equation [43]: 

 

10.5 '  dTPSI V V  
(4.8)

 

where ' dV  is called the total corrected voltage drop.  

 

The total corrected voltage drop ( ' dV ) is equal to the sum of corrected voltage drops of all 

segments. The corrected voltage drop of a segment is obtained by projecting the direct-axis 

component of its voltage drop into the voltage phasor of the supply bus. This concept is 

illustrated in Fig. 4.12 which shows the phasor diagram of a radial system. As an example, 

consider the segment n-1 connecting bus n to bus n-1. As shown in the figure, the corrected 

voltage drop of this segment ( 1'  d nV ) is indeed the projection of the direct-axis voltage drop 

( 1 d nV ) into the supply voltage ( 1V ).  The corrected voltage drops of all segments should be 

calculated and added together to obtain the total corrected voltage drop ' dV  (see Fig. 4.12). 

 

 

Fig. 4.11:  One-line diagram of a radial network 
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Fig. 4.12: Voltage phasor diagram of the radial system 

 

Therefore, the TPSI of a n-bus radial system can be calculated using the voltage phasors as 

follows. 
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 (4.9)

 

Since power systems are meshed networks, a different situation exists. However, [43] has 

shown that TPSI can be applied to transmission paths of a meshed network as an approximate 

stability index. A transmission path is usually defined as a series of buses with declining voltage 

magnitude [68]. A transmission path always ends in a load bus, and there might be different 

paths supplying one load bus. In the method proposed in [43], all the transmission paths 

supplying all the system loads are determined and their TPSI are calculated using system voltage 

phsors and according to (4.9). The transmission path which has the smallest TPSI will then be 

the critical transmission path. It is worthwhile to mention that as shown in [43], when the system 

is close to the collapse point, the critical transmission path is more likely to have a negative 

TPSI. 
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4.3.2 The Proposed Method 

 

The main problem of the above method is that there would be too many transmission paths 

especially in actual power systems. So the calculation efforts would be too much especially if it 

is intended for online applications. Furthermore, as explained in the previous section, this 

method is essentially accurate for radial systems. However, it may involve some approximations 

in power systems which are meshed networks. Therefore, when comparing too many paths, these 

approximations may result in identifying a wrong critical path.  

 

The channel components transform (CCT) can help to simplify this method and overcome 

its problems.  

 The CCT can identify the critical load bus and it is well known that the end bus in the 

critical transmission path is the critical load bus [43] and [68].  

 The CCT can also identify the critical generator which has the highest impact on voltage 

collapse. So, it is totally reasonable to say that the critical transmission path must be from 

the critical generator. 

Therefore, instead of considering every possible transmission path in the network, it suffices 

to only consider the transmission paths from the critical generator to the critical load. If there is 

only one such a path, that path will be the critical path. If there are more than one path (which 

will not be too many), the TPSI of these paths are determined and compared. The critical path 

will then be the path with the smallest TPSI. 

 

Once the critical path is identified, its segments can be compared to determine which 

segment is the most responsible for the low TPSI (or the high total corrected voltage drop) of the 

path. For this purpose, the corrected voltage drops of the segments can be compared. The 

segment which has the highest corrected voltage drop is then identified as the weakest segment 

of the critical path. The identified segment would be the critical segment (branch) in the system. 

 

Therefore, the proposed method can be summarized as the following steps. It is assumed 

that the CCT has already been applied to the system and the critical load and the critical 

generator has been identified. 
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 Determine the transmission paths which supply the critical load bus. 

 From the determined paths, only consider those which start from the critical 

generator.  

 In each path, find the corrected voltage drop of its segments and calculate the total 

corrected voltage drop of the path. 

 Compute the transmission path stability index (TPSI) of each path. 

 Compare the TPSI of all paths and identify the critical path which has the smallest 

TPSI (if there is only one path, that path would be the critical path). 

 Consider the critical transmission path, compare the corrected voltage drops of its 

segments, and identify the critical segment. The critical segment is the one with the 

highest corrected voltage drop. 

 

4.3.3 The Verification Method 

 

In order to verify the results, a verification method is required. For this purpose, the 

sensitivity of the loadability margin with respect to the branch impedance is used. In this method, 

the reactance of the branch is reduced by a small percent and the increased loadability margin is 

obtained using the continuation power flow. This is done for all the branches (including lines and 

transformers) and they are ranked. The critical branch would be the one which results in the 

highest increase in the margin. This method is based on the findings of [88], which show that the 

sensitivity of the loadability margin to system line reactances can be used to find the most critical 

transmission lines. 

 

 

4.3.4  Case Study Results 

 

In this section, the proposed method is applied to four test systems including the WECC 9-

bus, 30-bus, IEEE 30-bus and IEEE 57-bus systems and the results are compared with those of 

the verification method. 
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A) WECC 9 bus system 

 

By applying the CCT on this system, bus 9 is identified as the critical load bus and bus 1 is 

identified as the critical generator. There is only one transmission path from the critical generator 

to the critical load which is bus1-bus4-bus9. 

 

- Path 1: 1-4-9 

 

This path is highlighted on the one-line diagram of the system shown in Fig. 4.13. 

 

 

Fig. 4.13: Single line diagram of the system 

 

Since there is only one path from the critical generator to the critical load, this path would be 

the critical path. This path has two segments:  

 

 Segment 1: 1-4 

 Segment 2: 4-9 

 

Using the voltage phasors of the system when it is close to the collapse point, the corrected 

voltage drops of these segments are calculated and shown in Fig. 4.14.  
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Fig. 4.14: Corrected voltage drops for the segments of the critical path 

 

According to Fig. 4.14, the critical segment would be segment 2 (4-9) since it has the 

highest corrected voltage drop. 

 

On the other hand, by applying the verification method to this system, Fig. 4.15 is obtained. 

As seen in this figure, the first critical segment is 8-9, and the second critical segment is 4-9. In 

other words, the critical segment identified by the proposed method is the same as the second 

critical segment identified by the verification method. 
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Fig. 4.15: Results of the verification method. 

 

B) The 30 bus system 

 

By applying the CCT on this system, the critical load and generator are identified as follows. 

bus 8-bus 9 bus 4-bus 9 

Critical segment
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 Critical load: bus 8 

 Critical Generator: bus 2 

 

Using the voltage phasors of the system when it is close to the collapse point, transmission 

paths from the critical generator to the critical load are determined as follows: 

 

 Path1: 2-6-8 

 Path2: 2-4-6-8 
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Fig. 4.16: TPSI of the transmission paths 

 

Since there are more than one path from the critical generator to the critical load, TPSI of 

these paths are calculated as shown in Fig. 4.16. According to this figure, Path1 (2-6-8) has the 

smallest TPSI and therefore it is the critical path. This path is highlighted on the single line 

diagram of the system which is shown in Fig. 4.17. 

 

Segments of the critical path are:  

- Segment 1: 2-6 

- Segment 2: 6-8 

 

The corrected voltage drops of these segments are illustrated in Fig. 4.18. Based on this 

figure, the critical segment is the segment 2-6. This is exactly verified by the verification method 

which results in the Fig. 4.19. 

Critical path 
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Fig. 4.17: Single line diagram of the system 
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Fig. 4.18: Corrected voltage drops for the segments of the critical path 

 

Critical segment 
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Fig. 4.19: Results of the verification method 

 

C) IEEE 30 bus system 

 

As seen in the previous sections, by applying the CCT on this system, the critical load and 

generator are identified as follows. 

- Critical load: 30 

- Critical Generator: 8 

 

There are four transmission paths from the critical generator to the critical bus: 

 

 Path1: 8-28-27-30 

 Path2: 8-6-28-27-30 

 Path3: 8-28-27-29-30 

 Path4: 8-6-28-27-29-30 

 

The TPSI of the transmission paths are illustrated in Fig. 4.20. According to this figure, 

path2 (8-6-28-27-30) is identified as the critical path. This path is shown on the system’s 

diagram in Fig. 4.21. 

 

bus 2-bus 6 
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Fig. 4.20: TPSI of the transmission paths 

 

This path has four segments: 

 

 Segment 1: 8-6 

 Segment 2: 6-28 

 Segment 3: 28-27 

 Segment 4: 27-30 

 

Corrected voltage drops for all the segments are shown in Fig. 4.22. As this figure reveals, 

segment 3 (27-28) is identified as the critical segment. 

 

Critical path 
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Fig. 4.21: Single line diagram of the system 
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Fig. 4.22: Corrected voltage drops for the segments of the critical path 
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The following figure illustrates the results of the verification method. As seen in this figure, 

the verification method identifies the segment 27-28 as the critical branch which is exactly the 

same as the result of the proposed method. 
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Fig. 4.23: Results of the verification method 

 

D) IEEE 57 bus system: 

 

By applying the CCT on this system, the critical load and generator are identified as follows. 

 

- Critical load: bus 31 

- Critical Generator: bus 9 

 

There are four transmission paths from the critical generator to the critical bus: 

 

 Path1: 9-13-49-38-22-23-24-25-30-31 

 Path2: 9-13-49-48-38-22-23-24-25-30-31 

 Path3: 9-13-49-38-37-36-35-34-32-31 

 Path4: 9-13-49-48-38-37-36-35-34-32-31 

 

bus 27-bus 28 
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The TPSI of these transmission paths are calculated and shown in Fig. 4.24. As this figure 

shows, path 4 has the smallest TPSI and as a result, this path (9-13-49-48-38-37-36-35-34-32-31) 

is the critical path. In Fig. 4.25, this path is illustrated on the single line diagram of the system. 
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Fig. 4.24: TPSI of the transmission paths 

 

The critical path has 10 segments as follows:  

 Segment 1: 9-13 

 Segment 2: 13-49 

 Segment 3: 49-48 

 Segment 4: 48-38 

 Segment 5: 38-37 

 Segment 6: 37-36 

 Segment 7: 36-35 

 Segment 8: 35-34 

 Segment 9: 34-32 

 Segment 10: 32-31 

 

The corrected voltage drops of these segments are shown in Fig. 4.26. This figure indicates 

that segment 9 has the highest corrected voltage drop and as a result, this segment is the critical 

segment in this system. 

 

Critical path 
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Fig. 4.25: Single line diagram of the system 
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Fig. 4.26: Corrected voltage drops for the segments of the critical path 
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Therefore, the critical branch is 34-32. The following figure shows the results of the 

verification method. As seen in this figure, 34-32 is verified as the critical branch in the system. 
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Fig. 4.27: Results of the verification method 

The results of the above case studies are summarized in Table 4.3. As seen in this table, in 

the WECC system, the critical segment identified by the proposed method is determined as the 

second critical segment by the verification method. However, in all other systems including the 

30-bus, IEEE 30-bus, and IEEE 57-bus systems, the result of the proposed method is exactly 

verified by the verification method. This indicates that the proposed method is totally acceptable 

and can be used as a simple and fast method for the critical segment (branch) identification. 

 

Table 4.3: Summary of the results 

Critical segment 
System 

Proposed method Verification method 

WECC 9-bus 4-9 
8-9 

4-9 

30-bus from [70] 2-6 2-6 

IEEE 30-bus 27-28 27-28 

IEEE 57-bus 32-34 32-34 

 

 

 

bus 32-bus 34 
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4.4 Conclusions 

 

In this chapter, methods were proposed to assess the voltage stability in power systems using 

the channel components transform. The proposed methods include: 

 

 Identification of the critical load buses: The contributions of load buses to the critical 

channel can be calculated and used as an index to rank the load buses in terms of 

their impact on the voltage stability. The buses with the highest contributions are the 

critical load buses which are more prone to voltage collapse. The critical buses are 

the best candidates for corrective/preventive actions such as shunt compensation or 

load shedding.  

 

 Identification of the critical generators: Using CCT, a technique has been proposed 

to identify the critical generators which have the highest impacts on the voltage 

collapse. The proposed technique is based on the contributions of generators to the 

critical channel. The generator ranking can be utilized for optimal reactive power 

planning which can significantly improve the system stability margin. 

 

 Identification of the critical branches: Based on the proposed CCT-based framework, 

a method was proposed to identify the critical branch. The critical branch is the one 

which is more under pressure and as a result, limits the stability level of the system. 

The identification of the critical branch is important since it can help the operator 

improve the stability of the system efficiently. As an example, series compensation 

devices such as TCSC can be installed in the critical line. 

 

The detail algorithms of the proposed methods were presented in this chapter. The 

performances of the proposed methods were also verified by using several standard test systems 

as case studies. 
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Chapter 5: Large System Studies Using CCT 

 

As shown in the previous chapters, the channel components transform (CCT) can be used to 

analyze different aspects of voltage stability problem. Several algorithms and methods were 

developed for this purpose. All the developed methods were also verified using several standard 

test systems. The aim of this chapter is to investigate the application of the CCT on an actual 

large system. For this purpose, the Alberta Integrated Electric System (AIES) shown in Fig. 5.1 

[83] is used as our case study. As seen in this figure, AIES has six main regions including 

Northwest, Northeast, Edmonton, Central, Calgary, and South. Two representative cases of AIES 

are considered in this chapter.  

 

 AIES operational base case: This base case represents the operational system. This 

system is used in this chapter to investigate the validity and effectiveness of the 

CCT-based voltage stability analysis methods. For this purpose, the CCT results are 

compared with the results of the verification methods. 

 

 AIES planning base case: This base case represents the planned system which 

includes new transmission/generation developments and new load connections to be 

in service in near future. A software has been developed based on the CCT to 

analyze the voltage stability in power systems. The developed software works on the 

PSS/E platform. The AIES planning case is used to show how this software can be 

used for a complete and detailed voltage stability analysis.   

 

5.1 AIES Operational Base Case 

 

The AIES operational base case is a 2038-bus system which includes 205 PV buses and 684 

PQ buses. For the ease of reference, all the system buses are renumbered from 1 to 2038. The 

first 205 buses are PV buses, the next 684 buses are load buses, and the remaining buses are 

network buses. In the following sections, the CCT is applied to this system, and similar to what 
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was done for standard test systems in the previous chapters, the validity of the results are 

discussed.  

 

5.1.1 Critical Channel Identification 

 

This system has 684 load buses, and as a result there are 684 channels for this system. 

Among all channels, there are some channels which carry very small powers such as 10-20 pu. It 

is not reasonable to rely on this kind of channels because they cannot carry important 

information due to their small powers. Therefore, before any analysis is started, we should filter 

out this kind of channels. For this purpose, the following criterion is considered. 

 

 Filter out the ith channel if |SCi|<10-10, where SCi is the ith channel power 

 

By applying the above filtering, 15 channels are removed and the analyses are done on the 

remaining channels. The first step is to identify the critical channel. This can be done according 

to the normalized voltage drop or the channel margins. Fig. 5.2 shows the normalized voltage 

drops (NVD) of all the system channels. As this figure shows, channel 384 and channel 18 are 

the first and second critical channels. The same results can be obtained by using the channel 

margins which are illustrated in Fig. 5.3. As seen in this figure, both of these channels have very 

small margins when the system is close to the nose point.  
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Fig. 5.1: Alberta Transmission System 
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Fig. 5.2: Channel NVDs  
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Fig. 5.3: Channel margins 

 

Fig. 5.4 shows the PV curves of the top rank channels in the Alberta system. It can be seen 

that both channels 384 and 18 have very small margins. However, channel 18 carries much 

higher power. So it represents a system wide mode. This will be further investigated in the next 

sub-section. 
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Fig. 5.4: Channel PV curves of 6 top-ranked channels 

 

5.1.2 Critical Bus Identification 

 

If the contributions of load buses to critical channels (channels 384, and 18) are computed, 

Fig. 5.5 and Fig. 5.6 are obtained. As these figure show, both channels identify Bus 630 as the 

critical bus. This bus is verified as the weakest location in the system using PSSE which gives 

the most critical bus in the system. Fig. 5.5 shows that channel 384 involves very small number 

of buses while channel 18 has a large number of buses participating.  This supports the previous 

finding that channel 18 is a system wide channel (mode) and channel 384 is more like a local 

channel. Therefore, channel 18 should be considered as the critical channel. 
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Fig. 5.5: Contribution of load buses to channel 384 

 

Fig. 5.6: Contribution of load buses to channel 18 
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5.1.3 Critical Generator Identification 

 

In order to identify the critical generator, the contributions of all generators to the critical 

channel (channel 18) need to be calculated. Fig. 5.7 illustrates the results. As this figure shows, 

the generator connected to bus 123 is the critical generator which has the highest impact on the 

voltage stability.  
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Fig. 5.7: Contributions of generators to Channel 18 

 

In order to verify the obtained results, the sensitivities of the stability margin with respect to 

generator voltages are calculated. For this purpose, for each generator, a very small increase in 

its voltage magnitude is made and the stability margin of the system is calculated using the 

continuation power flow. This is performed for all the generators and they are ranked according 

to their associated increases in the stability margin. Fig. 5.8 illustrates the obtained sensitivities. 

As seen in this figure, the highest sensitivity is associated with the generator connected at bus 

123. This implies that this generator is indeed the critical generator. 
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Fig. 5.8: Sensitivity of margin with respect to generator voltage 

 

5.1.4 Critical Branch Identification 

 

The procedure proposed before for the identification of the critical branch is applied to this 

case study. The obtained results are summarized in the following. 

 

There is only one path from the critical generator (bus 123) to the critical load (bus 630). So 

this path which is shown below is the critical path.  

 

Critical Path: 123 – 1049 – 1029 – 1063 – 1316 – 630 

 

The critical path consists of five segments including: 

 Segment 1: 123- 1049 

 Segment 2: 1049- 1029 

 Segment 3: 1029- 1063 

 Segment 4: 1063- 1316 

 Segment 5: 1316- 630. 

 

Fig. 5.9 shows the corrected voltage drops of all segments of the critical path. As this figure 

reveals, segment 5 is the critical segment. Therefore, the critical segment (branch) in this system 

is the branch 1316-630. 
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Fig. 5.9: Corrected voltage drop of the segments of the critical path 

 

For the verification purpose, the sensitivity of the loadability margin with respect to the 

branch impedance is used. In this method, the reactance of the branch is reduced by a small 

percentage and the increased loadability margin is obtained using the continuation power flow. 

This is performed for all the branches and they are ranked. The critical segment would be the one 

which results in the highest increase in the margin. Fig. 5.10 shows the computed sensitivities. 

As seen in this figure, branch 1316-630 leads to the highest sensitivity. As a result, this branch is 

the critical branch in the system which verifies the results obtained by the proposed method. 

 

Fig. 5.10: Sensitivity of margin with respect to branch impedance 

 

The critical load, critical generator, and the critical path are all in the Calgary region (see 

Fig. 5.1).  The Calgary region along with the south region is shown in Fig. 5.11 in detail. In this 

Critical Segment 
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figure, the area in which the critical components exist are highlighted using a dash circle. To 

make it more clear, this area has been redrawn and shown in Fig. 5.12. In this figure, the critical 

generator (bus 123), the critical load (bus 630), and the critical path which is from the critical 

generator to the critical load are clearly shown. 

 

 

Fig. 5.11: Single-line diagram of the Calgary and South regions 
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Fig. 5.12: Single-line diagram of a part of Calgary region with the critical components  

 

5.2 AIES Planning Base Case 

 

The CCT and associated methods have been utilized and a software has been developed. The 

developed software works on the PSS/E platform. By running the program for a case, the 

stability margin of the case, the critical channels, critical loads, critical generators, and critical 

transmission lines can be determined for that case. The aim of this section is to apply the 

software on the AIES planning base case, and show how the software can be used to analyze 

different aspects of voltage stability.  
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The system overall diagram is shown in Fig. 5.1. As will be needed for detailed studies, 

every region shown in Fig. 5.1 is further divided into different areas. Fig. 5.13 shows all areas of 

the system. Every area has been given a number and a name. The representative information 

about these areas is summarized in Table 5.1. The table lists the system loads and generations for 

different areas of the system. As this table shows, there are three areas in the system with very 

high demands. These areas include Calgary (area 6), Fort McMurray (area 25), and Edmonton 

(area 60). Also, Lake Wabamun (Area 40) has the highest generation in the system. Fort 

McMurray (area 25) is the next area with a high generation. 

 

Fig. 5.13: The AIES areas 
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Table 5.1: AIES area loads and generations 

Generation Load Area Name Area Number 
MW MVAR MW MVAR 

MEDICINE 4 130 72 177.2 73.9 
CALGARY 6 457.2 124.7 1460.9 544.1 

LLOYDMIN 13 0 0 84.6 24.5 
WSCC 15 66 -67 40 13.2 

RAINBOW 17 113.2 -18.3 95.8 37.6 
HIGH LEV 18 0 0 18.2 6.5 
PEACE RI 19 27 -7.5 184.1 60.8 

GRANDE P 20 174.8 6.9 325.3 133.4 
HIGH PRA 21 0 0 102.6 2.5 
GRANDE C 22 150 -11 45.6 17.7 
VALLEYVI 23 30 -24.1 40.5 15.7 
FOX CREE 24 0 0 65.1 27.7 
FORT MCM 25 1611.1 305.2 1644.9 777.3 
SWAN HIL 26 5.7 -11.5 358.9 101.4 

ATHABASC 27 68 35.9 153.5 62.6 
COLD LAK 28 278.8 115 407.5 170.5 
HINTON/E 29 0 0 132.5 60.1 
DRAYTON 30 142.7 39.9 173.4 75.4 

WETASKIW 31 0 0 96.7 29.9 
WAINWRIG 32 0 0 111.8 43.9 
FORT SAS 33 432.3 152.2 608.8 293.6 
ABRAHAM 34 46.9 5.9 2.2 0.3 
RED DEER 35 374 -29.5 486.2 194 
ALLIANCE 36 690 -117.8 72.7 29.4 
PROVOST 37 0 0 157.6 69.8 
CAROLINE 38 15.6 -1 131 29.2 
DIDSBURY 39 6.6 -1.9 84.4 26.5 
LAKE WAB 40 4851.5 1495.6 507.3 217 

HANNA 42 29.4 -15.4 157.8 43.8 
SHEERNES 43 915.1 -10.4 61.2 26.3 

SEEBE 44 103.5 47.8 189.8 37.4 
STRATHMO 45 224 29.8 104.8 31.6 

HIGH RIV 46 0 0 93.2 31 
BROOKS 47 0 0 100.4 38.4 
EMPRESS 48 -32.5 -75 158.5 43.7 
STAVELY 49 0 0 19.1 3.8 

BACKBONE 50 0 0 0 0 
NORTHBAC 51 0 0 0 0 
VAUXHALL 52 13 -5.5 168.1 66.2 
FORT MAC 53 291 -114.6 32.9 13 
LETHBRID 54 13.6 1.8 188.6 62 

GLENWOOD 55 27 -46.9 43.8 18.6 
VEGREVIL 56 0 0 56.9 13.6 
AIRDRIE 57 24 -13.7 93.6 21.5 

EDMONTON 60 -2.2 -9.4 1633 607 
TOTALS  11277.4 1852.5 10871.0 4196.3 
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5.2.1 Developed Software 

 

Fig. 5.14 shows the main interface of the CCT software. As this figure shows, there are three 

options on the top right corner. These options include: 

- Scale-up power flow: The software provides two alternatives for how to apply the CCT to 

a case; 1) The CCT can be applied to the current operating conditions, 2) The CCT can be 

applied to the system nose point which is very close to the collapse point. In this case 

study, the second alternative is considered by selecting the associated option box in the 

software. As a result, the conventional PV curve approach is applied to the system first, 

and the system is scaled up to a point close to the collapse point. According to the PV 

curve approach, all the AIES loads are increased uniformly with a constant power factor. 

The step size of the scaling factor is selected as a small number to make sure we will get 

to a point close to the collapse point. Loads are represented by a voltage independent 

constant power model. 

 

- Respect P limit: All the in-service generators within the AIES network are scaled up to 

pick up the additional load increase in proportion to their respective ratings, but they are 

subject to their maximum real power output limits if the “Respect P Limit” box is 

selected. By selecting this option, when scaling up a generator’s active power, if its active 

power is reached, that generator is not scaled up anymore.  

 

- Respect Q limit: This option refers to considering the maximum reactive powers of the 

generators. By selecting this option, a maximum reactive power output limit is 

implemented for each generator except the generator named ‘WSCC GEN’ which is 

connected to the bus 1520. This bus is assumed as the slack bus in the case. 
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Fig. 5.14: The main interface of the CCT software 

 

As mentioned above, the reactive power limits of generators are taken into account in the 

study. Before reaching the reactive limit, generators are modeled as PV buses as shown in Fig. 

5.15(a) A generator’s reactive limit is actually caused by the limit on the field current. A 

generator reaching its reactive limit will maintain a constant field current. Since the field voltage 

is in proportion to the field current, the generator thus behaves as a constant field voltage E (the 

maximum field voltage) behind its synchronous reactance XS. Therefore, the PE model presented 

in [82] and [72] is used to represent such a generator. In other words, the generator is modeled as 

a PV bus behind the synchronous reactance as shown in Fig. 5.15(b). The specified P of the bus 

is still the generator’s real power output, and the specified E is the maximum field voltage 

allowed for long-term operation. As it can be seen from the model shown in Fig. 5.15(b), the 

original PV bus (bus 1) now retreats to the bus 1’. Its effect is equivalent to an increase of the 

electrical distance from the generator to the system.  

 

The PE modeling method has been implemented as follows. When a generator reaches its 

reactive limit, its field voltage (EG in Fig. 5.15(b)) is first computed. A new bus (bus 1’) is 

created and considered as a new PV bus with EG as its voltage setting, and P as its power setting. 

Bus 1 is not a PV bus anymore. It should be treated as a network or load bus. Therefore, the 
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network should be modified for the purpose of the CCT application. As an example, bus 1 in Fig. 

5.15(b) will be considered as a new network bus. This bus along with XS will be moved into the 

network as shown in Fig. 5.15(c). The network impedance matrix and the transformation matrix 

are also modified. The CCT-related computations are then repeated for the modified network.   

GV

 

(a) PV model (before reaching the reactive limit) 

SjX
GE

GV

 

(b) PE model (after reaching the reactive limit) 

SjX
GE

Network

Modified Network

PE

1' 1

 

(c) Modified network 

Fig. 5.15: Modeling of the generators reaching reactive power limits 

 

 

By considering the above options, the CCT is applied to the base case, and the results are 

presented below. 

 

 

5.2.2 Voltage Stability Margin 

 

The first result is the maximum scaling factor. As highlighted in Fig. 5.14, the software 

results in “1.13” as the maximum scaling factor. This indicates that the voltage stability margin 
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of the system at the current operating conditions is %13. The total load level of the system is 

10871.0 MW. Considering %13 margin, the total system load can be increased to 12284.23 MW. 

 

According to Table 5.1, three areas in the system which have the highest load demands are 

Calgary, Edmonton, and Fort McMurray. One load bus is chosen in each of these areas, and its 

PV curve is plotted. The results are shown in Fig. 5.16. As this figure shows, the load in 

Edmonton is experiencing a high voltage drop as the system is scaled up. At the system nose 

point, its voltage is very low. Based on this figure, one may say that this bus and its associated 

area (Edmonton) is a relatively weak location in the system. This is to be further investigated in 

the next sections. 
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Fig. 5.16: PV curves observed at some key buses 

 

5.2.3 Critical Channel Identification 

 

The first 10 top channels determined by the software are shown in Table 5.2. Table 5.2 

reveals that channel 90 is the critical channel in the system. After this channel, there are three 

channels (channels 573, 166, and 168) with very small powers (almost zero powers). If we want 

to analyze more than one critical channel, these three channels should not be taken into account 

as they may not reveal important information due to their small powers. The next critical 

channels would then be channels 58, 416, 43, and 25. 
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Table 5.2: The first 10 top channels 

Rank Channel No. NVD (%) Channel Power (p.u.) 

1 90  20.805 0.25643 
2  573  14.176 0 
3  166  14.093 0.00001 
4  168  13.751 0.00219 
5  58  13.531 0.35869 
6  416  12.520 1.08447 
7  43  11.515 3.17435 
8  25  11.194 29.15372 
9  10  11.042 2.98697 

10  17  10.819 12.79378 
 

5.2.4 Critical Loads Identification 

 

Considering channel 90 as the critical channel, the critical loads which have the highest 

contributions to this channel can be identified by the software. The first 20 critical loads are 

shown in Table 5.3. The load contributions are also visualized in Fig. 5.17. In this figure, all load 

buses are sorted based on their areas. Table 5.3 and Fig. 5.17 reveal that almost all the identified 

loads are from area 60 (Edmonton). The implication is that area 60 (Edmonton) is the weakest 

area in the system. This is consistent with what we expected before. As explained in Section 

5.2.2, the load buses in Edmonton experience high voltage drops as the system goes close to the 

nose point. Moreover, Edmonton has high demands. So it seems reasonable that this area be the 

weakest area in the system. 

 

Table 5.3: The first 20 top loads identified by the software for channel 90 

Load rank 
Load bus 
number 

Area 
Contribution to the 
critical channel (%) 

    1    25351  60 13.7 
     2    25352  60 13.2 
     3    25353  60 12.6 
     4    25331  60 11.0 
     5    25077  60 10.6 
     6    25292  60 3.6 
     7    25291  60 3.4 
     8    25343  60 2.9 
     9    25341  60 2.9 
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    10    25056  60 2.8 
    11    25055  60 2.8 
    12    25051  60 2.8 
    13    25052  60 2.8 
    14    25293  60 2.8 
    15    25342  60 2.5 
    16     2357  60 1.8 
    17     4040  60 1.8 
    18     3040  60 1.8 
    19     4303  60 1.5 
    20    25198  60 1.3 

 

Fig. 5.17: Contributions of loads to channel 90 

 

It is sometimes beneficial to consider other critical channels, and obtain the corresponding 

critical load buses. It was shown above that by using the first critical channel (channel 90), area 

60 (Edmonton) is identified as the critical area. One may notice from Fig. 5.17 that channel 90 is 

a local channel which mostly includes loads from area 60. This was expected as this channel 

does not carry a large amount of power (see Table 5.2).  If we are interested to find other weak 

areas, other critical channels need to be considered in the analyses.  

 

According to Table 5.2, channels 573, 166, and 168 are the next top rank channels. 

However, their powers are almost zero. Therefore, these channels should be filtered out. The 

next critical channels would then be channels 58, 416, 43, and 25. The critical buses associated 

with these channels are shown in Table 5.4. Fig. 5.18-Fig. 5.21 visualize the load contributions 
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to these channels. The loads have been sorted based on their areas in these figures. Based on 

Table 5.4, and Fig. 5.18-Fig. 5.21, the following results are noticed: 

 

 Area 60 (Edmonton) is identified again as the critical area when the second critical 

channel (channel 58) is considered. 

 When the third and the fourth critical channels (channels 416 and 43) are considered, 

area 25 (Fort McMurray) is identified as the critical area. As mentioned before and 

shown in Table 5.1, area 25 is among the three areas with the highest demands. 

Therefore, it seems reasonable to have this area as the second critical area in the 

system. 

 The next critical channel (channel 25) will result in area 6 (Calgary) as the critical 

load area. This area is also among the first three areas which have the highest 

demands. Another point about this channel is that as seen in Fig. 5.21, this channel 

contains information about many loads much more than previous channels. This 

implies that this channel can be considered as a system-wide channel, whereas the 

previous channels were local channels reflecting one or a few areas of the system. 

This was expected since channel 25 carries a large amount of power according to 

Table 5.2, whereas the other channels carry much lower powers. 

 

Table 5.4: The first 10 top loads identified by the software for other critical channels 

Channel 58 Channel 416 Channel 43 Channel 25 Load 
rank Load bus  Area Load bus Area Load bus Area Load bus  Area 

    1    25323     60    19205   25      179    25   3570   6 

     2   25321      60    19206      25    18293      25     4556       6 

     3   25322      60    17218      25    19222      25     2242      46 

     4    25331      60    19218      25    19227      25     4242      46 

     5    25077      60     5269      25    19288      25     4569       6 
     6    25351      60     3269      25    18224      25     4587       6 
     7    25352      60    15233      25    19224      25     3554       6 
     8    25353      60      666      25    19293      25     4972      46 
     9    25282      60     1221      25    19287      25     4992       6 
    10    25281      60    14236      25    19622      25     3567       6 
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Fig. 5.18: Contributions of loads to channel 58 

 

Fig. 5.19: Contributions of loads to channel 416 
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Fig. 5.20: Contributions of loads to channel 43 

 

Fig. 5.21: Contributions of loads to channel 25 

 

5.2.5 Critical Generators Identification 

 

Table 5.5 shows the first 20 top generators identified by the software for channel 90. Fig. 

5.22 illustrates the contributions of all the system generators to the critical channel. According to 

the table and the figure, most of the top rank generators are in area 40 (Lake Wabamun). As 

discussed before, and shown in Table 5.1, area 40 has the highest generation in the whole 

system. This area generates 4851.5 MW which is equal to %43 of all generation in the system. 
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This reveals that this area is a very important area in terms of generation, and it seems reasonable 

that this area has been identified by the software as the critical generation area. 

 

Table 5.5: The first 20 top generators identified by the software for channel 90  

Generator 
rank 

Generator bus 
number 

Area Contribution 

    1       403 40 7.597 
     2      490  40 6.991 
     3      424  40 6.586 
     4      492  40 5.405 
     5      491  40 5.405 
     6      422  40 5.393 
     7     2031  33 4.412 
     8      345  40 3.826 
     9      342  40 3.812 
    10      350  40 3.803 
    11      129  40 3.434 
    12      130  40 3.362 
    13     3069  60 3.179 
    14      338  40 3.082 
    15     2030  33 2.750 
    16      625  33 2.616 
    17      626  33 2.567 
    18      627  33 2.260 
    19     3043  33 2.021 
    20     4043  33 2.007 
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Fig. 5.22: Contributions of generators to channel 90 

 

The first top 10 critical generators associated with other critical channels are shown in Table 

5.6. Fig. 5.23-Fig. 5.26 show the contributions of generators to those critical channels. According 

to Table 5.6 and Fig. 5.23-Fig. 5.26, the following results are obtained: 

 Channel 58 leads to area 40 (Lake Wabamun) as the critical generation area. This is the 

same as the first critical channel (channel 90). As shown in the previous section, these 

two channels (channels 90 and 58) also lead to the same area (area 60) as the critical load 

area. These results totally make sense since area 40 is the largest generation area which is 

geographically close to area 60. 

 Channels 416 and 43 lead to area 25 (Fort McMurray) as the critical generation area. 

These two channels have previously led to the same area (area 25) as the critical load. 

Again the results are reasonable since area 25 is a big load area with high generation. 

  Channel 25 will result in area 6 (Calgary) as the critical generation area. This channel 

has previously led to the same area (area 6) as the critical load. Another point about this 

channel is that as seen in Fig. 5.26, this channels contains information about more 

generators compared to the previous channels. This is consistent with what was observed 

for the critical loads, showing that channel 25 is a wide-area channel. 

 

The above information has been visualized in Fig. 5.27. This figure clearly shows the critical 

areas associated with the critical channels. 
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Table 5.6: The first 10 top generators identified by the software for other critical channels 

Channel 58 Channel 416 Channel 43 Channel 25 
Generator 

rank 
Gen 
bus  

Area Gen bus  Area Gen bus  Area Gen bus  Area 

    1   403, 40    18207 25    10605     25      773       6 
     2 26516  60    18206  25    18274      25      775       6 
     3 27516  60    10605  25     4760      25      774       6 
     4   490  40    19208  25    18206      25     4187       6 
     5     491  40    18208  25     2392      27     1520      15 
     6     492  40    19297  25    19208,     25      183      44 
     7     424  40    18297  25    18208      25     4502       6 
     8 25516  60     3273  25     2405      25     3501       6 
     9    422  40    18223  25    70112      25     2501       6 
    10   3069  60    18274  25    18302      28     4501       6 
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Fig. 5.23: Contributions of generators to channel 58 
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Fig. 5.24: Contributions of generators to channel 416 
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Fig. 5.25: Contributions of generators to channel 43 
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Fig. 5.26: Contributions of generators to channel 25 



Chapter 5: Large System Studies Using CCT 
 

 

 

 

115

 

Fig. 5.27: The AIES critical areas 
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5.2.6 Critical Line Identification 

 

Using the software, the following transmission path is identified as the critical transmission 

path (CTP).  

 

CTP: 25351- 535 – 507 – 5506 – 506 – 518 – 128 – 258 – 510 - 403. 

 

The consequent buses of the CTP are shown in Table 5.7. For each bus, its area and voltage 

level are also shown in the table. It can be seen in this table that the critical transmission path 

starts from the critical generator (bus 403) and ends in the critical load (bus 25351). 

 

Table 5.7: The critical transmission path identified by the software 

Consequent 
Bus Numbers 

Bus Name Area Voltage level (kV) 

25351 GARN 1 9 60 14.4 
535 GARNEAU8 60 69 
507 ROSSDALE 60 69 

5506 BELLTX1 50 69 
506 BELLAMY4 50 240 
518 ARGYLL E 50  240 
128 ELLERSLI 50 240 
258 ELLERSLI 50 500 
510 KEEPHIL3 40 500 
403 KEEP#3GN 40 22 

 

Among different segments of the above CTP, the software leads to the first branch i.e. 

25351-535 as the critical branch. This branch is a transformer. If we want to define the critical 

transmission line, we need to go to the next critical segment which is 510-258. As seen in Table 

5.7, this transmission line is from area 40 to area 50, and its voltage level is 500 kV. A part of 

system to which areas 40, 50, and 60 belong is illustrated in Fig. 5.28. The critical transmission 

line can be seen in this figure.  
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Fig. 5.28: Single-line diagram of a part of the system (around Edmonton) 

 

 

 

 

 

 

 

Critical line 
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5.3 Conclusions 

 

The performance of the Channel Component Transform when it is applied to a large system 

was investigated in this chapter. For this purpose, the Alberta Integrated Electric System (AIES) 

which is a 2038-bus system was considered as the case study. The CCT was applied to this 

system and its voltage stability characteristics were analyzed using the proposed methods. All the 

obtained results were also verified using verification methods.  

 

A software package has also been developed based on the CCT to analyze the voltage 

stability in power systems. The developed software works on the PSS/E platform.  This chapter 

showed how this software could be used for the voltage stability analysis. For this purpose, a 

planning representative of the AIES was considered as a case study. Using the developed 

program, different aspects of voltage stability were then analyzed in this system. The results 

showed that the developed software can be easily used to perform a complete and detailed 

voltage stability analysis.  
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Chapter 6: Application of CCT to Shunt Compensation Studies 

 

The information obtained by the voltage stability analysis can be used to manage proper 

countermeasures to improve the stability of the system. For this purpose, a variety of 

countermeasures can be taken into account [51]. Among them, reactive power planning (RPP) is 

one of the most effective ones since voltage collapse is typically associated with the reactive 

power demands of loads not being met because of limitations on the production and transmission 

of reactive power [11]. One of the most effective and popular types of RPP is the shunt 

compensation. The shunt compensation involves the installation of Var sources such as capacitor 

banks, static Var compensators (SVC), and static compensators (STATCOM).  

 

When planning a shunt compensation strategy, the location and the amount of reactive 

supports should be determined. In the literature, this task is usually performed by solving a 

multi-objective optimization problem [52]. However, solving this optimization problem is a very 

difficult task which causes several problems especially in large power systems.  

 

The aim of this chapter is to overcome this challenge by proposing a simple and practical 

approach. For this purpose, the channel components transform is used and a method for single-

location shunt compensation is proposed first. The proposed method consists of three main steps:  

 

1- Find the best location  

2- Obtain an estimation for the amount of shunt compensation 

3- Obtain an accurate amount by using an iterative method. 

 

The details of the proposed algorithms are presented in this chapter. The proposed method is 

also applied to several test systems and the results are investigated. Moreover, the proposed 

method for single-location shunt compensation is extended to multi-location compensation and 

the obtained simulation results are presented in this report. Note that the proposed strategy is for 
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the shunt compensation using capacitor banks, however, it can be modified and used for any 

other kind of compensation such as with using SVCs. 

 

6.1 Proposed method for single-location shunt compensation 

 

The overall flowchart of the proposed method is illustrated in Fig. 6.1. As this figure shows, 

the proposed method consists of three steps. These steps are described in detail in the following 

sub-sections. 

 

 

Fig. 6.1: Overall procedure of the proposed method 

 

6.1.1 Find the best location 

 

The best location is the location where adding a shunt compensation leads to the highest 

improve in the stability margin. We have already shown that CCT can identify the critical bus 

which is the weakest location in the system. The weakest bus seems to be the best location for 

shunt compensation.  

 

To verify this claim, the sensitivity of the stability margin with respect to adding reactive 

support at different locations can be used. For this purpose, a small amount of reactive support is 

added to each load one at a time, and the resulting increase in the stability margin is computed. 

This is done for all the buses, and they are ranked based on their associated increases in the 

stability margin. As an example, Fig. 6.2 shows the result for the IEEE 57-bus system. As this 

figure shows, adding reactive support at bus 31 leads to the highest increase in the stability 

margin. In other words, bus 31 is the best location for shunt compensation. On the other hand, as 

shown before, this bus is the critical bus identified by the CCT.  
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The above study has also been performed for all the other test systems. The results are 

summarized in Table 6.1. According to this table, the critical bus identified by the CCT is always 

verified as the most effective location for adding reactive support. Therefore, the critical bus is 

obtained using the CCT and this bus is considered as the best location for the shunt 

compensation. 
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Fig. 6.2: Sensitivity of margin with respect to reactive support at different buses 

 

Table 6.1: Comparison of the critical bus with the most effective location for the reactive support 

System 
Critical bus  

(identified by CCT) 

The most effective location for reactive support 

(by using the sensitivity analysis) 

WECC 9-bus 9 9 

30-bus from [70] 8 8 

IEEE 30-bus 30 30 

IEEE 57-bus 31 31 
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6.1.2 Obtain an initial estimation for the amount of shunt compensation 

 

Assume that the system has a low margin and the aim is to increase the margin. We know 

that the low stability margin of the system corresponds to the low stability margin of the critical 

channel. In other words, by increasing the margin of the critical channel, we can increase the 

system margin. Denoting the current system margin as Initial_margin and the required system 

margin as Desired_margin, the required increase in the margin will be 

 

Margin_increase = Desired_margin - Initial_margin (6.1)

 

The idea is to improve the system margin by making an increase of Margin_increase in the 

critical channel’s margin. This increase is to be made by adding a reactive support to the 

critical’s channel load. The amount of this reactive support needs to be determined first.  

 

Assume that the ith channel is the critical channel. The maximum channel power, and the 

channel margin can be determined using the following equations. 

 

 
 

2

max 2

sin cos

2 cos sin

   


i i i i i i

i i i i

F X R
S

X R

  

 
 (6.2)

maxarg 100


 i

i

S S
Channel m in

S
 (6.3)

i i iS P jQ 

iF
i i iR jX   iU

 

Fig. 6.3: The ith channel  

 

We want to make an increase of Margin_increase in the critical channel’s margin by 

changing the channel reactive power Qi while the channel active power Pi remains constant. 

Therefore, the following equality needs to be solved. In this equality, only the channel load angle 

θ is unknown and all other parameters which are known remain constant. 
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 2

2

sin cos
tan

2 cos sin
100 arg arg _

tan

     
     



i i i new i new
i i new

i new i new

i i new

F X R
P jP

X R
Channel m in m in increase

P jP

  


 


 

(6.4)

 

By solving the above equation, the required channel load angle θnew is determined. Having 

this load angle, the new value of the channel reactive power and the required reactive support are 

obtained as follows. 

 

tannew i newQ P   (6.5)

sup port i newQ Q Q 

 
(6.6)

 

The idea is to put a capacitor at the critical bus in order to inject the reactive power of 

Qsupport into the critical bus. The amount of capacitor is obtained as follows. The reactive power 

of the critical load QLoad is changed to QLoad-Qsupport first. The power flow is then performed with 

using the new value of the critical load’s power and the voltage of the critical bus V is obtained. 

The amount of capacitor is then calculated using the following equation. 

 

estimated 2

Q sup port
B

V
  (6.7)

 

The proposed method can be summarized as the procedure shown in Fig. 6.4. 

 

 

Fig. 6.4: Summary of the procedure to find an initial estimation for the capacitor 
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In order to check the effect of the estimated capacitor on increasing the system margin, the 

estimated capacitor is placed at the critical bus and using the CPF, the system margin is 

computed. Comparison of the obtained margin with the desired one can show how effective the 

estimated capacitor is.  

 

This procedure has been applied to three test systems and the results are shown in Tables 

6.2-4. Note that in all these case studies, the system is firstly stressed so that it has a low margin. 

Then the capacitor is estimated in order to increase the margin to %5. As these tables show, the 

obtained capacitor acts as an acceptable estimation which increases the system margin to a value 

close to the desired one. 

 

Table 6.2: Results in WECC 9-bus system 

Initial Margin 

(%) 

Desired margin 

(%) 

Location 

(critical bus)

Estimated susceptance 

(injected MVAr at V=1p.u)

Margin after compensation 

(%) 

1.99 5 9 47.42 4.72 

 

Table 6.3: Results in IEEE 30-bus system 

Initial Margin 

(%) 

Desired margin 

(%) 

Location 

(critical bus)

Estimated susceptance 

(injected MVAr at V=1p.u)

Margin after compensation 

(%) 

1 5 30 20.639 6.40 

 

Table 6.4: Results in IEEE 57-bus system 

Initial Margin 

(%) 

Desired margin 

(%) 

Location 

(critical bus)

Estimated susceptance 

(injected MVAr at V=1p.u)

Margin after compensation 

(%) 

1.72 5 31 9.568 5.349 

 

6.1.3 Improve the estimation and find an accurate amount  
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As seen in the previous step, the estimated capacitor increases the system margin to a value 

close to the desired margin. In this step, we want to improve the estimation so that the system 

margin would be exactly the same as the desired one. For this purpose, an iterative method is 

proposed.  

 

Lets denote:  

 M0: the system margin without any compensation 

 B1: the susceptance of the estimated capacitor 

 M1: the system margin after placing the estimated capacitor 

 Bk (k =2, 3, ..): the susceptance of the capacitor obtained at the iteration (k-1) 

 Mk (k =2, 3, ..): the system margin after placing the capacitor obtained at the iteration 

(k-1) 

 

The idea is to approximate the M-B curve (margin versus susceptance) as a linear curve and 

find a better value for B. In this approach, by using M0, M1, and B1, a linear curve can be plotted. 

Then, according to the desired margin, we would have either Fig. 6.5(a) or Fig. 6.5(b). 

 

  

(a) when the estimated margin in lower than the 

desired one 

(b) when the estimated margin in higher than the 

desired one 

  Fig. 6.5: Approximation of the M-B curve with a linear curve 

 

According to Fig. 6.5, in the first iteration of the proposed method, the value of the new 

capacitor is calculated using the following equation. 
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1
2 des 1 1

1 0

B
B (M M ) B

M M
  


 (6.8)

where Mdes is the desired margin. 

 

After the calculation of B2, this capacitor is placed at the critical bus and CPF is performed 

again. As a result, a new system margin (M2) is obtained. If this margin is still different from the 

desired one, the next iteration is performed and a new value is calculated for the capacitor. This 

process is repeated until the obtained margin is close enough to the required margin. The general 

equation for obtaining the capacitor at the kth iteration is as follows. 

 

k k 1
k 1 des k k

k k 1

B B
B (M M ) B

M M






  


 (6.9)

 

6.2 Case study results 

 

In this section, the proposed method is applied to three test systems and the obtained results 

are presented. 

 

A) WECC 9-bus system 

 

The first case study is the WECC 9-bus system. Table 6.5 shows the results for this system. 

As this table shows, the proposed iterative-based method finds an accurate value in the first 

iteration. Fig. 6.6 illustrates the system margin variations in different conditions. Note that every 

condition is specified in Table 6.5 

 

Table 6.5: Results in WECC 9-bus system 

Condition No. Condition 
B 

(injected MVAr at V=1p.u) 

Margin 

(%) 

0 normal conditions 0 1.99 

1 initial estimation 47.42 4.720 

2 1st iteration of the iterative method 52.287 5.00 
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Fig. 6.6: System margin variation in different steps of the method 

 

B) IEEE 30-bus system 

 

The second case study is the IEEE 30-bus system. Table 6.6 shows the results for this 

system. Again, as seen in this table, the proposed iterative-based method finds an accurate value 

in the first iteration. Also, Fig. 6.7 illustrates the system margin variations in different conditions.  

 

Table 6.6: Results in IEEE 30-bus system 

Condition No. Condition 
B 

(injected MVAr at V=1p.u) 

Margin 

(%) 

0 normal conditions 0 1 

1 initial estimation 20.639 6.4 

2 1st iteration of the iterative method 15.297 5.00 
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Fig. 6.7: System margin variation in different steps of the method 

 

C) IEEE 57-bus 

 

The last case study is the IEEE 57-bus system. Table 6.7 shows the results for this system. As 

seen in this table, the proposed iterative-based method finds an accurate value after two 

iterations. Also, Fig. 6.8 illustrates the system margin variations in different conditions.  

 

Table 6.7: Results in IEEE 57-bus system 

Condition No. Condition 
B 

(injected MVAr at V=1p.u) 

Margin 

(%) 

0 normal conditions 0 1.720 

1 initial estimation 9.568 5.349 

2 1st iteration of the iterative method 8.647 4.973 

3 2nd iteration of the iterative method 8.713 5 
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Fig. 6.8: System margin variation in different steps of the method 

 

6.3 Extension to Multi-location Shunt Compensation 

 

The proposed method for determining the location and amount of shunt compensation can 

be extended to multi-location cases. For this purpose, a maximum amount for the capacitor bank 

is considered and the extension is performed based on the following assumption: when a location 

is selected, we are interested to place a capacitor bank big enough so that either the required 

margin be achieved or the maximum sized be reached. This is a reasonable assumption since due 

to the costs associated with the installation and maintenance of each capacitor bank, the number 

of capacitors needs to be minimised. Considering this assumption the following strategy is 

proposed. 

 

The proposed method of the single-location compensation is applied to the system first. If 

the obtained capacitor has a size smaller than the maximum size, this means that single-location 

compensation is effective enough and there is no need to place more capacitors. Otherwise, if the 

size of the capacitor is larger than the maximum size, the capacitor is fixed at the maximum size. 

The proposed method is then applied again. The critical load is found. Then, we will have one of 

the following cases: 
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1.  The critical bus is different from the one obtained in the previous iteration. In this 

case, the method used for the first location is exactly followed again to determine the 

amount of the capacitor at the second location (the new critical bus). 

2.  The critical bus is still the same bus. In this case, the second critical bus is chosen as 

the best location. The method proposed for single-location is then applied but with a 

little modification. After Qsupport was obtained from (6.6), it should be modified to the 

one shown in (6.10). This modified Qsupport is then injected to the selected location 

and the rest of the method is performed without any change. The reason for this 

modification is that when injecting reactive power to a location which is not the 

critical bus, more reactive power needs to be injected in order to make a specific 

increase in the reactive power of the critical channel. 

1
sup port sup port

2

Cont
Modified Q Q

Cont
   (6.10)

where Cont1 and Cont2 are the contributions of the first and second critical buses to the critical 

channel. 

 

After a capacitor is determined for the second location, its size is checked. If the size is 

larger than the maximum size, the capacitor is fixed at the maximum size and the same 

procedure is used again to find the capacitor for the third location. This process is repeated until 

the required margin is achieved without violating the maxim size criterion. In every iteration of 

this process, the modified Qsupport is found using the following equation. 

 

 1
sup port sup port

k

Cont
Modified Q Q

Cont
   (6.11)

where k is the rank of the bus at which the capacitor is going to be installed. 

 

The IEEE 30-bus system is considered as the case study. The maximum size of each 

capacitor is considered as 10 MVAr (injected at V=1 p.u.) and the proposed method is applied to 

this case study. As Table 6.6 showed before, by using the single-location method, a capacitor 

with the size of 15.297 MVAr should be placed at bus 30. Since the size is larger than the 

maximum size, the capacitor is fixed at the maximum size (10 MVAr) and the procedure is 

repeated for the second location. The results show that the critical bus is still bus 30. Therefore, 

the second critical bus which is bus 21 is selected as the best location. For this location, the 

proposed procedure results in the following table. 
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Table 6.8: Results in IEEE 30-bus system for the second location 

Condition No. Condition 
B 

(injected MVAr at V=1p.u) 

Margin 

(%) 

0 normal conditions 0 3.601 

1 initial estimation 14.862 4.745 

2 1st iteration of the iterative method 18.179 5.00 

 

As seen in this table, the obtained capacitor is again larger than the maximum one. So the 

capacitor at bus 21 is fixed to 10 MVAr and the procedure is repeated. The third critical bus 

which is bus 24 is selected as the best location for the third capacitor. The results for this location 

are presented in the following table.  

 

Table 6.9: Results in IEEE 30-bus system for the third location 

Condition No. Condition 
B 

(injected MVAr at V=1p.u) 

Margin 

(%) 

0 normal conditions 0 4.369 

1 initial estimation 8.580 5.325 

2 1st iteration of the iterative method 5.662 5.00 

 

Since the capacitor size is smaller than the maximum size, there is no need to continue the 

procedure. In other words, the shunt compensation planning has been achieved. The overall 

results are shown in the following table. 

 

Table 6.10: Overall results for IEEE 30-bus system when the maximum size is 10 MVAr 

Location 

(bus no.) 

B 

(injected MVAr at V=1p.u) 

30 10 

21 10 

24 5.662 
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Comparison of the above table with Table 6.6 reveals that the required capacitor when it is 

placed at the critical bus is smaller than the sum of the required capacitors placed at different 

locations. This is consistent with what was expected since the critical bus is the best location for 

the shunt compensation. 

 

6.4 Conclusions 

 

In this chapter, a procedure based on channel components transform was proposed for shunt 

compensation in order to increase the stability margin of the system. In the proposed procedure, 

the best location is chosen based on the bus ranking results. An initial estimation for the amount 

of the capacitor is then obtained according to the critical channel’s margin. The estimated value 

is then improved using an iterative method. The case study results verified the proposed method.  

The results also showed that the estimated value is very close to the accurate value and as a 

result, the iterative method needs to be performed for only a couple of iteration. The proposed 

method was also extended to the multi-location shunt compensation and using a case study, the 

proposed approach was investigated. 
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Chapter 7: Online Voltage Stability Monitoring Using CCT 

This chapter aims to propose a wide-area scheme for the online voltage stability monitoring 

and analysis based on the proposed CCT-based framework. For this purpose, a practical 

implementation procedure will be proposed. The proposed procedure will be based on the current 

technologies available in power systems. These technologies mainly consist of Phasor 

Measurements Units (PMUs), and Supervisory Control and Data Acquisition (SCADA). A 

methodology for optimal placement of PMUs will also be proposed in order to minimize the 

number of required PMUs and as a result make the implementation procedure practical. Note 

that the proposed monitoring scheme may be changed and used even if PMU is not available at 

all. In this case, the SCADA data can be used to perform an online power flow. The power flow 

results may then be used instead of PMU data in the proposed scheme.  

 

7.1 The Proposed Scheme 

 

The main purpose of the CCT is to transform the power system into channel circuits and 

then extract useful information by monitoring the channel circuits. For this purpose, two tasks 

should be done:  

 

1.  Perform the eigen-decomposition on the impedance matrix [Z] and obtain channel 

impedances [Λ] and transformation matrix [T]. This can be done by using the 

network admittance matrix which is available from SCADA.  

2.  Obtain the channel quantities i.e. channel source voltages [Feq], channel voltages [U], 

and channel currents [J] by using the generator bus voltages [E], load bus voltages 

and currents [V], and [I]. [E], [V], and [I] can be extracted from PMUs data, and as a 

result the channel quantities can be obtained and monitored online.   

 

Therefore, the procedure shown in Fig. 7.1 can be used for the online application of the 

proposed framework. This procedure is run continuously, say, once for every 5 seconds. 

Assuming an outage event occurs, the scheme will work as follows 
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 Gather the network admittance matrix Y from SCADA. At the same time, the control 

devices will be considered in the equivalent network. For instance, the OLTCs (On-

Load Tap Changer) will be grouped in their corresponding loads. The generators will 

be converted to voltage sources behind its saturated synchronous reactance when 

they reach the reactive power output limit and their OEL (Over Excitation Limiter) 

are activated. 

 Construct the impedance [Z] matrix, and perform the eigen-decomposition on [Z] 

and obtain channel impedances [Λ] and transformation matrix [T]. 

 Gather synchronous generator voltage phasors [E], and voltage and current 

measurements at the load buses ([V], and [I]) from PMUs. 

 Apply the transformation on [E], [V], and [I] and obtain the channel quantities. 

 Compute the channel margins. 

  Identify the critical channel based on channel margins. 

 Use the critical channel and perform the voltage stability assessment. For example 

the critical loads can be identified which will be the candidates for corrective actions 

such as load shedding. The critical generator whose reactive power has the highest 

impact on the voltage stability, or the critical line which limits the power transfer can 

also be determined.  

 

The main computing effort involved in the above procedure is the eigen-decomposition of 

the [Z]. Fortunately, this matrix does not change at each execution cycle. It changes only when 

major equipment is switched on/off. The 5-second execution interval also ensures that the 

transients associated with faults have died out and the system is in quasi-steady-state. This mode 

of operation is acceptable since voltage instability is mainly caused by the slow power recovery 

process of loads in about 15 to 30 second time frame [78]. The requirements on data 

communication can be also accommodated with the 5 second cycle. For cases where the PMU 

data are not available, state estimator results can be used assuming the state estimator can have 5 

second turn around cycle. 
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SCADA

Construct the Impedance matrix [Z]

Obtain [T] and [Λ] by eigen-
decomposition on [Z] 

PMUs

Obtain generators’ voltages [E], loads’ 
voltages [V], and loads’ currents [I]

Compute channel quantities

Compute channel margins 

Perform the analysis using the critical channel:
- Find the critical load

- Find the critical generator
- Find the critical line

Identify the critical channel

 

Fig. 7.1: The implementation procedure of the proposed monitoring scheme 

 

7.2 PMU Allocation from Voltage Stability Perspective 

 

The online application of the CCT requires installing PMUs at all generator and load buses. 

Since the PMU is an expensive device, this approach may not be currently practical. In other 

words, to make the proposed scheme more practical, we need to reduce the number of required 

PMUs without losing noticeable accuracy in the analysis. A strategy is proposed for this purpose 

in this section. 

 

7.2.1 Proposed Allocation Strategy 
 

The below findings can be concluded from previous chapters: 

 For the voltage stability analysis and monitoring, there is no need to monitor and 

analyze all the system channels. It suffices to consider only a small number of the 

channels (critical channels).   
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 Only a part of system loads contribute significantly to a particular channel load. The 

effects of other loads on that channel are small and can be ignored.  

 Only a part of system generators contribute significantly to a particular channel 

source voltage. The effects of other generators on that channel are small and can be 

ignored. 

The implication is the following. A small number of channels which are the most critical can 

be determined. The load buses and generator buses which have significant contributions to these 

channels are then found. These buses will be considered as the locations for installing PMUs.  

 

Therefore, the following strategy is proposed to reduce the number of required PMUs. 

1) Stress the system to a point close to the collapse point, apply the CCT and compute the 

channels margins. 

2) Set a value for the maximum channel margin (Marginmax), and select the channels whose 

margins are lower than this value as the critical channels. 

3) Consider each critical channel one at a time, and perform the following process: 

 Compute the contributions of load buses to the channel, and find the maximum 

contribution (Contmax). Set a value for the minimum load factor (L_Factormin), and 

compare the contribution of each load bus with the value of  Contmax× L_Factormin. If 

the contribution of the load is lower than this value, that load bus is added to 

insignificant buses associated with the current channel. 

 Compute the contributions of generator buses to the channel, and find the maximum 

contribution (G_Contmax). Set a value for the minimum generator factor 

(G_Factormin), and compare the contribution of each generator bus with the value of  

G_Contmax× G_Factormin. If the contribution of the generator is lower than this value, 

that generator bus is added to insignificant buses associated with the current channel. 

4) Compare the insignificant buses obtained for all the critical channels. Those buses which 

are common in all the critical channels are selected as the final insignificant buses. There is no 

need to install any PMU at these buses. The remaining load/generator buses are considered as the 

locations in which PMUs are to be installed. 

 

With using the above PMU allocation, the application of the transform matrix to get the 

channel quantities is modified as follows: 
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 For each insignificant load bus which is not to be measured by a PMU, consider the 

load current as 
1

i
i

S
I  , where, Si is the nominal load power (load power at the base 

case). In fact, the voltage has been approximated by 1 p.u., and the power at the 

current operating condition has been approximated by the nominal power. 

 For each insignificant generator bus which is not to be measured by a PMU, consider 

the bus voltage as 1 p.u. i.e. Ei = 1.  

 Calculate the channel currents [J]=[T][I], and the channel source voltages 

[F]=[K][T][E]. 

 Calculate the channel voltages [U]=[F]- [Λ]*[J]. 

 Calculate the modified channel source voltages [Feq].  

As an illustrative example, the above strategy is applied to the AIES operational base case 

which is a 2038-bus system. Marginmax is set to %40. In other words, all the channels whose 

margins are less than %40 when the actual system is close to the nose point are considered as the 

critical channels. This large value assures that if there is a change in the system topology, the 

critical channel would not be missed. L_Factormin and G_Factormin are both set to %8. Using the 

above predetermined values, the proposed strategy is applied to the AIES system, and the results 

are discussed below. 

 

Three channels (channels 384, 18, and 425) are determined as the critical channels. This 

system has 684 load buses, and 205 generator buses. By applying the above strategy, however, 

557 load buses and 149 generator buses are determined as the insignificant buses. In other words, 

only 127 load buses and 56 generator buses are selected for the PMUs locations.  

 

To check the effect of this placement on the transform, the CCT-based offline analysis is 

applied to the system. But this time, the currents and voltages of the insignificant buses are not 

used. Instead, the above modified procedure is used to calculate the channel quantities. The 

obtained results show that there is no losing accuracy in the critical channels. The PV/Pδ curves 

of the critical channels are exactly the same as when all the load buses are used. As an example, 

Fig. 7.2 shows the critical channels’ margins. In this figure, the solid lines are for the case that all 

the load/generator bus data (currents and voltages) are used, and the dash lines are for the case 

that only the data of the significant buses are used. As this figure shows, there is no losing 

accuracy in the critical channels margins. Fig. 7.3 and Fig. 7.4 illustrate the contribution of load 
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buses and generator buses to channel 18 for both the cases. As seen in these figures, when the 

PMU placement strategy is used, no change in the ranking of the top rank loads/generators is 

made. The implication is that by using the allocation strategy, the CCT-based analysis and 

monitoring can be accurately applied. 
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Fig. 7.2: Comparison of the critical channels margins with and without the PMU placement. 
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Fig. 7.3: load bus contributions to channel 18 with and without using the PMU placement strategy. 
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Fig. 7.4: generator bus contributions to channel 18 with and without using the PMU placement strategy. 

 

7.2.2 Sensitivity Analysis on the Predetermined Thresholds 

 

As explained in the previous section, two predetermined values should be set for 

L_Factormin, and G_Factormin. These two thresholds significantly affect the number of load and 

generator buses which are chosen for the PMUs location. The larger the thresholds values are, 

the smaller the number of required PMUs are. On the other hand, when the number of PMUs is 

decreased, the accuracy will be decreased too. Therefore, there is a trade-off between the number 

of PMUs and the accuracy of the monitoring and analysis. In this section, different values are 

considered for the thresholds and the effects on the accuracy and on the number of PMUs are 

analyzed. Finally, proper values are chosen for these thresholds. Obviously, if the proposed 

strategy is to be used in another system, similar sensitivity analysis should be performed to 

choose these values. 

 

In order to analyze the effects of thresholds on the accuracy, an index should be defined first 

to quantify the accuracy. As explained in the previous section, the margins of the critical 

channels are very important to be accurately monitored. Therefore, the error between the margins 

before and after the PMU allocation can be used to quantify the accuracy. Let’s consider the first 

critical channel. Let’s also denote the margin of this channel before the PMU allocation as M , 
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and after the PMU allocation as M̂ . Since the margins need to be compared for different load 

scaling factors from the base case till the nose point, the root mean squared error (RMSE) defined 

below is used. 

 

2

1

1 ˆ( )
n

i i
i

RMSE M M
n 

   (7.1)

where n is the total number of data points i.e. the number of operating points from the base 

case to the nose point. 

 

The above procedure is repeated for the other critical channels to obtain their RMSEs. The 

mean value of all critical channels RMSEs which will be called Averaged RMSE (ARMSE) is 

used as the final value for the error.  

 

1

1 K

i
i

ARMSE RMSE
K 

   (7.2)

where K is the total number of critical channels. 

 

Now that we have defined an error, the sensitivity analysis can be performed as follows. 

 

A. Sensitivity Analysis on L_Factormin 

 

G_Factormin is set to %8 and is kept constant. Different values are then considered for 

L_Factormin and its effects on the accuracy and the number of PMUs are analyzed. Table 7.1 

summarizes the results. Note that since G_Factormin is kept constant, the number of significant 

generator buses is the same for all the cases. So it suffices to compare the number of significant 

load buses only. 
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Table 7.1: Summary of the results for the sensitivity analysis on L_Factormin 

Case L_Factormin 
(%) Significant load buses ARMSE 

1 5 178 0.0194 

2 6 159 0.0253 

3 7 140 0.0611 

4 8 127 0.0724 

5 9 116 0.0855 

6 10 108 0.0971 

7 11 103 0.111 

8 12 97 0.126 

9 13 93 0.136 

10 14 85 0.176 

11 15 78 0.209 

 

 

The above results are visualized in Fig. 7.5. As this figure shows, by increasing L_Factormin, 

the error is increased, but the number of significant buses and as a result the number of required 

PMUs is decreased. This can be seen in Fig. 7.6 which shows the sensitivity of the error with 

respect to the number of significant load buses. The selection of a proper value for L_Factormin 

depends on the desired accuracy. We assume that the error should be less than 0.1, and as a 

result, L_Factormin is set to %10 according to Fig. 7.5. 
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Fig. 7.5: Results of the sensitivity analysis on L_Factormin. 
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Fig. 7.6: Sensitivity of the error with respect to the number of significant loads. 

 

B. Sensitivity Analysis on G_Factormin 

 

The previous subsection suggested that %10 is a proper vale for L_Factormin in our case. 

Therefore,  L_Factormin is set to %10 and is kept constant. Different values are then considered 

for G_Factormin and its effects on the accuracy and the number of PMUs are analyzed. Table 7.2 

summarizes the results. Note that since L_Factormin is kept constant, the number of significant 
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load buses is the same for all the cases. So it suffices to compare the number of significant 

generator buses only. 

 

The above results are visualized in Fig. 7.7. As this figure shows, G_Factormin does not have 

a significant impact on the accuracy. In other words, even if a very high value such as %80 is 

used, we will still have a good accuracy in terms of monitoring the margins of the critical 

channels. However, if the ranking of the first critical generators is important for us, we should 

use a smaller value so that the voltages of more generator buses can be monitored, and as a result 

it would be possible to accurately rank them. With respect to the above points, %40 seems to be 

a proper value for G_Factormin.  

 

Table 7.2: Summary of the results for the sensitivity analysis on G_Factormin 

Case G_Factormin 
(%) 

Significant generator 
buses ARMSE 

1 5 82 0.097100 

2 10 48 0.097102 

3 20 32 0.097103 

4 30 21 0.097105 

5 40 13 0.097107 

6 50 9 0.097110 

7 60 6 0.097115 

8 70 5 0.097120 

9 80 5 0.097120 
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Fig. 7.7: Results of the sensitivity analysis on G_Factormin. 

 

In summary, according to the above sensitivity analysis, the following values are set for the 

thresholds. 

L_Factormin = %10, and G_Factormin = %40 

 

With using the above values, the PMU allocation strategy will result in the following results. 

‐ Number of significant load buses: 108 

‐ Number of significant generator buses: 13 

‐ Number of insignificant load buses: 576 

‐ Number of insignificant generator buses: 192 

‐ Total number of required PMUs: 121 

‐ Averaged RMSE: 0.0971. 

Fig. 7.8 compares the margins of the critical channels. In this figure, the solid lines are 

for the case that all the load/generator bus data (currents and voltages) are used, and the dash 

lines are for the case that only the data of the significant buses are used. As this figure 

reveals, the obtained PMU allocation is good and accurate.  
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Fig. 7.8: Comparison of the critical channels margins with and without the PMU placement. 

 

7.2.3 Effects of Contingencies on the Proposed Strategy  

 

The proposed strategy for the allocation of PMUs is based on the current topology of the 

system. When the PMUs are allocated, however, it is very important that the system can be 

accurately monitored if a change in the topology of the system occurs. Therefore, the 

contingencies need to be somehow considered when the PMUs are allocated. For this purpose, a 

strategy is suggested in this section. 

 

It is suggested that the proposed allocation strategy is applied to the base case first. The top 

rank critical contingencies are then identified. The allocation strategy is then performed again for 

each critical contingency one at a time. The results of all the contingencies are compared with 

those of the base case at the end. We might have two cases then: 

1- The results are very similar. In other words, the significant load/generator buses obtained 

for each contingency are almost the same as those of the base case. In this case, the 

significant buses obtained for the base case can be used as the final PMUs locations.   

 

2- The results are different. In other words, the significant load/generator buses obtained for 

each contingency are different from those of the base case. In this case, if a high accuracy 

is desired in case of any contingency, all the significant buses of all contingencies and the 

base case should be selected as the final PMUs locations.   
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In theory, both of the above cases are possible. In actual cases, however, case 1 is more 

likely to be the case. As an example, the AIES 2038-bus system is used, the above procedure is 

applied, and the results are discussed in the following. The following contingencies are 

considered. 

 

Case 1: Outage of line 1024-1030 

Case 2: Outage of line 1063-1316 

Case 3: Outage of line 1004-1294 

Case 4: Outage of line 1004-1301 

Case 5: Outage of line 1005-1022 

Case 6: Outage of line 1010-1024 

Case 7: Outage of line 1022-1029 

Case 8: Outage of line 1024-1233 

 

For each contingency, the contingency is applied to the system and the offline CCT-based 

analysis is performed. The proposed allocation strategy is then applied to the system and the 

significant generator/load buses are obtained. Fig. 7.9 illustrates the significant generator buses 

for the base case and for all the contingencies. In this figure, each significant bus is displayed by 

a red square. As this figure shows, the buses obtained for the base case cover almost all the buses 

for all the contingencies. In other words, most of the significant buses obtained for the 

contingencies belong to those obtained for the base case.  

 

Fig. 7.10 shows the significant load buses. As this figure illustrates, most of the significant 

buses obtained for the contingencies belong to those obtained for the base case. The implication 

is that using the results obtained for the base case, the system can be accurately monitored even 

if a contingency occurs.  
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Fig. 7.9: Significant generator buses. 

 

To verify the above claim, the following analysis is performed. The results obtained for the 

base case are considered, and the offline CCT-based analysis is performed for each contingency. 

The channel quantities are then calculated for two cases, one with using all the bus currents and 

voltages, and the other with using only the currents and voltages of the significant buses (the 

PMUs locations). The obtained channel margins are then compared for these two cases to check 

how accurate the results are. 
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Fig. 7.10: Significant load buses. 

 

The following figures (Fig. 7.11 - Fig. 7.18) show the critical channels’ margins for different 

contingencies. In these figures, the solid lines are for the case that all the load/generator bus data 

(currents and voltages) are used, and the dash lines are for the case that only the data of the 

significant buses (PMUs locations) are used. According to these figures, the solid lines are very 

close to their associated dash lines in all the contingencies. The implication is that the critical 

channels can be monitored accurately with using the allocated PMUs. 
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Fig. 7.11: Comparison of the channel margins with and without the PMU placement for contingency 1 
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Fig. 7.12: Comparison of the channel margins with and without the PMU placement for contingency 2 
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Fig. 7.13: Comparison of the channel margins with and without the PMU placement for contingency 3 
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Fig. 7.14: Comparison of the channel margins with and without the PMU placement for contingency 4 
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Fig. 7.15: Comparison of the channel margins with and without the PMU placement for contingency 5 

1 1.02 1.04 1.06 1.08 1.1 1.12 1.14 1.16 1.18
0

10

20

30

40

50

60

70

80

90

Load Scaling Factor

C
ha

nn
el

 m
ar

gi
n 

(%
)

 

 
Channel 384

Channel 18
Channel 427

 

Fig. 7.16: Comparison of the channel margins with and without the PMU placement for contingency 6 
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Fig. 7.17: Comparison of the channel margins with and without the PMU placement for contingency 7 
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Fig. 7.18: Comparison of the channel margins with and without the PMU placement for contingency 8 

 

7.2.4 Inclusion of Insignificant Loads in the Admittance Matrix 

 

After the PMU allocation is performed, the data of the insignificant buses are not measured 

anymore. To apply the CCT, however, these data are required. There are two options to 

overcome this problem. One is to use the procedure explained in Section 7.2.1 which involves 

considering some approximations for the data of the non-monitored buses. The other option is to 

include the non-monitored buses in the admittance matrix. For this purpose, the loads of these 

buses are treated as impedances, and they are included in the admittance matrix. These buses are 

then treated as network buses. Therefore, the eigen-decomposition is applied again and the CCT 

analysis is performed.  
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To investigate the performance of this approach, the allocation results obtained in Section  

7.2 are used and this approach is applied, and the results are investigated. Note that the load 

impedances are calculated based on the system data when it is at the base case, and they are 

assumed to remain constant for all other scaling factors. Fig. 7.19 shows the channel margins. 

Also, Fig. 7.20 illustrates the PV curves of the three top rank channels. As seen in these figures, 

channel 141 is the critical channel. This channel, however, carries small amount of power. The 

next critical channel is the channel 2 which has a high amount of channel power. 
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Fig. 7.19: Channels margins 
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Fig. 7.20: Channel PV curves of top rank channels 
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Fig. 7.21 shows the contributions of load buses to channel 141. This figure leads to the 

following findings: 

 

‐ The critical bus is bus 630 which has been verified as the actual critical load in the 

system.  

 

‐ Only a small number of loads contribute to this channel, and the contributions of all other 

loads are very small. So this channel is more like a local channel. 

 

Fig. 7.22 illustrates the contributions of load buses to channel 2. This figures shows that the 

critical bus is bus 630. Also, it reveals that this channel is a system channel. 

 

Fig. 7.23 and Fig. 7.24 show the contributions of generators to channels 141 and 2, 

respectively. As seen in these figures, both of the channels identify bus 123 as the critical 

generator which can be verified by the verification method. 
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Fig. 7.21: Contributions of load buses to channel 141 
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Fig. 7.22: Contributions of load buses to channel 2 
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Fig. 7.23: Contributions of generator buses to channel 141 
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Fig. 7.24: Contributions of generator buses to channel 2 
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The above results show that by inclusion of insignificant load buses in the admittance 

matrix, the CCT analysis can still be performed accurately. The only remaining issue is the 

monitoring of the channels margins. Fig. 7.25 compares the margins of the three top rank 

channels with those of the original CCT (i.e. without inclusion of loads in the admittance 

matrix). As seen in this figure, the first critical channel is exactly the same as the first critical 

channel in the original CCT. The margins of the other two channels have the same trends as 

those of the original ones, but they are different in their values.   
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Fig. 7.25: Comparison of critical channels margins before and after the load inclusion 

 

The overall conclusion of this subsection can be summarized as follows: With the inclusion 

of insignificant load buses in the admittance matrix, the first critical channel can be accurately 

monitored. The CCT-based analysis can also be performed accurately. However, in terms of 

monitoring the second and third critical channels, this approach introduces some errors. 

Therefore, the method proposed in Section 7.2.1 which is more accurate is recommended for this 

task. 

 

7.3 Conclusions 

 

In this chapter, a wide-area scheme for the online voltage stability monitoring and analysis 

along with its implementation procedure were proposed. The proposed scheme is based on the 

CCT-based voltage stability analysis techniques proposed in the previous chapters. A strategy 

has also been proposed for the allocation of PMUs. The proposed strategy finds a few critical 

channels first, and according to the contribution of load and generator buses to these critical 
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channels, finds the best locations for the PMUs. The proposed strategy has been applied to the 

AIES 2038-bus system and the results have been investigated in this chapter. The results have 

shown that using this strategy, the number of PMUs can be decreased significantly without 

losing any noticeable accuracy.  

 

The performance of the allocation technique after the contingencies has also been 

investigated. The results have shown that using the allocated PMUs, it is possible to accurately 

monitor the system after any contingency.  

 

To account for the data of the non-monitored load buses, two alternatives have been 

proposed. One is to approximate the load current using the nominal load power and use the 

approximated current in the original CCT. The other is to approximate the loads as impedances 

and include them in the admittance matrix. A new eigen-decomposition is then performed. The 

simulation results have shown that both methods are accurate in terms of the monitoring of the 

critical channel and analysis. However, the first approach is more accurate when monitoring 

other critical channels. Therefore, the first method which is more suitable is recommended. 



Chapter 8: Singular Value Decomposition-based Transformation 
 

 

 

 

157

Chapter 8: Singular Value Decomposition-based 

Transformation 

The channel components transform is based on eigen-decomposition of the impedance 

matrix. Many unique features of the CCT were demonstrated in the previous chapters. However, 

there are two difficulties with eigenvalue decomposition [84].  

 

‐ A theoretical difficulty is that the decomposition does not always exist. In other words, 

there might be an impedance matrix which could not be diagonalized using eigen-

decomposition.  

 

‐ A numerical difficulty is that, even if the decomposition exists, it might not provide a 

basis for robust computation. That means if some errors exist in the data (such as in the 

impedance matrix obtained from SCADA data), these errors could be magnified in the 

transformed variables. Therefore, we might not be able to get an acceptable accuracy in 

the results.  

 

This chapter will show that the above difficulties can be overcome by using Singular Value 

Decomposition (SVD) instead of the eigenvalue decomposition. The transformation concepts 

and procedure will remain the same. The obtained results for several case studies will be 

compared to those of the original CCT.  

 

8.1 Limitations of Eigen-decomposition 

 

As explained above, the eigen-decomposition has two difficulties: A) non-existence 

difficulty, and B) Robustness difficulty. Before presenting the SVD-based transformation, these 

limitations are discussed in detail.  

 

8.1.1 Non-existence difficulty 
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Assume that matrix [Z] is to be decomposed using eigen-decomposition. If [Z] is 

diagonalizable, the matrix has an eigenspace decomposition. If the matrix is not diagonalizable, 

then it is called defective, and, it cannot be decomposed into eigenspaces. In particular, an n × n 

matrix is defective if and only if it does not have n linearly independent eigenvectors.  

 

From linear algebra we know that if an n × n complex matrix is Hermitian, then there exist n 

linearly independent eigenvectors for this matrix. In other words, any Hermitian matrix can be 

diagonalized using eigen-decomposition. If a complex matrix is not Hermitian, there would be 

no guarantee that it can be diagonalized. Matrix [Z] is Hermitian if and only if it satisfies the 

following conditions 

 

HZZ   (8.1)

Where H stands for complex conjugate transpose.  

 

A power system impedance matrix [Z] is symmetric i.e. TZZ  (where T stands for 

transpose) but it is not Hermitian i.e. HZZ  . Since the impedance matrix is not Hermitian, 

there is no guarantee that we are able to decompose it into a diagonal matrix using eigen-

decomposition.  

 

8.1.2 Robustness difficulty 

 

The eigenvalues of some matrices could be sensitive to perturbations. In other words, small 

changes in the matrix elements could lead to large changes in the eigenvalues. This is discussed 

in the following. Assume that [Z] has a full set of linearly independent eigenvectors and can be 

decomposed using eigenvalue decomposition as follows: 

TTZ  1  (8.2)

 

This can be rewritten as 

1 TZT  (8.3)

 

Now let Z denote some change in Z. Then,  

1)(  TZZT   (8.4)
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Hence 

1)(  TZT   (8.5)

 

Taking matrix norms, 

 

||||)(|||||||||||||||| 1 ZTkZTT     (8.6)

 

where k(T ) is the matrix condition number. Note that the key factor is the condition of T, the 

matrix of eigenvectors, not the condition of Z itself. The above analysis implies that a 

perturbation in Z can be magnified by a factor as large as k(T).  

 

As mentioned before, the Z matrix is obtained from SCADA data. Since these data are 

measured using some measurement equipments, one would expect some errors. Those errors will 

introduce some errors in Z matrix. This kind of errors is an example for perturbation in Z. 

Similarly, roundoff errors introduced during the computation of eigenvalues have the same effect 

as perturbations in the original matrix [84]. Consequently, these errors may be magnified in the 

computed eigenvalues. If the condition number of the transformation matrix is small (close to 1), 

this magnification may not be significant, and therefore, the results obtained by the eigen-

decomposition would be accurate. However, if the transformation matrix has a large condition 

number, the errors would be significantly magnified, leading to unreliable results.  

 

8.2 SVD-based Transformation 

 

The defining equations for singular values and vectors are 

 

HH TTZ

TTZ





12

21
 (8.7)

 

where   is a diagonal matrix the same size as Z. The diagonal elements of   are the singular 

values of the impedance matrix Z. The singular vectors can always be chosen to be perpendicular 
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to each other, so the matrices T1 and T2, whose columns are the normalized singular vectors, 

satisfy the following condition, indicating that T1 and T2 are unitary matrices. 

 

1

1

22

11





TT

TT
H

H

 (8.8)

 

Consequently,  

HTTZ 12   (8.9)

with diagonal   and unitary T1 and T2. This is known as the singular value decomposition, or 

SVD, of the matrix Z. 

 

Equation (2.3) can be rewritten as 

ITTKEZIKEV H
12   

ITKETVT HHH
122   

(8.10)

 

Denote VTU H
2  as the channel voltage, ITJ H

1  as the channel current, and 

KETF H
2 as the channel voltage source. This leads to the following decoupled channel 

networks whose circuit representations are shown in Fig. 8.1. 
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Fig. 8.1: Channel domain representation of a complex network 

 

As seen above, similar to the eigen-decomposition, the SVD-based transformation converts 

a complex network into a set of decoupled simple one-source, one-load networks. The only 

difference is that since the singular values are always real, the channel impedances (σi) shown in 

Fig. 8.1 are purely resistive. The rest of the transformation procedure remains the same as that of 

the eigen-decomposition.  

 

8.3 Advantages of the SVD-based Transformation 

 

The singular value decomposition has the following advantages over the eigen-

decomposition.  

 

A) Existence 

 

It is well proven that SVD exists for any matrix. In other words, the matrix does not have to 

be diagonalizable in order to have a SVD. Therefore, when using SVD instead of eigen-

decomposition, the existence problem is not a concern anymore. 

 

In fact, squared singular values of Z are the eigenvalues of ZZ H i.e. 

1
1

2
11

2
11221 )()(  TTTTTTTTZZ HHHHH  (8.12)

 

ZZ H is always a Hermitian matrix, and as it was explained before, eigenvalues always exist 

for a Hermitian matrix.  

 

B) Robustness  
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The singular value decomposition always uses orthonormal basis. That means matrices T1 

and T2 are unitary matrices, so they preserve length and angles and do not magnify errors. 

Similar to that of the eigen-decomposition, a perturbation analysis can be performed for SVD as 

follows. 

 

1
12 )(  TZZT   (8.13)

 

Hence 

1
12 )(  TZT   (8.14)

 

Since T1 and T2 are unitary matrices, they preserve norms. Consequently,  

|||||||| Z   
(8.15

)

 

Therefore, perturbations of any size in the impedance matrix cause perturbations of the same 

size in its singular values. There is no need to define condition numbers for singular values 

because they would always be equal to one.  

 

The above analysis shows that if there is any error in the impedance matrix (such as errors 

that exist in the measured data), or if there is any roundoff error in the computations, they will 

not be magnified when using SVD-based transformation.  

 

8.4 Case Study Results 

 

The SVD-based transformation is applied to several case studies to examine its performance 

when analyzing voltage stability. The results will be compared with those of the CCT (the eigen-

decomposition-based transformation).  

 

 Simple Case Studies 

 

The first case study is the simple one-source three-load system used in Section 3.1. The 

network itself is shown in Fig. 2.6. Let’s consider the system parameters as Z=j0.3;  
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Za=Zb=Zc=j0.2; E =1.0. Also, the loads are considered purely active as Sa=0.3, Sb=0.25, and 

Sc=0.4. The above conditions are the same as those considered in Section 3.1. If the SVD-based 

transformation is applied on the system, the following channel quantities are obtained.  

 

1.1 0 0 j1.73

[ ] 0 0.2 0 , [ ] 0

0 0 0.2 0

and F

   
        
        

 

It can be seen that similar to the results of the CCT, only channel 1 has a voltage source. The 

impedances are, however, purely resistive. The above parameters lead to zero active power 

transfer in channel 1. Therefore, there would be no PV curve. However, if the QV curves are 

plotted for channel 1, Fig. 8.2 is obtained. This figure is similar to the PV curve shown in Fig. 

3.3 as both figures reach their nose points when the system reaches its maximum loadability 

point.  
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Fig. 8.2: Channel QV curve for the first case study 

 

The second case study involves the same network configuration but Za, Zb, and Zc are not 

equal (Za=0.35, Zb=0.2, and Zc=0.1, similar to Section 3.1). . The SVD-based transformation will 

lead to the following channel quantities. 

 

1.129 0 0 j1.720

[ ] 0 0.28 0 , [ ] 0.168

0 0 0.14 0.1099

and F j

j

   
         
        

 



Chapter 8: Singular Value Decomposition-based Transformation 
 

 

 

 

164

All channels have non-zero voltage sources in this case. Therefore, all channels need to be 

analyzed. The channel QV curves for this case study are shown in Fig. 8.3. This figure confirms 

the results of Section 3.1 that voltage collapse occurs when one of the channels (channel 1) 

reaches its maximum power transfer limit.
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Fig. 8.3: Channel QV curves for the second case study 

 

 WECC 9-bus system 

 

WECC 9-bus system is considered as the next case study. By applying the SVD-based 

transformation on this system, the following PV/QV curves are obtained. As seen in the figures, 

both PV and QV curves show that channel 1 is the critical channel whose operating point goes 

very close to the nose point when the system is close to the collapse point. This is confirmed by 

the channel margins shown in Fig. 8.6.

  

 



Chapter 8: Singular Value Decomposition-based Transformation 
 

 

 

 

165

0 1 2 3 4
0

0.5

1

1.5

2
Channel 1

P (p.u.)

U
 (

p.
u.

)

0 0.2 0.4 0.6 0.8
0

0.1

0.2

0.3

0.4

0.5
Channel 3

P (p.u.)

U
 (

p.
u.

)
0 0.05 0.1 0.15 0.2

0

0.05

0.1

0.15

0.2

0.25
Channel 2

P (p.u.)

U
 (

p.
u.

)

 

Fig. 8.4: Channel PV curves for WECC 9-bus system 
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Fig. 8.5: Channel QV curves for WECC 9-bus system 
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Fig. 8.6: Channel margins for WECC 9-bus system 

 

Fig. 8.7 compares the channel margins obtained from the SVD-based transformation with 

those of the CCT. As seen in this figure, the margins (especially the critical channel’s margin) 

obtained by both methods are the same. 
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Fig. 8.7: Comparison of channel margins obtained by the CCT and the SVD-based transformations (solid 

lines: CCT, dash lines: SVD-based transformation) 

 

The load and generator rankings obtained by the SVD-based transformation are also shown 

in Fig. 8.8 and Fig. 8.9. If we compare these results with those of the CCT illustrated in Fig. 4.1 

and Fig. 4.5, we will see that the rankings are exactly identical.  
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Fig. 8.8: Contribtions of load buses to the critical channel 
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Fig. 8.9: Contribtions of generator buses to the critical channel 

 

 IEEE 30-bus 

 

Fig. 8.10 and Fig. 8.11 show the top PV/QV curves for the IEEE 30-bus systems. As both of 

these figures show, channel 1 is the critical channel whose operating point goes very close to the 

nose point. Also, Fig. 8.12 compares the channel margins obtained by the SVD-based 

transformation and the CCT. According to this figure, the margins of critical channels are exactly 

the same.   
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Fig. 8.10: Channel PV curves for IEEE-30 bus system 
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Fig. 8.11: Channel QV curves for IEEE-30 bus system 
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Fig. 8.12: Comparison of channel margins obtained by the CCT and the SVD-based transformations 

(solid lines: CCT, dash lines: SVD-based transformation) 
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The load and generator rankings obtained by the SVD-based transformation are also shown 

in Fig. 8.13 and Fig. 8.14. If we compare these results with those of the CCT illustrated in 

chapter 4, we will see that the rankings are exactly identical.  
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Fig. 8.13: Contribtions of load buses to the critical channel 
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Fig. 8.14: Contribtions of generator buses to the critical channel 
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 IEEE 57-bus 

 
Fig. 8.15 and Fig. 8.16 show the PV/QV curve results for the IEEE 57-bus systems. As both 

of these figures show, channel 1 is the critical channel whose operating point goes very close to 

the nose point. Also, Fig. 8.17 compares the channel margins obtained by the SVD-based 

transformation and the CCT. According to this figure, the margins of critical channels are exactly 

the same.   
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Fig. 8.15: Channel PV curves 
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Fig. 8.16: Channel QV curves 
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Fig. 8.17: Comparison of channel margins obtained by the CCT and the SVD-based transformations 

(solid lines: CCT, dash lines: SVD-based transformation) 
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The load and generator rankings obtained by the SVD-based transformation are also shown 

in Fig. 8.18 and Fig. 8.19. If we compare these results with those of the CCT illustrated in 

chapter 4, we will see that the rankings are exactly identical.  
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Fig. 8.18: Contribtions of load buses to the critical channel 
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Fig. 8.19: Contribtions of generator buses to the critical channel 

 

 

The results reported above verify that the proposed SVD-based transformation can be 

successfully applied to voltage stability analysis. Comparison of the obtained results with those 

of the CCT show that the SVD-based transformation leads to the same margins for the critical 

channels, the same ranking for the loads, and the same ranking for the generators.   
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8.5 Conclusions 

 

The channel components transform which is an eigen-decomposition-based transformation 

showed many unique features in analyzing voltage stability in previous chapters. In this chapter, 

the difficulties which might be faced by CCT were discussed. The main difficulties include the 

non-existence difficulty and the robustness difficulty. These difficulties were discussed in detail. 

It was shown that using the singular value decomposition instead of the eigen-decomposition 

could help overcoming the difficulties. Therefore, a new transformation based on singular value 

decomposition was proposed. The proposed transformation was then applied to several test 

systems to analyze the voltage stability characteristics. The obtained results were compared to 

those of the CCT. The comparison showed that the SVD-based transformation leads to the same 

margins for the critical channels, the same ranking for the loads, and the same ranking for the 

generators. The implication is that the proposed SVD-based transformation can be successfully 

applied to voltage stability analysis. Since it does not face the non-existence and the robustness 

difficulties, the SVD-based transformation might be preferred instead of the original CCT.  
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Chapter 9: Conclusions and Future Work 

This chapter summarizes the main findings of the thesis and provides suggestions for 

extending and improving this research. 

 

9.1 Thesis Conclusions and Contributions 

 

In this thesis, a new framework called Channel Component Transform (CCT) has been 

proposed to analyze the behavior of complex power systems. The framework has been used to 

analyze one of the important problems in power systems i.e. power system voltage stability. Case 

studies show that the proposed method can indeed reveal new information about a power system 

and is a quite promising technique.  The overall results of the work can be summarized as 

follows. 

 

 The main feature of the CCT is that it can decouple a complex network into a set of 

decoupled single-source, single-branch and single-load networks called channel 

networks. The decoupled circuits are much easier to analyze and they can reveal 

insightful characteristics of a power system, such as the modes of voltage instability 

and paths of critical power flow. Similarly, if the variations of the transformed 

variables can be evaluated, one may be able to predict the complex behaviors of the 

actual network. 

 

 Using the proposed transformation, actual PV curves of a complex power network 

could be decomposed into channel PV curves. This is a promising feature since the 

channel PV curves can be easily derived from the channel circuits even in online 

applications. Channel PV curves can be used instead of actual PV curves for voltage 

stability analysis and monitoring. This is achieved by evaluating the criticality of 

each channel in that domain and finding the critical channel which is most 

responsible for the voltage collapse. Once the critical channel is found, the voltage 

stability analysis and monitoring can be performed by only analyzing and monitoring 

this channel. 
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 With the proposed transform, the PV curves can also be examined from the 

perspective of power-angle relationship in the channel domain. The results help one 

to gain improved understanding on the role of bus voltage angles in voltage collapse. 

Without the proposed transform, it is impossible to obtain any meaningful Pδ curves 

since there are many physical bus angles in an actual power system, and which bus 

angle differences need to be examined are difficult to determine.  

 

 The contributions of load buses to the critical channel can be calculated and used as 

an index to rank the load buses in terms of their impact on the voltage stability. 

Extensive case study results and comparisons with the already established methods 

have verified the performance of the proposed method. Identification of the critical 

buses can help us to establish some practical applications for the transform. For 

example, an online wide-area load shedding scheme based on the critical buses may 

be developed to prevent the voltage collapse 

 

 Using CCT, a technique has been proposed to identify the critical generators which 

have the highest impacts on the voltage collapse. The proposed technique is based on 

the contributions of generators to the critical channel. This could be a significant 

contribution since no such method has been proposed before. The generator ranking 

can be utilized for optimal reactive power planning which can lead to a valuable 

improvement in the system stability margin. 

 

 Based on the proposed CCT-based framework, a method has been proposed to 

identify the critical branch. The critical branch is the one which is more under 

pressure and as a result, limits the stability level of the system. The identification of 

the critical branch is very important because it can help the operator improve the 

stability of the system efficiently. As an example, series compensation devices such 

as TCSC can be installed in the critical line. 

 

 The CCT and all the associated methods proposed in this report have been applied to 

several standard test systems and an actual large system, the Alberta Integrated 

Electric System (AIES). The obtained results are very promising, indicating that the 

CCT-based voltage stability analysis can be very effective and practical. A CCT-

based software package has also been developed which works on PSSE platform. By 
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applying the software on the AIES, this thesis showed the effectiveness of the 

software in performing complete and detailed voltage stability analysis.  

 

 A procedure based on CCT was proposed for shunt compensation in order to 

increase the stability margin of the system. In the proposed procedure, the best 

location is chosen based on the bus ranking results. An initial estimation for the 

amount of the capacitor is then obtained according to the critical channel’s margin. 

The estimated value is then improved using an iterative method. The case study 

results verified the proposed method.  The results also showed that the estimated 

value is very close to the accurate value and as a result, the iterative method needs to 

be performed for only a couple of iterations. The proposed method was also 

extended to multi-location shunt compensation. 

 

 The proposed framework can be implemented for the online monitoring of voltage 

stability. For this purpose, a wide-area monitoring scheme has been presented in this 

thesis. The proposed scheme is based on the current technologies available in power 

systems. These technologies mainly consist of Phasor Measurements Units (PMUs), 

and Supervisory Control and Data Acquisition (SCADA). A methodology for 

optimal placement of PMUs has also been proposed in order to minimize the number 

of required PMUs and as a result make the implementation procedure more practical. 

 

 Despite all the unique features of the CCT, there might be some difficulties. The 

main difficulties which include the non-existence difficulty and the robustness 

difficulty were discussed in this thesis. Although these difficulties are not likely to 

happen, an alternative has been proposed to overcome these difficulties. For this 

purpose, a new transformation based on singular value decomposition was proposed. 

The proposed transformation was then applied to several test systems to analyze the 

voltage stability characteristics. The obtained results showed that the proposed SVD-

based transformation can be successfully applied to voltage stability analysis. 

 

9.2 Suggestion for Future Work 

 

Voltage stability analysis and monitoring is just one of the applications of the CCT. Indeed, 

the proposed transform and associated framework can lead to several other applications. As an 
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example of these applications, a reactive power planning strategy on the network side has been 

proposed in this thesis. The proposed strategy uses the critical channel information and bus 

ranking results to determine the location and amount of shunt compensations.  Some of the other 

potential applications seen at this stage could be as follows: 

 

 Optimal scheduling of generators (RPP on the generation side): Similar to the 

proposed procedure for RPP on the network side, an iterative procedure can be 

proposed. The suggested procedure is as follows: The conventional optimal power 

flow (OPF) is firstly performed. The generators’ contributions to the critical channel 

are also determined. These contributions are then used to define penalty factors for 

generators’ reactive powers. The active power dispatch obtained by OPF is kept 

fixed, and by using the penalty factors, OPF is performed again. New generators’ 

contributions and associated penalty factors are then calculated and OPF is 

performed again. This procedure is repeated until the required margin is achieved. 

 

 Optimal allocation of series compensation devices: The critical transmission lines 

identified by the proposed framework are the ones which more limit the stability of 

the system. They will be the best candidate for series compensation techniques. 

Therefore, the critical lines identified by CCT can be utilized to propose a practical 

method for optimal allocation of series compensation devices (such as TCSC) in 

order to improve voltage stability. 

 

 Effective load shedding schemes: Similar to the proposed procedure for the shunt 

compensation, an iterative algorithm can be proposed for optimal load shedding. The 

suggested algorithm could be as follows: The best location for load shedding is 

chosen based on the bus ranking results. An initial estimation for the amount of the 

load to be shed is then obtained according to the critical channel’s margin. The 

estimated value can then be improved using an iterative method. This can be 

repeated for next critical loads until the required margin criteria are met. 

 

 Establish a framework for angular stability analysis: Similar to the PV curve 

decomposition, the CCT can be applied to decompose Pδ curves. The Pδ curve 

decomposition for the purpose of voltage stability analysis has been conducted and 

presented in this thesis. The decomposition for the purpose of transient stability 

analysis could be done as well. For this purpose, the “multiphase” network model 



Chapter 9: Conclusions and Future Work 
 

 

 

 

179

shall be developed from the generator’s perspective. The corresponding network 

equation will be 

 G S GV KV ZI  (9.1)

 

where VG is the voltage of the generators excluding the swing one, and VS is the 

voltage of the swing generator. A transformation similar to the CCT with using the 

eigen-decomposition of the new Z matrix can then be applied and a transformed 

channel domain model, shown in Fig. 9.1, can be obtained. In this model, every 

circuit has a voltage source F acting as the infinite bus. Therefore, each channel 

circuit can be considered as an one-machine infinity bus (OMIB) system and its 

transient stability may be analyzed using the channel Pδ curves. There is no doubt 

that similar to the voltage stability analysis, a lot more research is needed to find the 

transient stability characteristics of a system in channel domain. 

 

 
Fig. 9.1: Channel domain representation for transient stability analysis 
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Appendix A. Load Models in Channel Domain 

 
If the channel loads are treated as constant power loads, the channel operating point might 

go beyond the nose of the associated channel PV curve while the system is still stable. Our 

extensive research has revealed that the phenomenon is caused by the coupling of loads in 

channel domain. This coupling was discussed in section 3.3.1 from the mathematic point of view 

and a channel load model consisting of a constant power and a constant current source was 

proposed in order to overcome this difficulty. A discussion is provided in this appendix to justify 

the proposed channel load representation from the system point of view. 

 

A.1 A discussion on the PV curve of a two-bus system 

 

In this section, the effect of load model on the voltage stability conditions is discussed first 

in a simple two-bus system shown in Fig. A.1.  

 

jX
E 0 V 

P jQ

 
Fig. A.1: A simple two-bus system 

 

For this system, the relationship between the voltage magnitude at the load bus and the load 

power is given as 

 
4 2 2 2 2 2[2( ) ] ( ) 0L L L LV V P R Q X E Z P Q        (A.1)

 

The above equation defines a curve in (P,V) plane which is known as the PV curve. On the 

other hand, one more equation can be written according to the load characteristics. For example, 

if the load is considered as a constant power load, we have 
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( )

( )
L con

L con

P k P

Q k Q




  (A.2)

 

where Pcon and Qcon are constants and k is an independent demand variable called scaling factor. 

 

If the load characteristic i.e. (A.2) is plotted in the (P,V) plane, it will intersect the PV curve 

at two points as shown in Fig. A.2. These points are two feasible solutions of a forth-order 

equation obtained by including (A.2) in (A.1). For a stable system, the upper side points (C1, and 

C2 in Fig. A.2) are the operating points of the system. Also, the system will be at the voltage 

collapse point if the load characteristic becomes tangent to system PV curve and two solutions 

coalesce in one point (Ccritical in Fig. A.2). According to Fig. A.2, if the load is a constant power 

load, Ccritical will be at the nose point of the PV curve. Therefore, for a constant power load, the 

operating point will never go beyond the nose point of the PV curve in a stable system.  

 

 

Fig. A.2: PV curve and load characteristic of a constant power load  

 

Now let’s consider that the load is not a constant power. For example, if we consider the 

load as a mixture of a constant power and a constant current load, the load characteristic will be  

 

( )

( )
L con

L con

P k P aV

Q k Q bV

 

 
  (A.3)

where a and b are constants and define the constant current part of the load. 

 

The previous system is considered again, but this time, the load is considered to be a mixture 

of a constant power and a constant current. If the load characteristic is plotted in the (P,V) plane, 

Fig. A.3 is obtained. According to this figure, the critical operating point lies beyond the nose 
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point of the PV curve. This indicates that the operating point of a stable system can be on the 

lower half-side of the PV curve. For example, C3 in Fig. A.3 which is beyond the nose point of 

the PV curve is a stable operating point of the system.  

 

 

Fig. A.3: PV curve and load characteristic of a load consisting 25% PQ and 75% constant current  

 

According to what was explained above, the following conclusion can be obtained from this 

discussion; If the load is considered as a constant power, the operating point of a stable system 

cannot lie beyond the nose point of the associated PV curve. However, if the load is not a 

constant power, the system operating point can lie beyond the nose point of the PV curve while 

the system is still stable. This conclusion gives us the idea that a similar phenomenon might 

happen in channel domain. In other words, channel loads might not be purely constant power 

loads and as a result the channel operating point can go beyond the nose point of the channel PV 

curve.  

 

A.2 Selection of a Proper Model for Channel Loads 

 

At the first step of the channel load modeling, a proper model should be chosen. For this 

purpose, a discussion on a simple system is conducted and according to the results, a model is 

chosen for the channel loads. 

 

A 3-generator, 3-load power system shown in Fig. A.4 (a) is considered as the case study. 

Note that we especially let Z12 = Z23 = Z13, and Z11 = Z22 = Z33. The resulting Thevenin [Z] matrix 

will have the following form: 
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[ ]
s m m

m s m

m m s

Z Z Z

Z Z Z Z

Z Z Z

 
   
  

 

 

where Zs and Zm can be obtained from the admittance matrix. One can see that this matrix is 

identical to that of a three-phase line (Fig. A.4 (b)). As a result, the symmetrical components 

transform can be used as a special case of the channel components transform. The channel 

domain is the sequence domain. The channel circuits are the 012 sequence circuits. 

 

 

 

'
1GV

'
2GV

'
3GV

 

(a) Three bus study system   (b) equivalent three‐phase representation 

Fig. A.4: 3-generator, 3-load system and its equivalent three-phase model. 

 

Furthermore, we assume that only bus 1 is loaded and there are no loads at the other load 

buses. This loading pattern essentially represents a single-phase short circuit situation, except 

that the short-circuit impedance is the bus 1 load.  Based on the SCT theory, the sequence 

(channel) circuits can be connected in series as shown in Fig. A.5 to compose the equivalent 

circuit diagram. 
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Fig. A.5: Equivalent channel circuit diagram 

 

The above circuit diagram shows the relationship between the actual system and the 

decoupled modal circuits. The maximum power transfer happens in physical domain when the 

load (ZL) gets the maximum power. According to Fig. A.5, this happens when the following 

condition is satisfied. 

 

L

0 1 2

3* Z
  =1

Z  Z  Z 
  (A.4)

 

Let’s consider an example. The impedances are considered as Z11 = Z22 = Z33 = 0.3j, and Z12 

= Z23 = Z13 = 0.45j. The generator voltages are considered as 0.945<6.07o, 0.612<22.38o, and 

0.565<36.11o. These voltages are kept constant and ZL in Fig. A.5 is decreased until it reaches 

the maximum power transfer. As a result, the PV curve of the load in Fig. A.5 will be as shown 

in Fig. A.6. Also, the associated channel PV curves are shown in Fig. A.7. 
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Fig. A.6: PV curve of the equivalent circuit shown in Fig. A.5 
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(a) zero sequence (channel 1) (b) positive sequence (channel 2) (c) negative sequence (channel 3) 

Fig. A.7: Channel PV curves  

 

According to Fig. A.6 and Fig. A.7, when the actual system is at its nose point, the operating 

point in channel 2 lies beyond its nose point. To investigate this phenomenon, let’s consider the 

channel equivalent circuits. Based on Fig. A.5, the channel circuit for channel 2 is as shown in 

Fig. A.8. 

 

Fig. A.8: Channel circuit for channel 2 (positive sequence) 

 

If the whole channel load shown in Fig. A.8 is treated as a PQ load, the maximum power 

transfer happens in the channel when, 

 

 L 0 2 0 2 1

1

3Z Z Z E E / I
 =1

Z

   

 

(A.5)

 

The real and imaginary parts of the impedances ZL, Z0, Z1, and Z2 are usually positive. 

Therefore, when the actual system is at the nose point i.e. Z ratio in Fig. A.5 is equal to one, Z 

ratio in (A.5) might be less than one only because of the term  0 2 1E E / I  . In other words, 

inclusion of the voltage sources in the channel load might make the operating point pass the nose 

of the channel PV curve. However, if the voltage sources are considered as what they really are, 
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and the rest of the load is treated as a PQ load, the channel PV curve will still be the same as Fig. 

A.7. But this time, according to what was explained before, being beyond the nose point does not 

mean that the channel is unstable. For example, if the load characteristic of channel 2 is plotted, 

Fig. A.9 is resulted. According to this figure, although the operating point is beyond the nose 

point, the channel is still in the stable region. 
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Fig. A.9: PV curve of channel 2 with the load characteristic 

 

The above discussion revealed that in each channel load, there might be a constant voltage 

source which comes from the voltage sources of the other channels i.e. coupling effect. This 

constant voltage source might have a significant influence on the placement of the channel 

operating point on the PV curve. Therefore, a method is required in order to obtain this constant 

voltage source so that its effect could be excluded from the channel load. 

 

On the other hand, when the physical load is considered as a constant impedance at each 

system operating point, the Thevenin equivalent of the channel load shown in Fig. A.8 can be 

replaced by the Norton equivalent which was used in Section 3.3.2. 

 

A.3 Verification of the Proposed Method for Channel Load Modeling 

 

The previous sections of this appendix have shown that the channel load can be modeled as 

a Thevenin (or Norton) equivalent circuit. In Section 3.3.2, a method were proposed to obtain the 

parameters of this equivalent circuit. Basically, there are two ways to verify the performance of 

the proposed method: 
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 Indirect verification  

In this approach, the proposed method is used and the CCT with the modeled channel loads 

is applied to different voltage stability studies. The comparison of the results with those of the 

standard methods can determine the effectiveness of the CCT-based strategy which also includes 

the proposed channel load modeling. This kind of verification has been done in the main body of 

this thesis. As discussed in detail, all the results including the critical load/generator/branch 

identification were verified by the standard methods. Although it was not presented in the thesis, 

not such good results could be obtained without using the channel load modeling. The 

implication is that the proposed channel load modeling has a reliable and acceptable performance 

and therefore, is good enough for the CCT-based studies. 

 

 Direct verification  

In this approach, the parameters of the channel loads should be estimated using another 

method and the results should be compared with those of the proposed method. For this purpose, 

a method similar to Thevenin circuit identification method [38] is used to identify the channel 

load parameters. 

 

In this method, the system loads are considered as constant impedances at each operating 

point and a Thevenin circuit for the channel load (as shown in Fig. A.10) is obtained which is 

associated with that operating point. 

 

 

Fig. A.10: Channel-domain circuit with the modeled load 

 

The aim is to calculate the model parameters (EC and ZC) for each channel and for each 

operating point. For each channel, at least two sets of data (U and J) are required. One set can be 

obtained from the system data when it is at the current operation condition. The second set of 
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data is obtained by applying a small change in the voltage source (F) of the associated channel 

while keeping the load side (EC and ZC) constant. As explained in the previous sub-section, EC is 

composed of the voltage sources of the other channels, and ZC is composed of the loads and 

channel impedances. Therefore, in order to keep EC and ZC constant, the voltage source of all 

other channels and the impedances of all system loads should be kept constant. In other words, a 

change should be applied in only and only the voltage source of the associated channel to obtain 

the second data set. For this purpose, a procedure is proposed in the following. 

 

Assume that modeling of the load for channel 1 is the aim. Therefore, the voltage source of 

channel 1 should be changed while those of the other channels are constant i.e. 

1_ 1 1

_ , 1

new

i new i

F F F

F F i

  

 
 

This requires changing the generator voltages. New generator voltages [Enew] are obtained 

by solving the following equation.   

 

 

1_1_

2 _2

_

......

  
  
   
  
  
    

newnew

new

m newn

EF

EF
C

EF

  (A.6)

 

Then, we consider the system loads as constant impedances and the new loads’ voltages 

[Vnew] and currents [Inew] are obtained by solving the following two equations simultaneously. 

 

[ ] [ ][ ] [ ][ ] new new newV K E Z I   (A.7)
[ ] [ ][ ]new L newV Z I   (A.8)

 

The transform is then applied on the obtained [Vnew], and [Inew] along with [Enew], and a new 

set of channel data Unew and Jnew is obtained. Using this new data set along with the one obtained 

based on the normal operating point of the system i.e. U and J, the channel load parameters ZC 

and EC are obtained by solving the following equation set. 

 

C C

new C new C

U Z J E

U Z J E

  


 
  (A.9)
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The EC obtained by the above procedure (verification method) can then be compared with 

the one obtained by the proposed method. As an example, the following figure shows this 

comparison for the WECC 9-bus system. Solid lines show the results obtained by the proposed 

method and dashed lines show the results obtained by the verification method. Note that we have 

three channels in this system. As seen in this figure, the results are very close to each other 

verifying the proposed method. 
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Fig. A.11: Comparison of EC obtained by the proposed method and by the verification method 
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Appendix B. A Discussion on the Critical Branch Identification 

A method was proposed and verified for the critical branch identification in this thesis. The 

proposed method uses the information obtained by the CCT i.e. the identified critical load and 

generator, finds the critical transmission path, and then finds the critical branch using the voltage 

phasors of the actual system. Although the proposed method was verified as an accurate and 

reliable method, one may wonder why a more direct CCT-based method is not used. For 

example, with respect to the success of generator/load contributions to the critical channel in 

identifying the critical generator/loads, one may expect that a similar contribution index can be 

defined to determine the impact of the branches in the critical channel.  In this respect, we 

expected that we could find the weak branches by examining the current or power flow pattern 

associated with the critical channel. We have conducted research on this subject and found out 

that this approach does not work. The aim of this appendix is to briefly present the concept, the 

methodology, and case study results regarding this approach.  

 

The equations to determine the power flow pattern associated with the critical channel are 

straight forward. We know that the nodal voltages can be obtained from channel voltages using 

the following equation. 

 

     1
V T U


  (B.1)

 

Assume that channel 1 is the critical channel, we can determine the nodal voltage 

component that belongs to channel 1 as follows: 
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  (B.2)

 

The same procedure can be applied to obtain voltage sources. Therefore, the voltage of all 

load buses VL and generator buses VG can be easily determined using the above procedure. On 



Appendix B: Discussion on the Critical Branch Identification 
 

 

 

 

197

the other hand, we obtained an equation for the voltage of network buses VN in terms of VL and 

VG in section 2.3 as follows. 

 
1 ( )N NN NG G NL LV Y Y V Y V     (B.3)

 

 Using the above equation and the obtained VL and VG, the voltage of network buses VN can 

be calculated. Therefore, the voltage of all buses would be available. It would be easy then to 

obtain the powerflow pattern of the system which corresponds to the critical channel.  

 

Once the power flow pattern associated with the critical channel is obtained, we can 

determine the critical branch. For this purpose, one of the following two methods can be used. 

 

 Normalized Voltage Drop (NVD): This method is somewhat similar to the critical 

channel identification presented in section 3.4. According to the discussions of 

section 3.4, the voltage drop in a single branch can indicate the stability level of the 

branch. The higher the voltage drop, the lower the stability level. The idea is to 

extend this concept to a multi branch system. In this approach, the critical branch is 

likely to have the highest normalized voltage drop among all the branches. 

Therefore, the NVD of each branch is calculated according to (B.4) and by using the 

obtained bus voltages which correspond to the critical channel. The branch which 

has the highest NVD should be the critical branch. 

 

cos
100

i j ij

ij
i

V V
NVD

V


    (B.4)

 

where Vi is the sending end voltage, Vj is the receiving end voltage, and δij is the phase angle 

difference between the sending-end and the receiving end. 

 

 Line Stability Index (FVSI): The line stability index or novel fast voltage stability 

index (FVSI) proposed in [77] is based on the concept of power flow in a single line. 

For a typical transmission line, the stability index is calculated by (B.5). This index 

should be calculated for all the branches by using the power flow pattern associated 

with the critical channel. The branches are then ranked based on the calculated 

indices. 
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2

2

4 j
ij

i

Z Q
FVSI

V X
   (B.5)

 

where Z is the line impedance, X is the line reactance, Qj is the reactive power flow at the 

receiving end and Vi is the sending end voltage. 

 

A 6-bus system shown in Fig. B.1 is considered as the first case study. The parameters of 

this system are provided in Tables B.1 and B.2. This system has 3 load buses, 3 generator buses, 

and no network bus. Therefore, it is very easily to obtain the power flow pattern of the system 

associated with the critical channel without any difficulty.  

 

 

Fig. B.1: a simple 6-bus system 

 

Table B.1: Branch data 

Branch No. From bus To bus R (p.u.) X (p.u.) 
1 1 2 0.1 0.2 
2 1 3 0.05 0.4 
3 1 4 0.05 0.3 
4 2 3 0.05 0.25 
5 2 5 0.1 0.3 
6 3 6 0.02 0.1 
7 4 5 0.01 0.2 
8 4 6 0.02 0.1 
9 5 6 0.05 0.3 
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Table B.2: Generator and load data 

Bus PG (p.u.) |VG| (p.u.) PL (p.u.) QL (p.u.) 

1 Slack bus 1.05 --- --- 

2 0.9 1.05 --- --- 

3 0.5 1.07 --- --- 

4 --- --- 0.8 0.7 

5 --- --- 0.7 0.2 

6 --- --- 1 0.5 

 

The CCT-based voltage stability analysis is applied first to this system. The results show 

that channel 1 is the critical channel in this system (see Fig. B.2). Therefore, the load/generator 

voltage components that belong to channel 1 should be calculated first. When the system is close 

to the nose point, the obtained voltages are as follows: 
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Fig. B.2: The channel PV curves for the simple case study 
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According to the above results, the voltage difference between generator 2 and generator 3 

are very high. This leads to a great amount of current and voltage drop on the line which 

connects these two buses i.e. line 4. So it seems that this line should be the critical one. This can 

be confirmed if the NVD and FVSI are calculated for the branches. Fig. B.3, and Fig. B.4 show 

the calculated NVD and FVSI, respectively. As these figures reveal, both methods lead to line 4 

as the critical line.  
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Fig. B.3: The NVD for the power flow pattern associated with the critical channel 
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Fig. B.4: The FVSI for the power flow pattern associated with the critical channel 

 

On the other hand, if the verification method (the sensitivity-based method) is applied to this 

system, Fig. B.5 is obtained. As clearly seen in this figure, line 4 is not the critical line. It does 

not even belong to the first three critical lines. This is totally reasonable because line 4 connects 
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a generator to another generator and it is not likely that such a line would be the critical one in a 

system. 
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Fig. B.5: Branch ranking obtained by the verification method 

 

The IEEE 30-bus system is considered as the next case study. Fig. B.6 and Fig. B.7 show the 

calculated NVD and FVSI, respectively. As these figures reveal, both methods lead to line 1 as 

the critical line. Again, line 1 is a line which connects a generator to another generator. 

Therefore, this result seems to be wrong at the first place. This can be confirmed by looking at 

the results of the verification method shown in Fig. B.8. As seen in this figure, line 1 does not 

belong to the first few critical lines in this system. 
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Fig. B.6: The NVD for the power flow pattern associated with the critical channel 



Appendix B: Discussion on the Critical Branch Identification 
 

 

 

 

202

0 5 10 15 20 25 30 35 40 45
0

50

100

150

Branch No.

C
ha

nn
el

 F
V

S
I

 

Fig. B.7: The FVSI for the power flow pattern associated with the critical channel 
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Fig. B.8: Branch ranking obtained by the verification method 

 

Several other test systems have also been considered as case studies. To save space, their 

results are not reported here. However, the conclusions of the results are all the same. The 

methods which directly use the power flow pattern associated with the critical channel cannot be 

used for the critical line identification. 

 

 


