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Abstract  

Understanding past and future responses of Arctic soil microbes to climate change is critical to 

an understanding of ecosystem function and climate change feedbacks; the goal of my thesis was 

to obtain a clearer understanding of these feedbacks. The remnants of the Pleistocene and early 

Holocene biota, including microorganisms, are preserved in the permafrost of Eastern Beringia, 

which could potentially show how soil microbes were shaped in Eastern Beringia by the ancient 

climate change that occurred at the end of the last ice age. However, contamination, low 

biomass, and physical complexity of permafrost samples create difficulties for molecular 

analyses. My results show that none of the widely used permafrost decontamination methods 

fully removed intentionally added biological tracer; hence, I introduced a novel method based on 

bleaching and scraping. Further, I showed that while permafrost chemical parameters and age did 

not affect decontamination, they influenced DNA extraction efficiency. I tested multiple widely 

used DNA extraction kits and modified one to acquire sufficient DNA from difficult permafrost 

samples. Using this optimized sampling and extraction protocol, I examined whether relict 

permafrost microbial communities provide a window into past soil microbial communities or 

not. Microbial community composition and soil chemistry at the Pleistocene-Holocene transition 

indicated that these parameters were stable until the climate system crossed a threshold, after 

which there was an abrupt shift to a new steady state. These findings may provide insights into 

possible future shifts in modern soils. I also examined the response of Arctic methanotrophs 

(microbes that use CH4 as their sole source of energy) to increases in temperature and active 

layer disturbance, which both parameters are going to be wide spread in Anthropocene. Soil 

disturbance had a more significant effect on methanotroph community structure than 

temperature. There was a strong linear relationship between CH4 oxidation rate and temperature; 
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furthermore, CH4 oxidation rates significantly increased in disturbed soils. The active 

methanotrophs shifted in response to temperature in undisturbed samples, but not in disturbed 

samples. The results of my thesis complement the previous studies regarding the carbon cycle in 

the fragile Arctic, and could lead to generation of effective strategies for better management of 

novel fragile ecosystems in a warmer world. 
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Supplementary Figure 4.6. Optimal number of clusters for the complete dataset was determined 

based on the “elbow method” by the aid of Gap statistics. A. Optimal number of clusters 

determined in undisturbed samples (DC5 and DC6) from the entire dataset and B. Optimal 

number of clusters determined in disturbed samples (DC 7 and DC8) from the entire dataset. The 

dash lines depict the optimum number of clusters. 

Supplementary Figure 4.7. Hierarchical trees of the undisturbed (DC5 and DC6) (A) and 

disturbed (DC7 and DC8) (B) active layer samples from the entire dataset. The distance matrix 

used was Manhattan, and the clustering was performed with the ward.d2 algorithm. The 

optimum number of clusters (in green for undisturbed samples and purple in disturbed samples) 

were determined based on the “elbow method” by the aid of Gap statistics (see Supplementary 

Figure 4.5 A, B). 

Supplementary Figure 4.8. A. NMDS biplot of the time zero samples. B. The “elbow method” 

used by the aid of Gap statistics for determining the number of optimum clusters and, C. 

hierarchical tree designed based on the distance matrix of Manhattan, and clustering based on 

ward.d2 algorithm. In figure (A) large gray ovals separate the undisturbed (DC5 and DC6) 

(depicted with filled black circles) samples from disturbed (DC7 and DC8) (depicted with open 

circles) samples based on Bray-Curtis dissimilarity matrix. Small circles in green (DC5 and 
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DC6) and purple (DC7 and DC8) separate the samples based on the optimum number of clusters 

based on the “elbow method” (determined based on C). In (B) the dashed line depicts the 

optimum number of clusters. In (C) the coloured boxes represent a cluster, which was 

determined based on (B). 

Supplementary Figure 4.9. The Gap statistics method used for evaluating the optimum number 

of clusters in the methanotroph dataset. The “elbow method” was used in order to cut the 

hierarchical trees (see Figure S9 A, B) of the methanotrophs dataset in undisturbed (DC5 and 

DC6) (A) and disturbed (DC7 and DC8) (B) active layer samples. 

Supplementary Figure 4.10. Hierarchical cluster trees of the methanotroph dataset in (A) 

undisturbed (DC5 and DC6), and (B) disturbed (DC7 and DC8) active layer samples. In figure, 

the coloured boxes represent a cluster which was determined based on Supplementary Figure 

4.8 A, B. 

Supplementary Figure 4.11. Venn diagrams of methanotroph dataset based on observed ASVs. 

Shared and unique ASVs between undisturbed (DC5 and DC6) and disturbed (DC7 and DC8) 

samples incubated at 22 oC (A), 4 oC (B) and 0 oC (C). 

Supplementary Figure 4.12. DESeq2 differential abundance analysis of the entire dataset (A) 

and methanotroph dataset (B) based on soil disturbance. In both figures coloured circles depict 

species that were differentially abundant (log2 fold change) between soil types (p < 0.01). In A, 

color of the circles shows the phylogenetic affiliation of a particular species to a phylum. 

Benjamini-Hochberg algorithm was used for controlling the false discovery rate of the analysis. 

Supplementary Figure 4.13. Relative abundance analysis of the entire database (A) undisturbed 

(DC5 and DC6) and (B) disturbed samples (DC7 and DC8) at phylum level. In A and B the 

orange bars show 0 oC, black bars 4 oC and green bars 22 oC samples. The “NA” group did not 

match any known phyla. 

Supplementary Figure 4.14. Relative abundance analysis of the methanotroph dataset (A) 

undisturbed (DC5 and DC6) and (B) disturbed (DC7 and DC8) samples at class level. In A and B 

the orange bars show 0 oC, black bars 4 oC and green bars 22 oC samples. 

Supplementary Figure 4.15. Relative abundance analysis of the methanotroph dataset (A) 

undisturbed (DC5 and DC6) and (B) disturbed (DC7 and DC8) samples at genus level. In A and 

B the orange bars show 0 oC, black bars 4 oC and green bars 22 oC samples. 

Supplementary Figure 4.16. The relative abundance of the strains detected in the heaviest 12C 

fractions of the composite undisturbed (DC5 and DC6) (A-C) and composite disturbed (DC7 and 

DC8) (D-F) samples incubated at 0 oC (A and D), 4 oC (B and E) and 22 oC (C and F). The group 

“Other” represents the composite relative abundance of the species with less than 4% abundance. 

Supplementary Figure 4.17. DNA density gradients of composite undisturbed (DC5 and DC6) 

(A-C) and disturbed (DC7 and DC8) (D-F) samples incubated at 0 oC (A and D), 4 oC (B and E) 

and 22 oC (C and F). 

 

  



1 
 

Chapter 1  

1.1. Climate change and Anthropocene  

 

This section intends to provide a general overview of the thesis background by introducing the readers to 

definitions of “climate change” and “Anthropocene”.  

 

Climate on Earth naturally changes from one season to another or from one geographical 

location to another, however, any significant changes in the mean state of the climate that 

persists for a long meaningful geological time scale is referred to as climate change (Kuria, 

2012). Climate change is a defining environmental crisis of our time (Kuria, 2012; Marques, 

2012). It is a growing crisis with a capacity to affect the phenology, physiology, and community 

structures of most life forms on Earth (Nunez et al., 2019; Pecl et al., 2017; Van der Putten, 

2012).  

 

Climate change is not a new concept to scientists because geological proxies (see section 1.4) 

around the globe and studies of the Earth’s rotation around its axis demonstrate signs of major 

climatic oscillations throughout the Earth’s history (see sections 1.3 and 1.4). For example, the 

Earth’s orbital cycles around the sun and the effect of the eccentricity (a parameter that 

determines the amount of deviation from the orbiting pattern) of Jupiter’s orbit, all could trigger 

major forcing on Earth’s climate and shift climate in and out of ice age conditions (Milankovitch 

cycles) (Paillard, 2001; Rahmstorf, 2002; Spiegel et al., 2010). Milankovitch cycles are very 

slow and gradual; as a result, their effects on climate are only noticeable over thousands of years 

(Paillard, 2001; Rahmstorf, 2002; Thomson, 1995) (for more information see section 1.3). 

Milankovitch cycles play a key role in Earth’s long-term climate (Bennett, 1990). For example, 
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at the Last Glaciation Maximum (LGM; ~31 kyr - ~16 kyr ) (see section 1.3) the continental 

surface temperatures were 40-2.5 oC cooler than today (depending on the geographical location) 

(Bennett, 1990).  

 

Another example of proxy records that hint at past climate changes is the volcanic deposits 

(tephra ash grains; see section 1.4) of North Island of New Zealand and the adjacent ocean 

basins, which demonstrate that the oceans of the ice age were very poorly mixed and ventilated. 

However, at the end of the Pleistocene epoch (see section 1.3) the strength of oceanic ventilation 

increased (Sikes et al., 2000; Toggweiler & Russell, 2008). This increase in ocean ventilation has 

been hypothesized to have released large quantities of carbon dioxide (CO2) to the atmosphere 

and helped to terminate the last age by shifting the global climate to Holocene conditions (The 

current geological epoch) (Sikes et al., 2000; Toggweiler & Russell, 2008).  

 

Most of our knowledge of the Earth’s past 800 kyr of climatic conditions has been obtained from 

the ice cores of Greenland and Antarctica (Alley, 2000; Cuffey & Clow, 1997; Vinther et al., 

2009). Analysis of these ice cores demonstrates a strong linear relationship between an increase 

in greenhouse gases (in particular CO2) and an increase in atmospheric temperature (Alley, 2000; 

Cuffey & Clow, 1997; Elsig et al., 2009; Vinther et al., 2009). Through paleoclimatological 

construction of these ice cores, scientists have noticed a significant increase in atmospheric CO2 

levels since the industrial revolution (from ~280 ppmv (parts per million by volume) to ~368 

ppmv at present) (Monnin et al., 2001). Amongst all major greenhouse gases in atmosphere, CO2 

dominates total forcing with 2.076 Wm-2 followed by CH4 with 0.156 Wm-2 and N2O with 0.202 

Wm-2 respectively (Butler & Montzka, 2016). The greenhouse gas effect of CO2 was originally 
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identified by Tyndall in 1861 and it is widely reported as the most important greenhouse gas 

generated due to human activities since the industrial revolution (Lewis & Maslin, 2015; 

Retallack, 2002). Human’s insatiable need for energy since the industrial revolution has resulted 

in increased use of coal, oil, and gas, collectively known as fossil fuels. Fossil fuels are long term 

storage of organic carbon and have a biological origin, which are derived from the buried ancient 

biota of Cenozoic (~10 million years ago) and Mesozoic (~180 million years ago) eras—burning 

them return the sequestered carbon mainly in the form of CO2 to the atmosphere (Berner, 2003).  

 

Greenhouse gases have high potential in trapping the Sun’s energy, which could lead to 

reduction in the Earth’s albedo (Cao, 2003). The Earth’s albedo is a fundamental parameter of 

the global energy balance, thus decrease or increase in global albedo could have major 

consequences on Earth’s climate (Wielicki et al., 2005). Major greenhouse gases with high 

potential in influencing the Earth’s albedo include CO2, which is the by-product of complete 

combustion, and carbon monoxide (CO), nitrogen oxide (NOx), sulfur dioxide (SO2), water vapor 

(H2O) and methane (CH4), which are either by-products of incomplete combustion or products of 

biological activities (Heilig, 1994; Ramanathan & Feng, 2009).  

 

CH4 is second to CO2, which is biologically produced by methanogens (see sections 1.5, 1.6, 1.7 

and chapter 5) in shallow anoxic subsurface systems. It can also be naturally present in deep 

geological strata. On a time, scale of 100 years, CH4 has heat-trapping potential per molecule 

that is 34 × higher than CO2 (IPCC 2007) (Arthur & Cole, 2014). In addition to the combustion 

of fossil fuels, other human activities such as habitat degradation, disturbance of natural 

ecosystems, nutrient loading, and overexploitation of biological resources have directly 
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amplified climate change and still continue to amplify it (Ballhausen et al., 2020; Cao, 2003; 

Leadley, 2010; Zimov et al., 2006). Such human activates are permanently disturbing the Earth 

systems to a point of no return to the prior state (tipping point/ecological threshold hypothesis; 

see below), thus, it has led scientists to suggest the beginning of a new geological epoch, the 

Anthropocene (Johnson, 2013; Lewis & Maslin, 2015). There is no consensus agreement among 

scientists exactly when the Anthropocene began, but its signs are observable in geological proxy 

records (such as traces of fire fossil charcoal, agriculture and overkill of some species) and will 

be observable for millions of years into the future (Zalasiewicz & Freedman, 2009).  

 

Some noticeable features of the Anthropocene, which differentiates this epoch from other late 

Quaternary epochs include drastic changes in nitrogen cycle due to overuse of ammonia-based 

fertilizers (not seen since 2.5 Gy (giga annum/billion years ago)) (Canfield et al., 2010), 

substantial increase in concertation of the greenhouse (to a level not seen for at least several Myr 

(million years ago)) (Stocker et al., 2013a), substantial increase in ocean water acidity (not seen 

since 300 Myr) (Broadgate et al., 2013), and mass-scale selective species extinction directly 

linked to human activities (100 -1000 × higher than natural scale) (Barnosky et al., 2011). As a 

result scientists believe that all these observations match with the criteria for recognizing a shift 

in an epoch, which strongly suggests that we no longer live in the Holocene (Palumbi, 2001; 

Zalasiewicz & Freedman, 2009). Some scientists propose that the Holocene-Anthropocene 

transition occurred at the end of the LGM, some propose the industrial revolution, some the 

1960s, and others that we are currently experiencing it now (Lewis & Maslin, 2015).  
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Climate change and Earth’s biodiversity are deeply interconnected (Ho, 2010; Nunez et al., 

2019). Biodiversity forecast models show that climate change could have abrupt and catastrophic 

effects on Earth’s life forms if permanent changes in the climate system crosses an ecosystem 

threshold. The crossing of the threshold, also known as a tipping point, would drastically 

reorganize ecosystems and lead to species extinctions and loss of biomes or irreversible 

alteration in ecosystem function with unknown consequences (Alley et al., 2003; Leadley, 2010; 

Scheffer et al., 2001; Trisos et al., 2020).  

 

The relationship between climate change and loss of organisms and biomes has been very well 

documented and publicized; however, microorganisms, particularly those in the soil, are 

generally overlooked and not discussed in the context of climate change, global process models, 

or policy development (Allison & Martiny, 2008; Cavicchioli et al., 2019). Relatively little is 

known about the effect of climate change on microbial community structure or metabolic activity 

(Classen et al., 2015). Soil microorganisms are an essential player in ecosystem functioning and 

because of their vital role, they have been termed by Cavicchioli and colleagues as “the life 

support system of the biosphere” (Cavicchioli et al., 2019; Cavigelli & Robertson, 2000; Classen 

et al., 2015; Fatima et al., 2014; Fierer & Schimel, 2002; Gulledge & Schimel, 1998; Lundquist 

et al., 1999). 

 

Previous studies investigated the relationship between changes in soil microbial community and 

increase in temperature; however, these studies have failed to produce a consensus result (Biasi 

et al., 2008; Lamb et al., 2011; Rinnan et al., 2007) (for more information see section 1.2). For 

example, some studies demonstrated that microbial community structure changes in parallel to 
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changes in soil physicochemical parameters (Lamb et al., 2011). As a result, it is important to 

disentangle the effect of soil physicochemical parameters and temperature on microbial 

community structure.  

 

However, as mentioned above this is not the first time the Earth is experiencing rapid global 

climate change. The most recent major shift in climatic conditions occurred ~10 kyr, at the 

Pleistocene-Holocene transition, which coincided with the glacial retreat, change in plant 

community composition, and disappearance of the ancient megafauna (Hoffecker et al., 2014; 

Lacelle et al., 2019; Sandom et al., 2014). The remnants of this ancient biota in the form of intact 

fossils, ancient DNA, pollen and even viable soil microorganisms are well-preserved in 

permafrost, particularly that of un-glaciated eastern Beringia (D’Costa et al., 2011; Froese et al., 

2009b; Gaglioti et al., 2016; Haile et al., 2009; Lorenzen et al., 2011; Opel et al., 2018; Peteet, 

2000; Porter et al., 2019; Shapiro & Cooper, 2003; Willerslev et al., 2014; Zazula et al., 2003a; 

Zazula et al., 2007). At the end of the Pleistocene epoch, Beringia encompassed Eastern 

unglaciated Siberia, Alaska, and westernmost Northwest Canada and was located between the 

colossal Laurentide and Scandinavian ice sheets (Strauss et al., 2017). Since no major climate 

shifts similar in scale to Pleistocene-Holocene have occurred after the most recent epoch 

transiting, the permafrost of Beringia has remained intact and is an archive of the direct effects of 

the most recent global climate change e.g. (Mackelprang et al., 2017; Willerslev et al., 2003). 

Permafrost in general is protected from the influence of the atmosphere, plants, animals, and 

even microbes in the surrounding unfrozen soil (Ponder et al., 2004; Willerslev et al., 2003) (for 

more information see sections 1.2, 1.3, and 1.4). Hence, permafrost that was deposited across the 

Pleistocene-Holocene could provide a snapshot of microbes that formed under two different 
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climatic conditions, e.g. (Burkert et al., 2019). However, obtaining clean samples devoid of 

environmental contaminants from a low biomass sample like permafrost is very challenging and 

requires rigorous authentication processes. Currently, effective DNA extraction and 

contamination monitoring protocols are missing in the field of permafrost microbiology (for 

more information see chapter 2). 

 

By using Eastern Beringian permafrost and active layer microbial communities as a model, my 

Ph.D. thesis focuses on the following questions: 1) “how confident are we that the DNA 

extracted from permafrost is truly representing the ancient microbes and not contaminating 

contemporary microbes?” 2) “what was the impact of abrupt climate change at Pleistocene-

Holocene transition on soil microorganisms?” and; 3) “If we assume that modern climate change 

is analogous to the Pleistocene-Holocene transition, how will disturbance of the active layer soil 

along with an increase in temperature shape active layer microbial community structure, and in 

particular, the methanotrophic community?” Methanotrophs are an important functional guild of 

microbes that are capable of acting as natural bio filters by consuming CH4 as their sole source 

of energy (for more information see section 1.7 and chapter 4). To answer these questions, I 

investigated the microbial community structure of Eastern Beringian permafrost that formed at 

the time of the Pleistocene-Holocene transition. The relict microbial DNA (DNA preserved in 

late Pleistocene aged permafrost; see chapter 3) can provide important insight into how the 

microbial community was structured in a colder world. Concurrently, live members of the 

microbial community found in early Holocene aged permafrost can demonstrate how the extant 

community responds to changing soil physicochemical parameters within permafrost. 
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In order to understand how the entire microbial community and less-studied methanotrophs 

might respond to the future climate change (Holocene-Anthropocene), I compared both the entire 

microbial community and the methanotrophic community structure from a disturbed active layer 

site with methanotrophs and with microbial communities found in an undisturbed site in Eastern 

Beringia. Active layer overlays the permafrost table and undergoes seasonal freeze and thaw 

cycles (Hinzman et al., 1991). Samples were incubated at a series of below and above sub-zero 

temperatures to study the relationship between changes in CH4 oxidation rates, and active layer 

soil disturbance. Subsequently, DNA Stable Isotope Probing (SIP) was employed to see how the 

active members of the methanotrophic community responded to drastic changes in temperature 

and disturbance. 

 

The overall goal of this thesis project is to further the science of microbial ecology in the context 

of climate change and aid to fulfill one of the major goals of environmental microbiology, which 

is predicting microbial community dynamics in complex environments. Finally, this thesis 

attempts to answer the bigger question of “what is the effect of climate change on soil 

microbes?” Studies such as this project are important because, although soil microorganisms 

show high metabolic capacity/flexibility, rapid growth rate, and high abundance, they have been 

shown to be sensitive to climate change-driven disturbances (Fenchel & Finlay, 2004). Hence, to 

create an environmentally sustainable future in a warmer world it is pivotal to consider the 

microscopic portion of the Earth’s biosphere and its community composition in the climate 

models. 
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1.2. Drivers of soil microbial community structure and soil warming experiments   
 

 

The objectives of this section are to introduce the reader to 1) ecological parameters that shape the soil 

microbial community structure, 2) describe the potential pitfalls associated with the soil warming 

experiments, and 3) why the archival capacity of permafrost could help us to circumvent most of the issues 

associated with soil warming experiments.   

 

Since soil microbes are essential in ecosystem functioning it is important to consider their 

ecological dynamics in the context of climate change. To achieve this, a clear understanding of 

the climate-based and soil physicochemical (edaphic) based parameters that shape the microbial 

community structure is required. This knowledge is important because any disturbances that 

could change these parameters could ultimately cause a shift in soil microbial community 

composition or metabolic rates, which could subsequently affect dynamics of carbon 

degradation, carbon feedback rate to the atmosphere and in general soil processes and ecosystem 

services (Allison & Martiny, 2008; Balser & Firestone, 2005; Cavigelli & Robertson, 2000; 

Fierer & Schimel, 2002; Frey et al., 2013; Gulledge & Schimel, 1998; Johnson et al., 2007; 

Lundquist et al., 1999; Schimel et al., 1999; Waldrop & Firestone, 2004).  

 

Factors that influence the soil microorganisms’ temporal dynamics in a local community have 

been recently broadly classified into historical contingencies, internal dynamics (previously 

known as autogenic succession), and external forcing factors (previously known as allogenic 

succession), which all are interconnected (Stegen et al., 2018). The historical contingency has 

been defined as “constraints on microbial responses created by prior conditions that result in 

aggregate functional responses to environmental change dependent on either previous biota or 



10 
 

environments” (Hawkes & Keitt, 2015). In other words, the community is structured by the 

history of the environment. Hence, if the community was shaped by certain parameters in the 

past, it is more likely to have residual members that are resistant to a similar disturbance in the 

future (Fierer & Schimel, 2002; Gulledge & Schimel, 1998; Lundquist et al., 1999; Stegen et al., 

2018).  

 

Internal dynamics are a combination of processes associated with intraspecific and interspecific 

species interactions. These dynamics are important for maintaining stable communities and 

changes in internal dynamics can result in a change in community composition and structure. 

(Kampichler et al., 1998; Kowalchuk et al., 2002; Ringelberg et al., 1997; Stegen et al., 2018). 

Although multiple factors have been recognized to influence the internal dynamics of the 

microbial populations, resource depletion followed by competition seems to be the most 

common factor (Hawkes & Keitt, 2015).  

 

External forcing factors are abiotic stochastic (random disturbances) or deterministic factors 

(selection pressures) that shape the community structure by selecting species within a community 

that are able to cope with these factors imposed by the environment (Binu et al., 2018; Chave, 

2004; Cody, 2002; Stegen et al., 2018; Wang et al., 2013). These forcing factors are also known 

as environmental filters, which control the spatial patterns of microbial communities. 

 

In soil environments, the deterministic selection pressures are mainly climate-driven or soil 

edaphic-driven, which both act concurrently in shaping the microbial community structure 

(Chase & Myers, 2011; Langenheder & Székely, 2011; Stegen et al., 2013; Zhou et al., 2014), 
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although their influence on microbial community changes from one system to another (Chisholm 

& Pacala, 2011; Dini-Andreote et al., 2015; Evans et al., 2017). For example, in comparison to 

aquatic systems, soils are generally heterogeneous, hence microbes in soil systems are under 

constant pressure by numerous environmental filters that might not be present in the aquatic 

systems (Ettema & Wardle, 2002; Zhou et al., 2002). Although there are numerous climate-

driven parameters that influence the microbial community structure, two important ones are 

temperature and moisture content of the soil (Hutchins et al., 2019; Waldrop & Firestone, 2006). 

In many terrestrial environments, low temperature has been highlighted as a limiting factor for 

microbial degradation of organic carbon material (Hutchins et al., 2019; Waldrop & Firestone, 

2006). Earth is a cold planet with ~85% of the biosphere permanently exposed to low 

temperatures (< 5 oC), with a mean annual temperature of 15 oC (Rampelotto, 2014; Trotsenko & 

Khmelenina, 2005), which makes degradation of complex recalcitrant compounds in soil 

difficult for microbes (Davidson & Janssens, 2006). In general, the vulnerability of soil organic 

material to temperature and increased microbial decomposition is dependent on the chemical and 

physical properties of these materials (Abbott et al., 2014; Schädel et al., 2014; Tanski et al., 

2017). The temperature sensitivity of organic matter degradation has been studied extensively in 

soils, demonstrating that increasing temperature has a linear relation with increase in the 

microbial degradation rate of recalcitrant organic matter, e.g. (Davidson & Trumbore; Davidson 

& Janssens, 2006). To better understand this relationship soil microbiologists rely on the 

Arrhenius equation. The Arrhenius equation (k=Ae-Ea/RT) measures the temperature dependence 

of reaction rates (Logan, 1982). In the formula: k = rate constant, A = pre-exponential factor, Ea 

= activation energy, R = universal gas constant, and T = temperature (Logan, 1982). According 

to the Arrhenius equation, the k of a reaction (“a coefficient of proportionality directly related to 
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the rate of a chemical reaction at a given temperature to the concentration of reactant”) increases 

exponentially when Ea decreases. Because the rate of a reaction is directly proportional to the k 

value of a reaction, the rate increases exponentially as well. Hence, a reaction with a small Ea 

only requires a very small amount of energy to reach the transition state, and as a result should 

proceed faster than a reaction with a larger Ea (Logan, 1982). 

 

In general, more complex substrates have a higher Ea and high temperature sensitivity in 

comparison to simple compounds (Davidson & Janssens, 2006). As a result, it could be 

understood that the lability of a substrate can be defined by the change in the Ea needed in order 

for the degradation to take place. The more recalcitrant the compound, the higher its Ea, 

according to the Arrhenius equation higher its temperature sensitivity to microbial degradation 

(Davidson & Trumbore; DavidsonEA, 2006; Sierra, 2012). Thus, in general microbes tend to 

utilize organic carbon that has a lower molecular weight, which contains a higher C:H ratio 

(more aliphatic), and lower O:C ratio (less oxidized) (Sun et al., 1997; Vallino et al., 1996). 

However, some studies disagree that increased temperature enhances the degradation of soil 

organic material, e.g. (Wei et al., 2014). They highlight this fact that this observation is only true 

in a short term and they argue that soil microbial community structure shift in response to 

increased temperature and the degradation rates depends on the new community members’ 

ability in degrading these organic materials, hence the underlying mechanisms are not clear 

(Conant et al., 2011; Crowther & Bradford, 2013; Hartley & Ineson, 2008). Some scientists also 

argue that the Arrhenius equation might not be applicable to the soil environment, because soil 

contains a large number of organic compounds with differing molecular structure and 
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complexity. Thus, the heterogeneity of soils results in  unique inherent kinetic properties 

(Davidson & Janssens, 2006).  

 

Like all microbially-mediated reactions, water is required for organic carbon degradation and the 

amount of water in the soil could drastically alter the microbial community structure and carbon 

feedback to the atmosphere (Davidson & Janssens, 2006; Li et al., 2012; Wang et al., 2010). 

Microbes consistently responded to soil wetting events by increased expression of pathways 

involved in the production of a variety of sugars and osmolytes (Chowdhury et al., 2019). In 

contrast, reduced soil water content negatively affects enzymes that are involved in carbon 

cycling, such as beta-glucosidase and aminopeptidase, or those involved in nutrient cycling, such 

as phosphatase and arylsulfatase (Bouskill et al., 2016; Hinojosa et al., 2016; McHale et al., 

2005; McKew et al., 2011). However, some enzymes involved in carbon metabolism such as 

cellobiohydrolase, N-acetylglucosaminidase, and xylanase could significantly increase under 

drying scenarios (Bouskill et al., 2016). Soil water content controls the osmotic status of the cells 

and the availability of substrates for microbes by affecting the diffusion rate of nutrients (Kieft et 

al., 1993; Konings et al., 2002; Potts, 1994). Hence, the moisture content of the soil plays a key 

role in shaping the microbial community structure and their metabolic responses to climate 

change. 

Flooding of the soil reduces the diffusion of the oxygen into deeper soil layers and causes a shift 

from aerobic to anaerobic conditions (Davidson & Janssens, 2006). Anaerobic conditions are 

conducive to methanogenesis (Wagner, 2017). This phenomenon is more important in 

permafrost affected regions of the northern hemisphere, because it has been predicted that the 

permafrost of this region is going to substantially thaw in near future due to increased 
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atmospheric temperatures resulting from anthropogenic climate change (see chapter 4 for more 

details). For example, the Community Climate System Model (version 3.0) has predicted that of 

the approximately 10.5 million km2 of the near-surface permafrost, only 1 million km2 will 

remain in Anthropocene (Lawrence & Slater, 2005).   

 

The physical and chemical aspects of soil, collectively known as edaphic parameters, have a 

substantial influence on the alpha, beta, and functional diversity of soil microbes (Deng et al., 

2015; Docherty et al., 2015; Papke & Ward, 2004; Waldrop & Firestone, 2006). Scientists 

believe that Microbial community structure and diversity are under the direct control of the soil 

edaphic parameters around the globe, unlike higher trophic life forms, whose diversity is 

dependent on geographical location (e.g. their diversity decreases from the equator to the higher 

latitudes) (Falge et al., 2002; Fierer et al., 2011; Fisher, 1936; Hackl et al., 2004; King et al., 

2010; Lauber et al., 2009a; Prevost-Boure et al., 2014). For example, soil physical properties, 

such as particle size distribution, aggregate size, and porosity, profoundly influence water 

holding capacity, nutrient retention, nutrient availability, drainage, and leaching in soils (Brady 

et al., 2008; Wei et al., 2018). Soil texture influences the microbial enzymatic activity; a 

decrease in the size of the soil particles was associated with an increase in enzymatic activity 

(Waldrop & Firestone, 2006).  

 

Among all soil edaphic parameters, soil pH showed the strongest regulatory effect on microbial 

community structure and enzymatic activities across various landscapes and it is a key index of 

soil properties (Downie & Taskey, 1997; Kandeler et al., 1998; Razanamalala et al., 2018; 

Slessarev et al., 2016; Stark et al., 2014; Zhang et al., 2019). One known mechanism that 
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controls the soil pH is change in the ratio of two secondary minerals of CaCO3 (calcite) and 

Al(OH)3 (gibbsite) (Slessarev et al., 2016). Both calcite and gibbsite act like proton sponges in 

the soil, by dissolving in the water they absorb the protons from the soil matrix and release them 

when they precipitate due to lack of water, buffering soil pH (Chadwick & Chorover, 2001; Van 

Breemen et al., 1983). Local studies have shown that in soils where evaporation is higher than 

precipitation, leaching rates are low, hence it allows calcium ions (Ca2+) to accumulate and result 

in the formation of calcite, which increases the soil pH to the alkaline end of the spectrum (near 

pH 8.5) (Jenny, 1994). Conversely, in soils where precipitation is higher than evaporation, the 

excess water in the soil removes calcium ions and allows the aluminum ions (Al3+) to accumulate 

and result in the formation of gibbsite decreasing the soil pH to the acidic end of the spectrum 

(near pH 5.1) (Jenny, 1994). In general soils with neutral pH are uncommon in the terrestrial 

environments and are either acidic, which are rich in trace elements such as Ba and Pb, or basic, 

which are rich in elements such Co, Ni, Zn and Cr in comparison to acidic soils (Brady et al., 

2008; Vitousek et al., 2004; West, 1981). Trace elements such as Cu, Mn, B, Mo and Se are 

somewhat evenly distributed between acidic and basic soils worldwide (West, 1981). 

 

Another common mechanism involved in the buffering of the soil pH is the decarboxylation of 

organic matter (Yan et al., 1996). When soil microorganisms degrade carbohydrates they release 

carboxylic groups to their environment via glycolytic pathway, decreasing the soil pH to the 

acidic end of the spectrum (Yan et al., 1996). On the other hand when the organic anions get 

decarboxylated in the citrate cycle an equivalent amount of protons is required, which results in 

the increase of the pH to the basic end of the spectrum (Yan et al., 1996). Other parameters such 
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as the underlying geological material (parent material) have also been seen to substantially 

influence the soil pH (Fabian et al., 2014; Reuter et al., 2008).  

 

Because of the strong influence of soil edaphic parameters on microbial community structure and 

function many scientists were motivated to understand the effect of climate change, in particular 

warming of the soil, on microbial community structure, resilience, resistance, organic carbon 

degradation rates, and rate of carbon feedback to the atmosphere (Ågren, 2010; Conant et al., 

2011; Docherty et al., 2015; Heimann & Reichstein, 2008; Hutchins et al., 2019; Melillo et al., 

2017; Waldrop & Firestone, 2006; Williams & Jackson, 2007). Results obtained from soil 

warming experiments have not presented a consistent pattern (Davidson & Janssens, 2006; 

Waldrop & Firestone, 2006), with some demonstrating a shift in microbial community 

composition in a short period of time (e.g. 3 years; (Yergeau et al., 2012)) and others no major 

directional shift in microbial community structure after a decade (e.g. 16 years; (Lamb et al., 

2011)).  

 

In general, in the initial phase of the soil warming experiments, soil respiration rate significantly 

increases in comparison to controls, but within 2-3 years this rate decreases and becomes similar 

to the controls (Eliasson et al., 2005; Luo et al., 2001; Melillo et al., 2002). This apparent 

physiological response in CO2 flux across biomes seems to be consistent, but the response of soil 

microbial community structure is not (DeAngelis et al., 2015). Few scenarios could possibly 

explain this observation.  
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Scenario 1: high resilience of soil microorganisms to disturbance. A disturbance is “any event 

that is relatively discrete in time and space that disrupts the structure of an ecosystem, 

community, or population, and changes resource availability or the physical environment” 

(Newman, 2019). Soil microbial communities show high stability in time and space, and drastic 

shifts in community structure are usually associated with major ecological and environmental 

disturbances (Baldrian et al., 2012; Griffiths & Philippot, 2013; Lauber et al., 2009b; Rousk et 

al., 2010; Shade et al., 2013). Soil warming experiments might not create enough disturbance for 

microbes to respond and they are able to gradually acclimate to moderate warming and the 

community resists shifts in composition (Allison & Martiny, 2008; Bradford et al., 2008; 

Metcalfe, 2017; Rousk et al., 2012). Thus, the duration of the soil warming experiments could 

also cause discrepancies between studies (Conant et al., 2011; Wang et al., 2006). For example, 

one to four years does not seem to be enough to observe significant changes in the soil microbial 

community structure in response to warming, e.g. (Biasi et al., 2008; Conant et al., 2011; 

Kuffner et al., 2012; Rousk et al., 2012; Zhang et al., 2014). Studies have shown that the 

microbial community members could acclaim to increased soil temperature, e.g. (Bradford et al., 

2010), meaning that microbes could still show high plasticity to increase in temperature as long 

as they can survive. In addition, the mean residence time of soil organic matter cycling is very 

slow in comparison to the duration of most soil warming experiments (Conant et al., 2011).  

 

Scenario 2: Another possibility is change in soil edaphic parameters (such as changes in the pH 

profile of the soil) accompanied by changes in microbial community structure (Docherty et al., 

2015). For example, Biasi and colleagues did not see a major change in soil microbial 

community structure in a course of 2 years of soil warming experiment. Inertia in the community 
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structure was correlated with inertia in soil edaphic parameters such as moisture content (Biasi et 

al., 2008). In contrast, Rinnan and colleagues demonstrated major alterations in microbial 

biomass accompanied by a significant change in water content at a higher temperatures (Rinnan 

et al., 2007). Such observations remain to be further tested with laboratory-based manipulation 

of the soil edaphic parameters accompanied by increase in temperature.  

 

Scenario 3: Some portion of the labile organic material in soil are encapsulated in aggregates of 

different size, which stabilizes the organic matter by protecting them from microbial enzymes 

(Goebel et al., 2009). After the initial phase of the experiment, the fast depletion of the labile and 

easy to access organic material, which microbes prefer over more recalcitrant compounds might 

explain the significant reduction in metabolic rates, e.g. (Eliasson et al., 2005; Hartley et al., 

2008). Shift in microbial community structure and reduction in biomass has also been observed 

in parallel with a reduction in microbial degradation rates and increased soil temperature (Frey et 

al., 2008; T. Weedon et al., 2012). The new dominant microbial community members that have 

been selected due to the experimental conditions may show different temperature dependencies 

and abilities in degrading the organic material in response to increased temperature (Luo, 2007).  

 

Scenario 4: Extracellular DNA released from the dead cells have been shown to be dominant in 

soil and could obscure estimates of soil microbial diversity (Carini et al., 2016; Nocker et al., 

2007). A study by the use of propidium monoazide a DNA intercalating agent, which could 

prevent the amplification of the extracellular DNA, demonstrated that 40% of the obtained DNA 

from both prokaryotic and eukaryotic microbes in soil were extracellular DAN (Carini et al., 

2016; Nocker et al., 2007). However, as long the species abundance distribution of the 
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extracellular and intact DNA pools are equivalent, it is less likely that the extracellular DNA 

could cause significant changes in estimates of microbial alpha diversity (Lennon et al., 2018).  

 

Such scenarios increase the complexity of microbial response to climate change and reduce the 

ability of the global climate models to predict future carbon dynamics from the biosphere to the 

atmosphere (Wei et al., 2014). The majority of global climate models do not consider the 

microbial response to climate change and only a hand full of models such as the Century Model 

(Parton et al., 1987), Multiple Element Limitation model (Rastetter et al., 1997), and Terrestrial 

Ecosystem Model (McGuire et al., 1993) consider microbial processes; however, these models 

do not account for shifts in the community composition (Allison & Martiny, 2008). One reason 

behind this shortcoming is the high complexity of ecosystem processes, and most notably 

microbial community members are too diverse to catalog and model (Allison & Martiny, 2008; 

Schmidt et al., 2011). In addition, there is still no clear connection between community structure 

and function. 

 

One environment that could help to study the relationship between climate change, soil edaphic 

parameters, and shifts in microbial community structure is permafrost. Permafrost is an example 

of an environment with a capacity to harbor relict DNA, as well as dead and viable 

microorganisms (Willerslev & Cooper, 2005; Willerslev et al., 2004b). In addition, permafrost is 

isolated from atmospheric inputs and modern root growth and soil microorganisms do not 

penetrate into the permafrost table, hence permafrost is a snapshot of the above ground and 

possibly below ground conditions of cold and warm periods that occurred during the Quaternary 

ice age (Ponder et al., 2004; Willerslev et al., 2003). Although permafrost is not able to directly 
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preserve the signs of the past climatic events, it does preserve proxy records, including preserved 

soil physicochemical parameters that formed in response to the past climatic oscillations. Soil 

physicochemical parameters are directly influenced by the climate, e.g. (Lawrence & 

Hornberger, 2007), hence, by studying changes in preserved soil edaphic parameters and 

microbial community structure that had formed at the Pleistocene-Holocene transition, we could 

observe how microbial community structure has formed over a long geological time period in 

response to above and below ground conditions. Chapter 3 of the current thesis will provide 

more information regarding the archival capacity of permafrost in preserving both soil edaphic 

parameters and microbial community structures across the Pleistocene-Holocene transition. The 

next section (section 1.3) delves deeper into the climatic conditions of the late Pleistocene and 

early Holocene epochs and also provides more information regarding the archival capacity of the 

Eastern Beringian permafrost that formed at the Pleistocene-Holocene transition. Section 1.4 

highlights the main findings in the literature that explains why the permafrost of Beringia is a 

snapshot of two different worlds. 
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1.3. The Quaternary ice age and the Pleistocene-Holocene transition 

 

This section intends to provide information about 1) the most recent climate change at the Pleistocene-

Holocene transition, which coincided with major reorganization in Earth’s systems, and 2) signs of this major 

climatic transition archived in an exceptional state in the permafrost of Eastern Beringia. 

 

The Anthropocene era is not the first time that the Earth has experienced rapid global climate 

change; multiple major climatic oscillations and glacial conditions periodically occurred during 

the 4.6 Gya BP (Before Present) history of the Earth (Gargaud et al., 2013; Macdonald et al., 

2010; Montañez & Poulsen, 2013; Tang & Chen, 2013). The most recent major climatic 

oscillations in Earth’s history began with the ending of the Neogene period and the beginning of 

the Quaternary, in which the Arctic ice cap became established and marked the beginning of 100 

kyr cycles of stadial (colder climate) and interstadial (warmer climate) periods (Gargaud et al., 

2013). According to the Milankovitch theory, variations in the Earth’s orbital pattern around the 

sun result in changes in the amount of solar radiation reaching the Earth, which in return strongly 

influences the climate and cause the stadial and interstadial cycles every 100 kyr (Gargaud et al., 

2013; Repenning & Brouwers, 1992). The stadial and interstadial cycles became more dramatic, 

frequent, and abrupt at the end of the Pleistocene epoch (Dokken et al., 2013).  

 

Oxygen isotopes (δ18O) (which are an important proxy for palaeoclimatological studies of a 

region) entrapped in Northern Greenland ice cores (known as NGRIP cores) drilled in 1999 

demonstrated that every 1-2 kyr, the mean annual temperature (MAT) abruptly (in less than 10 

years) rose by as much as 15-16.5 oC, which then persisted for 200-400 yr. At the end of these 

warm periods, the MAT cooled in a short period of 50-200 yr. The temperature then remained 
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cold for about 1 kyr. These cycles of abrupt climatic oscillation are known as Dansgaard-

Oeschger events (DO cycle/oscillation events) (Alley et al., 2003; Boers et al., 2018; Bond et al., 

1993; Dansgaard et al., 1993; Dokken et al., 2013) (Figure 1.1).  

 

 

 

 

 

 

 

 

 

 

Figure 1.1. Dansgaard-Oeschger climatic oscillation events (shown with blue numbers) assessed 

based on the preserved oxygen isotopes (δ18O) in Greenland ice cores (thousands of years before 

2000 A.D). In the figure, the horizontal orange line depicts the Marine Isotope Stages (MIS), 

LGM = last glaciation maximum, and BA/YD = Bølling-Allerød (interstadial)/Younger-Dryas 

(stadial) transition. MIS 1-14 (kyr), MIS 2-29 (kyr), MIS 3-57 (kyr), MIS 4-71 (kyr), MIS 5-130 

(kyr). The figure has been reprinted with permission from (Li & Born, 2019). 

 

It should be mentioned that the oxygen isotopes (δ18O) are a powerful tool for reconstructing the 

past climatic oscillations of a particular region (Bowen, 1991; Sklash et al., 1976). Water 

molecules with 16O isotope are much lighter than the water with 18O isotope, allowing it to 
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evaporate faster than the water molecules enriched with 18O isotopes. However, when water 

vapor condenses to form rain it is mainly enriched in 18O water, leaving a greater percentage of 

the 16O water molecule in the atmosphere. As 16O enriched water vapor travels toward the 

Earth’s pols/colder regions it freezes and forms glaciers or helps form permafrost mainly made 

of 16O isotopes and a small amount of 18O isotopes. The extent of the 16O enrichment and 18O 

depletion depends on how cold the atmospheric temperature is, because colder the temperature 

greater the loss of 18O isotopes (Bowen, 1991). This difference in 16O: 18O ratio in response to 

temperature allows indirect estimation of the climatic conditions of a region since the time of the 

glacial/permafrost deposition. 

 

In addition to these DO cycles, the Younger Dryas (12,800 yr BP) near glaciation event is 

another example of a very abrupt shift in global climate close to the Pleistocene-Holocene epoch 

transition (Alley et al., 2003; Rasmussen et al., 2006). The Earth’s MAT started to gradually 

increase after the LGM when colossal ice sheets started to retreat; however, a sharp decline in 

temperature terminated the warm Bølling/Allerød interstadial (last interstadial period before 

Holocene; ~14,700 yr BP) and initiated a cold near glacial condition known as the Younger 

Dryas (named after Dryas integrifoliao/octopetala, a type of Arctic alpine flowering plant) 

(Clark et al., 1993; Thiagarajan et al., 2014). The Younger Dryas abruptly ended ~11,550 yr BP 

after ~1,200 yr. The abrupt termination of the Younger Dryas marked the end of the cold 

Pleistocene epoch and the beginning of the warm, current Holocene epoch. During this 

transition, the MAT increased by 10 oC in just 10 yr (Wanner et al., 2011). One possible 

explanation regarding the sudden termination of the Younger Dryas is due to DO oscillation 

(Stocker, 2000); however, a recent climate model has highlighted ocean circulation, ice shelf and 
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sea ice interactions as another plausible cause for Younger Dryas termination and the 

amplification of the DO cycles (Boers et al., 2018).  

 

The Pleistocene-Holocene transition coincided with a series of major changes at both global and 

ecosystem levels, including human migration into North America, global mass extinction of 

large ice age mammals (also known as megafauna (animals > 45 kg body weight)), 

reorganization in plant communities, and accompanying changes in soil chemistry and 

sedimentation (Hoffecker et al., 2014; Lacelle et al., 2019; Sandom et al., 2014).  

 

Not only Pleistocene terminus coincided with major ecosystem changes it was also accompanied 

with rapid and extensive increase in global atmospheric CO2 and CH4. It is unclear why this 

occurred, although there are at least three hypotheses that attempt to explain it. The first 

hypothesis, known as the “thermokarst lake hypothesis” (permafrost thaw pond formation; see 

section 1.6), posits that at Pleistocene-Holocene transition, sudden extensive permafrost thaw, 

which affected 70% of permafrost deposits, caused a dramatic increase in atmospheric CH4 (30-

87% released to the atmosphere) and CO2 concentrations (Kanevskiy et al., 2014; Köhler et al., 

2014; Strauss et al., 2013; Walter et al., 2007). This pulse of greenhouse gasses was estimated to 

cause a net climate warming of +0.06 Wm-2, and may have played an important role in the 

termination of the Pleistocene epoch (Anthony et al., 2014). The second hypothesis, known as 

the “wetland hypothesis” (Chappellaz et al., 1993; MacDonald et al., 2006; Smith et al., 2004), 

proposes that widespread wetland/peatland establishment in lower latitudes led to increases in 

methanogenic activity. This hypothesis is different than the “thermokarst lake hypothesis” 

because the mechanism of CH4 released from the thaw ponds is mainly via ebullition (CH4 
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trapped in bubbles), which is now recognized as one of the major routes of CH4 escaping to the 

atmosphere (see below) (Walter et al., 2007; Walter et al., 2006). The third hypothesis, is known 

as the “clathrate gun hypothesis”(Kennett et al., 2000), which states that CH4 entrapped in 

oceanic clathrates was periodically destabilized and released to the atmosphere (Kennett et al., 

2000). CH4 clathrates are crystalline structures with CH4 gas entrapped inside them, which are 

primarily found in permafrost and marine sediments (Kvenvolden, 1993; Buffett, 2000). 

However, the plausibility of this hypothesis has been challenged in several studies (Cannariato & 

Stott, 2004; Maslin et al., 2004). For example, one study demonstrated that the “clathrate gun 

hypothesis” is unable to explain the DO oscillations (Maslin et al., 2004) and it has also been 

suggested that the foraminiferal (single cell Eukaryotes) δ13C records acquired from the Santa 

Barbara Basin sediments, which were used for proposing this hypothesis, might have been 

contaminated (Cannariato & Stott, 2004).  

 

While Pleistocene-Holocene transition occurred recently enough that records are preserved 

around the globe, they are particularly well preserved in the Beringian region (Barnes et al., 

2002; Froese et al., 2009b). In 1930, Eric Hultén, while investigating the distribution of the shrub 

tundra community around the Bering Strait (65o 40ˈ N of the Arctic Circle), proposed the 

possible existence of an ice-free refugium. This region was not impacted by glaciation and 

deglaciation of North American continental ice sheets during the stadial and interstadial events 

(Froese et al., 2009b; Hoffecker et al., 2014). This region, which he termed Beringia, 

encompassed Eastern unglaciated Siberia, Alaska, and westernmost Northwest Canada and was 

located between the colossal Laurentide and Scandinavian ice sheets (Strauss et al., 2017).  
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The main reason for Beringia remaining ice-free under the glacier conditions was because of the 

rain shadow effect caused by the St. Elias Mountain of western Canada, Alaska Range and 

Wrangell Mountains of southern Alaska (Froese et al., 2000a; White et al., 1997). The resulting 

dry climate system prevented snow and ice accumulation and prevented the ice sheets from 

covering this area. During stadial conditions, an herb and forbs dominated grassland (steppe) 

with a large variety of megafauna flourished in this region (Froese et al., 2009b). The major 

megafauna of the late Quaternary of Eastern Beringia were Gray wolf (Canis lupus), woolly 

mammoth (Mammuthus primigenius), scimitar cat (Homotherium serum), American lion 

(Panthera atrox), steppe horse (Equus lambei), brown bear (Ursus arctos), short-faced bear 

(Arctodus simus), reindeer/caribou (Rangifer tarandus), bison (Bison bison), yak (Bos 

grunniens), and woodland muskox (Symbos cavifrons) (Fox-Dobbs et al., 2008). The Eastern 

part of the ancient Beringian subcontinent contained a productive ecosystem of prairie sages 

related to genera Artemisia, herb families of Asteraceae, Poaceae, Antirrhinaceae, 

Campanulaceae, Rosaceae, all resembling a subarctic steppe ecosystem, which sustained the ice 

age mammalian community (Willerslev et al., 2003; Zazula et al., 2003b). In the late 

Pleistocene, approximately 50,000 yr BP, much of the late Quaternary megafauna’s population 

such as the steppe bison, woolly mammoth and steppe horses started to decline. By the time of 

the Pleistocene-Holocene transition around the Younger Dryas, they completely disappeared 

(15,000-13,000 yr BP) (Froese et al., 2009b; Lorenzen et al., 2011) except for a small declining 

population of woolly mammoths and horses, which survived until ~10,500 yr BP (Haile et al., 

2009).  
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Factors contributing to the mass extinction of the ice age late Quaternary mammals are still not 

clear. Some studies have proposed climate change leading to a shift from a steppe ecosystem to a 

shrub ecosystem, while others point to over hunting by early humans of North America, disease, 

extraterrestrial impact, or some combination of these factors (Burney & Flannery, 2005; 

Firestone et al., 2007; Guthrie, 2006; Kennett et al., 2009; Koch & Barnosky, 2006; Martínez‐

Meyer et al., 2004). However, mounting evidence indicates that climate change is the most 

plausible cause (Haile et al., 2009). The DO cycles and Younger Dryas at Pleistocene-Holocene 

was as a major tipping point event in the Earth’s climate system, rapidly leading to a change in 

all ecosystem components (Boers et al., 2018). Understanding the underlying mechanisms that 

led to the Pleistocene-Holocene transition could enable us to predict similar abrupt climate 

changes in the future in order to prevent diversity loss (Boers et al., 2018). 
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1.4. Eastern Beringian permafrost, a “Pleistocene genetic museum”, challenges and 

perspectives   

 

The objectives of this section are to introduce the reader to 1) the value of proxy records in reconstructing 

late Quaternary climate and ecosystems, 2) the value of ancient DNA (aDNA) as a powerful molecular tool for 

reconstructing past biomes and ecosystems, 3) the archival capacity of permafrost (in particular the 

permafrost of Eastern Beringia) in preserving aDNA and viable microorganisms, 4) challenges associated 

with aDNA studies in general, 5) challenges associated with aDNA and microbiological studies in permafrost, 

and 6) the lack of standardized DNA extraction protocols and decontamination methods in the field of 

permafrost microbiology. 

 

Much of the knowledge of the Beringian paleoecosystem and climate has been reconstructed 

based on various climate and ecosystem proxies preserved in the permafrost of this region 

(D’Costa et al., 2011; Froese et al., 2009b; Gaglioti et al., 2016; Haile et al., 2009; Lorenzen et 

al., 2011; Opel et al., 2018; Peteet, 2000; Porter et al., 2019; Shapiro & Cooper, 2003; Willerslev 

et al., 2014; Zazula et al., 2003a; Zazula et al., 2007). Some of the ecosystem proxies include 

fossils, extracellular DNA fragments, organic material, pollen, and Arctic ground squirrel 

(Spermopbilus parryii) middens (Bradley, 1999). These proxies are used to directly construct the 

past ecosystems.  

 

Some examples of climate proxies include frozen ice lenses, ice wedges, and distal silicic tephra 

beds (glassy particles that originated from a volcanic eruption) (Bradley, 1999), and oxygen 

isotopes (δ18O) preserved in water molecules of ancient ice or ice lenses, e.g. (Porter et al., 

2019). One common method extensively used in Quaternary studies of Beringia is 14C-carbon 

(14C) dating (e.g. (Porter et al., 2019). On Earth, trace quantities of 14C is generated in the upper 

atmosphere due to the interaction between thermal neutrons and nitrogen (14N), which occurs as 
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a result of cosmic rays (Hajdas, 2008). In a course of 1-2 yr, 14C gets oxidized into CO (14CO) 

and CO2 (
14CO2), eventually entering into terrestrial and aquatic ecosystems via the carbon cycle 

(Hajdas, 2008). Autotrophic organisms fix the 14C into biomass, which is then transferred into 

the rest of the food web by heterotrophs. While an organism is alive and metabolically active, it 

will continue to exchange 14C with its environment; however, as soon as it dies, the amount of 

14C in its biomass starts to decrease due to radioisotope decay. As a result, measurements of 14C 

beta decay rate (conversion rate of 14C to nitrogen) or remaining 14C atoms in a sample could 

help to indirectly estimate the time period (only able to measure up to 50 kyr) since the 14C 

started to decay in a biological sample (Hajdas, 2008). Thus, these proxies are a mechanism to 

assist with accurate dating of the ecosystem proxies or indirectly help to construct the past 

climatic conditions (Bradley, 1999; Froese et al., 2002).  

 

For a paleo proxy preserved in permafrost to be useful in reconstructing ancient ecosystems, it is 

important to pay attention to how the surrounding permafrost has formed because it could 

indirectly allow us to assess its age relative to the time of permafrost deposition. Permafrost 

forms via two mechanisms: 1) syngeneic formation, where the sedimentation process occurs 

concomitantly with freezing of the soil material, and 2) epigenetic formation, where the freezing 

of ground material occurs after the sedimentation process (Rivkina et al., 2018). The age of the 

paleo proxy signals preserved in syngeneic permafrost is usually equal to the age of the 

sediments; in contrast, the age of the paleo proxy signals in the epigenetic permafrost is related 

to the last glaciation condition (Rivkina et al., 2018). The oldest syngeneic permafrost found in 

North America is in the Yukon valley (located in Beringia), where tephrochronology-based 

dating has estimated the age of these deposits as 60-740 kyr (BP) (Froese et al., 2009a; Millar & 
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Lambert, 2013). This finding strongly suggests the survival of some portion of the Northern 

hemisphere permafrost since the time of stadial and interstitial cycles of the Pleistocene epoch 

and the early Holocene thermal maximum (which persisting for tens of thousands of years in 

Beringia) (Froese et al., 2008; Kaufman et al., 2004; Porter et al., 2019). 

 

The use of ancient DNA (aDNA) preserved in permafrost is a recent method in mapping the 

paleoecosystems in comparison to other well-established proxies (Barnes et al., 2002; Bellemain 

et al., 2013; Haile et al., 2009; Lydolph et al., 2005; Shapiro et al., 2004; Willerslev et al., 

2003). aDNA in general is defined as DNA obtained from an ancient organism. In permafrost, 

aDNA could have originated from dead/viable microbial cells or higher trophic life forms. Due 

to the high archival capacity of permafrost in preserving extracellular DNA and the absence of 

clear parameters in the literature to help distinguish viable microbial cells that have remained 

metabolically active since the last ice age (see section 1.5) from the microbes that are possibly 

the offspring of the ancient ice age community, all challenges and features common to aDNA 

research, including the permafrost microbiology have been included in this section.  

 

The use of aDNA has paved the path for major discoveries that otherwise was not possible by 

just relying on other types of paleo and ecosystem proxies (Haile et al., 2009). For example, 

aDNA was first used by Higuchi and colleagues to address evolutionary and ecological questions 

regarding extinct quagga (Equus quagga) (Higuchi et al., 1984). The 140 yr skin mitochondrial 

DNA demonstrated that quagga is phylogenetically more similar to African zebra (Equus zebra) 

than to horses (Higuchi et al., 1984). In 1985 Pääbo successfully colonized aDNA fragments 

obtained from a 2,400 yr Egyptian mummy, demonstrating the possibility of using aDNA as a 
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reliable molecular genetic tool (Pääbo, 1985). Thomas and colleagues used aDNA to investigate 

the phylogeny of the extinct marsupial wolf (Thy-lacinus cynocephalus), which once used to 

roam the Australian mainland (Thomas et al., 1989). A combination of aDNA and Polymerase 

Chain Reaction (PCR) allowed them to show that the marsupial wolf was more closely related to 

other Australian marsupial carnivores than to those of South America (Thomas et al., 1989). 

Figure 1.2 demonstrates a timeline of major discoveries made possible with aDNA. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2.  History of early studies that employed aDNA as a molecular tool before and after 

the advent of the PCR. The figure has been reprinted with permission from (Shapiro & Cooper, 

2003). 
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The first DNA ever extracted from permafrost was from a frozen mammoth bone, which based 

on the obtained sequences, Hӧss and colleagues were able to identify the phylogenetic relation of 

the mammoth to the family Elephantidae (Hagelberg et al., 1994; Hoss et al., 1994). 

 

A large number of aDNA studies from Beringian permafrost demonstrates its high archival 

capacity in preserving DNA that is suitable and reproducible for molecular studies, which has 

resulted in major discoveries about the ice age biota’s population dynamics before and after 

major climatic oscillations of late Pleistocene and early Holocene. For example, fungal aDNA 

sequencing of 300-400 kyr permafrost samples revealed the presence of a wide variety of fungal 

species such as dark pigmented fungi and plant parasitic fungi (Lydolph et al., 2005). However, 

a major change in the fungal community structure was observed when the sequences from the 

ancient samples were compared to modern tundra communities. Authors concluded that the 

observed changes in the fungal diversity occurred in parallel with changes in plants, which 

occurred in response to rapidly changing climatic conditions during the Pleistocene terminus 

(Lydolph et al., 2005). Another study by targeting the aDNA of brown bear (Ursus arctos) 

preserved in 60 kyr permafrost from eastern Beringia, demonstrated interspecies competition 

with the short-faced bear (Arctodus simus) and relatively a stable community close to the LGM 

(Barnes et al., 2002). The authors demonstrated major phylogeographic changes in the brown 

bear population close to the LGM (occurred 35 to 21 kyr) and re-establishment of a stable 

community after that time period (Barnes et al., 2002). Willerslev and colleagues demonstrated 

that Beringian permafrost has the capacity to preserve plant and animal aDNA for up to 400 kyr 

even in the absence of conventional ecosystem proxies (Willerslev et al., 2003). In addition, 

based on aDNA records they demonstrated dramatic changes in the taxonomic diversity and 
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composition of Beringian vegetation and fauna closer to the Holocene epoch (Willerslev et al., 

2003). Haile and colleagues with the aid of aDNA preserved in Beringian permafrost 

demonstrated that woolly mammoth and horse persisted in interior Alaska until the early 

Holocene (10,500 yr BP) (Haile et al., 2009). This finding is several thousands of years later than 

the dates estimated from macrofossil surveys (Haile et al., 2009). In the absence of plant 

macrofossils, Zimmermann and colleagues by relying on plant aDNA preserved in Western 

Beringian permafrost were able to provide a comprehensive late Quaternary history of the 

vegetation that persisted in North-eastern Siberia closer to the Holocene epoch (Zimmermann et 

al., 2016). 

 

While aDNA has been extensively used to reconstruct the ice age vegetation, and ice age 

mammalian communities, soil microorganisms in permafrost have received very little attention, 

e.g. (D’Costa et al., 2011; Porter et al., 2013). It is fairly well established that closer to the 

Pleistocene-Holocene transition the diversity of plants, and ice age mammals drastically 

changed, however, we still do not know how soil microbial communities have responded to this 

epoch transitioning (Lydolph et al., 2005; Willerslev et al., 2003; (Porter et al., 2013). Also, it is 

still not known if the permafrost has the capacity to preserve possible changes in microbial 

community structure across the Pleistocene-Holocene transition. A study by Willerslev and 

colleague demonstrated that bacterial DNA under sub-zero conditions could survive for 400 kyr 

to 1.5 Myr (Willerslev & Cooper, 2005). Moreover, microbes have been cultivated from 

permafrost and have demonstrated active metabolism at sub-zero temperatures; thus, some 

microbes appear to be viable and metabolically active under deep-freeze and harsh conditions of 

ancient permafrost (see section 1.5) (Carpenter et al., 2000; Christner, 2002; Drotz et al., 2010; 
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Junge et al., 2006; Lacelle et al., 2011; Mackelprang et al., 2017; McMahon et al., 2009; Rivkina 

et al., 2000). However, there are several issues related to aDNA studies, which some are 

common to all aDNA research areas and some are only related to permafrost aDNA studies. Next 

paragraphs delve deeper into some of these problems. 

 

One common issue related to all aDNA-based studies is the inability of the PCR in 

distinguishing contaminant DNA, originating from the environment (eDNA), from aDNA. As a 

result, scientists became suspicious of the authenticity of some aDNA studies specially 

conducted in the 80s and 90s due to their non-reproducible nature; as a result, several high 

impact aDNA publications were discredited (Willerslev & Cooper, 2005) (Figure 1.3).  

 

 

 

 

 

 

 

 

 

 

Figure 1.3. Major discoveries made possible using aDNA over the past two decades and whether 

they were authenticated by repeating the experiments. The figure has been reprinted with 

permission from (Willerslev & Cooper, 2005). 
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Ironically, one major source of contamination in an aDNA dedicated laboratory has been 

attributed to the PCR generated aerosols (Willerslev & Cooper, 2005). Aerosolized PCR droplets 

could contain more than a million copies of amplified DNA per 5 µl, which could easily disperse 

across the laboratory surfaces or even the entire facility via air movement (Willerslev & Cooper, 

2005). 

 

In addition to the PCR generated contaminants, human- and microbial-associated DNA, which 

form a large portion of the eDNA, are ubiquitous in laboratories; hence, all reagents and tools 

used in aDNA studies should be assumed to be contaminated (Willerslev & Cooper, 2005).  

 

Even if we tackle the contamination problem, studying aDNA is not an easy task due to its 

fragmented nature (Dabney et al., 2013). Usually, aDNA acquired from 4-13 kyr remains are 

heavily fragmented, with most fragments in the range of 40-500 bp due to hydrolytic and 

oxidative damage (Lindahl, 1993; Poinar et al., 1996). Fragmented extracellular DNA of 100-

500 base pairs (bp) does not survive more than 104 years in temperate soils (Lindahl, 1993; 

Poinar et al., 1996). Hydrolytic damage can directly cause strand breakage of the phosphodiester 

backbone of the aDNA or cause depurination by removing the purine bases followed by β- 

elimination of the sugar backbone (Abe & Sasaki, 2016; Briggs et al., 2007; Willerslev & 

Cooper, 2005). Hydrolytic damage can also result in the reorganization of nucleobases or their 

derivatives such as adenine, cytosine, 5-methylcytosine, and guanine and result in the formation 

of miscoding bases of hypoxanthine, uracil, thymine, and xanthine respectively (Willerslev et al., 

2004a). Among all nucleobases, cytosine is the most prone to hydrolytic damage and 

reconfiguration (Willerslev et al., 2004a). Hydrolytic lesions could prevent the polymerase 
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enzyme from amplifying the aDNA segments or result in chimeric sequences through a 

phenomenon known as “jumping PCR” (Pääbo et al., 1990; Willerslev & Cooper, 2005). 

Jumping PCR occurs when each primer is extended until a damaged site on the template DNA is 

encountered. In the next cycle, the newly synthesized strands interact with undamaged templates, 

creating chimeric strands (Pääbo et al., 1990).  

 

Oxidative damage is mainly mediated by highly reactive free radicals such as hydroxyl radical 

(•OH), superoxide radical (•O2) and hydrogen peroxide (H2O2). Free radicals cause blocking 

lesions that prevent the polymerase enzyme from interacting with the damaged aDNA and 

reduces PCR amplifiablity (Pääbo et al., 1989). These free radicals are generated as by-products 

of oxygen interacting with various metal ions or biological molecules, ultraviolet radiation (UV) 

and alkylating agents (Cadet & Davies, 2017; Rastogi et al., 2010). Oxidative damage includes 

single as well as double DNA strand lesions, which the latter damage can break the entire aDNA 

structure (Rastogi et al., 2010). Among all known classes of free radicals, hydroxyl radicals have 

the potential to damage all the components of the aDNA strands, including the deoxyribose 

backbone (Halliwell & Gutteridge, 2015; Valko et al., 2006).  

 

In general, aDNA damage is highly dependent on the environment and the state of aDNA 

preservation. For example, lesions of the phosphodiester backbone in a fully hydrated system can 

happen every 2.5 h at 37 oC (Willerslev et al., 2004a). Hydrolytic cleavage of the β-N-glycosidic 

bond and associated depurination and depyrimidination can happen at every 10 h at 37 oC in a 

fully hydrated system (Willerslev et al., 2004a). In contrast, in frozen environments such as 

permafrost, water activity is very low and 92-97% of it is in ice form; hence, the chance of lesion 
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formation due to hydrolytic damage is very low (Gilichinsky, 2002). In addition, the measured 

redox potential of permafrost (in permafrost of Northern hemisphere) soil ranges from +40 to -

250 mV, which is indicative of an oxygen-depleted environment (suboxic); hence, the rate of 

oxidative damage of preserved DNA is relatively low (Vishnivetskaya et al., 2001). Moreover, 

permafrost is dark and the aDNA is encased in ice and soil, hence the possibility of oxidative 

damages caused by UV rays is very low, although other electromagnetic radiation, such as X-

rays and gamma rays, could eventually contribute to aDNA damage in permafrost but the rate of 

damage is very slow (Brouchkov et al., 2016). The main contributors to natural permafrost 

radiation are decaying uranium, potassium, and thorium (Van Schmus, 1995). In the absence of 

hydrolytic and oxidative damage, extracellular DNA has been estimated to survive up to 1 Myr 

under frozen conditions (Hofreiter et al., 2001). Thus, DNA could survive much longer in 

permafrost in comparison to temperate environments. 

 

One specific issue related to aDNA studies in permafrost is low DNA yield, which has been 

attributed to the physicochemical properties of the frozen soil and low cell abundance of 

microbial cells. Permafrost contains 107-109 microbial cells (g dry weight)-1, irrespective of its 

age (cell concentration is also reported to be 10-100 times lower than the active layer), however, 

DNA yield is usually very low (Johnson et al., 2007; Vishnivetskaya et al., 2000; Vishnivetskaya 

et al., 2006). DNA extraction from permafrost has been proven to be very challenging (Bang-

Andreasen et al., 2017; Fatima et al., 2014; Schneegurt et al., 2003). For permafrost 

microbiology, there are no standardized DNA extraction methods between laboratories and none 

of the commercially available DNA extraction kits have been compared to show, which is ideal 

for extracting DNA from peaty or silty permafrost with drastically different 14C ages.  
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One major issue with all soil DNA extraction protocols is the co-extraction of humic substances 

(depending on the soil type they could form 5-7 mg/g of the soil) with the DNA (Hazen et al., 

2013; Matheson et al., 2010; Smalla et al., 1993; Tsai & Olson, 1992). Humic substances 

prevent PCR amplification via two mechanisms; crosslinking with the template DNA used for 

amplification and direct inhibition of the DNA polymerase enzymes by the ability to absorb soil 

metal ions (Masini et al., 1998; Matheson et al., 2010). Humic substances are formed from the 

polycondensation of organic material as a by-product of microbial mineralization of organic 

matter (Whitehouse & Hottel, 2007). Humic and fulvic acids are derivatives of humic 

substances, which are characterized as high molecular weight organic matters, alkali-soluble, and 

acid-insoluble (Matheson et al., 2010). Usually, after each soil DNA extraction (depending on 

soil type and the DNA extraction protocol) ~0.7-3 µg/µL of humic acid gets co-extracted (which 

accounts for only 0.21-0.99% of the total humic acid composition of the soil) with DNA 

(Matheson et al., 2010). Although DNA extraction protocols are constantly evolving and 

becoming more effective at removing a large fraction of humic and fulvic acids, no DNA 

extraction protocol has proven to be able to remove all humic substances in eluted DNA. 

Therefore, all DNA extraction protocols require further purification, since as little as 10 ng of 

humic substances is enough to prevent a PCR reaction (Matheson et al., 2010). Although 

methods such as the use of powdered milk, gel extraction, size exclusion chromatography, gel 

filtration chromatography, and a series of chelation based (e.g. ethylenediaminetetraacetic acid, 

and polyvinylpolypyrrolidone) reactions have been used for removing humic substances, 

however, these methods all could result in loss of DNA (Matheson et al., 2010; Volossiouk et 

al., 1995). Loss of DNA might be irreparable in sequence-based studies of permafrost 

microbiome due to the low yield of DNA extraction protocols. 
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In general, in samples that produce low DNA concentrations, contamination has a higher impact 

and next-generation sequencing platforms are unable to distinguish contaminant sequences 

(Bang-Andreasen et al., 2017; Burkert et al., 2019; Gilbert et al., 2005; Johnson et al., 2007; 

Porter et al., 2013; Rampelotto, 2014; Shade et al., 2013; Willerslev et al., 2004a). In 

microbiome studies of permafrost, contaminant sequences could cause overestimation of 

microbial diversity or richness and even distort permafrost microbiology research if they get 

recorded in reference databases (such as GenBank) as core permafrost sequences (Kunin et al., 

2010; Porter et al., 2013). Currently, there is no standard protocol for contamination tracing and 

decontamination of permafrost cores; rather, every lab either uses their own protocol or no 

decontamination is performed (Porter et al., 2013). The field of permafrost microbiology has 

been categorized as a high contamination risk research and requires full validation of the 

contaminant DNA from authentic DNA (Gilbert et al., 2005).  
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1.5. Microbial survival strategies in permafrost 

 

The objective of this section is to demonstrate that, unlike other known ecosystem and climate proxies 

preserved in permafrost, some soil microorganisms detected in permafrost are alive and metabolically active. 

In addition, the goal of the section was to introduce readers to several key survival strategies used by soil 

microbes to proliferate or survive under the harsh conditions of the permafrost. 

 

Unlike other biological paleo proxy signals preserved in cold permafrost, some soil 

microorganisms are alive and metabolically active (Johnson et al., 2007; Rivkina et al., 2018). 

Omelansky reported the first microbial cultures from the Siberian permafrost in 1911 while 

searching for frozen mammoth remains and the first in situ metabolic activity at sub-zero 

temperature was measured in cryptoendolithic lichens (lichens that proliferate in rocks) of 

Antarctica (Kappen, 1993; Ponder et al., 2004). Since that time, multiple studies based on soil 

respiration assays or CH4 flux measurements have shown the presence of viable microbial cells 

in frozen permafrost, including -16 oC in West Siberian permafrost (Panikov & Dedysh, 2000), -

39 oC in tundra soil microcosms of Barrow, Alaska (Panikov et al., 2006), -18 oC in Greenland 

tundra soil (Elberling & Brandt, 2003), and -5 oC in microcosms of McMurdo Dry Valley, 

Antarctic (Bakermans et al., 2014). In addition to soil respiration experiments, the consumption 

of the 14C labeled glucose in -15 oC cryopegs (salty supercooled water brines) (see below) 

(Gilichinsky et al., 2003), DNA stable isotope analysis (DNA-SIP) of frozen permafrost samples 

incubated at 0 oC to -20 oC (Tuorto et al., 2014), measurement of RNA/DNA ratios (Hultman et 

al., 2015) all hint at active microorganisms with active genome replication machinery under the 

harsh permafrost conditions. 

Permafrost in general is a thermal phenomenon, which can encompass any ground material that 

has been frozen for more than 2 years (Van Everdingen & Association, 1998). Hence, permafrost 
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is a unique habitat for microbial proliferation because it is not heterogeneous and contains 

distinct geomorphological features that each could create challenges for microbial life (Hugelius 

& Kuhry, 2009). As a result, permafrost soils around the globe are distinguished from each other 

based on soil physicochemical characteristics, carbon content, ice content, and not temperature 

alone (Bottos et al., 2018; Schuur et al., 2008; Steven et al., 2006). As a result, permafrost is a 

unique ecosystem and harbours a distinct microbiome. For example, permafrost deposits of the 

Northern hemisphere are both peaty (high in organic material) and silty (high in mineral 

content). Closer to the polar deserts of High Arctic region permafrost becomes poor in organic 

content, but in contrast the permafrost of the Arctic circumpolar region is rich in Pleistocene 

aged organic material (> 90% organic matter; see section 1.6) (Altshuler et al., 2017). In 

addition, some permafrost soils are acidic such as permafrost deposits of High Arctic wetland 

(e.g. Axel Heiberg Island in Canadian High Arctic) (Wilhelm et al., 2011) or Eastern Beringian 

permafrost in Yukon (see Chapters 2 and 3) and some have near neutral pH (e.g. Pleistocene 

aged permafrost of Yukon; see Chapters 2 and 3). In comparison to Northern hemisphere 

permafrost deposits, the permafrost soils of McMurdo Dry valleys of Antarctica are very dry 

with < 3% water content, which is mainly found in a form of ice lenses or vines in sand wedges 

(Altshuler et al., 2017). Also the permafrost of Antarctica is poor in organic material (0.01% in 

the Dry Valleys and 1.5% in the coastal oases) and is highly oligotrophic (Gilichinsky et al., 

2007).  

 

As mentioned above, in addition to differences in permafrost soil chemical parameters around 

the globe, permafrost contains unique geomorphological features such as cryopegs, taliks 

(unfrozen ground in permafrost affected regions), ice-wedges (ice formed in the ground cracks), 
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thermokarst systems (a type of terrain formed due to permafrost thaw; see section 1.6), frost 

boils (a type of ground formation caused by cryoturbation), broken soil horizons, which all could 

play an important role in shaping the microbial community structure and function (see below). 

As a result, the extent to which the soil edaphic parameters’ influence the permafrost 

microbiome in comparison to temperate soils is still not well understood. Some studies have 

shown the influence of permafrost age (Burkert et al., 2019; Liang et al., 2019; Mackelprang et 

al., 2017), ice content (Burkert et al., 2019), dispersal limitation and physical/thermodynamic 

constraints (Bottos et al., 2018) on the structuring of the microbial community with minor 

correlation with soil edaphic parameters. For example, Mackelprang and colleagues found that 

microbes within three Pleistocene-aged permafrost chronosequences (similar samples with 

different age) changed in composition in response to increasing age, with a corresponding 

increase in survival strategies (Mackelprang et al., 2017). A parallel increase in the survival 

strategies with increasing permafrost age implies that environmental pressures, arising from 

harsh permafrost conditions, selects for a subset of species, which no longer correlate with the 

soil edaphic parameters (Kraft et al., 2015b; Liang et al., 2019; Mackelprang et al., 2017; 

Willerslev et al., 2004b). However, another study performed on two Pleistocene-aged permafrost 

samples of a similar age but of differing origins (lake-alluvial sediments and Yedoma/ice 

complex sediments) demonstrated that two distinct microbial communities, belonging to each 

sediment type formed in response to differing environmental settings and not due to the age of 

the samples alone (Rivkina et al., 2016). Chapter 3 will provide more information regarding the 

influence of the soil edaphic parameters on the soil microbial community of permafrost that has 

formed across the Pleistocene-Holocene transition.  
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In general permafrost is a very unique and harsh environment for microbial metabolism and 

growth. However, both culture based and non-culture based approaches have demonstrated a 

globally diverse and viable microorganisms in frozen permafrost, although in different 

physiological and metabolic states. Viable cells in permafrost might exist in different 

physiological and metabolic states such as viable but non-culturable (VBNC) state; a dormant 

state with no active DNA repair mechanism and no metabolic activity; and viable state with 

active metabolic machinery (Johnson et al., 2007; Puspita et al., 2015). VBNC cells are unable to 

form colonies and proliferate on culture media, however, they have intact cell membranes, are 

capable of carrying out respiration, metabolic activity and gene expression, which all are features 

of a viable cell (Li et al., 2014). Interestingly, VBNC cells have some morphological, and 

physiological features that are different from non-VBNC cells. For example, VBNC cells tend to 

be smaller (dwarf cells) than non-VBNC cells, which is believed to be a strategy to minimize 

energy requirements in an oligotrophic environment such as permafrost (Biosca et al., 1996; Du 

et al., 2007). In addition, VBNC cells change their cellular shape to coccoid, which increases the 

surface area to volume ratio for acquiring more nutrients under stressful conditions (Cook & 

Bolster, 2007). VBNC cells have lower metabolic rates and a different gene expression profile 

than cells in a non-VBNC state (Shleeva et al., 2004). For example, a study about VBNC of 

Vibrio cholerae showed a fivefold increase in the expression of 58 genes involved in regulatory 

functions, energy metabolism, cellular processes, transport and binding proteins in comparison to 

its normal sister cells (Asakura et al., 2007). The cell wall structure of the VBNC cells is 

strengthened by increased peptidoglycan cross-linking in comparison to the normal cells 

(Signoretto et al., 2000). Such cell wall modifications have attributed to the VBNC cells’ 

resistance to mechanical disruption (as seen in VBNC cells of Vibrio vulnificus) (Weichart & 
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Kjelleberg, 1996), to high temperature (as seen in VBNC cells of Mycobacterium smegmatis), 

high tolerance against acidic pH, ethanol, chlorine, antibiotics and heavy metals (as seen in 

VBNC cells of Vibrio parahaemolyticus, Vibrio vulnificus, Campylobacter jejuni, and 

Enterococcus faecalis respectively) (Anuchin et al., 2009; del Mar Lleò et al., 2007; 

Nowakowska & Oliver, 2013; Rowe et al., 1998; Weichart & Kjelleberg, 1996). However, it is 

not known if the VBNC state is due to the recovery of cells from damage caused by 

environmental stressors or they are simply the remnants of cells that are unable to cope and they 

are in a state of dying (Lennon & Jones, 2011; Li et al., 2014). 

 

Permafrost is a very harsh environment for microbial life mainly because of low temperatures 

and low water availability in a liquid state (1.5-7%), and high salinity in the liquid water that is 

available (Gilichinsky et al., 2003). These salty liquid waters in permafrost are found in  forms 

of saline brine veins or supercooled cryopegs (Gilichinsky et al., 2003). These stressors and 

geomorphological features can drastically affect the nutrient and waste product diffusion and 

availability, protein structure, gas diffusion (estimated to be ~1 m/10
5

 years
-1), cell enzymatic 

activity, membrane fluidity, and kinetic energy availability (Bakermans et al., 2003; Bottos et al., 

2018; Brouchkov et al., 2016; Burkert et al., 2019; Ershov, 1998;  Gilichinsky et al., 2003;  

Gilichinsky et al., 2002; Hinsa-Leasure et al., 2010; Mangelsdorf et al., 2007;  Rivkina et al., 

2018). In addition, permafrost imposes a strong limitation on microbial movement, limiting their 

ability to scavenge for nutrients and moving away from undesirable conditions (Bottos et al., 

2018). Moreover, microbes in permafrost are constantly exposed to high concentrations of 

mercury (Hg) and high dosages of ionizing radiation (Schaefer et al., 2020).  
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Hg has accumulated in permafrost over thousands of years and has the ability to change the cell 

membrane permeability by binding to sulfhydryls (thiol groups) and inhibiting the osmotic water 

permeability of aquaporins or it could lead to enzyme deficiency by binding to cysteine residues 

(Aduayom et al., 2005; Ajsuvakova et al., 2020; Rice et al., 2014; Schuster et al., 2018). It has 

been suggested that Hg, by directly binding to the Na+, K+ and Cl- cotransporters in the cell 

membrane, could cause changes in the cell volume and act as a direct killing mechanism 

(Isenring & Forbush, 2001). Permafrost and the active layer, are believed to be a substantial 

source of Hg on Earth. The permafrost of the northern hemisphere has been estimated to contain 

1656 GgHg, which is ~2 × the concentration of Hg found in non-permafrost affected soils, 

oceans, and atmosphere combined (Schuster et al., 2018).  

 

Among all pressures of the permafrost environment, radiation has been highlighted as the most 

dangerous parameter to microbial life forms (Brouchkov et al., 2016). X- and gamma rays 

generated from radioisotope decay in frozen minerals produce ~1-4 mGyyr-1 exposure in Arctic 

permafrost. DNA encased in the endospore in spore-forming bacteria is partially protected from 

that radiation; however, radiation-based damage accumulates and can inhibit germination over 

time (Gilichinsky et al., 2008; Gittel et al., 2014; Margesin et al., 2008; Nicholson et al., 2000). 

As a result, microbes capable of endospore formation can not stay in a dormant state with no 

active DNA repair mechanisms for more than 102-104 years, or earlier than the late Pleistocene 

(Brouchkov et al., 2016; Burkert et al., 2019).   

 

The nature of extreme longevity of entrapped microbes in permafrost and their exact age is still 

not clear to scientists; it has been suggested that microbes lose viability over the course of 
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hundreds of years (Brouchkov et al., 2016; Lindahl, 1993). In addition, molecular bonds in 

polymer chains have been estimated to break in less than 300 years and frozen water is unable to 

support cell division (Levy & Miller, 1998; Rivkina et al., 2018). Although salty liquid water 

films around soil particles might provide water for cell division, these water films are small, with 

a thickness ranging from 5-75 Å (10-10 m) in size, depending on salt concentration in the system, 

the charges on the mineral particles, and the temperature of the permafrost. Cells are several 

orders of magnitude larger than these layers; thus, they are likely insufficient for cell growth and 

movement (Anderson, 1967; Ponder et al., 2004; Rivkina et al., 2018).  

 

Despite all these harsh conditions of permafrost, it is clear that the viable cells in permafrost 

have developed physiological and genetic adaptation mechanisms to survive under the harsh 

permanent freezing conditions (Mackelprang et al., 2017). Direct microscopic cell counts from 

permafrost samples obtained from Siberia have shown a total of 107-108 cells/g, of which 102-106 

cells/g were determined to be viable, demonstrating that ancient cold permafrost is not devoid of 

microbial life (Ponder et al., 2004; Rivkina et al., 2000; Rivkina et al., 1998; Vishnivetskaya et 

al., 2000). For example, permafrost cores of the Mackenzie River region in Canada contain 

viable microbial cells to a depth of 400 m and permafrost samples acquired from the Tibetan 

Plateau at an altitude of 4,700 m also have viable microbes (Gilichinsky, 2002). Viable microbial 

cells (4.8 × 101 – 9.1 × 101 cells/g) were also detected down to a depth of ~17 m in Antarctic 

permafrost samples cored from McMurdo Dry Valleys’ polar desert (Gilichinsky et al., 2007). 

Total microscopic cell counts from Antarctica permafrost have been estimated to be 105-106 

cell/g (Cowan et al., 2002; Gilichinsky et al., 2007; Horowitz et al., 1972). 

 



47 
 

How do these viable microbes adapt to allow metabolism in the difficult conditions found in 

permafrost? Earth is a cold planet with 25% of terrestrial biosphere permafrost affected and 85% 

permanently exposed to temperatures < 5 oC. Hence, microbial psychrophiles and 

psychrotolerant are the most successful colonizers on Earth (Carr, 2007; Ponder et al., 2004; 

Rampelotto, 2014; Sandle & Skinner, 2013; Trotsenko & Khmelenina, 2005; Williams & Smith, 

1989). Psychrophiles are obligate low temperatures organisms capable of growing and remaining 

metabolically active at > 0 oC (minimum temperature) and < 20 oC (maximum temperature) with 

an optimum temperature for growth at ≤ 15 oC. One example of a psychrophilic strain isolated 

from a supercooled brine in permafrost of Kolyma Lowland is Clostridium algoriphilum, which 

is able to grow down to -5 oC with optimum temperature for growth at +5 oC (Shcherbakova et 

al., 2005).  

 

In contrast, psychrotolerant organisms only tolerate the freezing conditions but prefer a 

temperature of ≥ 20 oC for growth (optimum) (Moyer & Morita, 2007). For example, 

Psychrobacter cryopegella isolated from a cryopeg (from a 40,000 yr Siberian permafrost 

sample) is capable of growing in a wide temperature range (-10 oC to +28 oC) with optimum 

growth at +22 oC (Bakermans et al., 2003). Most microbes isolated from permafrost are 

psychrotolerant—not obligate psychrophiles (Rivkina et al., 2000).  

 

The majority of the permafrost psychrotolerant and psychrophiles detected in permafrost 

deposits of the Northern hemisphere are taxonomically associated with domain Bacteria, which 

includes Gram-positive aerobes (mainly Actinobacteria), Gram-negative aerobes (mainly 

Proteobacteria), anaerobic spore formers (Firmicutes), and non-spore-forming bacteria (Liang et 
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al., 2019; Pikuta et al., 2005; Vorobyova et al., 1997). The study of the microbial genetic 

material directly recovered from permafrost (metagenomics) has shown the dominance of phyla 

Proteobacteria, Firmicutes, Acidobacteria, Chlorofexi, Bacteroidetes and Actinobacteria in 

permafrost samples obtained from Hess Creek (Alaska) (Mackelprang et al., 2011), Nome 

(Alaska) (Taş et al., 2014), the Canadian High Arctic (Steven et al., 2007; Steven et al., 2008), 

Toolik (Alaska) ( Coolen & Orsi, 2015), Tanana Flats (Alaska) (Hultman et al., 2015), and 

Eastern Siberia (Brouchkov et al., 2017). It seems that the domain Archaea is a minor component 

of the microbial community in frozen permafrost of the Northern hemisphere (~1%; a total of 

105-107 cells/g), however, 97% of this small group has been associated with an important guild of 

CH4 producing microbes within the phylum Euryarchaeota, collectively known as methanogens 

(see section 1.7) (Bottos et al., 2018; Coolen & Orsi, 2015). In addition to methanogenic 

Archaea, halophilic Archaea taxonomically affiliated with phylum Euryarchaeota (Steven et al., 

2007) and high acidophilic Archaea affiliated with phylum Crenarchaeota (Wilhelm et al., 2011) 

have also been observed in permafrost. Microorganisms from the domain Eukarya, such as algae 

(103-105 cells/g), protists (103 cells/g), filamentous and ascomycetous fungi (mainly detected in 

the upper permafrost layers) and yeast (together 103 cells/g) are also found in the permafrost of 

the Northern hemisphere (Coolen & Orsi, 2015; Ponder et al., 2004). In general, in addition to 

being more abundant, the diversity of Bacteria in permafrost in the Northern hemisphere is 

greater than Eukarya and Archaea (Jansson & Taş, 2014).  

From a microbial functional perspective, Northern hemisphere permafrost is a habitat for 

ammonia oxidizers, fermenters, Iron (III) reducers, methanogens, methanotrophs, nitrifiers, 

nitrogen fixers, sulfur reducers, sulfate reducers and thiosulfate oxidizers (Deng et al., 2015; Hu 

et al., 2019; Wu et al., 2012; Yun et al., 2014; Zhang et al., 2009).  



49 
 

The permafrost in Antarctica is less studied in comparison to the permafrost deposits of the 

Northern hemisphere and it is believed to be much harsher for microbial proliferation in 

comparison to permafrost of the High Arctic (Altshuler et al., 2017). The microbial community 

of Antarctic permafrost deposits are primarily associated with phyla Proteobacteria, Nitrospirae, 

Fibrobacteres, Acidobacteria, Actinobacteria, and Bacteroidetes (Gilichinsky et al., 2007). 

Methanogenic Archaea seem to form a small fraction of the Antarctic permafrost microbial 

community (103 viable cells from a total of 105-106 cell/g) (Cowan et al., 2002). Mycelial fungi, 

yeast and green algal species associated with phylum Chlorophyta have also been detected from 

Antarctic permafrost (Gilichinsky et al., 2007). Antarctic permafrost deposits have demonstrated 

microbial activities such as methanogenesis, sulfate reduction and denitrification (Gilichinsky et 

al., 2007). In general, in addition to known phyla, permafrost around the globe also contains 

uncultured species associated with less characterized candidate phyla such as Patescibacteria 

(candidate superphylum), OP5, SR1, MVP-21, WS5, and Kazan-3B-28 (Altshuler et al., 2017; 

Frey et al., 2016). 

 

There is no clear, reported evidence for the existence of minimum temperature for microbial 

metabolism in permafrost (Nikrad et al., 2016; Ponder et al., 2004; Song et al., 2014). Some 

studies have shown that below freezing temperature is not a major limiting factor in microbial 

metabolism and growth since the majority of isolates (~ 67%) from permafrost resulted in colony 

formation within three weeks at -2.5 oC , and at -10 oC with added glycerol (Gilichinsky et al., 

1993; Vishnivetskaya et al., 2000). Some examples of permafrost isolates that are capable of 

growing at sub-zero temperatures include Exiguobacterium sibiricum (minimum of -2.5 oC), 
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Psychrobacter sp. 273-4 (minimum of -2.5 oC) (Ponder et al., 2005), and Planococcus 

halocryophilus (minimum of -15 oC) (Mykytczuk et al., 2013). 

 

These findings are not surprising since the majority of studied microbial enzymes are able to 

remain active down to -20 oC (Coolen et al., 2011). The reason is that the psychrophilic enzymes 

have unique molecular features that allow them to remain active in frozen conditions. There is a 

strong linear relationship between a decrease in temperature and reduced catalytic reaction 

activity of enzymes (Feller, 2013). Mesophilic enzymes have shown 20-80 fold reduction in 

catalytic reaction activity when the temperature drops from 37 oC to 0 oC, as a result, mesophilic 

microorganisms are unable to remain metabolically active in permafrost (Feller, 2013). One 

molecular adaption of psychrophilic enzymes is significant structural changes at their active site. 

For example, in the protease enzyme of psychrophilic Pseudomonas species, a Ca2+ ion widens 

the entrance of the active site increasing accessibility of the site to substrates (Aghajari et al., 

2003). Such configuration substantially reduces the Ea requirement for the formation of the 

enzyme-substrate complex and furthermore makes the release of products easier and faster, 

which could increase the enzymatic activity rate (De Vos et al., 2006). Another example 

regarding the changes in the active site of the psychrophilic enzymes is the difference in the 

electrostatic potential of their enzyme active sites in comparison to mesophilic enzymes (Feller, 

2013). The electrostatic potential generated by charged polar groups could orient a substrate and 

pull it toward the enzymes' active site, hence increasing the chance of survival in an environment 

such as permafrost, where molecular movement is very low (Feller, 2013). Examples of 

psychrophilic enzymes with different electrostatic potentials in comparison to their mesophilic 

counterpart include citrate synthase, malate dehydrogenase, uracil-DNA glycosylase, elastase, 
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and trypsin (Feller, 2013). Moreover, psychrophilic enzymes have a broader specificity their 

active site in comparison to their mesophilic counterparts, making them more flexible and 

dynamic under oligotrophic conditions in permafrost (Feller, 2013). Hence, the active site of the 

psychrophilic enzymes is able to accept substrates with slightly distinct structures (Feller, 2013). 

A highly dynamic active site then results in higher Km (Michaelis–Menten kinetics; which is the 

concentration of substrate that allows the enzyme to reach ½ Vmax). In return higher Km lowers 

the enzymatic affinity to its substrate, making the enzyme less specific (Feller, 2013). Also, such 

enzymes are not easily saturated with small concentrations of substrate (Feller, 2013). Another 

interesting mechanism of adaption in psychrophilic enzymes is an increase in the number of 

active sites. For example, psychrophilic β-galactosidases have 6 active (homohexamer) sites in 

comparison to their mesophilic counterparts, which with few exceptions possess 4 active sites 

(Skalova et al., 2005). Additional enzymatic active sites could increase the chance of enzyme-

substrate interaction, hence cell survival in permafrost.  

 

In general, psychrophilic proteins show high structural stability at sub-zero temperatures. The 

reason could be due to clustering of glycine residues, which provides local mobility (Kulakova et 

al., 2004); reduction in proline residues, which enhances the flexibility of the protein’s secondary 

structure (Sakaguchi et al., 2007); reduction in arginine residues, which are involved in the 

formation of salt bridges and hydrogen bonds (which are considered as weak molecular bonds) 

(Siddiqui et al., 2006); reduction in weak molecular bonds (e.g. hydrogen bonds, hydrophobic 

and inter-subunit interactions, and ion-pairing), which could easily dissociate at freezing 

temperatures (Feller et al., 1996; Russell, 2000). In addition, cavity sizes in the structure of the 

psychrophilic proteins are larger than their mesophilic counterparts allowing water molecules to 
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move easily. These large cavities and embedded water molecules can significantly increase the 

structural flexibility of the psychrophilic proteins (Paredes et al., 2011).  

 

Protein synthesis and folding are highly sensitive to temperature fluctuations and it is known to 

be one of the major factors in restricting the growth of mesophilic microorganisms at sub-zero 

temperatures (Piette et al., 2011). Also, all components of the microbial protein-synthesizing 

machinery could be heavy affected under cold temperatures, especially due to reduced molecular 

diffusion rates, and reduced activity of ribosomes as a result of increased cytoplasmic viscosity 

(Piette et al., 2011). One mechanism of adaption in response to issues mentioned above is an 

increase in A:U pairing in RNA, which improves the folded ribosome function in psychrophilic 

microorganisms (Khachane et al., 2005). Another mechanism includes high levels of post-

transcriptional modification in the structure of transfer RNA (tRNA), which occurs via the 

activity of dihydrouridine (Dalluge et al., 1997). Dihydrouridine is generated as the result of 

carbon-carbon reduction at positions 5 and 6 in uridine molecule by dihydrouridine synthase 

family of enzymes. Dihydrouridine is found in the D-loop of tRNA and stabilizes the tRNA 

under frozen conditions (Kasprzak et al., 2012; Yu et al., 2011). Helicase proteins have seen to 

be generated in high numbers in some psychrophilic microorganisms in comparison to their 

mesophilic counterparts (Piette et al., 2011). A high number of helicases are essential for the 

efficient unwinding of the RNA at sub-zero temperatures and the rapid translation of proteins 

required for survival (Piette et al., 2011).  

 

Low temperatures could also drastically reduce the rate of protein folding (Piette et al., 2011). As 

a result, psychrophilic protein folding is highly dependent on chaperones, which do not have any 
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effect on the speed of folding but rather optimizes the efficiency of the folding by preventing 

aggradations and misfolding of the proteins at sub-zero temperatures (Piette et al., 2011). For 

example, Antarctic Psychrobacter sp. PAMC 21119 isolate is able to grow and remain 

metabolically active at -5 oC by relying on an efficient psychrophilic protein folding mechanism 

(Koh et al., 2017). In addition, chaperone proteins such as cold shock proteins (Csp) or DEAD-

box helicase are upregulated to relax the DNA and prevent secondary structure formation due to 

sub-zero temperatures (Margesin et al., 2008). Cold shock proteins or cold-induced proteins 

(Cips) are a broad class of proteins that have regulatory roles in the cellular protein-synthesizing 

machinery produced in response to rapid temperature drop (cold shock) (Lindquist & Mertens, 

2018; Phadtare, 2004). There is a strong linear relationship between an increase in the severity of 

the cold shock and an increase in production of the cold shock proteins (Hébraud & Potier, 

1999). These proteins are among the most evolutionary preserved class of proteins in 

microorganisms (Lindquist & Mertens, 2018; Phadtare, 2004). In addition, psychrophilic 

microbes by upregulating genes such as clpB (disaggregating chaperone) enable the discard of 

the denatured and aggregated proteins under cold temperatures to prevent hindering of the 

cellular protein machinery (Margesin, 2008). These microbes are also capable of efficient 

recycling of the damaged or not needed cellular compounds to increase resource use efficiency 

(Margesin, 2008). Some examples of well-studied cold adapted chaperones include: trigger 

factor (TF), peptidyl-prolyl cis-trans isomerase (PPiase), GroEL/ES and ClpB (Piette et al., 

2011; Strocchi et al., 2006). Among all chaperones, TF seems to be the most important, since it 

interacts with almost all of the newly synthesized polypeptides in the microbial cell (Piette et al., 

2011). TF has also been categorized as a cold-shock protein (Piette et al., 2011).  
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In addition to maintaining protein function at sub-zero temperatures, microbes entrapped in 

permafrost need to maintain cell membrane fluidity as well. In order to maintain membrane 

fluidity, psychrophilic bacteria have been seen to alter the ratio of fatty acids of C18:1/C16, 

increase in the number of unsaturated lipids, reorganize the polar head groups, increase the 

amount of the compatible solutes, and decrease the length of the acyl chain and iso fatty acids 

from the branched-chain fatty acid family (Margesin et al., 2008). All these adaptive traits are 

known as homeoviscous adaption, which is very important for the proper functioning and 

integrity of the microbial cells at very low temperatures of permafrost (Ernst et al., 2016). The 

most fundamental homeoviscous adaption in response to temperature fluctuations is the balance 

between saturated and unsaturated membrane fatty acids (Erimban & Daschakraborty, 2020; 

Sinensky, 1974). Microbes regulate the membrane fluidity by directly sensing the temperature 

changes in their putative environment by relying on their histidine kinases membrane sensors 

(Ernst et al., 2016). For example, when temperature rapidly drops around the bacterium Bacillus 

subtilis, membrane-associated DesK protein switches its role from a phosphatase to a kinase 

sensor (Aguilar et al., 2001). DesK activates the DesR protein (a transcriptional regulator of the 

des gene) via autophosphorylation, which results in the generation of Δ5-Des lipid desaturase. 

Δ5-Des lipid desaturase shifts the saturated lipid acyl chains to unsaturated ones, restoring the 

membrane fluidity under cold temperature (Porrini et al., 2014; Saita et al., 2016). 

Homeoviscous adaption to the cold temperatures in permafrost have also been seen in 

Exiguobacterium sibiricum and Psychrobacter sp. 273-4 as well (Ponder et al., 2005). 

 

Sub-zero temperatures and low water activity of the permafrost could drop the cellular turgor 

pressure and result in inhibition of cell division (Whatmore et al., 1990). However, the 
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accumulation of the compatible solutes could maintain the osmotic balance in cells. Compatible 

solutes are organic compounds that are generated in response to increased salinity, osmolarity 

and significant reduction in available water (Hoffmann & Bremer, 2011). Some examples of 

well-studied compatible solutes in Bacillus subtilis are proline and glycine betaine (Boch et al., 

1994; Whatmore et al., 1990). Microbes either generate compatible solutes (e.g. in B. subtilis by 

the rapid uptake of K+) or acquired them from dead cells or animal and plant originated products 

around them (BREMER, 2000; Kempf & Bremer, 1998; Spiegelhalter & Bremer, 1998; Welsh, 

2000; Ziegler et al., 2010). Since the concentrations of compatible solutes are very low in the 

environment (nM or μM) and the demand is high in case of severe osmotic stress (in molar 

concentrations), a very efficient mechanism to scavenge these compounds are required 

(BREMER, 2000; Kempf & Bremer, 1998; Welsh, 2000; Ziegler et al., 2010). For example, B. 

subtilis can acquire proline from the environment via a group of special compatible solutes 

transporters (e.g. OpuA, OpuB, OpuC, OpuD, and OpuE) (Von Blohn et al., 1997; Whatmore et 

al., 1990). These transporters are part of the universal ATP-binding cassette systems (ABC 

systems) (Teichmann et al., 2018; Tillotson & Tillotson, 2010). Compatible solutes have also 

been shown to act as a growth-promoting factor. For example, in B. subtilis glycine betaine has 

been seen to act as a growth factor when the temperature rises to about +52 oC or drops below 

+15 oC (Brigulla et al., 2003; Holtmann & Bremer, 2004).  

 

Some of the major genomic adaptations to frozen conditions in parallel with phenotypic 

adaptions include overexpression (relative to mesophilic microbes) of genes involved in Amino 

acid transport and metabolism, energy production, and DNA repair, replication and 

recombination (Coolen & Orsi, 2015). Adaptation genes such as those associated with virulence 
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and horizontal gene transfer were also highly expressed (Coolen & Orsi, 2015). Genes associated 

with Type II restriction modification system and virulence factors (Coolen & Orsi, 2015) act as a 

defense mechanism against foreign DNA and phages/viruses, implying a relatively high activity 

of phages/viruses in permafrost (Coolen & Orsi, 2015; Pingoud et al., 2005). Overexpression of 

the type IV secretion system genes raises the possibility that the spread of the adaptive traits via 

horizontal gene transfer might be common among the entrapped microbes in permafrost 

(Mackelprang et al., 2017). In permafrost, horizontal gene transfer has been reported to be faster 

than in mesophilic soils where horizontal gene transfer is slow in comparison to asexual 

reproduction (Mackelprang et al., 2017). Genes associated with uracil-DNA glycosylases, which 

are involved in DNA repair, are also overexpressed in permafrost relative to non-permafrost 

affected microbes (Coolen & Orsi, 2015). Uracil-DNA glycosylases are able to recognize and 

remove uracil bases in damaged DNA without affecting the natural thymine bases (Visnes et al., 

2009). In addition, a gene related to RecA-mediated autopeptidase was also overexpressed, 

suggesting the presence of an active SOS response machinery in frozen permafrost (Coolen & 

Orsi, 2015). SOS response is a global response that is usually triggered when DNA is damaged 

and is activated by the RecA protein and deactivated by the LexA protein (Michel, 2005). The 

overexpression of these DNA repair mechanism in permafrost may be a response to the exposure 

to high dosages of ionizing radiation discussed above. Figure 1.4 summarizes some of the major 

genes involved in the survival of the permafrost microbes that are overexpressed under frozen 

conditions.  
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Figure 1.4. Abundance heatmap of genes upregulated in frozen permafrost. Colored boxes 

represent log-transformed and normalized read abundance. The threshold used for identifying the 

gene function was set to 60% amino acid identity. In the figure T = thawed, F= frozen, cmbsf = 

cm below seafloor. The figure has been reprinted with permission from (Coolen & Orsi, 2015). 
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Although metagenomics studies are unable to link the sequenced genes to activity, they have 

provided valuable information regarding the potential microbial activity in permafrost. Genes 

associated with nitrogen fixation and alcohol, sugar, aminosugar, and polysaccharide degradation 

in high abundance (Yergeau et al., 2010a) and sulfate and iron (III) reduction are likely at low 

levels in permafrost (Hultman et al., 2015). With an increase in age of the permafrost, genes 

involved in survival strategies, chemotaxis (movement in response to changes in chemical 

gradient) and aromatic hydrocarbon degradation significantly increase (Mackelprang et al., 

2017). All these demonstrate that microbes entrapped in ancient permafrost have developed a 

series of adaptations to not only survive but also remain metabolically active for long periods of 

time.  

 

In addition to genotypic and phenotypic adaptions mentioned above, permafrost microbes also 

demonstrate physiological adaptations and are equipped with a series of unique life strategies to 

deal with the harsh frozen conditions of permafrost. One well-studied example is the spore 

formation and entering into a dormant resting stage by some bacteria to survive unfavorable 

environments such as permafrost, starvation, viral attack, or in general extinction. However, this 

mechanism of survival is not beneficial in a long term due to damage accumulation, and there is 

a high probability of missing signals associated with favorable conditions (Lennon & Jones, 

2011). In addition, spore formation is energetically a costly process especially in low energy 

environments like permafrost, but sometimes it is preferred since the metabolic demand for 

maintaining an active microbial cell is three orders of magnitude higher than maintaining a spore 

(Lennon & Jones, 2011).  
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Another physiological adaptation to oligotrophic conditions in permafrost in the absence of 

active metabolic machinery is the use of glycogen, polyphosphates, and polyhydroxyalkanoates, 

which are produced during the growth phase and usually stored as energy compounds (Lennon & 

Jones, 2011). Consumption of sister cells (cannibalism) under starvation is another adaptation 

mechanism. Cannibalism occurs in cells that have initiated sporulation, however, when they run 

very low on energy, they halt spore formation and instead produce killing factors that prevent 

their sister cells from forming spores and cause them to lyse. The released nutrients could be 

used as a food source (González-Pastor et al., 2003). Extracellular polymeric substances (EPSs; 

mainly used in biofilm production) can also be used as a carbon source under unfavorable 

environments such as permafrost for a short period of time. Large quantities of organic carbon 

are used by microbes in order to make EPS, hence it is a valuable labile carbon source in 

nutrient-limited conditions (Junge et al., 2006). EPS generation can happen when the microbes 

have access to large quantities of carbon, hence this strategy might not be preferred in 

comparison to other strategies of survival. In addition to the nutritional value of EPS, it could 

help to stabilize the cell membrane under sub-zero conditions or protect cells against ionizing 

radiation and assist in scavenging for metals and other nutrients necessary for cell survival 

(Anesio et al., 2017). Low metabolic activity sometimes (e.g. low DNA synthesis observed at -

15 oC) is preferred in comparison to long term survival strategies such spore formation 

(Mackelprang et al., 2017). For example, genome studies of the model psychrophilic bacteria 

Psychrobacter arcticus (273-4) (isolated from Siberian permafrost) have shown down regulation 

of energetically costly ATP synthase, NADH dehydrogenase and TCA in order to maintain a 

basal metabolism (Bakermans et al., 2006; Margesin, 2008). Planococcus halocryophilus Or1 

isolated from high Arctic permafrost is also able to remain metabolically active at -25 oC by just 
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relying on a basal metabolism (Mykytczuk et al., 2013). Basal metabolism is believed to able to 

produce enough energy to repair DNA lesions caused by background radiation (Mackelprang et 

al., 2017; Mehta & Haber, 2014).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



61 
 

1.6. Microbes in Permafrost: The Pandora’s Box of climate change  

 

The objective of this section is to demonstrate that 1) permafrost is not only an archive of viable 

microorganisms, but it is also a substantial source of sequestered organic material, 2) permafrost thaw could 

release a substantial amount of organic material to the surrounding environment, which could subsequently 

lead to increased release of CH4 and CO2 due to higher microbial activity, and 3) permafrost thaw could not 

only influence the climate change, but it could also drastically affect the hydrology and nutrient flow in the 

Arctic region. 

 

The permafrost environment and the microorganisms that successfully survive there are part of 

the Earth’s cryobiosphere, which includes snow, ice, and supercool clouds (Sattler et al., 2001). 

Permafrost is also part of the cryolithosphere, which is defined as an environment where the 

majority of its constituent water is in ice form (Rivkina et al., 2018). Permafrost is an archive of 

viable microorganisms entrapped since the last ice age and possibly could provide an invaluable 

opportunity to study the microbes of past periods at a phylogenetic and genome level for possible 

biotechnological applications or for expanding our knowledge regarding bacterial evolution, 

adaption mechanisms and ecology over a long meaningful geological time scale. However, by 

the aid of soil microorganisms in response to climate change, permafrost could act as a modern 

day “Pandora’s Box” (Mascarelli, 2009; Strauss et al., 2017; Treat & Frolking, 2013; Walter et 

al., 2007). This phenomenon occurs either by providing an environment conducive to 

methanogens or by releasing the sequestered organic matter into the environment.  

 

Currently, there is ~ 23 million km2 of permafrost (24%-27% of the Earth’s terrestrial 

environment), which contains a total of ~1673 Pg of organic carbon (accounting for 50% of the 

global carbon pool) (Brown et al., 1997; Jansson & Taş, 2014; Mackelprang et al., 2011; Ponder 
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et al., 2004; Tarnocai et al., 2009). Approximately 500 Pg of this permafrost-associated organic 

carbon is entrapped in Yedoma permafrost (a Russian word for muck) and the rest is found in 

non-Yedoma domains (~ 400 Pg) including the peatlands of western Siberia (50-70 Pg) 

(Assessment, 2004; Smith et al., 2004). Permafrost is also a substantial source of natural CH4, 

which is entrapped in a form of temperature-sensitive clathrates (frozen pockets of CH4) and 

have been estimated to add another extra ~5-400 GtC to the permafrost carbon pool (Maslin et 

al., 2010; McGuire et al., 2009) 

 

Currently, the Yedoma domain is limited to Eastern Siberia (mainly Yakutia/Republic of Sakha), 

interior Alaska and Yukon (all part of Beringia) (Strauss et al., 2017). Yedoma permafrost 

contains large quantities of partially degraded plant material of the Pleistocene epoch (grass and 

root), which forms ~400-500 GtC of sequestered organic carbon (2-5% organic carbon to the 

depth of 25 m) and a large volume of frozen ice (50-90% by volume) in the form of ice lenses or 

ice wedges. This high amount of sequestered organic matter in Yedoma is 10-30 × higher than 

the amount of organic matter that is sequestered in silty permafrost of the northern hemisphere 

and permafrost of Antarctica (Knoblauch et al., 2013; Nikrad et al., 2016; Schädel et al., 2014; 

Zimov et al., 2006). These features set Yedoma permafrost apart from the other type of peaty or 

silt permafrost in Beringia (Schirrmeister et al., 2013; Schuur et al., 2008; Strauss et al., 2017; 

Walter et al., 2007; Walter et al., 2006). Radioisotopic signatures of the organic carbon in 

Yedoma permafrost indicates a deposition age around the LGM (Figure 1.1); no Yedoma 

permafrost has been found to be older than the Eemian interstadial period (130-115 kyr) 

(Schirrmeister et al., 2013; Shackleton et al., 2003). There is no consensus agreement regarding 

the Yedoma genesis of eastern and western Beringia, however, processes such as alluvial, 
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glaciolacustrine (originated from glacial lake sediments), deltaic (originated from an active or 

abandoned delta), and aeolian (windblown sediments) have been proposed in Yedoma genesis 

(Murton et al., 2015; Schirrmeister et al., 2013). The extent of the Yedoma permafrost has been 

estimated to be around 3.3 million km2 (45oN in Europe and 40oN in North America) during the 

LGM, however, its deposition and expansion was abruptly terminated at the end of the Younger 

Dryas, and instead, thawing was intensified (Strauss et al., 2017; Walter et al., 2007; Zimov et 

al., 2006).  

 

Irrespective of the permafrost type, thaw could occur either very abruptly (pulse thaw) or 

gradually and slowly (press thaw) (Vonk et al., 2015). The pulse type of thaw can release large 

quantities of particulate material suddenly and press type of thaw can release large quantities of 

nutrients, base cations, and dissolved organic carbon (DOC) over time (Vonk et al., 2015). Either 

type of thaw can result in major landscape changes, and are divided into three categories:1) 

hillslope processes (also known as thermoerosional features), 2) wetland processes and 3) 

thermokarst lake processes (Vonk et al., 2015). All these disturbances are collectively known as 

thermokarst formations (Vonk et al., 2015).  

 

Hillslope processes might occur very abruptly (in matter hours), and usually progress slowly 

over the years (Vonk et al., 2015). The three most important hillslope processes include: 

retrogressive thaw slumps (Lantuit & Pollard, 2008), active layer detachment (Lewkowicz & 

Harris, 2005) and thermal erosional gullies (Godin & Fortier, 2012). Retrogressive thaw slumps 

are a change of ground material due to the thawing of ice into mud slurry and forming U shaped 

landslides (Lantuit & Pollard, 2008). Active layer detachment, on the other hand, does not 
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involve a change in the ground material, but rather is a “transitional landslide of active layer 

overlaying permafrost” (Lewkowicz & Harris, 2005). Thermal erosional gullies are “a steep 

sided trench or channel, often (several meters) deep, that is cut into poorly consolidated bedrock, 

weathered sediment or soil”(Godin & Fortier, 2012). Although the scale of hillslope processes 

are local but it could introduce large quantities of organic matter into aquatic systems, thus 

strongly influence the greenhouse gas generation (Vonk et al., 2015).  

 

Wetland processes include peatland collapse and bog/fen formation (Tarnocai, 2009). Peatlands 

and bogs form due to the accumulation of organic material derived from plants. The organic 

matter accumulates due to low turnover rates in anoxic, saturated soils resulting from the 

thawing of ice-rich permafrost (Craft & Richardson, 2008; Tarnocai, 2009).   

 

Thermokarst lake processes, which include thaw ponds (a.k.a. thermokarst ponds), are a 

manifestation of abrupt pulse thaw, with the potential to dramatically alter the hydrology of the 

system and persist for thousands of years (Åkerman & Johansson, 2008; Deng et al., 2015; 

Guérin, 1983; Osterkamp, 2007; Romanovskii et al., 2000; Schuur et al., 2008). Thaw ponds 

originating from Yedoma usually form deep ponds due to high ice content in comparison to non-

Yedoma permafrost (Grosse et al., 2013). Yedoma thaw ponds gradually lose oxygen in the 

bottom layers (they are highly stratified) and become anoxic, which provides a suitable 

environment for methanogenic activity (see section 1.7) and an increase in CO2 and CH4 

generation (Knoblauch et al., 2018). There are approximately 140,000 thaw ponds of different 

sizes (0.1-50 km2) in the Arctic circumpolar region, which altogether cover 400,000 km2 of this 

region (Smith et al., 2007).  
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In addition, to the thermokarst formations mentioned above, vertical gradual thawing of 

permafrost with low ice content could result in the deepening of the active layer and formation of 

talik (Schuur et al., 2008). Talik formation is defined as a layer of unfrozen ground in permafrost 

affected regions, which no longer freezes (Connon et al., 2018). The deepening of the active 

layer and talik formation can cover a large area (Åkerman & Johansson, 2008). 

 

Thermokarst formations are a major concern for Arctic nations (the majority of their land surface 

is permafrost affected) such as Alaska (85%), Russia (50-55%), Canada (50-55%) and China 

(20%), due to the socioeconomic burden that it could cause (Oliva & Fritz, 2018; Ponder et al., 

2004; Streletskiy et al., 2019). For example, permafrost subsidence causes major damage to 

roads, equipment and infrastructure (Guo & Sun, 2015; Hope & Schaefer, 2016; Melvin et al., 

2017). Thermokarst formations can not only drastically alter the landscape topography, but it can 

also have a major impact on riverine and oceanic environments by introducing labile organic 

matter to the microbial hotspots of these aquatic systems (Berhe et al., 2007). In addition, 

thermokarst formations could cause tree cover loss and subsequently reorganize the plant 

community (favoring sedge and fen vegetation) (Jorgenson et al., 2001). Furthermore, by 

controlling the emission of the secondary aerosols formed due to microbial activity, it could 

directly affect cloud formation (Ehn et al., 2014). As a result thermokarst formations under  

anthropogenic climate change needs to be closely monitored for accurate climate modeling and 

policy development (Romanovsky et al., 2010).  

 

One major concern regarding the thermokarst formations is that they have been hypothesized to 

lift many of the constraints (e.g. low temperature, oxygen, and nutrients) that had limited 
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microbial metabolism (see previous section) and release the sequestered organic material 

(Coolen & Orsi, 2015; Coolen et al., 2011; Ernakovich et al., 2015; Grannas et al., 2013; 

Jansson & Taş, 2014; Ping et al., 2015). Such a wealth of easily accessible carbon source and 

reduced barriers, may increase the microbial metabolic activity (increase in overall flux or 

increase in respiration rate) (Sjögersten et al., 2016; Wei et al., 2018). The net result of microbial 

degradation is the formation of greenhouse gases, mainly in the forms of CO2 and CH4, 

potentially leading to exacerbation of climate change through positive feedback (with more 

warming, permafrost releases more greenhouse gasses, which leads to further warming) (Coolen 

& Orsi, 2015; Mackelprang et al., 2011; Oliva & Fritz, 2018; Schuur et al., 2008). For example, 

one metatranscriptome-based (RNA transcripts directly collected from the environmental 

samples) study of thawing permafrost has shown an increase in abundance of genes associate 

with extracellular protein degradation, carbohydrate metabolism, and hydrolase class of enzymes 

(Coolen & Orsi, 2015). Some examples of genes upregulated after thawing of permafrost have 

been shown in Figure 1.5. 
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Figure 1.5. Abundance heatmap of genes upregulated after thawing of permafrost. Colored 

boxes represent log transformed and normalized read abundance. The threshold used for 

identifying the gene function was set to 60% amino acid identity. In the figure T = thawed, F= 

frozen, cmbsf = cm below sea floor. The figure has been reprinted with permission from (Coolen 

& Orsi, 2015) 
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Microcosm-based experiments have shown that the sequestered carbon in permafrost (in 

particular Yedoma) is highly labile and, initially, microbes could degrade 10-40 g of 

carbon.m3.day-1. However, this respiration rate decreases steadily until it remains constant at 0.5-

5 g of carbon.m3.day-1 over a course of several years (Zimov et al., 2006). The majority of the 

permafrost DOC seem to be more aliphatic, hence it is labile and readily mineralized by 

microbes (see section 1.2) (Hodgkins et al., 2014; Sun et al., 1997; Vallino et al., 1996; Waldrop 

et al., 2010; Ward & Cory, 2015). Even in a case that the released carbon content is not favorable 

for microbial mineralization, photooxidation can increase the degradability of less labile carbon 

content, although it could also make these compounds more recalcitrant (Tank et al., 2012; Vonk 

et al., 2015). Exposure of organic material to light could stimulate the light-absorbing 

chromophoric part of these compounds (CDOM), which CDOM could later interact with oxygen 

or water molecules to generate free radicals (Kaplan & Cory, 2016). These free radicals could 

result in the degradation of organic material (Kaplan & Cory, 2016). Light can also generate CO2 

from thawing permafrost via photomineralization (Tank et al., 2012; Vonk et al., 2015; Wang et 

al., 2020).  

 

With an increase in atmospheric temperature and continuous erosion of the permafrost (e.g. 

Yedoma permafrost), thermokarst formations will continue to become enriched in freshly 

released labile organic material, which under anaerobic conditions may increase methanogenesis. 

For example, increased methanogenesis has been observed in Siberian thaw ponds and has been 

estimated to account for 90% of CH4 emission from this region (Rivkina et al., 2016; Schaefer et 

al., 2011) (For more information, refer to section 1.7). Warming experiments of permafrost 

microcosms obtained from Arctic demonstrated a strong linear relationship with increase in 
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temperature and increase in CO2 production (Mu et al., 2016; Stackhouse et al., 2015). 

Moreover, a microcosm warming experiment has shown a significant amount of N2O release 

from thawing permafrost (Elberling et al., 2010); demonstrating that thermokarst formations 

could allow a substantial N2O feedback to the atmosphere in a warmer world. The latter 

experiment demonstrated that with the increase in drying and wetting cycles, the rate of the 

released N2O also significantly increased (Elberling et al., 2010). In permafrost-affected regions 

of Antarctica, the relationship between permafrost thaw and the increase in microbial activity is 

still not well understood (Altshuler et al., 2017).   

 

Although a large body of literature is showing an increase in greenhouse gas emissions from 

thermokarst systems, however, carbon-climate feedback models from these systems are not 

showing any consensus results. The inconsistency between models is believed to be arising due 

to the complex geomorphology and the heterogenic nature of the permafrost (see above) (Chen et 

al., 2016). For example, it has been seen that old sequestered organic material in deep permafrost 

results in low CO2 release after thawing in comparison to shallow permafrost thawing. This is 

mainly due to the recalcitrant nature of the deep (old) carbon (Song et al., 2014). Also, there is a 

large uncertainty amongst scientists concerning the proportion of sequestered organic material in 

thawing permafrost that will be converted to CO2 versus CH4 (Mackelprang et al., 2016). Hence, 

it is important to study the changes associated with the microbial community structure and 

function occurring in response to permafrost thaw.  

 

Thawing of the Yedoma permafrost may be one of the most important elements that could 

trigger another major tipping point event in the ecosystem (see section 1.1) similar to the one at 
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the Pleistocene terminus (Lenton, 2012). The extent of Anthropocene climate change and 

atmospheric warming has been predicted to be unprecedented in scale in comparison to the early 

Holocene climate change (Walther et al., 2002).  
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1.7. Methanotrophs: the unknown piece of the permafrost climate change puzzle 

 

The objective of this section is to introduce the CH4 oxidizing bacteria and their capacity to assimilate the 

CH4 generated in thermokarst formations. Much emphasis has been given to the point that our knowledge of 

methanotrophs and their CH4 oxidizing capacity in a changing Arctic is very limited in comparison to 

methanogens, which has been extensively studied. 

 

Approximately 20-25% of the global biogenic CH4 emission (~15-50 Tg/year) is attributed to the 

cold northern hemisphere, where the ground is mainly permafrost affected (Bischoff et al., 2013; 

Saunois et al., 2016b). Two prevalent methanogenesis pathways responsible for CH4 release in 

thermokarst systems of the Northern hemisphere are hydrogenotrophic methanogenesis 

(resulting in a δ13CH4 of -110 to -60‰, overall reaction: 4H2 + CO2 → CH4 + 2 H2O) and 

acetoclastic methanogenesis (resulting in a δ13CH4 of -70 to -30‰, overall reaction: CH3COOH 

→ CO2 + CH4) (Doelle, 2014; Hodgkins et al., 2014). More depleted δ13CH4 indicates 

hydrogenotrophic pathway and, in contrast, less depleted δ13CH4 implies methanogenesis activity 

via the acetoclastic pathway (Hodgkins et al., 2014). Continuous permafrost erosion and 

deepening of the thermokarst lakes leads to a shift from the acetoclastic to the hydrogenotrophic 

methanogenesis (Taş et al., 2014), accelerating CH4 generation (Anthony et al., 2014; Walter et 

al., 2006; Zimov et al., 1997). However, some studies have also demonstrated a concurrent shift 

from hydrogenotrophic to acetoclastic pathways with an increase in CO2 emissions after the 

thawing of peaty permafrost (McCalley et al., 2014). In general, it seems that hydrogenotrophic 

methanogens, mainly affiliated with class Methanobacteria are more abundant in the upper layers 

of permafrost in comparison to acetoclastic members of the same class, which are more abundant 

in deeper layers (Barbier et al., 2012; Deng et al., 2015). Hence, the type of thermokarst 

formation and geomorphology of the permafrost could play an important role in selecting one 
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methanogenic pathway over another. Studies have shown that under the current climate change 

regime, Arctic wetland areas have been identified as methanogenic hotspots (biogenic CH4 

source) while High Arctic mineral cryosols (icy mineral soils) are acting as CH4 sinks (see 

below) (Christiansen et al., 2015; Lau et al., 2015). However, an increase in the prevalence of 

thermokarst formations and climate change could favor methanogens irrespective of the 

permafrost type and turn the entire permafrost affected regions of the Northern hemisphere into a 

major CH4 source (Altshuler et al., 2017). However, Methanogenesis in permafrost affected 

regions is not limited to thermokarst formations. Studies have shown that methanogenesis could 

also occur in frozen permafrost, although at a lower rate (see below) (Mackelprang et al., 2011; 

Rivkina et al., 2007). 

 

Studies of cryosols have shown the dominance of methanogens taxonomically affiliated with 

orders of Methanococcales and Methanomicrobiales, while deep Pleistocene aged permafrost 

samples of High Arctic with large concentrations of entrapped CH4 demonstrated the dominance 

of genera Methanosarcina, Methanoregula, and Methanobacterium (Allan et al., 2014; 

Shcherbakova et al., 2016). In contrast to permafrost, the analysis of active layer soil samples 

demonstrated the dominance of methanogens taxonomically associated with orders 

Methanosarcinales, Methanocellaceae, and Methanomicrobiales (Ganzert et al., 2007).  

 

In general, methanogens are adapted to thrive under energetically stressful environments with 

low requirements of redox potential and have a narrow substrate requirement; however, their 

methanogenesis capacity is directly influenced by the aliphatic/oxidative state of the organic 
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material, water regime, and increase in temperature of the thermokarst systems such as the thaw 

ponds (Ganzert et al., 2007; Høj et al., 2006; Wagner et al., 2007).  

 

Methanogenesis significantly decreases at freezing temperatures; however, based on the recent 

greenhouse gas trajectory model RCP 8.5, 30-99% (~106-107 km2) of the permafrost will thaw 

and release ~37-174 Pg of labile carbon by the year 2100 in response to ~10 oC increase in 

Arctic air temperature (Ponder et al., 2004; Romanovsky et al., 2010; Schuur et al., 2015). Other 

models have estimated 16-20% permafrost loss in Canada by the year 2100, 40-57% in the 

Northern hemisphere in general, and some have even predicted 100% permafrost thaw (Jung & 

Kunstmann, 2007; Lawrence & Slater, 2005; Zhang et al., 2008a, 2008b). Although the 

projections are different, there is an agreement that the CH4 generated from the thawing 

permafrost by the end of this century will contribute substantially (predicted to be an extra 

~25%) to the northern hemisphere CH4 budget (Schaefer et al., 2011; Schneider & Hook, 2010; 

Strauss et al., 2017). Although deep permafrost does not harbor a large number of methanogens 

in comparison to bacterial species (see section 1.5), it seems that with gradual thawing of the 

permafrost they become abundant later on (Hultman et al., 2015).   

Not all volatile organic compounds generated from thermokarst systems enter the atmosphere; 

plants and CH4 oxidizing microbes act as a biofilter, removing some of these gasses before they 

escape. Increased CO2 concentration in the Arctic promotes plant productivity (photosynthesis), 

which could increase the CO2 sink capacity of this region. However, CH4 emissions are 

somewhat more problematic since CH4 oxidation is limited to a narrow guild of microorganisms 

(Angert et al., 2005; Anthony et al., 2014; Black et al., 2000; Friend et al., 2014; Hicks Pries et 

al., 2013; McGuire et al., 2010; Negandhi et al., 2014; Oechel et al., 1994; Van Huissteden & 
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Dolman, 2012). CH4 is not an easy energy source to consume because it has a very stable 

molecular structure and a high Ea is required for overcoming this stability (Strous, 2010).    

 

Aerobic methane oxidizing bacteria (MOB) use CH4 as their sole source of carbon and energy 

with the aid of their specialized methane monooxygenase enzymes (MMO) (Hanson & Hanson, 

1996). Methanotrophy is initiated by activating the CH4  molecule via the catalytic activity of 

particulate or soluble methane monooxygenase enzymes (pMMO/sMMO) and an oxygen 

molecule (Khmelenina et al., 2018). The particulate copper-containing form of the enzyme 

(pMMO) is almost universal in known MOB (except genera Methylocella and Methyloferula) 

and consists of three polypeptide subunits of α (49 kDa), β (27 kDa) and γ (22 kDa) expressed by 

pmoCAB operon (Chen et al., 2010; Khmelenina et al., 2018; Vorobev et al., 2011). The enzyme 

has a (αβγ)3 homotrimer 3D structure. The pmoA gene, which encodes the α subunit is often used 

as a functional biomarker for screening the MOB in the environmental samples via PCR 

(Luesken et al., 2011).  

 

The soluble di-iron (III) form of the enzyme (sMMO) is only present in some MOB and usually 

acts as a secondary enzyme in the absence of copper required for pMMO activity (Khmelenina et 

al., 2018). The enzyme has a dimer structure of (αβγ)2, which is encoded by the operon mmoXYZ 

(Lawton & Rosenzweig, 2016). Similar to pmoA gene, mmoX (encodes the α subunit) could be 

used as a biomarker for detecting MOB with sMMO activity (McDonald et al., 2008). 

 

Methanotrophy was initially thought to only happen under aerobic conditions, because of the 

involvement of the oxygen in the first step of the pathway for activating the CH4 molecule 
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(Strous, 2010). It is important to mention that aerobic MOB can also carry out CH4 oxidation 

under oxygen limited conditions by partial oxidation of CH4 to acetate and subsequently 

shuttling the acetate to a denitrifier (Costa et al., 2000). It has been suggested that under 

anaerobic conditions archaeal strains distantly related to acetoclastic methanogens are able to 

carry out methanotrophy with a mechanism known as “reverse methanogenesis” coupled with 

the activity of sulfate reducing bacteria (e.g. Desulfosarcina, Desulfococcus, and Desulfobulbus)  

(Strous, 2010). Although it is difficult to calculate the exact Gibbs free energy for the anaerobic 

methane oxidation (ANME) in situ (due to the high sensitivity of the reaction to environmental 

perturbations), it has been estimated to proceed at -20 to -40 kJ/mol (less than one ATP/CH^4 

oxidized) close to -10 kJ/mol of thermodynamic lower limit for life (Jackson & McInerney, 2002; 

Scheller et al., 2020). However, some studies do not agree with this mechanism of “reverse 

methanogenesis” with syntrophic association (beneficial cross-feeding) with sulfate reducers. For 

examples, two studies demonstrated ANME activity in the absence of sulfate reducing partners 

(Eller et al., 2005; Orphan et al., 2002).  

 

ANME has also been seen to be coupled to nitrate reduction (Raghoebarsing et al., 2006; 

Scheller et al., 2020), and to metal (iron and manganese) oxide reduction (Beal et al., 2009). In 

ANME coupled to nitrate reduction, the syntrophic partners are two methanotrophs, “Candidatus 

(Ca.) Methylomirabilis oxyfera” (Ettwig et al., 2010; Raghoebarsing et al., 2006; Scheller et al., 

2020) and “Ca. Methyanoperedens nitroreducens” (Lu et al., 2019). “Ca. M. nitroreducens” 

reduced nitrate to nitrite and “Ca. M. oxyfera” reduces the generated nitrite to nitrogen molecule, 

which also acts as a detoxifying step for the “Ca. M. nitroreducens” (Ettwig et al., 2008; Haroon 

et al., 2013).  
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Currently very little is know about the syntrophic partners and the exact route of electron transfer 

and sink source in ANME coupled with iron oxidation (Scheller et al., 2020). However, it has 

been proposed that multiple members of ANME are involved in this type of methanotrophy, 

which some members transfer the CH4 driven electron to sulfate reducing bacteria and some 

might transfer the electron to metals such as iron or manganese (Scheller et al., 2020). This type 

of methanotrophy might explain the activity of some ANME archaea in the absence of bacterial 

partners (Orphan et al., 2002).  

 

In general, the exact ecological importance and capacity of ANME are not well understood and 

they are only known as ANME-1, ANME-2 and ANME-3 (paraphyletic with methanogens). 

Although they have been cultured individually in a laboratory setting but no isolate of ANME 

and their sulfate reducing partner(s) exist (Strous, 2010). Two reasons that have been suggested 

for why ANME are hard to isolate are i) their extremely slow doubling time (e.g. in the order of 

months-yeas) and ii) our limited knowledge regarding the nature of the electron transport 

mechanism between ANME and their sulfate reducing partner (Girguis et al., 2003; Wegener et 

al., 2008). 

 

The majority of the known MOB are aerobic and are associated with either 

Gammaproteobacteria (Type I) or Alphaproteobacteria (Type II) based on their morphological, 

physiological, and phylogenetic features (Khmelenina et al., 2018). Outside of the 

proteobacterial MOB three genera Methylacidiphilum, Methylacidimicrobium and Methyloacida 

are associated with phylum Verrucomicrobia, and “Ca. M. oxyfera” is associated with phylum 
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NC10 (Ettwig et al., 2010; Islam et al., 2008; Khmelenina et al., 2018; van Teeseling et al., 

2014).  

 

Type I MOB are obligatory methanotrophs (only able to consume C1 compounds such as CH4 or 

methanol (CH3OH) as an energy source) and their primary route of CH4 assimilation is the 

ribulose monophosphate pathway (RuMP) (Khmelenina et al., 2018). Type I MOB are 

phylogenetically associated with two families of Methylococcaceae and Methylothermaceae 

(Khmelenina et al., 2018). In contrast, some members of the Type II MOB are facultative MOB 

capable of consuming a number of multi-carbon compounds in addition to the CH4, which they 

primarily assimilate via serine pathway and some strains (associated with Beijerinckiaceae) via 

Calvin-Benson Bassham cycle (CBB) (Chistoserdova et al., 2009; Dunfield & Dedysh, 2014; 

Khmelenina et al., 2018). Type II MOB are scattered between Methylocystaceae and 

Beijerinckiaceae families (Khmelenina et al., 2018). Verrucomicrobial methanotrophs prefer to 

proliferate at pH of 0.5-5 and temperatures of 30-65 oC a typical feature of geothermal and 

highly acidic habitats, e.g. (Dunfield et al., 2007). Methanotrophs of this phylum are autotrophs, 

which they oxidize the CH4 all the way to CO2 and then using the generated CO2 in CBB for 

organic matter production (Khadem et al., 2011). NC10 related “Ca. M. oxyfera” couples 

anaerobic CH4 oxidation to nitrification via the activity of a novel enzyme NO dismutase, which 

generates oxygen for the MMO enzyme to carry out the methanotrophy (Ettwig et al., 2010).  

 

In addition to their taxonomical classification, Proteobacterial MOB have been broadly divided 

into two major groups based on their affinity to CH4 (a
0

s); low-affinity methanotrophs (LAM), 

which are unable to colonize in the presence of CH4 at atmospheric levels and high-affinity 
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methanotrophs (HAM), which are capable of growing in the presence of trace CH4 at 

atmospheric levels (Tveit et al., 2019). However, there are some exceptions to this broad 

classification of MOB. For example, Methylobacter album BG8 (Type I MOB; formerly known 

as M. albus) although characterized as LAM, is able to carry out methanotrophy at atmospheric 

levels when the strain is supplemented with methanol (Benstead et al., 1998). Some 

Methylocystis strains (Type II MOB), by relying on a high CH4 affinity variant of the pMMO 

enzyme known as pMMO2, are able to survive by oxidizing CH4 at atmospheric levels (Baani & 

Liesack, 2008). 

 

In general, HAM are less well known than LAM; currently, there is only one cultivated HAM 

(strain MG08 affiliated with the otherwise uncultivated methanotroph group USCα). HAM are 

designated as aerobic upland soil clusters (USC), which are found phylogenetically in either 

Gammaproteobacteria (USCγ) and Alphaproteobacteria (USCα) (Dunfield, 2007; Tveit et al., 

2019). USCα prefer to proliferate in neutral to acidic soils and while USCγ prefer neutral to 

alkaline soils (Knief, 2015; Knief et al., 2003). Because of such differences in their physiology, 

HAM MOB seem to be highly sensitive to anthropogenic disturbances in comparison to 

conventional MOB (Tveit et al., 2019). HAM has been recently characterized in permafrost-

affected regions (Lau et al., 2015; Martineau et al., 2014; Tveit et al., 2019). However, the 

possibility of CH4 oxidation at the atmospheric levels in permafrost (deposits of Alaskan 

permafrost) was first reported by Whalen and Reeburgh in 1990 (Whalen & Reeburgh, 1990). 

Simulated soil warming experiments show that boreal forest, tundra biome and Arctic polar 

desert are potential HAM MOB hotspots (Martineau et al., 2014). Microarray analysis of pmoA 

genes detected in acidic active layer soils of Axel Heiberg Island (Canadian High Arctic) 
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demonstrated the abundance of HAM MOB affiliated with USCα in the top 15 cm layer. In 

contrast, the USCγ MOB was more abundant in upland tundra soil from the same region 

mentioned above (Martineau et al., 2014). In general, the highest CH4 oxidation activity related 

to HAM MOB is in the upper layers of the soil where access to atmospheric CH4 is easy (Kolb, 

2009; Martineau et al., 2014). MOB associated with USCα has been seen to favour bog and palsa 

systems (Singleton et al., 2018). It has been suggested that the USCα are facultative MOB 

capable of surviving by living on acetate in the absence of CH4, which explains their dominance 

in acidic bogs when CH4 is very limited (Semrau et al., 2011). Two studies show that the peaty 

permafrost of the Northern hemisphere (Yedoma and organic rich permafrost) is currently acting 

as a CH4 source, while silty permafrost is acting as a CH4 sink, mainly due to the activity of the 

HAM MOB (Christiansen et al., 2015; Lau et al., 2015). Interestingly across the High Arctic 

region, the CH4 oxidation activity of the HAM MOB was significantly different between 

different geographical regions mainly due to the geomorphology of the permafrost. For example, 

cryosols demonstrate the lowest atmospheric level CH4 oxidation activity (-0.02 to -17.8 mg 

CH4.C m-2.day-1) in comparison to other sites of the High and sub-Arctic permafrost affected 

regions (Lau et al., 2015). The reason for this observation was attributed to low soil organic 

carbon, vegetation cover and water content in cryosols (Lau et al., 2015).  

 

In permafrost affected regions, LAM are often found in close proximity to methanogens in the 

anoxic or sub-oxic (≤ 2.2 mgO^2 L
-1) zones of thermokarst systems such as thaw ponds 

(Crevecoeur et al., 2017; Mackelprang et al., 2016; Vonk et al., 2015). Permafrost in both frozen 

states and in active layer contains Type I and Type II classes of MOB, including MOB 

associated with Verrucomicrobia; however, these important functional guilds of microbes are not 
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prevalent in permafrost affected regions and their abundance decrease with increase in depth of 

the permafrost. This is possibly due to a reduction in available oxygen (Christiansen et al., 2015; 

Stackhouse et al., 2015; Yergeau et al., 2010b). Similar to methanogens, it seems that 

thermokarst formations can select for a certain species of MOB. A comprehensive study 

conducted by Singleton and colleagues on a permafrost thaw gradient from Stordalen Mire 

demonstrated that LAM MOB community structure and activity significantly changed in parallel 

with an increase in permafrost thaw (Singleton et al., 2018). The partially thawed bog 

demonstrated the highest dominance of MOB, in particular, Type II MOB whereas Type I MOB 

was the most dominant MOB in fully thawed fen (Singleton et al., 2018).  

 

The methanotrophic capacity of the permafrost affected regions is still not well understood; 

however, 40-70% of CH4 produced in thermokarst formations is believed to be oxidized by 

methanotrophs before escaping to the atmosphere (Crevecoeur et al., 2017; Megonigal et al., 

2004). Two main reasons for CH4 escaping the MMO enzymes of the MOB are ebullition of CH4 

and CH4 transfer through aerenchyma (air channels) of plants, which both phenomenon often 

occurs in the thaw ponds (Bischoff et al., 2013; Walter et al., 2006). 

 

It seems that permafrost affected regions are mainly dominated by LAM taxonomically 

associated with Type I. Some examples include genera Methylobacter and Methylocystis (Type 

II MOB), which were the most dominant MOB in Sanjiang wetlands of China (Zhang et al., 

2020a); Methylobacter and Methylosarcina in Haibei wetlands of china (Zhang et al., 2020a); 

Methylobacter in thaw ponds of Sub Arctic Québec (Crevecoeur et al., 2017); Methylobacter and 
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Methylosarcina in active layer soil from Ellesmere island in the Canadian high Arctic (Martineau 

et al., 2010).  

 

The community structure of the dominant MOB strain have been seen to change in response to 

increased temperature or permafrost thaw (e.g. 2 to 5 days of incubation at 4, 10 and 21 oC) (He 

et al., 2012b; Singleton et al., 2018). However, the combination of both an increase in 

temperature and permafrost/active layer soil disturbance (such as thermokarst formations) on 

MOB community structure and activity is not well understood. Limited studies have predicted 

that with an increase in atmospheric temperature and drastic changes in the hydrology of the 

permafrost affected regions due to thaw, methanotrophic activity is going to increase (especially 

in well-drained cryosol permafrost deposits of the Northern hemisphere), while methanogenesis 

will remain constant (Emmerton et al., 2014; Mackelprang et al., 2017). 

 

Although methanotrophs are an important functional guild of microbes, they are under-

characterised relative to methanogens in permafrost affected regions. Due to limited knowledge 

of the methanotrophic capacity of the thawing permafrost, it is not clear what percentage of the 

CH4 escapes the methanotrophs and reaches the atmosphere. Two recent studies show that the 

current CH4 emission models overestimate the amount of CH4 reaching the atmosphere (Mayr et 

al., 2020b; Oh et al., 2020). These studies concluded that HAM MOB are capable of adapting to 

changing Arctic environments and can rapidly respond to a large increase in the concentration of 

CH4 emitted to only allow a relatively small percentage (~18%) of CH4 to escape into the 

atmosphere (Mayr et al., 2020a; Oh et al., 2020). Hence, for developing accurate CH4 emission 

models from permafrost affected regions, it is essential to consider methanotrophic community 
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and activity along with the methanogens under rapidly increasing temperatures and permafrost 

thaw (Song et al., 2014). In addition, in order to gain a better understanding of the Arctic CH4 

cycle, it is important to understand what parameters in permafrost and active layer are 

influencing methanotrophic community structure. Limited studies have been conducted in the 

past; however, none have resulted in any consensus results. For example, a study conducted by 

Liebner and colleagues on active layer MOB showed that the diversity of the MOB were not 

influenced by the depth or physical and geochemical gradient of the soil (Liebner et al., 2009). 

However, another study demonstrated that in the same geographical location (conducted in High 

Arctic Canada) from one site to another the MOB structure and abundance were significantly 

different. The authors attributed local soil characteristics and sampling depth as key parameters 

causing differences in abundance and structure of the detected MOB (Martineau et al., 2014). 

From these contradictory studies, two questions arise “how would permafrost or active layer soil 

disturbance and increases in atmospheric temperature might impact MOB?” and; “how much of 

a role does soil disturbance play in driving MOB community structure in comparison to key soil 

indices such as organic carbon content, pH and moisture?”  
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1.8. Summary of Chapter 1 and the main research questions  

 

Soil microorganisms are catalysts of ecosystem function and different guilds of microbes are 

able to differentially influence nutrient mobilization and mineralization, and thus, local and 

global biogeochemical cycling. For example, methanogenic archaea are responsible for 

transforming organic matter released from thawing permafrost into the potent greenhouse gas 

CH4 under anaerobic conditions, while CH4 oxidizing bacteria (MOB) are responsible for 

controlling the flux of that CH4 to the atmosphere by transforming it to the less potent 

greenhouse gas CO2 under aerobic conditions. Anthropogenic activities have been identified as a 

major driver of climate change, which in return has increased the risk of abrupt loss of above-

ground biodiversity on Earth. By contrast, below ground microorganisms have relatively rarely 

been the focus of research in the context of climate change. Climate change induced alterations 

in soil microbial community structure or function have been speculated to subsequently alter soil 

processes with a possible negative impact on higher trophic levels. Soil microorganisms have the 

capacity to change a carbon rich ecosystem like permafrost to a giant, time-sensitive “carbon 

bomb” (Strauss et al., 2017). Hence, it is clear that it is essential to incorporate the knowledge of 

microbial response to climate change in order to create accurate carbon-climate feedback models 

and an environmentally sustainable future. Although soil warming experiments have contributed 

a lot to our knowledge regarding both microbial response towards increases in temperature and 

the extent at which soil edaphic parameters influence microbial community structure, we still 

have yet to learn and agree upon. 
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According to the preserved paleoclimatic proxy records, the Earth has experienced multiple 

profound climatic oscillations with the most recent having occurred ~10,000 yr at the 

Pleistocene-Holocene transition. This latest epoch transition coincided with multiple events 

including: glacial retreat, shifts in plant community composition, changes from a cold and dry 

ecosystem to a warm and wet ecosystem, and disappearance of the ancient megafauna, most 

notably populations of bison, horse and mammoth. The remnants of this ancient biota in the form 

of intact fossils, ancient DNA, pollen and microorganisms are very well preserved in permafrost, 

particularly permafrost of the un-glaciated eastern Beringia, which has never been affected by 

glacial retreat (may profoundly alter the soils structure via physical perturbation and mixing). 

The permafrost of this land mass has therefore remained pristine since the time of last glaciation 

maximum and is representative of the direct effect of past climate change. Permafrost samples 

from this location dated to the Pleistocene-Holocene boundary thus provide me with an excellent 

opportunity to not only study the potential changes in microbial community structure across two 

different epochs but also allows study of the changes in soil edaphic parameters. The 

Pleistocene-Holocene geological boundary might be a potential analog for the current Holocene-

Anthropocene transition and may aid in the prediction of possible future change in the microbial 

community structure of permafrost/soil in a warmer world. 

 

Despite being one of the coldest oxygen and nutrient-limited geological settings on Earth, high 

latitude permafrost contains 107-108 cells/g of soil, of which some are known to be alive and 

metabolically functional or in a state of dormancy. Methanogenic Archaea are viable and highly 

active within the permafrost. Thawing of massive ice triggered by climate change within the 

permafrost can lead to the formation of thermokarst. Thermokarst is highly anoxic, with 
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conditions suitable for methanogenesis, resulting in generation of CH4. This increase in CH4 

production stimulates methanotrophs that use the generated CH4 as their sole source of carbon, 

acting as natural CH4 biofilters. Hence, the changes in the community structure of these two 

ecologically important microorganisms could determine whether permafrost is a biological CH4 

source or sink. Extensive studies have been done regarding identifying the taxonomy of 

methanogens in permafrost and their CH4 generating capacity and population structure prior to 

and following permafrost thaw. Studies of the methanotrophs in permafrost and Arctic 

environments are limited. In particular, it is not known how MOB are going to respond to 

permafrost or active layer soil disturbance in parallel to an increase in temperature. An increase 

in atmospheric temperature and an increase in the disturbance of permafrost/active layer soil are 

two key markers of the Anthropocene.   

 

By using permafrost and active layer bacteria of the Beringia as a model, my Ph.D. thesis 

focuses on the following questions: 1) “how confident are we that the DNA extracted from 

permafrost is truly representing the ancient microbes and not contaminating contemporary 

microbes?” 2) “what was the impact of abrupt climate change at Pleistocene-Holocene transition 

on soil microorganisms?” and; 3) “If we assume that modern climate change is analogous to the 

Pleistocene-Holocene transition, how will disturbance of the active layer soil along with an 

increase in temperature shape active layer microbial community structure, and in particular, the 

methanotrophic community?” 
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Chapter 2 

Optimization of subsampling, decontamination, and DNA extraction 

of difficult peat and silt permafrost samples 
 

 

This chapter has been published in the journal “Scientific Reports” as “Saidi-Mehrabad, A., Neuberger, P., Cavaco, M., 

Froese, D., Lanoil, B. (2020). Optimization of subsampling, decontamination, and DNA extraction of difficult peat and silt 

permafrost samples. Scientific Reports. 10:14295”.  

 

 

 

2.1. Introduction  

 

Permafrost, i.e. Earth materials below 0 °C for at least two years and up to millions of years, acts 

as an archive of past environments and ecosystems, preserving biological material as a result of 

its isolation from atmospheric inputs, low temperatures, and low water activity (Willerslev et al., 

2003). Ancient DNA derived from long-dead organisms is an important example of such 

material and has been used for a variety of purposes, ranging from reconstructing human 

migration patterns to reconstituting the genomes of extinct organisms such as the woolly 

mammoth and North American horses (Birks & Birks, 2016; Froese et al., 2002; Orlando et al., 

2013; Poinar et al., 2006; Waters & Stafford, 2007). Furthermore, permafrost-dwelling microbes 

may also play important roles in carbon cycling by conversion of permafrost organic carbon to 

CH4 and CO2, both important greenhouse gasses (Davidson & Janssens, 2006; Mackelprang et 

al., 2011; Nikrad et al., 2016; Schuur et al., 2008).  
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The use of high-throughput sequencing technologies has enriched our understanding of microbial 

communities in permafrost and ancient DNA. However, these technologies require the extraction 

of high yields of DNA devoid of contaminants (Shendure et al., 2017). External contamination is 

particularly problematic in DNA-based approaches due to the high sensitivity in detecting, 

amplifying and sequencing of DNA. The nature of these contaminants are primarily DNA from 

humans and background or exogenous DNA of microorganisms (Skoglund et al., 2014; Weyrich 

et al., 2019). 

 

Obtaining DNA devoid of contaminants from environmental samples, especially from those with 

low biomass such as permafrost, is often challenging. Such samples are prone to external 

contamination during drilling and collection in the field and handling in the laboratory, which 

could lead to misinterpretation of microbial diversity, activity, or ancient DNA studies (Bang-

Andreasen et al., 2017; Salter et al., 2014; Willerslev et al., 2004a). Several methods have been 

used for permafrost decontamination, such as scraping the outer surface of cores, fracturing of 

cores followed by clean subsampling from the interior of the core sections (i.e. “disk sampling”), 

or washing the cores with DNase (e.g. (Barbato et al., 2016; D’Costa et al., 2011; Rivkina et al., 

2016) (Supplementary Table 1.1). Either scraping or disk sampling are the most commonly 

used protocols (Supplementary Table 1.1); however, the efficacy of these methods in removing 

external contaminants is not well characterized (e.g. (Bang-Andreasen et al., 2017). 

 

Ancient DNA (aDNA) and deep subsurface (both sediment and ice) microbiology studies face 

similar challenges to permafrost DNA studies, with high potential for contamination due to low 

endogenous cell and DNA abundance in the samples. Such studies have formalized highly 
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stringent sampling and decontamination protocols, with protocols to minimize contamination and 

controls to monitor contamination at all stages from sampling to downstream analyses (e.g. 

(Bollongino et al., 2008; Kallmeyer, 2017; Kallmeyer et al., 2006; Korlević et al., 2015; Llamas 

et al., 2017; Yanagawa et al., 2013; Yang & Watt, 2005). Similar approaches may be beneficial 

for permafrost studies. For example, a unique tracer or combination of tracers added during 

drilling is used to monitor contamination in deep subsurface microbiology studies (e.g. (Smith et 

al., 2000). Similar tracers have also been used in permafrost microbiology, but only rarely (e.g. 

(Krivushin et al., 2015; Vishnivetskaya et al., 2006; Wright & Poinar, 2012). Likewise, many 

decontamination methods have been systematically tested for ancient DNA studies of skeletal 

remains. Some of these methods, such as scraping (Kalmár et al., 2000) and disk sampling 

(Palmirotta et al., 1997), have been used for permafrost decontamination as well. However, other 

methods used for aDNA studies of bone, including UV irradiation (González‐Oliver et al., 

2001), and treatment with household bleach (Kemp & Smith, 2005) have not been tested on 

permafrost intended for microbial work. Bleaching, in particular, has proven to be highly 

effective in removing external contaminants without damaging the genomic material within the 

samples in both ancient remains and ice cores (Korlević et al., 2015; Rogers et al., 2004a; 

Salamon et al., 2005). 

 

Another major issue in permafrost molecular studies is low DNA yield and poor quality of 

isolated DNA due to co-extracted chemical inhibitors (Mackelprang et al., 2017; Vishnivetskaya 

et al., 2000; Yergeau et al., 2010a). Permafrost researchers have utilized either commercial DNA 

extraction kits, most of which are based on mechanical disruption followed by DNA purification, 

or chemical DNA extraction protocols. Commercial mechanical disruption-based kits provide 
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consistent DNA yield (although yield differs significantly between kits) and similar community 

composition, while chemical DNA extraction approaches are less consistent (Vishnivetskaya et 

al., 2014). Issues with co-extraction of chemical inhibitors have led some researchers to add 

extra purification steps. In some cases (e.g. (Braid et al., 2003; Griffiths & Whiteley, 2000; 

Porter et al., 2013), additional purification can lead to a loss of DNA or biases in the evaluation 

of community structure, although observable bias is not always seen (e.g. (Vishnivetskaya et al., 

2014). To our knowledge, there have been no comparative studies assessing the efficacy of 

commercial kits for DNA extraction of difficult permafrost samples of different 

textures,chemistry and age. 

 

In this study, we tested the efficacy of several decontamination methods on permafrost with the 

aid of a microbial tracer. In addition, we compared DNA yield and purity for four widely used 

commercially available soil DNA extraction kits with peaty and silty permafrost samples, with 

and without modifications of the manufacturer’s protocol. We developed recommendations for 

permafrost researchers for sample handling and processing, contamination detection and control, 

and DNA extraction. 
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2.2. Material and Methods 

2.2.1. Site description and sampling strategies 

 

A 3.97 m long, 10 cm diameter continuous permafrost core (termed DHL-16) was collected in 

May, 2016 adjacent to cores collected and presented previously (1.5 m lateral; GPS: 65.21061 N, 

and 138.32208 W; Figure 2.1) (Porter et al., 2019). Two intervals of this core were sampled for 

this study. The first was a lower silt unit (from a depth of 254 cm to 336 cm, here called DH_2) 

dating to the Pleistocene, between 11,650 and 15,710 cal yr BP based on radiocarbon dating and 

age modelling (Porter et al., 2019). The second was an upper peat unit (from a depth of 105 cm 

to 212 cm, here called DH_1) dating to the early Holocene between 8,190 and 10,380 cal yr BP. 

The organic/silt boundary was determined at 244 cm (~ 10,400 cal yr BP), placing the DH_2 

core segment right around the start of the Holocene geological epoch. 
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Figure 2.1. Map of Yukon region showing the coring location (DHP174-13L) for DHL_16 core 

(Porter et al., 2019). The location was within the continuous permafrost zone (90–100% 

permafrost extent). The map has been reprinted with permission from (Porter et al., 2019). 

 

The surface material at our sampling site was approximately 2.5 m below the surface of 

surrounding undisturbed sites. The reason for this difference was due to the removal of the active 

layer soil in our sampling site by the Yukon government to be used in road maintenance. To 

access the frozen permafrost table, we removed approximately 10–20 cm of thawed material 

with a shovel. The core was extracted by vertical drilling with a hand-held gas-powered drill 

with a custom-made diamond bit. Cores were extracted from the ground in an average of ~ 25 cm 

segments. Upon removing the core segments from the core catcher, the organic materials stuck to 

the surface of the core were scraped off with a clean pocket knife and the core was immediately 

sprayed with our contamination tracer (see below). Frozen core segments were placed in heat-

sealed clear plastic bags (ULine, Canada), placed in coolers with ice packs for the duration of 

coring, and then stored at − 20 °C during transportation and subsequent analyses. At the 

University of Alberta, the DH_1 and DH_2 core segments were cut vertically into 1/3 and 2/3 

subsections with the aid of a masonry saw. The 2/3 section was used to test decontamination and 

DNA extraction protocols, while the 1/3 section was used for chemical analyses. 
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2.2.2. Contamination tracer 

 

Approximately 2.8 × 107 cells/ml of Escherichia coli (E. coli) strain DH10B harboring a pBAD 

vector (Thermofisher Scientific, Canada), suspended in a total of 50 ml 1 × PBS, was sprayed 

from a spray bottle on the core catcher, diamond bits, and the surface of the frozen cores (Durfee 

et al., 2008; Guzman et al., 1995; Shaner et al., 2013). pBAD is an expression vector that codes 

for the mNeonGreen protein. This vector and its product were targeted as the main 

contamination tracer in this study via PCR of vector sequences and macro-photography of the 

mNeonGreen protein fluorescence under 470 nm wavelength using a xenon arc lamp (Sutter 

Instruments, USA). 

 

2.2.3. Sterilization procedure of the tools and work areas 

 

To maintain cleanliness in the sub-sampling laboratory environment, we followed 

recommendations for ancient DNA and deep subsurface microbiological work (Llamas et al., 

2017(Cooper & Poinar, 2000). These recommendations include the use of Tyvek clothing 

covers, masks, and gloves; sterilization of all equipment via baking, bleaching, or both; 

subsampling in a class 1,000 clean space with no history of DNA extraction or PCR 

amplification of DNA; and monitoring of the space for potential contaminants. For full details, 

see supplemental methods in Appendix 1. 
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2.2.4. Basic chemical parameter analyses of the core segments 

 

The 1/3 core sections of DH_1 and DH_2 were cut into 1-cm3 cubes with a handsaw in a 4 °C 

cold room. The analyses of water content, organic matter, and pH were determined based on 

standard methods (see Appendix 1 for details). 

 

2.2.5. Decontamination and subsampling methods 

 

To prepare the samples for intentional contamination and decontamination, the 2/3 section of 

each core segment was cut horizontally into multiple disks (Supplementary Figure 2.1). Except 

for the piece selected for the decontamination protocol g (see below), one side of the disks was 

painted with a total of 5.3 × 108 cells ml-1 of E.coli with pBAD suspended in 1 × PBS using a 25 

mm paintbrush. The other side was not painted in the laboratory and thus any spike present was 

the result of spraying in the field. For decontamination protocol g, the disk was cut into three 

rectangular subsections (Supplementary Figure 2.1). One rectangular piece was painted with 

the spike as above, another painted with a total of 18 µg of pBAD vector DNA isolated using 

QIAprep Spin Miniprep Kit, by the manufacturer’s instructions (MO Bio, Qiagen Canada), and 

the third piece was not painted in the laboratory (Supplementary Figure 2.1). 

 

Seven decontamination methods were tested in this study: (a) scraping off external, potentially 

contaminated material by shaving the exterior of the cores 4–5 times, which removed ~ 2–3 mm 

of material with a series of 0.012"/0.30 mm single edge blades (i.e. “scraping”, modified from 

(Rivkina et al., 2016)). (b) Sampling of a fresh, uncontaminated face with brass pipe connectors 
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(1/2" O.D. × 1/2" O.D.) (similar to (D’Costa et al., 2011) with the only difference being that 

brass pipe connectors were used instead of a stationary drill press (i.e. “disk sampling”); (c) disk 

sampling as in protocol b, but using a manual soil press device for volumetric subsampling 

(similar to (Bottos et al., 2018). Protocol c was performed with a set of custom-made high-

pressure 30 cm long and 1.5 mm thick stainless-steel tubing. (d) Disk sampling as in protocol b, 

but using a hammer, chisel and a hand saw to remove the outer, contaminated material (similar to 

(Hultman et al., 2015), with the only difference being that a manual hand saw was used instead 

of an electric jigsaw, no clamps were utilized, and the cores were not cut into cubes. (e) A 

combination of scraping and disk sampling with chisels and blades (similar to (Mackelprang et 

al., 2017), with the only difference being that single edge blades were used instead of knives. (f) 

UV irradiation of the disk (modified from (Kalmár et al., 2000). In protocol f, a disk was placed 

in a clean, closed UV box (UVP C-70G Chromato-Vue Cabinet; Analytik Jena, USA) ~ 6 cm 

from the UV lamp of 15 watts and was subjected to UV light at 254 nm for 5 min (8.45 × 10–17 

J/m2
UV dosage), 10 min (1.69 × 10–16 J/m2

UV dosage), 20 min (3.38 × 10–16 J/m2
UV dosage) or 30 min 

(5.07 × 10–16 J/m2
UV dosage) intervals. (g) Scraping and bleaching (developed for this study based 

on (Kemp & Smith, 2005; Rogers et al., 2004b).  

 

Unlike protocols a-f, protocol g started with subsampling first and then decontamination 

(Supplementary Figure 2.1). In protocol g, the surface of the rectangular piece was first washed 

with pre-chilled (4 °C), full strength concentrated household bleach solution with no phosphorus 

compounds. Bleach was rinsed off with pre-chilled (4 °C) Milli-Q water. The resulting loosened 

surface materials were removed via scraping with 0.012"/0.30 mm heavy duty single edge blades 

(Richard Ltd, Canada). This entire process was then repeated a second time (Figure 2.2).  
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Figure 2.2. Schematic of our recommended protocol (decontamination protocol g). Step 1: A 2/3 

section of each core segment is horizontally dry cut into multiple rectangular pieces. Step 2: 

Each rectangular piece is intentionally surface contaminated by painting with an E.coli strain 

(DH10B) carrying a known plasmid vector (e.g. pBAD/His B). Step 3: Intentionally 

contaminated rectangular pieces are thoroughly washed with 4 °C pre-chilled full strength 

household bleach with no phosphorus compounds. Step 4: Bleach residues are rinsed off with 

pre-chilled 4 °C Milli-Q water. Step 5: Loosened surface materials are removed via scraping 

with a 0.012"/0.30 mm heavy duty single edge blade razor. Steps 3–5 are repeated to ensure 

decontamination. Step 6: The DNA is extracted. Step 7: Samples are screened for the presence of 
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the plasmid vector via PCR. If the plasmid vector is detected, the sample is discarded; if not 

detected, the sample is sent for sequencing. 

 

Decontaminated samples were stored at − 20 °C prior to DNA extraction. Decontaminated 

samples obtained from protocols (a and c–f) were crushed into smaller pieces with a sterile chisel 

and hammer and prior to DNA extraction, they were allowed to thaw at room temperature. 

Thawed material was homogenized by mixing and the resulting material was subsampled for 

DNA work. Soils in brass pipe connectors obtained via protocol (b) were left at room 

temperature prior to DNA extraction to allow easy removal of the material with the aid of a 

sterilized spatula and were later mixed and subsampled. 

 

2.2.6. DNA extraction 

 

We compared seven DNA extraction protocols: four commercially available, well-established 

soil DNA extraction kits as recommended by the manufacturers as well as simple modifications 

to three of these commercial kits (see Appendix 1 for details of the modifications). The 

protocols used for soil DNA extraction were as follows: 1) Fast DNA SPIN kit for soil (MP 

Biomedicals, USA) by the manufacturer’s protocol; 2) Fast DNA SPIN kit for soil (MP 

Biomedicals, USA) with modifications; 3) OMEGA E.Z.N.A so  il DNA kit (OMEGA-Bio-Tek, 

USA) by the manufacturer’s protocol; 4) Powersoil Isolation kit (MO Bio Laboratories/Qiagen, 

Canada) by the manufacturer’s protocol; 5) Powersoil Isolation kit (MO Bio 

Laboratories/Qiagen, Canada) with modifications; 6) ZymoBIOMICS DNA Microprep kit 



97 
 

(Zymo Research, USA), by the manufacturer’s protocol; and 7) ZymoBIOMICS DNA 

Microprep kit (Zymo Research, USA) with modifications. DNA yield was determined using a 

Qubit fluorometer device (Invitrogen, Canada) via Quant-iT dsDNA HS Assay Kit (Invitrogen, 

Canada), calibrated using the manufacturer's protocol. DNA was extracted from triplicate 1 g 

subsamples for DH_1 and DH_2, and triplicate 0.5 g subsamples from the control soil (CS; see 

below). 

 

To ensure that similar amounts of permafrost sediment were being used, water was removed as 

much as possible following thaw and homogenization. Samples differed dramatically in pH, 

which can affect DNA extraction yield. To minimize the effect of pH on DNA yield, most kits 

and chemical extraction methods utilize a buffer. To confirm that the buffers were effective in 

neutralizing samples, the provided buffers from each DNA extraction kit were mixed in a 1:1 

ratio with samples from DH_1 and DH_2 prior to each DNA extraction. Samples were 

thoroughly mixed by vortexing for 30 s. The supernatant was collected after a 16,000 × g 

centrifugation step for 1 min. The pH of the supernatant was measured. pH was always 7–7.5 

irrespective of the DNA extraction kit. 

 

A positive control soil sample (termed CS in this manuscript) was used to test the efficiency of 

each DNA extraction protocol (mentioned below) in obtaining contaminant free and PCR 

amplifiable DNA from a non-permafrost sample. The CS sample was an 8:1 ratio of peat and 

mineral subsoils from the rhizosphere of Populus tremuloides, mixed using a clean cement mixer 
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for 10 min. Two blank negative controls with no soil added were prepared from each kit to trace 

possible contamination originating from kit reagents. 

 

2.2.7. Contamination detection 

 

To determine if a decontamination procedure was successful, the isolated DNA was tested for 

the presence of pBAD-vector via PCR. 1–2 µl of the 1:2, 1:5 and 1:10 diluted DNA in triplicates 

was used as the template (see Appendix 1 for PCR protocol details). When no PCR product is 

indicated, none of the replicates produced a detectable PCR product; when a PCR product is 

indicated, all replicates produced a detectable PCR product. 

 

2.2.8. 16S rRNA gene-targeted PCR protocol 

 

16S rRNA genes were PCR amplified in triplicate from the DNA obtained from the 

decontaminated samples to test for their PCR amplifiability, here used as a proxy for DNA 

purity. In order to reduce the PCR inhibitory effect of some compounds which might have 

escaped the purification steps, 1–2 µl of the 1:2, 1:5 and 1:10 diluted DNA was used as the 

template (For more information, refer to Appendix 1). As mentioned above reported positive 

results were positive for all replicates and in case of negative results, none of the replicates 

resulted in PCR product. 
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2.3. Results 

 

2.3.1. Chemical characteristics of core sections DH_1 and DH_2  

 

The DH_1 segment was a peaty unit with high organic matter content (mean = 95.7% w/w dried 

(± 1.82%), n = 23), high gravimetric water content (mean = 91.8% w/w (± 3.01), n = 23), and low 

pH (mean = 3.68 (± 0.102), n = 24). DH_2 segment was a silty unit with lower organic matter 

content (mean = 39.58% w/w dried (± 21.85%), n = 21), lower gravimetric water content 

(mean = 74.48% w/w (±18.02%), n = 21), and higher pH (mean = 6.04 (± 0.54), n = 30) 

(Supplementary Figure 2.2). The organic matter content range for DH_1 was relatively 

consistent (90.56%—98.02%) (Supplementary Figure 2.2). However, DH_2 varied widely in 

organic content (9.91%—68.36%). A similar trend was observed regarding gravimetric water 

content, with the DH_1 fairly consistent (80.88–98.33%), but DH_2 samples varying 

dramatically (8.15–97.61%). pH did not change significantly in DH_1 with depth; however, the 

pH increased significantly with depth for DH_2, from 5.17 to 6.9 (Supplementary Figure 2.2). 

 

2.3.2. Decontamination testing 

 

To test our decontamination protocol, we applied E. coli carrying a mNeonGreen protein 

expression vector to our core sections as a tracer. The tracer was applied by spraying the corer 

and the core sections in the field and/or by painting the core sections in the lab. Painting of the 

tracer on the core sections showed a uniform distribution of cells based on fluorescence of 

mNeonGreen protein as well as consistent amplification of the pBAD vector PCR product from 

all samples prior to decontamination (data not shown). The side of the disk where tracer was 
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only applied in the field resulted in patches of spike and inconsistent amplification of the vector. 

However, the crystallized ice from the interior of the bags used for transporting the core sections 

always showed positive PCR amplification of the vector, indicating that the tracer was easily 

removed from the surface of the core. In addition, we noticed cutting the samples and handling in 

the lab resulted in the loss of the contamination tracer. Hence, we recommend the application of 

the tracer by painting prior to decontamination, as well as field application by spraying, to ensure 

decontamination is as thorough as possible. 

 

Of the seven decontamination methods tested, scraping (protocol a) and UV irradiation (protocol 

f) retained the most material for subsequent biological work (Table 2.1). Conversely, disk 

decontamination with brass pipe connectors (protocol b) was the most destructive, resulting in a 

very small quantity of decontaminated material. The soil press method (protocol c) did not 

perform well, resulting in crushing and thawing of the disk and bending of the tubes. Protocols d 

(disk sampling with chisel removal of outer material), e (disk sampling with scraping), and g 

(scraping and bleaching) resulted in a moderate quantity of samples for biological work (Table 

2.1). 
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Table 2.1. Decontamination methods on permafrost samples DH_1 and DH_2. 

 

Protocola  Fraction 

retained 

(mass %) 

 Colonies  

(<1 m away) 

 Colonies  

(> 1 m away)e 

 pBAD 

amplificationf 

DH_1 DH_2 

 

 DH_1 DH_2  DH_1 DH_2  DH_1 DH_2 

a 94 92 +d + +/- +/- + + 

b 7 6 + + +/- +/- - - 

cb 0 0 n.d.d n.d. +/- +/- +/- +/- 

d 40 47 + + +/- +/- +/- +/- 

e 37 45 + + +/- +/- +/- +/- 

f 100 100 + + +/- +/- +/- +/- 

gc 40 32 -f - - - - - 
a Protocols: a = scraping, b = disk sampling with brass pipe connectors, c = disk sampling with a 

soil press, d = disk sampling with a chisel, hammer and a hand saw, e = combination of scraping 

and disk sampling, f = UV irradiation, g = bleach and scraping. See methods for details. 

b This protocol failed to acquire any samples due to bending of the tubing. 

c NOTE: In this protocol, permafrost is first subsampled and then decontaminated; for other 

protocols, decontamination occurs before subsampling (see Supplementary Figure 2.1). 

d n.d. = not done, + = detected, - = not detected, +/- = inconsistent detection. 

e Colonies formed on nutrient rich media plates placed near work station. 

f PCR amplification of the pBAD plasmid carried by the intentional contaminant. Indicates 

contamination. DNA templates for PCR were diluted 1:2, 1:5, and 1:10 and PCR amplification 

of these dilutions were performed in triplicate.  

 

The DNA from the soil samples was extracted via DNA extraction protocol 7 and tested via PCR 

of the pBAD vector. The decontaminated samples from protocols b and g were devoid of PCR 

amplifiable pBAD vector, indicating effective decontamination (Table 2.1). Decontaminated 

samples from protocols (a) and (c–f) resulted in amplification of the pBAD vector when tested 

with PCR, indicating incomplete decontamination. Protocols a-f resulted in colony formation on 

growth media left open in the room during decontamination, indicating contamination of the 

local environment. Such contamination could lead to subsequent cross-contamination of other 
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samples. Protocol (g) was the only method that did not show colony formation on nearby growth 

media (Table 2.1). Thus, protocol (g) provided complete decontamination and a moderate 

amount of decontaminated material remaining, and therefore seems to be the best 

decontamination protocol for permafrost samples and was used for subsequent DNA extraction 

testing. 

 

2.3.3. DNA extraction testing 

 

Following decontamination with protocol (g), DNA was extracted from the two permafrost 

samples as well as a positive control temperate soil (CS). The kits and protocols tested displayed 

varying efficiency and effectiveness in extracting DNA (Table 2.2). Protocol 1 did not result in 

any detectable DNA when it was used on either permafrost sample, but it resulted in the highest 

yield of DNA from CS (Table 2.2). Detectable, but low, DNA yield from DH_2 was obtained 

with Protocol 2 and Protocol 5; however, neither of these protocols provided detectable DNA 

from DH_1 (Table 2.2). Protocol 3 resulted in DNA yield from DH_1, DH_2, and CS (Table 

2.2). Protocol 6, in contrast to other methods, was able to obtain detectable DNA from DH_1 and 

CS, but not DH_2 (Table 2.2). Protocol 7 produced DNA from both DH_1 and DH_2 (Table 

2.2). All of the DNA extraction protocols provided high yields of DNA for the positive control 

temperate soil, (CS). The CS samples provided 2–3 orders of magnitude more DNA (47×–754×) 

than the permafrost samples, no matter which extraction protocol was utilized (Table 2.2). 
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Table 2.2. DNA extraction protocol on samples DH_1, DH_2, and CS.  

Protocola DNA yield (ng/g)b  PCR amplification† 

DH_1* 

(±SD) 

DH_2 

(±SD) 

CS 

(±SD) 

Kit 

blankc 

(±SD) 

DH_1 

 

DH_2 CS PCR 

blank 

1 BDL BDL 6633*,NS 

(2310) 

BDL -d - +++ - 

2 BDL 2.5*,NS 

(0.1) 

n.d. BDL - - n.d.d - 

3 24.6* 

(0.2) 

31.8* 

(0.2) 

1517*,NS 

(16) 

60.1 

(3) 

+d + + + 

4 BDL 10 

(0.1) 

660* 

(6.4) 

BDL + ++d ++ - 

5 BDL 4.6*,NS 

(0.4) 

n.d. BDL - ++ n.d. - 

6 0.7* 

(0.1) 

BDL 513* 

(14) 

BDL +++d + + - 

7 1.1* 

(0.2) 

17* 

(0.2) 

n.d. BDL +++ +++ n.d. - 

† DNA templates for 16S rRNA gene PCR were diluted 1:2, 1:5, and 1:10 and PCR 

amplification of these dilutions were performed in triplicate. Results marked as positive yielded 

PCR product for all replicates; no amplification product was detected for any replicate for those 

marked as negative. 

aDNA extraction protocols: 1 = Fast DNA SPIN kit for soil (manufacturer’s protocol), 2 = Fast 

DNATM SPIN kit for soil (modified), 3 = OMEGA E.Z.N.A soil DNA kit (manufacturer’s 

protocol), 4 = Powersoxil Isolation kit (manufacturer’s protocol), 5 = Powersoil Isolation kit 

(modified), 6 = ZymoBIOMICSTM DNA Microprep kit (manufacturer’s protocol), and 7 = 

ZymoBIOMICSTM DNA Microprep kit (modified). 

bDNA was extracted from triplicate 1 g subsamples for DH_1 and DH_2, and triplicate 0.5 g 

subsamples from CS. 

cMeasured in ng of DNA. 

dBDL = below the detection limit, n.d. = not done, + = weak PCR band, ++ = medium PCR 

band, +++ = strong PCR band, - = not detected. 

*p < 0.05 (based on Student’s t test). 

NS Not Statistically Significant (p≥0.05), DH_2: Protocol 2 vs 5 and CS: Protocol 1 vs 3.  
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Protocol 3 consistently resulted in PCR amplification from blank extractions, both with different 

kit lot numbers and different researchers; as a result, I did not test this protocol further (Table 

2.2). We tested the purity of DNA obtained from unmodified kit protocols (i.e. protocols 1, 4, 

and 6) on the CS soil; all kits provided DNA pure enough to PCR amplify 16S rRNA genes 

(Table 2.2). However, on permafrost soils, DNA from protocols 1 and 2 was not PCR 

amplifiable for either permafrost sample (Table 2.2). Several protocols gave differential results 

for the two different samples, with protocols 4 and 5 showing better PCR amplifiability with 

DH_2 and protocol 6 showing better PCR amplifiability with DH_1 (Table 2.2). For protocols 4 

and 6, DNA yield was below the detection limit; however, PCR product was obtained (Table 

2.2). Only protocol 7 provided consistently strong PCR amplification from both permafrost 

samples (Table 2.2). 

 

2.4. Discussion 

 

Deep subsurface microbiology studies have demonstrated the importance of contamination 

detection through the use of tracers (D’Costa et al., 2011; Smith et al., 2000). Fluorescent latex 

beads similar in size to microbes have been used extensively in deep subsurface microbiology 

(e.g. (Kallmeyer et al., 2012)) and to a lesser extent in permafrost studies (e.g. (Bang-Andreasen 

et al., 2017; Juck et al., 2005) to track potential contamination during sample acquisition. 

However, these beads do not mimic microbes well (Bang-Andreasen et al., 2017(Colwell et al., 

1994), are subject to quenching and bleaching of fluorescence (Yanagawa et al., 2013), are 

labor-intensive to detect (Friese et al., 2017), and cannot be detected easily at low levels of 

contamination (Kallmeyer et al., 2006). Biological tracers have two major advantages relative to 
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beads: they are biological particles and thus mimic contaminants better and they can be easily 

detected at very low levels by PCR (Juck et al., 2005). Intact cells that are not found in 

permafrost that carry a well-characterized target DNA molecule, such as a plasmid, are an ideal 

contamination tracer. In this study, we utilized E.coli mNeonGreen-expressing cells, which are a 

commercial product and thus are not found in permafrost. This tracer can be visualized by 

fluorescence of the mNeonGreen protein and the pBAD plasmid is easily detected at low levels 

by PCR. 

 

Applying the tracer to the wrong sampling component or at the wrong time may lead to a false 

negative, i.e. the presumption that decontamination is complete when the lack of detection of the 

tracer is actually due to loss during handling (Bang-Andreasen et al., 2017; Juck et al., 2005; 

Kallmeyer, 2017). Based on our observations, tracer should be applied both to the drilling 

apparatus and cores in the field and again in the laboratory; application solely in the field led to 

inconsistent detection of tracer even before decontamination. Furthermore, we found that 

applying the tracer by painting rather than by spraying provided a more consistent coverage of 

samples. 

 

Our results showed that none of the tested decontamination methods were able to completely 

remove the tracer except the bleach wash method and disk sampling method with brass pipe 

connectors. Bleach is cheap and readily available in comparison to costlier DNAse and RNAse 

decontamination solutions used in some studies (Barbato et al., 2016; Kemp & Smith, 2005). 

Bleach was effective in removing our tracer and left a moderate amount of the material available 
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for subsequent work without damaging the indigenous DNA. In contrast, while the brass pipe 

connector-based protocol used a clean subsampling approach, it yielded a low quantity of 

subsamples. 

 

One possible disadvantage of using bleach for decontaminating permafrost segments is changes 

to the chemistry of the samples. We addressed this potential issue by splitting the core section 

into separate samples for chemistry and biology (e.g. 1/3 and 2/3 sections), which allowed 

preservation of samples for chemistry work, and a sufficient amount of material for 

decontamination and DNA extraction. However, if the amount of material available is restricted, 

this approach may not be tenable. It should be noted that the amount of the material required for 

archiving and microbiological analysis could vary based on the drilling strategy used for 

obtaining samples and should be adjusted based on the experimental design. 

The rest of the tested methods, based on the most commonly used method in published 

permafrost studies (e.g. disk sampling or scraping; Supplementary Table 1.1) resulted in 

inconsistent PCR amplification of the tracer from decontaminated samples. One possible reason 

for a lack of decontamination was physical contact of the clean interior pieces with contaminated 

materials and dust generation during the subsampling. We noted that our test plates were 

contaminated with tracers and other cells during disk sampling methods, likely indicating the 

production of contaminated dust or aerosols during processing, similar to previous findings 

(Knapp et al., 2012; Yang & Watt, 2005). Thus, methods that minimize dust and aerosol 

generation are recommended to decrease the possibility of re-contaminating cleaned samples. 
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In the case of scraping, insufficient removal of the contaminated surface of the core section may 

have been another reason for detecting the tracer. Bang-Andreasen and colleagues (Bang-

Andreasen et al., 2017) demonstrated that their intentional contamination spike was still 

detectable down to 17 mm depth after coring; thus, scraping, which in our experiment only 

removed 2–3 mm after 4–5 scrapes, is insufficient to decontaminate the core. The ineffectiveness 

of the scraping method has also been reported in ancient DNA studies (Kemp & Smith, 2005). 

Thus, we strongly recommend against scraping as the sole decontamination method for 

permafrost cores. 

 

In general, a major difference between protocol (g) in comparison to protocols (a-f) was that our 

developed protocol (g) uses a different approach and that our goal was not to modify or improve 

the widely used protocols (a-f), but rather to compare efficacy between widely used permafrost 

decontamination methods and our novel protocol (g). 

 

In our experiment, commercial DNA extraction kits vary in both DNA yield and purity. In a 

previous study, the Fast DNA SPIN kit for soil (MP Biomedicals, USA) provided the highest 

DNA yield from permafrost, although it required further purification (Vishnivetskaya et al., 

2014). However, in our experiment while the Fast DNA SPIN kit for soil gave the highest yield 

in the control soil, no detectable DNA was obtained from the permafrost. The modified protocol 

for ZymoBIOMICS DNA Microprep kit (Zymo Research, USA) was the only protocol able to 

yield sufficient PCR amplifiable DNA. It is unclear whether the same kit or the same 

modifications will always provide optimal results; thus, when there is sufficient sample, we 
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recommend testing of several commercially available kits and modification of those protocols 

(e.g. see Appendix 1) to obtain the maximum amount of pure DNA from permafrost. 

It is critical to utilize DNA extraction blank controls since the kit reagents could introduce 

contamination. In one protocol, the negative control for the kit always showed amplification, 

indicating contamination from the kit reagents. Contamination via kit reagents has been observed 

in other studies as well (e.g. (Eisenhofer et al., 2019). Eisenhofer and colleagues  (Eisenhofer et 

al., 2019) have noted and summarized some species from a large variety of microbiome studies 

that are regularly found in DNA extraction kits. Thus, it is clear that extraction kits can and often 

do introduce contaminants: kits should be selected with care for low biomass samples such as 

permafrost that are prone to contamination. Furthermore, extractions should include extensive 

positive (control soils) and negative (blank extraction) controls. 

Our results indicate that basic soil chemical parameters did not influence the spike penetration or 

decontamination procedures; however, these parameters did affect DNA extraction yield. The 

silty core generally provided a higher DNA yield than the peaty core, indicating that permafrost 

chemical and physical parameters can affect DNA extraction. 

 

2.5. Conclusions and recommendations 

 

We recommend the following to prevent contamination of permafrost samples intended for 

microbial work: 

1: A biological spike should be applied both in the field via spraying and in the lab by painting 

of the core sections. The spike should be allowed to fully freeze onto the core. PCR should be 
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used to detect the applied biological tracer: clean samples should be negative; removed material 

should be positive. 

2: Ancient DNA protocols for sample handling should be followed whenever possible (e.g. 

(Cooper & Poinar, 2000; Llamas et al., 2017). These protocols were developed to minimize 

external contamination and cross-contamination between samples. These protocols are evolving 

and should be updated regularly. We have provided a summary of these guidelines in this 

manuscript (see Appendix 1 for details). 

3: Combined bleach wash and shaving is the most effective method for decontaminating 

permafrost samples intended for DNA work. We recommend against utilizing only disk 

decontamination or scraping, as these approaches did not remove our tracer. Since this method is 

destructive, we suggest acquiring large quantities of permafrost sample for both 

microbial/ancient DNA work and archiving. 

4: Multiple DNA extraction kits should be tested for the specific samples, with both positive 

(temperate soil) and negative (reagents only) controls. In our experiment, modified 

ZymoBIOMICS DNA Microprep kit (Zymo Research, USA) was the most effective method in 

extracting DNA from silty permafrost and to some extent from peaty permafrost; however, other 

samples may respond better to other DNA extraction protocols. 

5: A serial dilution of the DNA template intended for PCR should be performed to ensure that 

the absence of amplicons (from the contamination marker or 16S rRNA genes) is not due to PCR 

inhibitory compounds, which might have escaped the purification steps of DNA extraction 

protocols. 
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6: Positive controls should never be processed together with permafrost samples or at all in a lab 

intended for ancient DNA or permafrost microbiome work. The risk of cross contamination is 

too high. 

 

2.6. Summary of chapter 2 

 

This chapter aimed to act as a methodological guide for contamination monitoring, 

decontamination, and DNA extraction for peaty and silty permafrost samples with low biomass 

or difficult to extract DNA. I applied a biological tracer, either only in the field or both in the 

field and in the lab, via either spraying or painting. Spraying in the field followed by painting in 

the lab resulted in a uniform layer of the tracer on the core sections. A combination of bleaching, 

washing, and scraping resulted in complete removal of the tracer leaving sufficient material for 

DNA extraction, while other widely used decontamination methods did not remove all detectable 

tracer. In addition, of four widely used commercially available DNA extraction kits, only a 

modified ZymoBIOMICS DNA Microprep kit was able to acquire PCR amplifiable DNA. 

Permafrost chemical parameters, age, and soil texture did not have an effect on decontamination 

efficacy; however, the permafrost type did influence DNA extraction. Based on these findings, I 

developed recommendations for permafrost researchers to acquire contaminant-free DNA from 

permafrost with low biomass. 
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Chapter 3 

Permafrost Microbial Community Structure Changes Across the 

Pleistocene-Holocene Boundary 
 

This chapter has been published in the journal of “Frontiers in Environmental Science” as “Saidi-Mehrabad, A., 

Neuberger, P., Hajihosseini, M., Froese, D., Lanoil, B. (2020). Permafrost microbial community structure changes across 

the Pleistocene-Holocene boundary. Frontiers in Environmental Science. 8:133”. 

 

 

3.1. Introduction  

 

The Pleistocene – Holocene transition was accompanied by rapid, extensive global climate and 

ecosystem changes (Barnosky et al., 2004; Guthrie, 2006). These rapid changes forced the Earth 

system to cross a climate threshold causing a major transition in terrestrial biosphere and 

pedogenesis from one stable state to another stable state and coincided with extinction of 

megafauna, reorganization of plant communities, and accompanying changes in soil chemistry 

and sedimentation (Alley et al., 2003; Lacelle et al., 2019; Steffen et al., 2018). At high latitudes, 

these changes may be preserved in relict permafrost (Froese et al., 2009b; Gaglioti et al., 2016; 

Shapiro & Cooper, 2003). Relict permafrost is defined as “permafrost existing in areas where 

permafrost can not form under present climatic conditions; reflecting past climatic conditions 

that were colder” (National Snow and Ice Data Center). In this chapter whenever the word “relict 

permafrost” is used, it refers to permafrost that has survived the Pleistocene-Holocene transition, 

and contains fossil records of the late Pleistocene and early Holocene biota. These natural 

biological and chemical archives have been used to reconstruct late Quaternary paleoclimate 

(Porter et al., 2019), vegetation (Willerslev et al., 2014), and faunal communities (Haile et al., 
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2009; Lorenzen et al., 2011). Despite the presence of well-documented changes in vegetation 

and faunal community structure across the Pleistocene-Holocene transition (Guthrie, 2006; Mann 

et al., 2016), it is still unclear whether these changes were associated with concomitant 

restructuring of soil microbial communities. 

 

Recent studies have shown that the main factors governing microbial community structure in 

permafrost appear to be the age of the samples (Burkert et al., 2019; Liang et al., 2019; 

Mackelprang et al., 2017), ice content (Burkert et al., 2019), dispersal limitation and 

physical/thermodynamic constraints (Bottos et al., 2018), with little to no correlation with soil 

chemical parameters. For example, one recent study indicated that microbes within three 

Pleistocene-aged permafrost chronosequences changed in composition in response to increasing 

age, with a corresponding increase in survival strategies (Mackelprang et al., 2017). These 

correlations suggest that these environmental pressures, arising from harsh permafrost 

conditions, select for a subset of species and that the community structure deviates from the 

community present at the time the permafrost was formed (Kraft et al., 2015b; Liang et al., 2019; 

Mackelprang et al., 2017; Willerslev et al., 2004b). However, another study performed on two 

Pleistocene-aged permafrost samples of a similar age but differing origins (lake-alluvial 

sediments and Yedoma/ice complex sediments) indicated the presence of two distinct microbial 

communities, which were formed in response to differing environmental settings and not due to 

the age of the samples alone (Rivkina et al., 2016). As a result, it is not clear whether relict 

permafrost microbial communities provide a window into past soil microbial communities, or are 

the strict remnants of selective pressures of the permafrost environment, or some combination of 

the two. The word “relict” in ecology is defined as “either geographical or phylogenetic, a 
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species or a group of species remaining from a large group that is mainly extinct and/or having 

no constraints on the time frame and extinctions date to either the Holocene or the Paleocene” 

(Grandcolas et al., 2014). In this chapter “relict microbial community” refers to the community 

that formed at the Pleistocene-Holocene transition and could include both dead and viable 

microbial cells that have remained metabolically active since the late Pleistocene or are the 

offspring of the cells that were once active at the Pleistocene terminus.  

 

In this study, we selected samples on either side of the Pleistocene-Holocene transition from a 

permafrost core extracted from central Yukon, a part of Eastern Beringia. The permafrost of 

Eastern Beringia contains exceptional proxy records of climate change (Froese et al., 2009b). 

Furthermore, the Pleistocene-Holocene transition zone preserved in Eastern Beringian 

permafrost is prominent in the core stratigraphy, allowing for detailed microbiological and soil 

physicochemical analyses (Porter et al., 2019). The core in this study was collected about 1.5 m 

adjacent to, and shares stratigraphy with a well-dated and chemically and physically 

characterized core spanning the last ca. 16,000 years (Davies et al., 2018; Porter et al., 2019). 
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3.2. Material and methods 

3.2.1. Permafrost coring location and analysis of the soil texture 

 

The topography of our sampling site (DHP174-13L) along with the paleoenvironmental setting, 

stratigraphy and coring strategies were described previously (Davies et al., 2018; Porter et al., 

2019). We obtained a 3.97 m long permafrost core (called DHL_16, collected in May 2016) 

about 1.5 m lateral to the core reported by (Porter et al., 2019). Three intervals from depths of 

174–210, 296–319, and 327–365 cm (termed DHL_16_1, DHL_16_2, and DHL_16_3 in this 

manuscript, respectively) were selected from the DHL_16 core for microbiological and chemical 

analyses. We were careful to sample near the Pleistocene-Holocene transition zone while 

avoiding the transition zone itself to minimize any effects of water migration in the paleoactive 

layer [detailed in (Porter et al., 2019) for the stable isotopes of the pore waters in that study]. 

Active layer (or seasonally thawed soils) can allow water leaching from the paleo-surface to 

deeper depths (< ∼50 cm at this site today) and result in mixing of the surface water, potentially 

impacting microbial and edaphic properties. We used the depleted water isotopes to provide 

further support that the waters (and thus the microbes) have not been mobilized since they froze 

(detailed in (Porter et al., 2019). 

 

The core stratigraphy, reported by (Davies et al., 2018; Porter et al., 2019), documents three 

prominent units that are readily recognized in both cores: units 1, 2, and 3 from the bottom of the 

core to the surface. The youngest unit sampled, corresponding to unit 3 of (Porter et al., 2019) 

consists of peat (sampled interval 174–210 cm; DHL_16_1) and dates to the early Holocene 

(∼8–10.5 k cal yr BP), whereas DHL_16_2 and DHL_16_ 3 are loessal silts (eolian silt) 
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(sampled at 296–319 cm and 327–365 cm respectively) both associated with the late Pleistocene 

(∼14.3–15 k cal yr BP, and ∼15–16 k cal yr BP, respectively), based on the age model of (Porter 

et al., 2019). At the site, the peat/silt boundary was determined to be at 244 cm (which was dated 

to ∼10.5 k cal yr BP, Supplementary Figure 3.1). These three selected intervals were vertically 

cut into 1/3 and 2/3 subsections with the aid of a masonry saw. The 2/3 sections were used for 

DNA extraction, while the 1/3 sections were used for chemical analyses (See chapter 2). 

 

Soil textures of Holocene-aged samples from 210 cm depth and Pleistocene-aged samples from 

296 cm depth were examined and photographed under 4.5 × and 67 × magnifications of a zoom 

stereomicroscope (Olympus-Life Sciences SZ61, Japan). These two depths were near the 244 cm 

peat/silt boundary. Samples were allowed to thaw and dry at 70 °C in a table top oven for 48 h 

prior to microscopy. 

 

3.2.2. Permafrost edaphic parameter analysis 

 

Selected intervals of DHL_16_1, DHL_16_2, and DHL_16_3 were sub-sectioned for soil 

chemical analysis based on a previously described method (see chapter 2). Briefly, the 1/3 core 

sections were cut into 1-cm3 cubes with a hand saw in a 4 °C cold room for measuring the basic 

chemical parameters of these samples, including soil organic matter (OM), pH and gravimetric 

water content (GW) (see chapter 2). Total carbon (TC) and total nitrogen (TN) were measured 

from 0.5 g of subsections based on a dry combustion method with the aid of an Elemental 

Analyzer (EA 4010; Costech International Strumatzione, Italy) (Sparks et al., 2020). 
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Nitrate/nitrite (NO–
3/NO2

–) was analyzed using ∼ 5 g of soil material with a colorimetric diazo 

coupling method by a SmartChem Discrete Wet Chemistry analyzer (model 200, Westco 

Scientific, USA (Maynard et al., 1993). Ammonium (NH4
+) was measured from 0.5 g of 

subsections based on a colorimetric Berthelot protocol (Maynard et al., 1993). Electrical 

conductivity (EC) was measured at 1:5 soil:water (w/v) ratio, calibrated at 20 °C with 0.01M 

KCl solution (Hardie & Doyle, 2012) using an EC500 ExStik® II conductivity measuring device 

(EXTECH instruments, USA). Dissolved metals were extracted from 0.5 g of sample by 

HNO3/HCl digestion and measured via inductively coupled plasma-optical emission 

spectroscopy (iCAP6300, Thermofisher Scientific, Canada) (Skoog et al., 2017). 

 

3.2.3. DNA extraction and sequencing 

 

Prior to DNA extraction the 2/3 sections associated with the DHL_16_1, DHL_16_2, and 

DHL_16_3 intervals were cut into ∼6 × 3.5 × 2.5 cm rectangular pieces (n = 16) and the exterior 

of these rectangles were painted with a total of 3 × 108 cells/ml of Escherichia coli (E. coli) 

(strain DH10B) suspended in 50 ml of 1 × PBS using a 25 mm paintbrush (see chapter 2). The 

E. coli strain used in our contamination monitoring procedure harbored a mNeonGreen -

expressing and ampicillin-resistant pBAD/His B vector, which allowed us to trace the 

contamination at a much smaller levels via direct PCR targeting the vector or macro-

photography of the glowing mNeonGreen protein under 470 nm wavelength (see chapter 2). All 

rectangular pieces were decontaminated by the combination of bleach washing and scraping 

under sterilize conditions designed for ancient DNA analysis in a class 1000 clean lab with no 

history of sample processing (see chapter 2). Genomic DNA was extracted from a total of ∼10 g 
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of homogenized thawed soil at room temperature from each 6 cm subsection using a modified 

ZymoBIOMICS DNA Microprep kit (Zymo Research, USA) protocol (see chapter 2). DNA 

concentration was measured with a Qubit dsDNA HS Assay Kit according to manufacturer’s 

protocol (Thermofisher Scientific, Canada). The extracted DNA was tested for the presence of 

the biological tracer used in our contamination monitoring procedure via PCR (performed in 

triplicate and in a variety of dilutions) as described in chapter 2. We were unable to obtain 

sufficient DNA devoid of the contamination tracer for sequencing from DHL_16_3 sub-sections, 

as a result, these samples were excluded from further molecular analysis. Thus, a total of six 

segments, three from DHL_16_1 (174–179, 179–184, and 189–194 cm) and three from 

DHL_16_2 (296–301, 305–310, and 314–319 cm), passed our quality control steps (see chapter 

2) for microbial community analysis. 

 

Clean genomic DNA extracted from the permafrost samples, a lab-constructed mock community 

(Supplementary Figure 3.2), and DNA extraction blanks (Supplementary Table 3.1) were 

sequenced based on the V4 region of the 16S rRNA genes by using standard Earth Microbiome 

Project (EMP) primers 515F and 806R (Caporaso et al., 2011). The platform used by the 

commercial sequencing provider (Microbiome Insights, Canada) was an Illumina MiSeq 

machine using a 250-bp paired-end kit (V2 500-cycle PE Chemistry; Illumina, USA). No 

additional library preparation kits were used, as the libraries were constructed in a single PCR 

step. Generated sequences were demultiplexed via bcl2fastq2 2.20 according to Illumina 

guidelines (Illumina, USA). 
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3.2.4. Quality control of raw sequences and OTU construction 

 

A combination of USEARCH 10.0.240 (Edgar, 2010) and Mothur 1.39.5 (Schloss et al., 2009) 

pipelines were utilized for analyzing the sequences. USEARCH was used to merge the reads and 

to form contigs based on the criteria recommended in USEARCH 10 manual for analyzing 

sequences generated from the V4 region of the 16S rRNA genes. Mothur was used to merge the 

raw reads into a single merge file and to normalize the reads to the lowest read counts via 

random subsampling. OTU picking, chimera, and universal singleton checks were performed 

with the UPARSE pipeline via de novo/greedy heuristic algorithm (Edgar, 2013). The threshold 

used for OTU clustering was 97% similarity. Constructed OTUs were mapped to taxonomy via 

SINTAX algorithm by using a trained V4 16S rRNA RDP (v16; 13k sequences) database 

(recommended for SINTAX algorithm) (Cole et al., 2014; Edgar, 2016a). The confidence level 

cut-off at each taxonomic level was set to 0 to prevent data loss. In addition to the bootstrap 

values obtained from SINTAX algorithm, the taxonomic identity of the sequences were 

manually investigated via Basic Local Alignment Search Tool (BLAST) in the NCBI database 

(Altschul et al., 1990). The SINTAX algorithm uses k-mer similarity to identify the top 

taxonomy (Edgar, 2016a), hence it is very fast and computationally less expensive for taxonomic 

assignment of OTUs. However, the algorithm is unable to assess taxonomy with high accuracy 

down to the species level. Hence, the BLAST algorithm was used to compensate for this 

shortcoming.  

 

All strains detected in the blank controls, Eukarya, Archaea species and 

Cyanobacteria/Chloroplast (termed anomalous sequences) were removed from downstream 
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community analyses (Supplementary Table 3.2). Archaeal species were mainly removed to 

prevent overestimation or underestimation of their diversity since the universal Earth 

microbiome primers used in this study might not be suitable to assess Archaeal diversity (Wear 

et al., 2018). Universal Earth microbiome primers targeting the V4 region of the 16S rRNA gene 

have shown to over-represent species associated with Euryarchaeota and Thaumarchaeota but 

accurately present all bacterial species (Wear et al., 2018). Archaea will be studied in the future 

by relying on Archaeal specific primers and metagenomics to prevent diversity biases. 

 

In summary, 98.1% of the reads passed the filtering Q score parameters (with expected error < 

1.0) and resulted in 87843 filtered reads. Of these, 11417 reads were unique (de-replicated) and 

8287 were singletons (72.6%). OTU counts were rarified to 1768 sequences per sample by 

random subsampling. UPARSE picked 778 OTUs, with 612 OTUs assigned to domain Bacteria 

via SINTAX after removal of anomalous sequences. Despite a relatively small number of OTUs 

and sample size, the constructed rarefaction curve demonstrated enough sampling depth for 

downstream diversity analyses (Supplementary Figure 3.3). Raw sequences obtained in this 

study have been archived in NCBI Sequence Read Archive under the ascension number of 

PRJNA607368, and BioSample accession of SAMN14130768. 
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3.2.5. Community Analysis 

 

All the statistical computations that utilized the R language were performed in R Studio 

environment 1.1.442. The soil parameters were log10 (x + 1) transformed and were later used to 

create a variable matrix for PcOrd version 6.22 (Wild Blueberry Media, Inc., USA) and a 

Phyloseq 1.16.2 object for alpha and beta diversity analyses (McMurdie & Holmes, 2013). The 

possible differences in OTU structure between groups were calculated with Bray-Curtis 

dissimilarity matrix and clustering was calculated based on average linkage in PcOrd version 

6.22. Results were visualized in a principal coordinate analysis biplot (PCoA) and statistical 

support for differences between groups was calculated with the aid of Multi-Response 

Permutation Procedure (MRPP) with 999 randomized permutation tests in PcOrd version 6.22 

(Mielke Jr et al., 1976). The coefficient of determination of chemical parameters to sample 

groups (Holocene or Pleistocene) were assessed based on the “envfit” function of vegan ver 2.4-

2 package with max p < 0.05 and 999 permutation tests (Oksanen et al., 2007). Differences in 

chemical composition between samples were visualized in a principal component biplot (PCA). 

Samples were clustered based on average linkage and statistical significance between clusters 

were assessed based on MRPP in PcOrd version 6.22 (Mielke Jr et al., 1976). The shared and 

unique OTUs between and within clusters detected in PCoA analysis were investigated with a 

co-occurrence network test based on a maximum ecological distance of 0.8 and distance matrix 

of Jaccard by the aid of Phyloseq 1.16.2 package (McMurdie & Holmes, 2013). To assess which 

taxa were significantly differentially abundant in Pleistocene and Holocene groups, the DESeq2 

differential abundance method (Love et al., 2014) with a threshold of 0.01 and p < 0.05 was used 

on the top 10 dominant phyla within all samples combined (microbiomeSeq package 0.1). In 

order to assess the sequence similarity of the Pleistocene- and Holocene-aged bacteria to 
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published bacteria, each representative sequence of an OTU was compared to publicly available 

sequences via BLAST in NCBI (standard nucleotide (nr/nt) database). Uncultured/environmental 

sample sequences were excluded from our search criteria. The top sequence hit similarity values 

for each individual group were averaged and compared with each other. The possible effect of 

epoch-based separation on the relationship between soil chemistry and changes in OTU structure 

were investigated using a negative binomial many-generalized linear model (ManyGLM) 

(Warton et al., 2012). The model performed multiple random re-samplings via Monte Carlo 

algorithm to investigate many correlated variables while considering the strong mean-variance 

relationship due to the presence of rare species and high zero inflation (Warton, 2011; Warton et 

al., 2012). The statistical significance of this model was based on Wald’s test, which employed a 

generalized estimating equations approach (Warton et al., 2012). The model was executed with 

the mvabund 4.0.1 package (Wang et al., 2012). This model was also used to assess the 

differential abundance of OTUs shared between Pleistocene- and Holocene-aged samples with 

the same criteria described above. 

 

3.2.6. Live/Dead Microscopy Assay 

 

The viability assay was performed with a Live/Dead BacLight Bacterial Viability Kit (Invitrogen 

Thermo Fisher, Canada) and a DM RXA fluorescence microscope (Leica Microsystems, 

Germany). The viable cells were enumerated via green fluorescence at 470 nm excitation and the 

dead cells were enumerated via red fluorescence at 530 nm excitation. A 36 cm section from 

DHL_16_1 and a 23 cm section from DHL_16_2 were cut, homogenized and subsampled in 

quadruplicate as representative Holocene and Pleistocene samples, respectively. For each 
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replicate subsample, 15 fields of view were counted under both wavelengths and the resulting n 

= 60 mean observation was used to calculate the abundance and live/dead proportion of the cells. 

The detailed protocol is available in Appendix 2. 

 

3.3. Results 

 

The Holocene-aged permafrost sediments had properties distinct from Pleistocene-aged 

permafrost sediments, matching the descriptions of (Fraser & Burn, 1997) and (Kotler & Burn, 

2000). The most noticeable difference was Holocene sediments were dominated by peat, while 

Pleistocene sediments were comprised of silty loess with frozen rare lenses of ice and largely 

lacking visible plant remains (Supplementary Figure 3.4). No clear differences in texture were 

observed for samples within each epoch (Supplementary Figure 3.4). The presence of well-

preserved plant macroremains from the peat suggest a relatively uninterrupted aggradation of 

permafrost with the plant material since the time of deposition, and that the permafrost of our 

sampling region formed syngenetically, or as the surface aggraded, without signs of previous 

thaw; this is also reflected by the water isotopes from these cores reported by (Porter et al., 

2019). 

 

All measured chemical parameters differed significantly between Pleistocene and Holocene 

sediments (Tables 3.1, 3.2 and Supplementary Figures 3.1, 3.5). Similar to texture, none of the 

measured chemical parameters showed statistically significant changes within epochs. Holocene 

samples had significantly higher organic matter (p < 0.001), nitrate/nitrite (p < 0.01), water (p < 
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0.01), and total nitrogen (p < 0.01) as well as significantly lower metals (p < 0.05), electrical 

conductivity (p < 0.05), and pH (p < 0.001) than Pleistocene samples (Tables 3.1, 3.2). 

 

Table 3.1. Basic soil edaphic parameters of the selected segments for microbial analysis.  

 

Epoch Depth (cm) OM1** 

(±SD) 

TC1* 

(±SD) 

TN1* 

(±SD) 

GW1* 

(±SD) 

pH** 

(±SD) 

NO3
-/NO2

-d* 

(±SD) 

ECe* 

(±SD) 

NH4
+d* (±SD) 

Ha 174-179 95 (3) 47 (4) 1 (0.2) 92 

(0.8) 

3.7 

(0.06) 

0.9 (0.12) 370 (55) 15.5 (3.2) 

H 179-184 96 (0.4) 48 (3.6) 1 (0.2) 90 

(1.4) 

3.7 

(0.08) 

1 (0.1) 405 (5) 19 (2.8) 

H 189-194 96 (0.7) 45 (0.6) 0.8 

(0.05) 

91 

(1.8) 

3.73 

(0.03) 

1.18 (0.01) 342 (22) 21 (0.07) 

Pb 296-301 22 (16) 7 (0.9) 0.6 

(0.07) 

77 

(18) 

6 (0.15) 0.1 (0.01) 671 

(186) 

136 (24) 

P 305-310 16 (12) 7 (1) 0.5 

(0.08) 

62 

(18) 

6.46 

(0.04) 

0.1 (0.1) 701 

(150) 

90 (41) 

P 314-319 6 (0.3) 5 (1.4) 0.4 (0.1) 45 

(6.2) 

6.71 

(0.16) 

0.3 (0.04) 1106 

(422) 

90 (42) 

Segments 174-194 cm were associated with Holocene aged DHL_16_1 core and 296-319 cm 

were associated with Pleistocene aged DHL_16_2 core. ** p < 0.001, * p < 0.01. (±SD) = 

standard deviation. 1 OM = Organic Matter, TC = Total Carbon, TN = Total Nitrogen, GW = 

Gravimetric Water content, EC = Electrical Conductivity. a H, Holocene age, b Pleistocene age, c 

% (w/w), d mg/kg e μS/cm.  
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Table 3.2. Measured dissolved metals of the selected segments for microbial analysis. 

  

Epoch Depth 

(cm) 

Cac* 

(±SD) 

Cud* 

(±SD) 

Fec* 

(±SD) 

Kc* 

(±SD) 

Mgc* 

(±SD) 

Mnd* 

(±SD) 

Znd* 

(±SD) 

Nad* 

(±SD) 

Pc* 

(±SD) 

Sa** 

(±SD) 

Ha 174-

179 

0.23 

(0.07) 

18.26 

(11.7) 

0.33 

(0.19) 

0.02 

(0.01) 

0.05 

(0.02) 

19.51 

(0.5) 

21 (5) 129 

(69) 

0.02 

(0.0) 

0.17 

(0.006) 

H 179-

184 

0.27 

(0.13) 

9 (1.25) 0.19 

(0.3) 

0.02 

(0.0) 

0.05 

(0.02) 

18.33 

(1.08) 

22 (6) 109 

(40) 

0.02 

(0.004) 

0.16 

(0.03) 

H 189-

194 

0.4 

(0.02) 

9.65 (2) 0.32 

(0.03) 

0.01 

(0.001) 

0.08 

(0.007) 

19 (2) 28 (2) 146 

(12) 

0.02 

(0.0) 

0.12 

(0.01) 

Pb 296-

301 

0.83 

(0.08) 

68 (30) 1.7 

(0.24) 

0.13 

(0.01) 

0.5 

(0.07) 

153 

(57) 

137 

(9.4) 

224 

(15) 

0.09 

(0.0) 

0.22 

(0.02) 

P 305-

310 

0.8 

(0.03) 

82 (9.5) 1.71 

(0.02) 

0.14 

(0.03) 

0.47 

(0.03) 

136 

(33) 

139 

(12) 

261 

(66) 

0.09 

(0.002) 

0.21 

(0.03) 

P 314-

319 

1.60 (1) 62.(19) 1.96 

(0.22) 

0.13 

(0.006) 

0.75 

(0.34) 

194 

(47) 

148 

(1.4) 

261 

(65) 

0.1 

(0.01) 

0.16 

(0.02) 

Segments 174-194 cm were associated with Holocene aged DHL_16_1 core and 296-319 cm 

were associated with Pleistocene aged DHL_16_2 core. *p < 0.01, ** p < 0.05, (±SD) = standard 

deviation, a Holocene age, b Pleistocene age, c % (w/w), d mg/kg. 

 

 

In addition to dramatic changes in soil composition and chemistry, there was significantly higher 

cell viability and cell abundance in Holocene samples than in Pleistocene samples, with ∼8 fold 

higher viable cells (p < 0.001), ∼2 fold fewer dead cells (p < 0.001) and ∼2 fold higher total 

cells (p < 0.001) (Figure 3.1). Direct microscopic cell counts demonstrated Holocene samples 

had a total of 1.12 × 107 (±4.44 × 106) cells g–1 of wet soil, with 84% viable cells and 16% non-

viable cells. Pleistocene samples had a total of 6.47 × 106 (±9.57 × 105) cells g–1 of wet soil, with 

17% viable cells and 83% non-viable cells (Figure 3.1). 
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Figure 3.1. Live/dead cell counts of Holocene and Pleistocene aged samples. Error bars 

represent one standard deviation from the mean (n = 60 mean observation). For this experiment, 

samples from 174–210 cm (n = 4) and 296–319 cm (n = 4) were selected to investigate cell 

viability in Holocene aged and Pleistocene aged soils. These depths were selected based on their 

close proximity to the Pleistocene-Holocene transition zone of 244 cm. The statistical 

significance (Student’s t-test) of fold change in cell counts from Holocene to Pleistocene is as 

follows: fold change in viable cells (p < 0.001), fold change in dead cells (p < 0.001), and fold 

change in total cells (p < 0.001). 
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Overall microbial diversity based on 16S rRNA genes was either not significantly different 

between Holocene and Pleistocene samples (as measured by observed OTUs, Shannon diversity 

index, Chao1 richness estimator, Simpson evenness, and Fisher’s alpha diversity index), or the 

statistical support for differences was weak (as for the Mann–Whitney U test) (Supplementary 

Table 3.3). In a PCoA biplot, composite Holocene and Pleistocene samples demonstrated a 

dramatic dissimilarity in OTU composition. The microbial communities formed two clusters 

based on epoch; there was no clear differentiation within the epoch-based groups (Figure 3.2).  

 

 

 

 

 

 

 

 

 

Figure 3.2. PCoA biplot of the OTU composition in Holocene (n = 3) and Pleistocene (n = 3) 

aged samples. Combined Axis 1 (PCOA1) and Axis 2 (PCOA2) components explained a total of 

84.7% of the dissimilarity between the clusters in the system (p = 0.022). Samples 174–179, 

179–184, 189–194 cm formed the Holocene cluster (8–10 k cal yr BP) and 296–301, 305–310, 

314–319 cm formed the Pleistocene aged cluster (14–15 k cal yr BP). In the ordination space, 
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samples (5 cm segments of DHL_16-1 and 2) have been shown with white circles and OTUs 

with colored squares. Colors of OTUs represent their taxonomic identity at the phylum level. 

 

Similar to soil texture, chemistry and cell abundance, each epoch-based cluster had a unique set 

of OTUs not present in the other epoch, which are probably selected by the environmental 

condition of each permafrost soil. The OTUs within and between epochs demonstrated that of 

336 OTUs within Holocene samples, 84.5% were unique to this group (which we termed core 

Holocene OTUs, 284 OTUs), and only 15.5% were shared with the Pleistocene group (which we 

termed Pleistocene-Holocene shared, 52 OTUs) (Supplementary Figure 3.6.). Similarly, of a 

total of 328 OTUs within the Pleistocene cluster, 84.1% of the OTUs were unique to this group 

(which we termed core Pleistocene OTUs, 276 OTUs), and only 15.8% of the OTUs were in 

Pleistocene-Holocene shared group (Supplementary Figure 3.6.). The three dominant OTUs 

that formed the top 30% of the composite Pleistocene and Holocene samples were associated 

with the Pleistocene-Holocene shared group. In general, OTUs found within this cluster were 

slightly more dominant in Pleistocene samples (52.1%) than Holocene samples (47.8%). 

 

Core Pleistocene and Holocene sequences were individually compared to the standard reference 

DNA sequence database in NCBI via BLAST. The average percent similarity of core Pleistocene 

OTU 16S rRNA gene sequences to published bacterial sequences was 92.1% (±0.05%; n = 276 

OTUs) in comparison to Holocene OTUs, which was 97.5% (±0.03%; n = 284 OTUs) (p < 

0.001). Since the average of the 16S rRNA gene sequence similarity value of Pleistocene OTUs 

were less than the 97% identity boundary between unknown and known species (Stackebrandt & 
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Goebel, 1994), they are uncharacterized and are more different from extant bacterial 

communities in databases than are Holocene OTUs. Pleistocene-Holocene shared OTUs (n = 52) 

demonstrated similarity to characterized strains similar to that for the Holocene OTUs (97.3% ± 

0.05%) (p > 0.05) and not Pleistocene OTUs (p < 0.001). 

 

Differential abundance analysis of the top 10 dominant phyla in composite Holocene and 

Pleistocene samples identified five phyla (Actinobacteria, Acidobacteria, Proteobacteria, 

Deinococcus-Thermus and Fusobacteria) as the main drivers of differences in taxonomy (p < 

0.001) between Pleistocene and Holocene samples (Supplementary Figures 3.7, 3.8). In 

composite Holocene samples, 94% of the sequences fell within the Proteobacteria (56%), 

Actinobacteria (17%), Firmicutes (15%), and Bacteroidetes (5%) (Figure 3.3). Deinococcus-

Thermus and Fusobacteria were part of the core Holocene samples and together constituted 

3.58% of the community. On the other hand, 98% of the composite Pleistocene sequences were 

Actinobacteria (43%), Firmicutes (24%), Proteobacteria (16%), Acidobacteria (8%), and 

Bacteroidetes (6%). A similar distinction in taxonomic composition between composite 

Holocene and Pleistocene samples was also evident at the class level (Supplementary Figure 

3.9). In the Pleistocene-Holocene shared group, 98% of the OTUs were associated with 

Proteobacteria (88%), Actinobacteria (8%), Firmicutes (2%) and Bacteroidetes (1%) respectively 

(Supplementary Figure 3.10a). Although these OTUs were shared between Pleistocene and 

Holocene samples the abundance of these OTUs were significantly different between epochs (p 

< 0.001) (Supplementary Figure 3.10b). 
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Figure 3.3. Relative abundance analyses of the OTUs detected in Holocene-aged and 

Pleistocene-aged permafrost samples at the phylum level. 

 

To test for possible correlation between epoch-based separation of the microbial community 

structure and changes in soil chemical parameters, a ManyGLM model was utilized. The 

ManyGLM indicated that within the composited Holocene samples, only Ca and Mn had a 

statistically significant correlation (p < 0.05) to the core OTUs. The other 20 measured variables, 

including depth of the samples, did not show any significant relationship to the core OTUs 
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(Table 3.3). Within Pleistocene samples, no significant correlation was found between core 

OTUs and any measured variable, including depth of the samples. However, between the 

Pleistocene and Holocene groups, there was a clear correlation between shift in epoch, changes 

in soil chemical parameters and reorganization in core OTU compositions (Table 3.3). 

 

Table 3.3. The probability values calculated based on Wald’s generalized estimating equation 

in the context of a negative binomial many generalized linear model (MGLM).  

 

Measured 

Variables 

Holocene Pleistocene Between 

Epoch 

Depth 0.605 0.184 0.009* 

TCa 0.394 0.32 0.021* 

TNa 0.219 0.444 0.005*c 

NO3
-/NO2

- 0.531 0.385 0.012* 

NH4
+ 0.151 0.072 0.003** 

ECa 0.391 0.494 0.021* 

pH 0.081 0.294 0.014* 

H2O 0.379 0.226 0.044* 

OMa 0.469 0.287 0.033* 

Ca 0.039*b 0.349 0.022* 

Cu 0.417 0.225 0.016* 

Fe 0.3 0.505 0.027* 

   K 0.108 0.604 0.032* 

Mg 0.12 0.271 0.014* 

Mn 0.037* 0.567 0.016* 

Zn 0.165 0.383 0.014* 
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Na 0.435 0.596 0.031* 

   P 0.074 0.239 0.008** 

   S 0.097 0.672 0.003** 

a TC: Total carbon, TN: Total nitrogen, EC: Electric conductivity, OM: Organic matter.  b * p < 

0.05, c** p < 0.01. Note: within an epoch, degrees of freedom remaining after fitting each 

variable was 1 and degrees of freedom attributed to each variable was also 1. Between epochs, 

degrees of freedom remaining after fitting each variable was 4 and degrees of freedom attributed 

to each variable was 1.  

 

 

 

3.4. Discussion 

 

The perennially frozen nature of permafrost prevents movement of entrapped bacteria, creating a 

dispersal limitation. Furthermore, it is a challenging environment in terms of energy and nutrient 

availability (thermodynamic constraints) and damage to cells (physical constraints) (Bottos et al., 

2018; Burkert et al., 2019; Liang et al., 2019; Mackelprang et al., 2017). Therefore, permafrost 

creates an environmental filter that only allows species resistant to these effects to survive, 

dramatically changing the composition of the community (Bottos et al., 2018; Mackelprang et 

al., 2017). Furthermore, these effects are compounded with time, further shifting the 

communities as the permafrost ages (Mackelprang et al., 2017). Hence, it is not clear if the 

surviving community members can be used as a paleoenvironmental tool. 

 

Most previous studies of permafrost microbial community structure or community-level function 

have been conducted on permafrost chronosequences from a single epoch (e.g. (Hultman et al., 

2015; Mackelprang et al., 2017; Mackelprang et al., 2011). Therefore, it is not known whether 
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there is a shift in the permafrost microbial community structure close to the Pleistocene-

Holocene transition. We observed dramatic differences in soil chemistry and OTU composition 

in samples from either side of the Pleistocene-Holocene transition (Figure 3.2, Supplementary 

Figures 3.1, 3.5, 3.6, and Tables 3.1, 3.2). A small number of OTUs (n = 52) that were able to 

persist despite the dramatic change during the Pleistocene-Holocene transition and the 

permafrost freezing-filtering effect were shared among the Pleistocene and Holocene samples 

(Pleistocene-Holocene shared group; Supplementary Figure 3.6). However, their abundance 

differed dramatically between epochs (Supplementary Figure 3.10b). No significant 

differences were observed between samples within an epoch (despite a difference in age between 

the samples). The lack of clear observable correlations between chemistry and microbiology 

within epochs is consistent with prior observations (e.g. (Bottos et al., 2018; Mackelprang et al., 

2017). 

 

Based on our data, microbial community structure within an epoch (despite few hundreds of 

years of an age difference between subsamples) is relatively stable over time, likely due to 

physiological flexibility and community stability of the microbial community (Shade et al., 

2013). Thus, the environmental filter of the frozen and isolated conditions in the permafrost 

creates a strong selection pressure on microbial communities that are initially similar. Any 

relatively small signal of microbial community differences at the time of formation are lost. 

However, once the system surpasses a threshold, both chemical and microbial parameters rapidly 

shift to a new stable state. Some OTUs are able to persist, despite the dramatic change during the 

Pleistocene-Holocene transition and the permafrost freezing filtering effect, and were shared 

among the Pleistocene and Holocene samples (Pleistocene-Holocene shared group; 



133 
 

Supplementary Figure 3.6) (Mandakovic et al., 2018). This scenario resembles the threshold 

hypothesis (also known as the tipping point hypothesis) (Scheffer et al., 2001), wherein a critical 

threshold exists in a system beyond which perturbations cause extensive changes (called 

“catastrophic” by Scheffer et al., 2001) and the system shifts from one stable state to another 

(Allison & Martiny, 2008; Mikkelson et al., 2016; Shade et al., 2012). Many paleoclimatic 

records indicate that the Pleistocene-Holocene transition was rapid and caused the climate 

system to cross a threshold, triggering a rapid transition to a warmer Holocene climate (Alley et 

al., 2003; Boers et al., 2018; Guthrie, 2006). Such an abrupt change is consistent with our 

ManyGLM model (Table 3.3), which did not detect any statistically significant correlation 

between OTU composition and soil chemical parameters within an epoch, with the exception of 

weak statistical support for correlations with Mn and Ca in Holocene samples (Table 3.3). 

However, between epochs, the ManyGLM model indicated a statistically significant change in 

microbial community structure and chemical profile (Table 3.3). Hence, we hypothesize that 

both soil chemical and microbial parameters were relatively stable until a threshold was reached 

at the Pleistocene-Holocene transition, after which there was a drastic shift to a new set of 

chemical and microbial parameters. 

 

One implication of the threshold hypothesis described above is that it may explain why some 

decades-long in situ soil warming experiments have shown little or no change in microbial 

community structure (e.g. (Kuffner et al., 2012), while lab-based incubations have shown 

dramatic shifts in community structure in a matter of days (e.g. (Mackelprang et al., 2011). This 

difference between field and lab outcomes is likely because field-based studies generally involve 

moderate heating of the surface-active layer of soil and thus do not strongly affect the underlying 
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permafrost. In these experiments, microbes are able to gradually acclimate to moderate warming 

and the community resists shifts in composition (Allison & Martiny, 2008; Bradford et al., 2008; 

Metcalfe, 2017; Rousk et al., 2012). In contrast, in laboratory-based experiments, small amounts 

of permafrost thaw rapidly in response to increased temperature, leading to significant changes in 

the physicochemical parameters of the soil (Vonk et al., 2015) accompanied by dramatic changes 

in microbial community structure (e.g. (Mackelprang et al., 2011; Schostag et al., 2019). Even 

changes at subzero temperatures in laboratory microcosms have been reported to alter microbial 

community structure (Tuorto et al., 2014). 

 

Changes in OTU and chemical composition between epochs were accompanied by major 

changes in taxonomy (Supplementary Figures 3.7, 3.8). Proteobacteria-related species were 

dominant in Holocene samples, whereas Actinobacteria-related species dominated Pleistocene 

samples (Figure 3.3 and Supplementary Figures 3.7, 3.8). Species associated with phyla 

Proteobacteria and Actinobacteria are the most dominant species in soil worldwide (Janssen, 

2006), including cold environments such as permafrost (e.g. (Gittel et al., 2014; Zhang et al., 

2016). Although phylogeny cannot be used to directly infer physiology and broad taxonomic 

groups (such as phyla) can include organisms with many different physiological features, strains 

affiliated with Actinobacteria have been characterized as oligotrophs adapted to nutrient-poor 

environments, while strains associated with Proteobacteria have been characterized as 

copiotrophs adapted to carbon-rich systems (De Vries & Shade, 2013; Itcus et al., 2018). 

Competition for nutrients among species associated with these two phyla have been reported 

(Goldfarb et al., 2011). According to a recent revision in environmental filtering theory, abiotic 

factors initially select certain strains, and then the second phase of selection pressure occurs 
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based on species competition for resources (Freedman & Zak, 2015; Kraft et al., 2015a). Hence, 

competition for resources could be a major consequence of threshold-crossing events, which 

might drastically alter ecosystem services, in particular when Pleistocene-aged permafrost thaws 

and releases the entrapped microorganisms to the surrounding environment due to climate 

warming (Castro et al., 2010; De Vries & Shade, 2013; Schostag et al., 2019; Strauss et al., 

2017). Based on metatranscriptome analysis of frozen permafrost, Coolen and Orsi (Coolen & 

Orsi, 2015) demonstrated a shift in microbial community structure from Firmicutes, 

Acidobacteria, Actinobacteria and Proteobacteria dominant community to a Firmicutes, 

Bacteroidetes, and Euryarchaeota dominant community upon thaw. Permafrost thaw in their 

study was in parallel in increase in complex biopolymer degradation, translation and biogenesis 

transcripts, indicating a general increase in microbial activity (Coolen & Orsi, 2015). 

 

Another, less likely, scenario to explain the microbial community shift between epochs is the 

effect of the relict extracellular DNA on our diversity analyses. In this scenario, relict preserved 

DNA released from dead cells differs between Holocene and Pleistocene samples and bias 

increases with relict DNA pool size (similar to (Carini et al., 2016). Within the Pleistocene 

samples, 83% of the enumerated cells were non-viable and Holocene samples had ∼8 fold higher 

viable cells (Figure 3.1). Hence, it is possible that relict DNA might be an important factor in 

epoch-based separation of Holocene and Pleistocene microbial community structure. However, 

this scenario seems unlikely for two reasons. First, (Burkert et al., 2019) did not find a 

significant change in microbial community structure after removal of relict DNA preserved 

within Beringian permafrost. Second, (Lennon et al., 2018) reported a minimal effect of relict 

DNA on estimates of microbial alpha diversity as long as the species abundance distribution of 
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the relict and intact DNA pools are equivalent. Hence, since our alpha diversity indices did not 

indicate any statistically significant variation between epochs (Supplementary Table 3.3), the 

species abundance distribution of the relict and intact DNA are likely equivalent. However, it is 

not possible to fully exclude this scenario. 

 

3.5. Conclusion 

 

Anthropocene warming in the western Arctic exceeds the dramatic warming associated with the 

Early Holocene thermal maximum, and arguably represents the warmest temperatures of the last 

ca. 14,000 years (Porter et al., 2019). As a result fragile cold-adapted systems have been 

predicted to be near a threshold- similar to the Pleistocene-Holocene transition (Miller et al., 

2010). Similar changes observed in this study might occur in modern cold soils, which could 

alter ecosystem services with unknown consequences. The single core and six samples from this 

study only represent a snap shot of the effects of dramatic climate change on microbial 

population dynamics across the Pleistocene-Holocene transition at one location. Future 

investigations should focus on different types of permafrost-affected regions with different 

terrain types or different permafrost stratigraphy, both at microbial community and functional 

levels. It is yet to be seen if our findings are more generally representative of the microbial 

community dynamics across the Pleistocene-Holocene transition at a pan-Arctic scale. If our 

threshold hypothesis is supported by more regional studies in diverse settings, it may provide a 

framework for a better understanding of potential changes in important bacterial functional 

guilds, which could in turn improve climate models by predicting microbial responses in a 

warmer world. 
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Also, we noticed that bacteria entrapped in Pleistocene aged permafrost are distantly related to 

the known reference sequences, this suggest that the microbial members of the Eastern Beringian 

permafrost are mainly unknown. Future research demands to isolate these strains and study them 

at a phylogenetic and genome levels for possible biotechnological applications or for expanding 

our knowledge regarding bacterial evolution/succession over geologically meaningfully 

timescales. 

 

3.6. Summary of chapter 3 

 

Despite the presence of well-documented changes in vegetation and faunal communities at the 

Pleistocene-Holocene transition, it is unclear whether similar shifts occurred in soil microbes. 

Recent studies do not show a clear connection between soil parameters and community structure, 

suggesting permafrost microbiome-climate studies may be unreliable. However, the majority of 

the permafrost microbial ecological studies have been performed only in either Holocene- or 

Pleistocene-aged sediments and not on permafrost that formed across the dramatic ecosystem 

reorganization at the Pleistocene-Holocene transition. In this study, I used permafrost recovered 

in proximity to the Pleistocene-Holocene transition subsampled under strict sterile conditions 

developed for ancient DNA studies. My ordination analyses of microbial community 

composition based on 16S RNA genes and chemical composition of the soil samples resulted 

into two distinct clusters based on whether they were of late Pleistocene or Holocene age, while 

samples within an epoch were more similar than those across the boundary and did not result in 

age-based separation. Between epochs, there was a statistically significant correlation between 

changes in OTU composition and soil chemical properties, but only Ca and Mn were correlated 
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to OTU composition within Holocene aged samples; furthermore, no chemical parameters were 

correlated to OTU composition within Pleistocene aged samples. Thus, the results indicate that 

both soil chemical and microbial parameters are fairly stable until a threshold, driven by climate 

change in our study, is crossed, after which there is a shift to a new steady state. Modern 

anthropogenic climate change may lead to similar transitions in state for soil biogeochemical 

systems and microbial communities in Arctic regions. 
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Chapter 4 

A major shift in activity and composition of methanotrophs in 

permafrost active layer soil in response to soil disturbance and 

temperature changes 
 

Chapter 4 of this thesis is in preparation for publication. No specific journal has been selected yet. The potential title for 

the publication is going to be “Saidi-Mehrabad, A., Strilets, T., Forster, M., Froese, D., Lanoil, B. (2021. A major shift in 

activity and composition of methanotrophs in permafrost active layer soil in response to soil disturbance and temperature 

changes”. 

 

 

4.1. Introduction  

 

Permafrost of the northern hemisphere contains a substantial quantity of sequestered organic 

carbon ranging from ~191 Pg (1015 g) to a depth of 30 cm, ~495 Pg to a depth of 100 cm, ~1024 

Pg to a depth of 300 cm, and ~241-407 Pg beyond the depth of 300 cm (Jansson & Taş, 2014; 

Tarnocai et al., 2009). Climate change is causing dramatic changes in permafrost-affected 

regions of the North, here defined as active layer soil and thawing underlying permafrost (Schuur 

et al., 2008; Schuur et al., 2015; Vonk et al., 2015). Processes resulting in terrain changes of 

permafrost landscapes, such as hillslope/active layer detachment and slumping, wetland, and 

thaw pond formation are collectively known as thermokarst (Vonk et al., 2015). Thermokarst 

formation may stimulate microbial decomposition and respiration of labile organic matter, by 

releasing the sequestered labile organic matter from thawing permafrost and allowing easy 

access to this mass wealth of nutrients, thus promoting carbon flux to the atmosphere and 

amplification of climate change (Coolen & Orsi, 2015; Coolen et al., 2011; Deng et al., 2015; 

Feng et al., 2020; Mackelprang et al., 2016). A metatranscriptomic based study of permafrost 
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obtained from a moist acidic tundra region in Arctic Alaska, demonstrated a major change in 

transcript sequences before and after thaw over a course of 11 days (Coolen & Orsi, 2015). 

Although the permafrost was frozen, a great majority of the transcripts were associated with 

survival strategies, whereases after thaw, enzymes involved in the decomposition of organic 

matter became dominant, demonstrating a rapid enzymatic response to permafrost thaw and the 

subsequent increase in organic matter in the surrounding environment (Coolen & Orsi, 2015). In 

addition, transcripts indicative of methanogenesis (acetate, methanol and methylamine 

utilization) and acetogenesis (could provide acetate to acetolactic methanogens) also became 

dominant after permafrost thaw, demonstrating a rapid response by methanogenic archaea and 

acetogenic bacteria to the permafrost thaw (Coolen & Orsi, 2015).    

 

One major consequence of thermokarst development is the change in hydrology of the 

permafrost affected regions, which can induce anoxia in disturbed soils (Battin et al., 2009; 

Vonk & Gustafsson, 2013). The endpoint of the microbial metabolism under anoxic conditions is 

CH4 generated by methanogenic archaea (Wei et al., 2018). CH4 is a potent greenhouse gas with 

a heat-trapping potential 34 × higher per molecule than CO2 on a time scale of 100 years 

(Stocker et al., 2013b). Methanogenesis in Arctic soil has a strong positive linear relationship 

with temperature (Zheng et al., 2018) and may account for 20-25% (15-50 Tg CH4 yr-1) (1 Tg = 

1012 g) of global non-anthropogenic natural CH4 emissions (Saunois et al., 2016a). 

 

Based on the widely used greenhouse gas trajectory model 8.5, (Representative Concentration 

Pathway 8.5), adopted by Intergovernmental Panel on Climate Change, ~ 30-99% of near-
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surface permafrost will thaw and release ~ 37-174 Pg of carbon in response to a 10 oC increase in 

Arctic atmospheric temperature expected by the year 2100 (Koven et al., 2013; Schuur et al., 

2015). RCP 8.5 is considered as a very high baseline emission scenario in comparison to other 

RCP models (RCP 6 and RCP 4.5), which represents the 90th percentile of no climate change 

policy baseline scenario (Riahi et al., 2011). This scenario predicts that in the absence of an 

effective climate change policy, greenhouse gas radiative forcing will reach ~8.5 W/m2 at the 

end of the century (Riahi et al., 2011). RCP 8.5 has been extensively used in carbon climate 

feedback modeling, literature and media. Although new scenarios have been recently introduced, 

for instance the Shared Socioeconomic Pathways, they haven’t been fully integrated into the 

field of permafrost microbiology (Riahi et al., 2017). Increased permafrost thaw could further 

amplify atmospheric CH4 concentration due to increased methanogenic activity; however, as 

much as 20-60% of the CH4 generated in CH4 hotspots becomes oxidized to CO2 before reaching 

the atmosphere (Singleton et al., 2018). The sink for this permafrost-generated CH4 is biological 

oxidation by aerobic CH4 oxidizing (methanotrophic) bacteria (MOB) (He et al., 2012a, 2012b; 

Khmelenina et al., 2018; Singleton et al., 2018; Zhang et al., 2020a) and by anaerobic 

methanotrophic archaea (Cui et al., 2015; Winkel et al., 2019). 

 

Aerobic MOB are a functional guild of microbes that utilize CH4 as a source of both energy and 

carbon (Khmelenina et al., 2018). While the Verrucomicrobia phylum includes a group of 

acidophilic aerobic methanotrophs (Dunfield et al., 2007) and candidate phylum NC10 include a 

denitrifying methanotrophs (Ettwig et al., 2010), the best characterized and most common MOB 

are affiliated with the phylum Proteobacteria (Khmelenina et al., 2018). Proteobacterial MOB 

are broadly classified into two morphologically, physiologically, and phylogenetically distinct 
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groups: Type I (Gammaproteobacteria) and Type II (Alphaproteobacteria) (Khmelenina et al., 

2018). These groups differ in their optimal CH4 concentrations, oxygen concentrations, pH, and 

temperature (He et al., 2012a, 2012b; Khmelenina et al., 2018; Mayr et al., 2020a). Hence, 

changes in these parameters could directly affect the MOB community structure and CH4 

oxidation rates by selecting one type over another (Amaral et al., 1995; Graham et al., 1993).  

 

In addition to their taxonomic classification, Proteobacterial MOB have been broadly divided 

into two major groups based on their affinity to CH4 (a
0

s); low-affinity methanotrophs (LAM), 

which are unable to colonize in the presence of trace CH4 at atmospheric level, and high-affinity 

methanotrophs (HAM), which are capable of growing in the presence of trace CH4 at 

atmospheric levels (Tveit et al., 2019). HAM are designated as aerobic upland soil clusters 

(USC), which are either phylogenetically affiliated with Gammaproteobacteria class (USCγ) or 

Alphaproteobacteria class (USCα) (Tveit et al., 2019). HAM are less known than LAM; 

currently, there is only one cultivated HAM strain reported (MG08 affiliated to USCα (Tveit et 

al., 2019)). HAM have been recently found in permafrost affected regions (Martineau et al., 

2014; Tveit et al., 2019). 

 

Oxidation of CH4 as an energy source is only restricted to MOB and methane oxidizing archaea 

(Amaral et al., 1995), hence, any type of disturbance that causes changes in the methanotrophic 

community structure could hamper methanotrophy and instead favor methanogenesis, turning an 

ecosystem into a major CH4 source. Most studies examining methanotrophic response to 

disturbance have only considered single events and focused on methanotrophs from non-
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cryogenic environments (Bissett et al., 2012; Danilova et al., 2015; Ho et al., 2011; Ho et al., 

2016; Kumaresan et al., 2011; Ogram et al., 2006; Singh & Singh, 2013; Tiwari et al., 2018). 

However, those studies that have investigated the temperature disturbance on methanotrophs 

demonstrated significant increases in CH4 oxidation rates in response to increased temperature 

(e.g. (Börjesson et al., 2004; Zeng et al., 2019). The only comprehensive study regarding the 

methanotrophic community dynamics in permafrost affected regions, to our knowledge, indicates 

a significant change in methanotroph community structure and increasing CH4 oxidation rates 

with increase rate of thaw (Singleton et al., 2018). However, the combined effects of thermokarst 

development and increases in temperature on methanotrophs and the entire microbial community 

structure inhabiting the permafrost affected regions are not known. The frequency of both 

thermokarst formation and warmer temperatures, which are interconnected, are expected to 

increase in the future (Coolen & Orsi, 2015; Deng et al., 2015; Koven et al., 2013; Schuur et al., 

2015). The capacity of methanotrophs in preventing a large concentration of CH4 from entering 

the atmosphere from thawed permafrost is not considered in most permafrost climate feedback 

models. This gap of knowledge has recently been shown to cause an overestimation of 5-10 Tg 

yr-1 of CH4 emission in widely used atmospheric CH4 models (McCalley, 2020; Oh et al., 2020). 

A recently developed biogeochemical model indicates that HAM methanotrophic activity will 

increase in parallel with methanogenesis in a warmer world, leading to a net increase of only 

18% in CH4 emissions from thawing permafrost regions (Oh et al., 2020). This discrepancy 

between CH4 climate models reflects uncertainty regarding the methanotrophic capacity of the 

rapidly changing Arctic regions (McCalley, 2020; Oh et al., 2020).  
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The objectives of this study were to investigate: 1) methanotrophic and whole bacterial 

community structure shifts in response to active layer soil disturbance and temperature, 2) 

changes in CH4 oxidizing capacity in response to the active layer soil disturbance and 

temperature, and 3) the relationship between CH4 oxidizing capacity and community structure in 

permafrost affected soils. To achieve our objectives, we used anthropogenically disturbed active 

layer samples as an analog to a climate change-induced thermokarst formation.  

 

The geographical settings (see below) of the study site including the potential changes in 

microbial community structure and changes in soil chemistry with increased thaw was previously 

characterized (unpublished results). Although the sampling site was not created due to climate 

change, however, it had all the characteristics of a natural themokarst formation 

(Supplementary Figure 4.1 a, b). Both natural disturbances of the active layer caused by 

climate change or anthropogenic activities such as road building or surface mining could result in 

major terrain changes of permafrost landscapes and can ultimately lead to thermokarst formation. 

For example, human mining activities, especially open-pit mining in permafrost affected regions, 

can greatly promote permafrost thaw and active layer disturbance over the long term 

(Booshehrian et al., 2020). The overall goal of our study was to improve our understanding of 

CH4 dynamics in a warmer world. 
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4.2. Material and methods 

4.2.1. Sampling location 

 

The samples were obtained from an active placer mining site near Dominion Creek, Yukon, 

Canada. The regional setting of our study site has been described previously (Froese et al., 

2000b). At this site, ~ 35 cm of the thawed layer soil from the surface to the permafrost table was 

removed (bulldozed) and there were signs of permafrost thaw (Supplementary Figure 4.1 A, 

B). While drilling, we were cautious not to introduce any soil material or water from the surface 

layer into the boreholes. In May 2018, active layer soil samples from inside of two boreholes 

(termed DC 7 and DC 8 in this manuscript), ~26 cm apart from each other, were collected from a 

disturbed site (N63.712285o, W138.547704o) (Supplementary Figure 4.1 A, B). DC7 and DC 8 

were ~126 cm from a 61 cm deep thaw pond (thermokarst pond) (Supplementary Figure 4.1 A, 

B). Another set of samples from inside of two other boreholes (termed DC5 and DC6 in this 

manuscript), ~15 cm apart from each other, were collected from a site with no signs of 

disturbance that contained intact surface vegetation with sphagnum moss and variety of lichens 

(N63.712331o, W138.547767o). The depth of the thaw layer at time of sampling (May 2018) was 

~21 cm (Supplementary Figure 4.1 A, B).  

 

Undisturbed (DC5 and DC6) and disturbed (DC7 and DC8) active layer samples were aseptically 

collected using 50 ml conical centrifuge tubes by pressing the tubes into the interior walls of 

~150 cm deep boreholes created after drilling. Approximately 5 bags per boreholes were 

collected. The reason for collecting soil samples from the interior walls of the boreholes was to 

obtain clean and untrampled soil samples. 
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In addition to peat samples, ~8 L of thermokarst water was collected from 0-10 cm of the thaw 

pond for making soil slurries to measure methanotrophic activity (see below). Prior to water 

sampling, sterilized 4 L polycarbonate containers were rinsed several times with the water from 

the thaw pond. Soil samples in 500 mL Whirl-Pak bags (Nasco, USA) and water samples were 

stored with ice packs and frozen permafrost core segments in coolers for shipping. Upon arrival 

at the University of Alberta, some were immediately transferred to a 4 oC cold room (for 

subsequent activity measurements) and some were transferred to -80 oC freezer (for subsequent 

DNA experiments). Samples were prepared for analysis less than 24 hours after arrival. 

 

4.2.2. Soil edaphic parameters 

 

Basic soil chemical parameters including pH, total organic matter (OM), and gravimetric water 

content (GW) were measured as described in chapter 2. These soil chemical parameters are the 

main abiotic factors influencing CH4 dynamics in Arctic soils (Hodgkins et al., 2014; Pokrovsky 

et al., 2011; Vonk et al., 2015; Zhang et al., 2020b). 

 

4.2.3. Sample preparations for CH4 gas flux measurements and DNA-SIP 

 

Prior to subsampling from each bag of soil sample, the content of the bag was homogenized by 

thorough mixing. Thaw pond water was filter-sterilized with gamma-irradiated 0.25 µm PVDF 

filters (Pall Life Sciences, USA) and autoclaved 3 times with 1-2 h of cooling intervals. A total 

of 10 g of each soil type (wet weight) was weighed from multiple bags after mixing (n=5, 
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selected randomly), placed in 125 ml autoclaved Wheaton bottles, and mixed with 10 ml of 

sterilized thermokarst water to create slurries. Bottles were prepared in triplicate for each of five 

incubation temperatures (see below). Each microcosm was either given a 9-13% headspace 

injection of 99% pure 12CH4 (vol/vol in the air) or 5-12% headspace injection of 99 atom % 

13CH4 (vol/vol; Sigma-Aldrich Canada). Microcosms were incubated at 22 °C, 4 °C, 0 °C, -10 °C 

and -20 °C. These temperatures were in a range above and below the average daily high 

temperatures recorded in our sampling region. The warmest season of the year in our sampling 

site is from May 10 to September 7, with an average daily temperature of 13.8 oC and the coldest 

season is from November 8 to February 29, with an average daily temperature of -11.1 oC 

(Average Weather at Dawson City Airport Canada). The 22 °C, 4 °C, and 0 °C microcosms were 

shaken at 170 r.p.m. The -10 °C and -20 °C microcosms were not shaken as the bottles were 

frozen. To maintain a constant temperature of 0 °C, a water bath with a shaker was placed in a 4 

°C cold room and was filled with a mixture of crushed ice and cold water. The ice content and 

temperature were monitored daily. Triplicate autoclaved killed slurries and triplicate blank 

leakage controls were prepared for each temperature with either 12C or 13C methane in the 

headspace at the same concentrations as the experimental incubations. 

 

4.2.4. CH4 consumption measurements 

 

The headspace residual CH4 in microcosms was monitored by injecting 50 µl of headspace gas 

into a Hewlett Packard 5890 Series II gas chromatograph (Agilent Technologies, USA), 

equipped with a thermal conductivity detector (TCD) (set at 180 oC for the detector, and 180 oC 

for the injector), and an 8〃1/8〃stainless steel HayeSep D metal packed column with a 100/120 
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Mesh size (125-150 Micron, oven set at 90 oC) (Chromatographic Specialties, Canada). Helium 

was used as a carrier gas with a constant flow rate of 30 ml/min. Headspace CH4 concentrations 

were measured daily for samples incubated above 0 oC, and initially every 5 days for samples 

incubated at 0 °C, -10 °C, and -20 °C. However, after two months no signs of CH4 oxidation in 

samples incubated at sub-zero temperatures were observed; thenceforth, the headspace CH4 was 

monitored monthly. After 155 days of incubation, no methanotrophic activity was observed in 

the sub-zero incubations; hence, they were removed from downstream analyses. The CH4 

oxidation rates in the 0 °C, 4 °C, and 22 °C incubations were calculated by linear regression of 

CH4 mixing ratios in the bottle headspaces. When the residual CH4 concentration in microcosms 

reached ~1%, the experiment was stopped and DNA was extracted (10 g of soil) (see Appendix 

3) and used to characterize microbial community composition in downstream molecular 

analyses. 

 

4.2.5. DNA extraction and pmoA and mmoX gene-based PCR  

 

All DNA extraction steps were performed under strict sterile conditions designed for permafrost 

microbiology and ancient DNA analysis as described in chapter 2. For PCR-based screening of 

the samples, the DNA was extracted with a modified DNeasy PowerSoil kit protocol (Qiagen 

Canada) from 1 g of each active layer soil sample after homogenization. The modified DNA 

extraction protocol, the protocols used for PCR, and the thermocycling steps are available in the 

Appendix 3.  
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Prior to CH4 oxidation activity measurements or DNASIP, the presence of methanotrophic 

bacteria was assessed via PCR amplification of pmoA and mmoX genes. The pmoA gene, which 

encodes for the alpha subunit of the particulate methane monooxygenase (pMMO) enzyme 

(which is universal in aerobic methanotrophs except for genera Methylocella and Methyloferula) 

and mmoX gene (which encodes for the alpha subunit of the soluble methane monooxygenase 

(sMMO)) enzyme are routinely used for screening for aerobic methanotrophs in culture-

independent approaches (Bourne et al., 2001; Dedysh et al., 2000; McDonald et al., 2008; 

Vorobev et al., 2011).  

After detecting PCR products in samples, DNA from 10 g of each soil type stored at -80 oC were 

extracted with the same protocol mentioned above and was used as a time zero control. 

 

4.2.6. DNA-SIP 

 

All reagents used in the SIP procedure were prepared as described previously (Neufeld et al., 

2007), with the only exception that the average density of the stock CsCl gradient was set to 1.76 

g/ml. After samples demonstrated ~5% consumption of headspace 13C methane, microcosms 

were sacrificed and 10 g of soil was used for DNA extraction with a modified DNeasy PowerSoil 

kit protocol (Qiagen Canada) (see Appendix 3). With each SIP run, tubes of Methylomicrobium 

album BG8 (strain ACM 3308) DNA, mixed from cultures grown under 13C and 12C methane 

atmospheres, were included as a positive control for assuring gradient formation 

(Supplementary Figure 4.2). Each sample produced in 13 fractions with ~500 µl of the mixture 

of CsCl/DNA/GB. The DNA was purified from each fraction as previously described (Neufeld et 

al., 2007), with the only exception that polyethylene glycol 8000 (PEG 8000) was utilized 
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instead of PEG 6000. The DNA concentration was measured with a Qubit dsDNA HS Assay Kit 

according to the manufacturer's protocol (Thermofisher Scientific, Canada). 

 

4.2.7. Sequencing and ASV construction 

 

Genomic DNA samples (incubated under 12CH4 or 13CH4 atmosphere), SIP fractions, a lab 

constructed mock community (15 strains) (Supplementary Figure 4.3), and a series of DNA 

extraction kit negative controls (n = 4) (Supplementary Table 4.1) were sequenced as described 

in chapter 3. 16S rRNA genes were targeted with the aid of the Earth microbiome primers (515F 

and 806R (Caporaso et al., 2011)) in our sequencing approach since known pmoA genes primers 

are unable to detect some methanotrophic strains such as Crenothrix, Methylacidiphilum, 

Methylocella, Methyloferula, and Ca. Methylomirabilis oxyfera  (Dedysh et al., 2000; Kip et al., 

2011; Luesken et al., 2011; Vorobev et al., 2011).      

 

Amplicon Sequence Variants (ASVs) from the sequences were resolved with the aid of the 

DADA2 pipeline (version 3.10) in the R studio environment (version 3.6.3) following the default 

parameters (Callahan et al., 2016). The reason for selecting ASVs instead of OTUs is to improve 

the taxonomic resolution of our work and allow the study of distinct ecological attributes of 

MOB between disturbed and undisturbed samples (Callahan et al., 2017). Also, ASV 

construction is consistent across different datasets, allowing accurate comparison between 

disturbed and undisturbed data (see below)) (Callahan et al., 2017). In general, ASVs allow us to 
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gain high-resolution insights into the low-resolution 16S rRNA gene marker used in this study 

and help address our questions asked above.  

 

The DADA 2 pipeline was selected to construct ASVs because it tends to find more ASVs from 

the soil in comparison to two other widely used ASV constructing pipelines of UNOISE (Edgar, 

2016b) and Deblur (Amir et al., 2017; Nearing et al., 2018). As such, DADA 2 has been 

recommended for studies that are investigating rare species (e.g. MOB) (Nearing et al., 2018).   

At the truncation step, position 240 bp was selected from the forward sequence reads and 

position 200 bp from the reverse sequence reads, which resulted in the removal of 10 nucleotides 

from the forward sequences and 50 nucleotides from the reverse sequences. These cut off 

positions were determined based on the frequency of the quality score at each base position. In 

the filtering step, no “Ns” were allowed, and the maximum number of expected errors allowed 

(maxEE) was set to 2 and 5 for forwards and reverse reads, respectively. 

105 Mb in 437,681 reads from 13 samples were used to determine the error rate in the forward 

sequences and 102 Mb in 510,533 reads from 15 samples were used to determine the error rate in 

the reverse sequences. From the 64 samples, 5661 ASVs were created, of which the majority 

(92%; 5210 ASVs) were 253 bp in length. 95% of the sequences passed the chimera filtering 

parameter, resulting in 4920 ASVs. ASVs were assigned to taxonomy via naïve Bayesian 

classification (Wang et al., 2007) using a Silva trained database (Silva version 132) formatted for 

the DADA2 pipeline (https://zenodo.org/record/1172783#.Xrt9K2hKhBw). The minimum 

bootstrap was set to 70%. In addition to the Silva database, the taxonomic identity of the ASVs 

was checked with the NCBI database (standard nucleotide collection nt/nr) via the basic local 
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alignment search tool (BLAST) (Altschul et al., 1990). Any BLAST results > 97% identity in 16 

rRNA genes to the reference sequences were labeled to the species level (STACKEBRANDT & 

GOEBEL, 1994); sequences with < 97% sequence identity to reference sequences were labeled 

“Like” after the species name. Sequences related to Archaea (see chapter 3), chloroplasts, 

mitochondria, and Eukarya (all together referred to as anomalous sequences) were removed from 

the dataset. Removal of anomalous sequence resulted in a final set of 4822 ASVs (97.78% of 

ASVs were retained from the original number of the ASVs generated by the DADA2 pipeline) in 

all samples. Sequences processed in this manuscript are available in NCBI Sequence Read 

Archive under the ascension number of PRJNA655978, and BioSample accession numbers of 

SAMN15763028 (DC5 and DC6 samples), and SAMN15763027 (DC7 and DC8 samples). 

 

4.2.8. Community analysis 

 

Unless otherwise noted, all statistical analyses were performed in R studio environment (version 

3.6.3). The generated ASV table from DADA2 pipeline was divided into two sets: the overall 

community, which was not subjected to ultracentrifugation, and the SIP samples (here referred to 

as the SIP dataset). The overall community was further divided into two separate ASV tables: 

known methanotrophs only (here referred to as the methanotroph dataset) and the overall 

community (here referred to as the complete dataset). The overall community includes all ASVs 

from the non-SIP samples, including the methanotroph ASVs in the methanotroph dataset. The 

overall community included 2450 ASVs and the methanotroph dataset included 67 ASVs. The 

remaining ASVs (2305) were related to the SIP dataset. Only abundance analysis was performed 

on the SIP dataset to demonstrate how changes in temperature and soil disturbance affect the 



153 
 

abundance of the active methanotrophic communities. Also, the SIP dataset only represents the 

microbial community members that are actively involved in the consumption of the 13CH4 as a 

result this community does not represent the entire community structure to perform diversity 

analyses. For assessing changes in the relative abundance of active methanotrophs between the 

SIP dataset and complete dataset, the ASV tables were rarefied to the lowest read count (13,740) 

based on a random subsampling approach implemented in Mothur (version 1.39.5) (Schloss et 

al., 2009). To assess the probability value (p-value), a zero-inflated negative binomial regression 

model was employed (Mwalili et al., 2008). This analysis was performed with the aid of the 

package pscl (version 1.5.5) (Zeileis et al., 2008). For assessing the abundance of active 

methanotrophs in the heaviest fractions within each sample, non-rarefied/non-normalized SIP 

ASVs were used to prevent data waste (McMurdie & Holmes, 2014).  

 

The soil chemical parameters were log10 (x + 1) transformed and used as a variable matrix in the 

phyloseq object file created by the phyloseq package (version 1.30) (McMurdie & Holmes, 

2013). Two separate phyloseq objects were created for the methanotroph dataset and the 

complete dataset respectively. For alpha diversity (observed ASVs, Shannon Index, Fisher’s 

alpha, and Simpson evenness), the raw reads without rarefaction or normalization were used in 

phyloseq according to prior recommendation (McMurdie & Holmes, 2014). Venn diagrams were 

generated from the ASV tables to study the shared or unique ASVs based on the number of 

observed ASVs with the aid of the Mothur’s (version 1.39.5) “venn” function. 
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For beta diversity, the ASV tables were normalized based on the DESeq2 method by using a 

variance stabilizing transformation algorithm in R studio (version 3.6.3) (Love et al., 2014). The 

generated negative values were converted to zero in R studio (version 3.6.3) to allow analysis 

based on the Bray Curtis dissimilarity matrix (Faith et al., 1987). Bray Curtis dissimilarity matrix 

was calculated for assessing potential differences in the ASV structure of the methanotroph 

dataset or the complete dataset between disturbed and undisturbed active layer soil samples with 

the aid of the vegan package (version 2.5.6) (Oksanen et al., 2007). The results were visualized 

in non-metric multidimensional scaling (NMDS) biplots (Cox & Cox, 2008) constructed with the 

vegan package (version 2.5.6). To assess the clustering of the samples based on temperature 

alone, an unsupervised hierarchical cluster analysis was performed with the aid of the package 

“stats” (version 3.6.3) on disturbed and undisturbed samples individually. The distance matrix 

used was Manhattan (Faith et al., 1987) and the clustering was performed with the ward.d2 

(minimum variance method) algorithm (Murtagh & Legendre, 2014). The optimal number of 

clusters was determined based on the “elbow method” and gap statistic (Tibshirani et al., 2001) 

implemented in the factoextra package (version 1.07) (Kassambara, 2017). The hierarchical trees 

were cut based on the determined cluster numbers with the cut tree function of the factoextra 

package (version 1.07).  

 

Prior to relative abundance analysis, the ASV reads from both datasets were rarefied to the 

lowest read counts per sample via the Mothur’s (version 1.39.5) random subsampling function. 

The lowest read counts per sample were 18,694 and 1468 for the complete and methanotroph 

datasets, respectively. To assess which taxa were significantly differentially abundant in 

disturbed and undisturbed soil types, the DESeq2 differential abundance method with p < 0.01 
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using the Benjamini-Hochberg algorithm for controlling the false discovery rate was employed 

(implemented in Phyloseq 1.30) on the non-rarefied ASV tables. For assessing the probability 

value of changes in the abundance of the most dominant phyla between different temperatures 

within each soil type, a zero-inflated negative binomial regression model was used based on the 

criteria mentioned above. 

 

The influence of each soil parameter on the methanotroph dataset and the complete dataset, 

including the effect of soil disturbance, was investigated with the “many linear model” function 

of the mvabund package (version 4.0.1) (Wang et al., 2012) by using the Gaussian distribution 

(Warton et al., 2012) for analysis and Wald’s test for statistical significance of this approach 

(Warton et al., 2012). 

 

4.3. Results 

4.3.1. Effect of active layer disturbance and temperature on CH4 oxidation rates 

 

Soils incubated at 22 oC showed the highest CH4 oxidation rates irrespective of soil type. CH4 

oxidation rates demonstrated a strong positive linear relationship with temperature in both 

disturbed (R2=0.99) and undisturbed (R2=0.99) active layer soils (Figure 4.1). Disturbed samples 

demonstrated a stronger response in CH4 oxidation rate to shifts in temperature than undisturbed 

samples (Figure 4.1).  

Incubation at 4 oC resulted in 63.5% and 73.8% decrease in oxidation rates (p < 0.01) in the 

composite undisturbed and disturbed samples, respectively, relative to the 22 oC incubation 
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(Supplementary Figure 4.4 A, B; Supplementary Table 4.2). Further decrease in oxidation 

rates was observed when comparing 22 oC to 0 oC incubations (p < 0.01). The 0 oC incubation 

was 86.6% and 92.1% lower in composite undisturbed and disturbed samples, respectively 

(Supplementary Figure 4.4 A, C; Supplementary Table 4.2). Samples also demonstrated 

statistically significant decrease in oxidation rates (p < 0.01) between 4 oC to 0 oC incubations, 

which resulted in 63.2% and 69.8% decrease in composite undisturbed and disturbed samples 

respectively (Supplementary Figure 4.4 A, C; Supplementary Table 4.2). 

Disturbed samples showed 55.5% and 37.8% higher CH4 oxidation rates (p < 0.01) in 22 oC and 

4 oC samples, respectively, than the undisturbed samples (Supplementary Figure 4.4 A, B; 

Supplementary Table 4.2). However, there was no significant change in oxidation rates at 0 oC 

between disturbed and undisturbed samples (Supplementary Figure 4.4 C; Supplementary 

Table 4.2). 
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Figure 4.1. Linear relationship between CH4 oxidation rates and temperature. 

 

4.3.2. The influence of disturbance and temperature on active layer community 

composition  

 

Simpson evenness was the only measured alpha diversity index that was statistically significantly 

different between disturbed and undisturbed samples in the complete dataset (p < 0.01) 

(Supplementary Table 4.3). No differences were observed in any other alpha diversity metrics 

at any temperature or between disturbed and undisturbed samples in complete and methanotroph 

datasets (Supplementary Figure 4.5 A, B). Disturbed and undisturbed time zero samples with 
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no incubation at different temperatures did not demonstrate any significant changes in any alpha 

diversity index, including Simpson Evenness (Supplementary Figure 4.5 C). 

For the complete dataset, the microbial communities of the undisturbed samples were clearly 

different from the disturbed samples, irrespective of the incubation temperature (Figure 4.2 A).  

ASVs associated with samples incubated at 4 oC and 0 oC were more similar to each other than 

ASV samples incubated at 22 oC, irrespective of the soil type (Figure 4.2 A, Supplementary 

Figure 4.6 A, B and Supplementary Figure 4.7 A and B). Bacterial communities were 

primarily clustered based on disturbance, with secondary structuring based on incubation 

temperature, indicating that disturbance is a more potent driver of microbial community structure 

than temperature. The separation of the time zero control samples into disturbed and undisturbed 

clusters demonstrates that this effect was present prior to and was not an artifact of laboratory 

incubations (Supplementary Figure 4.8 A-C). The duplicate disturbed samples were 

indistinguishable from each other; however, the duplicate undisturbed samples were clearly 

distinguishable (Supplementary Figure 4.8 A-C).  

Similar to the complete bacterial community, the methanotroph communities also were more 

strongly influenced by disturbance than temperature (Figure 4.2 B). Within soil type samples 

incubated at the same temperature were more similar but between soil type they were drastically 

dissimilar (Figure 4.2 B, Supplementary Figure 4.9 A, B, Supplementary Figure 4.10 A, B). 
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A                                                                                                    B 

 

Figure 4.2. Non-metric Multidimensional Scaling (NMDS) biplot of (A) the entire dataset and 

(B) methanotroph dataset. Filled black circles represent undisturbed active layer samples (DC5 

and DC6) and open circles represent disturbed samples (DC7 and DC8). Values in parentheses 

represent the incubated temperatures. The large gray ovals separate the undisturbed (DC5 and 

DC6) samples (open circles) from disturbed (DC7 and DC8) samples (filled circles) based on 

Bray-Curtis dissimilarity matrix. Small light green and dark purple clusters separate the samples 

based on the incubated temperatures. Clusters were designed based on hierarchical trees (see the 

main text and Supplementary Figures 4.6 A, B; 4.7 A, B; 4.9 A, B, and 4.10 A, B). 
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All active layer soil samples of DC5, DC6, DC7, and DC8 resulted in the amplification of the 

pmoA gene (data not shown). However, none of the samples had PCR amplifiable mmoX genes 

(data not shown). Some methanotrophic ASVs were found only in either the disturbed soils or 

undisturbed soils, despite incubation at the same temperature and conditions (Supplementary 

Figures 4.11 A-C). Hence, we examined the taxa underlying the observed differences between 

disturbed and undisturbed samples. 

 

In the complete dataset, 8 phyla (Proteobacteria, Firmicutes, Bacteroidetes, Verrucomicrobia, 

Actinobacteria, Acidobacteria, Chloroflexi, and Patescibacteria) and 69 genera had significantly 

different abundance (p < 0.01) between soil types (Supplementary Figures 4.12 A). The 

Proteobacteria and Bacteroidetes were the most dominant phyla in composite undisturbed 

samples and were significantly different in abundance from 0 oC to 22 oC, 4 oC to 22 oC, and 0 

oC to 4 oC (p < 0.01) (Supplementary Figures 4.13 A). The Proteobacteria and Bacteroidetes 

showed 21.2% and 23.9% reduction in abundance, respectively, from 0 oC to 22 oC (p < 0.01). 

Similarly from 4 oC to 22 oC phyla Proteobacteria and Bacteroidetes demonstrated a significant 

decrease in abundance with 2.4% and 37.3% reduction, respectively (p < 0.01). However, only 

Proteobacteria demonstrated a statistically significant decrease in abundance from 0 oC to 4 oC 

with a 19.2% reduction in abundance (p < 0.01) (Supplementary Figures 4.13 A). In the 

disturbed samples, Bacteroidetes and Proteobacteria were the most dominant phyla, and their 

abundance significantly changed from 0 oC to 22 oC and from 0 oC to 4 oC (p < 0.01) 

(Supplementary Figures 4.13 B). However, in contrast to the undisturbed samples, 

Proteobacteria showed 13.3% increase in abundance from 0 oC to 22 oC (p < 0.01), while 

Bacteroidetes showed 26.4% reduction in abundance from 0 oC to 22 oC (p < 0.01) 
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(Supplementary Figures 4.13 B). From 4 oC to 22 oC, only Bacteroidetes showed a significant 

reduction in abundance (18.72%) (p < 0.01). From 0 oC to 4 oC, phylum Proteobacteria showed 

8.5% increase, while the Bacteroidetes showed 9.4% decrease in abundance (p < 0.01) 

(Supplementary Figures 4.13 B). 

 

All ASVs in the methanotroph dataset were associated with Proteobacteria (Supplementary 

Figures 4.12 B) and 11 species were significantly differentially abundant between disturbed and 

undisturbed soils (Supplementary Figures 4.12 B). Gammaproteobacteria (Type I) was the 

most dominant class at all three incubated temperatures for both disturbed and undisturbed 

samples (Supplementary Figures 4.14 A, B). In the undisturbed samples, Gammaproteobacteria 

formed 99.3% of the methanotrophs in the 0 oC incubated; 99.3% of the methanotrophs in the 4 

oC incubated, and 83.6% of methanotrophs in the 22 oC incubated samples (Supplementary 

Figures 4.14 A). Alphaproteobacteria (Type II) formed 0.61% of the 0 oC; 0.61% of 4 oC, and 

16.4% of 22 oC of the methanotroph sequences in undisturbed samples (Supplementary Figures 

4.14 B). In disturbed samples, Gammaproteobacteria formed 98.2% of the 0 oC; 98.5% of the 4 

oC, and 96.5% of the 22 oC of the methanotroph ASVs (Supplementary Figures 4.14 B). 

Alphaproteobacteria formed 1.7% of the 0 oC; 1.4% of the 4 oC, and 3.4% of the 22 oC 

methanotrophic sequences in disturbed samples (Supplementary Figures 4.14 B).  

 

Within the methanotroph dataset, Methylobacter (64.5%) was the most dominant methanotrophic 

species in the undisturbed samples, forming 98.6% of the 0 oC; 79.3% of the 4 oC, and 53% of 

the 22 oC incubated sequences (Supplementary Figures 4.15 A). No statistically significant 
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shift in abundance of the genus Methylobacter was observed from 0 oC to 22 oC samples. In the 

disturbed samples, Methylobacter was the most dominant methanotroph in 0 oC and 4 oC 

samples, forming 93.1% and 47.7% of the methanotrophic sequences, while in 22 oC samples, 

Methylovulum formed 55.5% of the methanotrophic sequences and Methylobacter formed 20.1% 

of the methanotrophic sequences in 22 oC samples (Supplementary Figure 4.15 B). The lower 

relative abundance of genus Methylobacter was significant between 0 oC and 22 oC (40.4%) (p < 

0.05) and 4 oC and 22 oC (57.8%) (p < 0.01) samples (Supplementary Figure 4.15 B). There 

was no significant change in the abundance of Methylobacter between 0 oC and 4 oC samples. 

Methylovulum was significantly more abundant (p < 0.05) in 22 oC than in 0 oC samples, while 

there was no significant difference in abundance between 4 oC and 22 oC. However, there was a 

significant difference in the abundance of genus Methylovulum between 0 oC and 4 oC (p < 0.01) 

(Supplementary Figure 4.15 B). 

 

4.3.3. DNA-SIP 

 

Although the methanotroph dataset indicated a dominance of Gammaproteobacteria, in our 

samples, it is not clear that these known methanotrophs are the main active consumers of CH4 in 

our system. Therefore, we performed stable isotope probing (SIP) to determine the identity of the 

primary CH4 consumers. All of the dominant active methanotrophs in our 13CH4 incubations 

were associated with the Proteobacterial Type I group; those associated with Type II 

methanotrophs were less than 1% of the ASVs (Supplementary Figure 4.16 A-F).  

Our composite heavy fractions demonstrated some level of cross-feeding irrespective of the soil 

type or incubation temperature (Supplementary Figure 4.16 A-F). The main species that is not 
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a known methanotroph was Methylotenera, whose nearest relatives are methylotrophs (i.e. use 

methyl groups, but not CH4). Methylotenera formed 18% and 20% of the 0 oC; 14% and 15% of 

the 4 oC; 0.01% and 5% of the 22 oC ASVs in composite heavy fractions of the undisturbed and 

disturbed samples, respectively. This genus decreased 22% from 0 oC to 4 oC; 99% from 0 oC to 

22 oC, and 99% from 4 oC to 22 oC in composite heavy fractions of the undisturbed samples. In 

composite heavy fractions of the disturbed samples, Methylotenera decreased 25% from 0 oC to 

4 oC; 71% from 0 oC to 22 oC, and 61% from 4 oC to 22 oC. However, due to a major zero 

inflation effect (presence of a large number of zeros in the data), we were unable to estimate the 

p-value of the differences in the relative abundance of genus Methylotenera between soil type 

and temperatures. The presence of a large number of zeros in the ASV table could be due to 

either technological limitation of current sequencing platforms or pipelines in detecting 

microbial strains with low frequency (rare biosphere) (also known as the technical zero). 

Alternatively, some strains may actually be absent in the samples used for sequencing (known as 

the sampling zero) (Warton, 2005; Xu et al., 2015). Zero inflation could lead to type I error 

inflation and smaller standard error by affecting the statistical methods of choice (Brill et al., 

2019; Warton et al., 2012). Hence, it could increase the chance of false-positive findings.  

 

Despite isolates being unable to utilize CH4, Methylotenera seems to be commonly labeled in 

SIP experiments along with methanotrophs (He et al., 2012b; Oshkin et al., 2015). However, 

irrespective of temperature or soil type, methanotrophic ASVs were the most dominant in the 

isotopically labeled DNA, demonstrating that the cross labeling did not affect our effort to 

distinguish the active methanotrophs. Active known methanotrophs together formed 80.2% of 

the ASVs (81.6% including the potential active methanotrophs with the suffix “like”) in 
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undisturbed and 35.7% of the ASVs (40.9% including the potential active methanotrophs) in 

disturbed samples (Supplementary Figure 4.16 A-F). The statistical analysis of the abundance 

of dominant active methanotrophs between the SIP dataset and the complete dataset are 

presented in the supporting materials. 

 

In composite undisturbed samples, the most dominant active methanotroph at 0 oC was 

Methylobacter (63.6%); at 4 oC Methylosoma (33%); and at 22 oC Methylomicrobium (99%) 

(Figure 4.3 A-C). Methylobacter showed 57% decrease in relative abundance from 0 oC to 4 oC; 

99% decrease from 0 oC to 22 oC, and 99% decrease from 4 oC to 22 oC. Methylosoma increased 

95% in relative abundance from 0 oC to 4 oC and was absent in 22 oC samples. 

Methylomicrobium increased 68% in relative abundance from 0 oC to 4 oC; 97% from 0 oC to 22 

oC, and 66% from 4 oC to 22 oC (Figure 4.3 A-C). 

 

 

 

 

 

 

A                                                                                            B 
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E                                                                                           F 

 

Figure 4.3. The relative abundance of active strains detected in the heaviest 13C fractions of the 

composite undisturbed (DC5 and DC6) (A-C) and composite disturbed (DC7 and DC8) (D-F) 

samples incubated at 0 oC (A and D), 4 oC (B and E) and 22 oC (C and F). The pie charts only 

represent the top two ASVs with the highest percent relative abundance, the rest are grouped in 

“Other”. 
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In the composite disturbed samples, Methylobacter was the most dominant active methanotroph 

irrespective of the incubation temperature, forming 32.9%, 33.9%, and 21.1% of the 0 oC, 4 oC 

and 22 oC of the sequences in the heaviest fractions respectively (Figure 4.3 D-F). However, due 

to a major zero inflation effect, we were unable to estimate the p-value of the differences in the 

relative abundance of active methanotrophs between soil type and temperatures. It is also 

important to mention that at 0 oC, the heavy DNA did not separate very well from the light DNA 

in comparison to 4 oC and 22 oC incubated samples, which could be due to a reduction in the 

number of active methanotrophs or low CH4 oxidation activity (Supplementary Figure 4.17 A). 

However, there was a very low abundance of other active methanotrophs in comparison to the 

genus Methylobacter in these samples; therefore, we tentatively label the detected Methylobacter 

as the active methanotrophs in the 0 oC incubations (Figure 4.3 D-F).  

 

The only detected active Type II methanotroph was a Methylocapsa palsarum-like strain in the 

undisturbed 0 oC (0.04%) and 4 oC (0.04%) samples and disturbed 22 oC (0.4%) sample. 

Methylocapsa palsarum was originally isolated from sub-Arctic discontinuous permafrost and it 

is capable of growing at a wide range of temperatures (6 oC – 32 oC) (Dedysh et al., 2015). No 

known methanotrophic species affiliated with the candidate division NC10 or Verrucomicrobia 

phylum were detected, although because the known Verrucomicrobial CH4 oxidizers are 

autotrophs and are not detectable by the use of a conventional SIP method, we cannot exclude 

their presence (Sharp et al., 2012). Nonetheless, since no ASV related to known 

Verrucomicrobial CH4 oxidizers were present in the overall community or known methanotroph 

datasets, we think it is unlikely that they play a major role in CH4 consumption in permafrost. 
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4.3.4. Soil edaphic parameters 

 

There were no statistically significant differences in organic matter (OM) and gravimetric water 

content (GW) between or within samples (Supplementary Table 4.3). However, pH was 

significantly lower (p < 0.01) in composite disturbed samples (n=6, 6.34 (±0.36)) relative to 

composite undisturbed samples (n=6, 7.06 (±0.21)) (Supplementary Table 4.3).  

 

Soil disturbance (p < 0.05) and temperature (p < 0.01) were the only variables that significantly 

affected the ASV composition of the entire dataset (Supplementary Table 4.4). In contrast, 

disturbance, temperature, and pH all showed statistically significant (p < 0.05) effects on the 

methanotrophic ASV structure (Supplementary Table 4.4). 

 

4.4. Discussion 

 

Methanotrophic response to thermokarst formation and temperature are factors that are not well 

understood in changing Arctic. This gap of knowledge has resulted in an overestimation of 

carbon feedback to the atmosphere by the widely used greenhouse gas trajectory models 

(McCalley, 2020; Oh et al., 2020). Limited studies have been conducted on Arctic 

methanotrophs and their response to abrupt disturbance such as thermokarst formation; those 

studies are mainly based on gradual thawing of permafrost (Singleton et al., 2018; Turetsky et 

al., 2020). It is important to help fill these gaps of knowledge because changes in the CH4 

oxidation capacity and community structure of methanotrophs could have major implications on 

the CH4 cycle in the Arctic and subsequently on a global scale.  



168 
 

We found a strong linear relationship between temperature and CH4 oxidation rates (Figure 4.1). 

Studies of active layer soils from the Canadian High Arctic showed CH4 oxidation rates of 

samples incubated at 4 °C and room temperature (not specified) were all  ≤ 20 nmol CH4 ∙ g (dry 

weight)-1 ∙ day-1 (Martineau et al., 2010). These rates are several orders of magnitude less than 

ours at 22 °C (8354.8 nmol CH4 ∙ g (wet soil)-1 ∙ day-1) and 4 °C (Supplementary Figure 4.4 A, 

B; Supplementary Table 4.2). Studies of upper and lower active layer soils from Lena Delta, 

Siberia showed the highest CH4 oxidation rates in upper active layer samples at 21°C of 50 nmol 

CH4 ∙ g
-1 (dry weight)∙ d-1 (Liebner & Wagner, 2007). Similar to our results, the lowest overall 

CH4 oxidation rates for active layer soils from Lena Delta, Siberia were at 0 °C for all active 

layer depths (< 23 nmol∙ g-1 (dry weight) ∙ d-1) (Liebner & Wagner, 2007). Our lowest recorded 

CH4 oxidation rates were for undisturbed active layer samples at 0 °C, at 496.8 nmol CH4 ∙ g wet 

soil-1 ∙ day-1 (Supplementary Figure 4.4 C; Supplementary Table 4.2). This CH4 oxidation rate 

is ~22 × higher than the observed rate obtained in (Liebner & Wagner, 2007). One possible 

reason for this difference is that our sampling site is located in the Canadian sub-Arctic region at 

the 63rd parallel, while the other studies were at much higher latitude. The sampling site for the 

Canadian High Arctic active layers was at the 80th parallel north, and for Lena Delta, Siberia was 

at the 73rd parallel north (Christiansen et al., 2015; Liebner & Wagner, 2007). This difference in 

latitudes also corresponds to different environments (Canadian High Arctic, Siberian Arctic) 

whose soils have different physicochemical properties (Singh et al., 2007). Thus, we note a 

difference that may indicate a much higher level of variability than previously assumed for CH4 

oxidation rates in Northern, permafrost-affected soils.  
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We found that active layer soil disturbance restructured the entire microbial community, 

including the methanotrophs, irrespective of the incubation temperature and resulted in the 

formation of a community structure that was dramatically different from the undisturbed samples 

(Figure 4.2 A, B). These findings reflect those of other studies that found a distinct temporal 

shift in methanotrophic community structure and rapid population growth and greatly increased 

activity after disturbance (Ho et al., 2011; Ho et al., 2016; Singh & Singh, 2013; Zhang et al., 

2020a). However, most previous studies that demonstrated increased activity after disturbance 

also noted a significant shift from type I to type II (e.g. (Ho et al., 2011) or type II to type I 

methanotrophs (e.g. (Ho et al., 2016). It seems that the nature of disturbance and the system of 

the study are important in selecting certain types of methanotrophs. For example, Type I 

methanotrophs were selected after physical disturbance of soil (sieved and ground soil) 

(Kumaresan et al., 2011), prolonged drought (Ho et al., 2016), deforestation (pasture soil) (Singh 

et al., 2007), or major change in temperature imposed on the soil obtained from cold 

environments (Zhang et al., 2020a). After moderate and severe die-offs of the microbial 

community in soil due to γ-irradiation, the methanotrophic community shifted from Type I to 

Type II methanotrophs (Ho et al., 2011). Furthermore, Type II methanotrophs are able to recover 

over time after disturbance (Ho et al., 2016). However, in our study we did not observe a shift 

between type I and type II methanotrophs under any conditions, and Type II methanotrophs 

remained unchanged in abundance (Supplementary Figures 4.14 A, B and 4.15 A, B).  

 

Similar to previous observations from other cold environments such as Siberian and high 

Canadian sub-Arctic soils, Type I methanotrophs dominated and Type II methanotrophs formed 

a negligible percentage of the methanotrophic community (Supplementary Figures 4.14 A, B 
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and 4.15 A, B) (Crevecoeur et al., 2017; Khmelenina et al., 2002). One explanation for the 

absence of the Type II methanotrophs is that they prefer non-permafrost affected habitats with 

higher temperatures (e.g. (Börjesson et al., 2004; He et al., 2012b). In addition, Type II has a 

lower CH4 threshold for growth in comparison to Type I methanotrophs. As a result, 

environments that emit high concentrations of CH4, such as thermokarst, may not be ecologically 

suitable for Type II methanotrophs to proliferate. 

 

Studies that have particularly focused on physical disturbance of soil and its impact on the 

methanotrophic community structure demonstrated the dominance of Type I over the Type II 

methanotrophs (Abell et al., 2009; He et al., 2012b; Kumaresan et al., 2011; Singh et al., 2007). 

Physical disturbance of the soil structure appears to select for Type I methanotrophs since this 

clade of proteobacterial methanotrophs are known to respond much faster to disturbance 

compared to Type II methanotrophs and outcompete this class (Buckling et al., 2000; Graham et 

al., 1993; Henckel et al., 2000).  

 

One potential explanation regarding our findings is the compaction of the soil due to the heavy 

equipment used at the site (bulldozing effect). Compacted soil has a small pore size and a smaller 

volume; this reduced space could result in reduction of available air in the soil matrix (Frey et 

al., 2011; Rachor et al., 2011). Limited oxygen and possibly increased concentration of CH4 in 

compacted soils (Frey et al., 2011) could select Type I methanotrophs over Type II. Compacted 

aerated forest soils have been seen to shift from a net CH4 sink to a net CH4 source after 

compaction caused by heavy harvesting machines (Frey et al., 2011). Although, increase in the 
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moisture content of the soil due to thawing of the underlain permafrost could induce anoxia 

(Battin et al., 2009; Vonk & Gustafsson, 2013), however, we did not observe a statistically 

significant change in gravimetric water content between disturbed and undisturbed samples 

(Supplementary Tables 4.3 and 4.4). Hence, possibly the water content did not play an 

important role in causing a shift in the methanotrophic or the entire microbial community 

structures. Type I methanotrophs possess a highly efficient carbon fixation pathway of RuMP  in 

comparison to Type II methanotrophs, which complete methanotrophy via the serine cycle (Stein 

et al., 2012). Higher concentrations of CH4 in compacted soil could help Type I to grow faster 

and outcompete Type II (Stein et al., 2012). In general Type II methanotrophs require less CH4 

for proliferation in comparison to Type I class (Stein et al., 2012).  

 

Methylobacter was the only dominant methanotroph in our distributed SIP samples irrespective 

of the incubation temperature (Figure 4.3 D-F). Cultivated members of this genus are able to 

remain metabolically active under suboxic conditions by relying on dissimilatory nitrate 

reduction (Smith et al., 2018), utilizing nitrite in the electron transport chain, diverting oxygen 

for methanotrophy (Smith et al., 2018). This mode of survival occurs extensively in disturbed 

permafrost affected regions such as wetlands (Smith et al., 2018). In addition, some species of 

Methylobacter, such as M. tundripaludum, are psychrotolerant (Wartiainen et al., 2006) and 

some, such as M. psychrophilus, are true psychrophilic methanotrophs, allowing them to remain 

metabolically active in cold near-zero temperatures (Berestovskaya et al., 2002).  
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In our study, in the absence of disturbance, the dominant methanotrophs shifted in response to 

temperature. A similar shift was seen in a SIP-based study conducted on Arctic lake sediments, 

where 4 oC microcosms were dominated by Methylobacter, at 10 oC by Methylosoma, and at 21 

oC by Methylomonas (He et al., 2012b). In the absence of disturbance, the methanotrophic 

community appears to be primarily structured by temperature. Changes in temperature can 

strongly affect soil parameters such as pH; however, the effect was not strong enough to reshape 

the methanotrophic and the entire microbial community structures in our study. pH is the most 

important parameter affecting the relative influences of stochastic and deterministic processes 

that govern the assembly of microbial communities in successional soils (Tripathi et al., 2018). 

Hence, we can not fully exclude the influence of pH on shaping the active layer methanotrophs 

and the entire microbial community structures. 

 

Methylobacter was the only dominant active methanotroph in the disturbed samples (Figure 4.3 

D-F). Other Type I methanotrophs were possibly not favored by the disturbed conditions due to 

anoxia caused by compaction. However, the methanotrophic activity was ~2 × higher with 

increase in temperature in disturbed samples in comparison to the undisturbed samples (p < 0.05) 

(Figure 4.1). One possible explanation for this increased activity is direct changes in the soil 

aggregates and structure, which resulted in increase in the oxidation activity of the 

Methylobacter strains (Kumaresan et al., 2011). Another possible explanation for the increase in 

methanotrophic activity of the Methylobacter strain in disturbed samples is due to partnership 

with non-methanotrophic species such as genus Methylotenera (Hernandez et al., 2015). Most 

studies have attributed the increase in the abundance of the genus Methylotenera as a result of 

the cross-feeding of 13C phenomenon in SIP experiments (e.g. (He et al., 2012b), but recent 



173 
 

studies are showing the possibility of some type of a syntrophic relation between genera 

Methylobacter and Methylotenera under suboxic conditions (Hernandez et al., 2015; Oshkin et 

al., 2015). At a higher oxygen concentrations of 150-225 µM the partners involved in a 

syntrophic methanotrophy is between genera Methylosarcina and Methylophilus while under 

oxygen-limited conditions (15-75 µM) these partners shift to genera Methylobacter and 

Methylotenera, suggesting that oxygen is a major parameter that could select for certain 

methanotrophs and their non-methanotrophic partners under disturbed conditions (Hernandez et 

al., 2015). Additionally, a study considered a possibility of direct methanotrophy (direct fixation 

of CH4) by methylotrophs through an unknown pathway (Martineau et al., 2010). In conclusion, 

changes in oxygen level and creation or loss of ecological niches with possible syntrophic 

association with genus Methylotenera could have all played an important role in significant 

increase in CH4 oxidation activity of the genus Methylobacter in disturbed samples. 

 

All in all, based on our observed oxidation rates from disturbed and undisturbed active layer 

soils, we predict that low CH4 affinity methanotrophs, specifically Gammaproteobacterial Type I 

methanotrophs, will show increased CH4 oxidation under increased atmospheric temperature and 

that this increase will be even greater in disturbed soils. Similar to the other Arctic and sub-

Arctic sites, the main persistent active methanotroph was Methylobacter in both disturbed and 

undisturbed soils at low temperatures and in disturbed soils at all temperatures. This observation 

highlights its ecological importance in permafrost affected ecosystems. In addition, our findings 

highlight that disturbance acts as a primary factor in reorganizing both the methanotrophic and 

the entire microbial community structures in the active layer and temperature changes act as a 
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secondary factor. Hence, it is important to consider types of disturbance in addition to changes in 

temperature in climate feedback models.  

 

4.5. Conclusion 

 

Studies such as ours provide a baseline for improving and closing the gap between different 

climate-carbon feedback models by elucidating methanotrophic and microbial communities' 

response to a thermokarst formation and increase in temperature, which has been predicted to 

increase in a warmer world. Most soil microbial ecology studies only focus on soil parameters 

such as temperature and pH in explaining variations in microbial community dynamics with 

changing environments; however, we demonstrate that disturbance is the primary factor in 

reshaping the microbial community structure of the active layer and temperature is the secondary 

factor. Hence, it is important to characterize and understand functionally important 

microorganisms, such as methanotrophs, response to disturbance prior to implementing 

methanotrophy in the climate feedback models. We showed that changes in CH4 oxidation 

capacity of methanotrophs are directly linked to changes in their community structure, and 

activity increased in disturbed soils, possibly indicating that sites that are disturbed due to 

thermokarst formation may have stronger capacity to consume locally produced CH4. This 

finding shows that these species are important in the CH4 balance in a warmer Arctic and that 

abrupt thermokarst formation, such as those resulting from anthropogenic disturbances or major 

thaw events, should be accounted for in CH4 flux and climate change models. 
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4.6. Summary of chapter 4 

 

The combined effects of thermokarst formation and temperature on the methanotrophic capacity 

of permafrost affected regions are not well understood. The frequency of abrupt thermokarst 

formation is expected to increase in a warmer world. Because of this gap of knowledge, 

greenhouse gas trajectory models may have overestimated the amount of CH4 feedback to the 

atmosphere from the northern permafrost. In this study, I subjected disturbed and undisturbed 

permafrost active layer microcosms to below and above zero temperatures (-20 oC to +22 oC) to 

investigate the methanotroph and the total bacterial community dynamics. There was a strong 

linear relationship between increases in methanotrophic activity and increases in temperature; 

however, disturbed samples at 4 oC and 22 oC demonstrated significantly (~ 2 ×) higher CH4 

oxidation activity compared to the undisturbed samples. Disturbance resulted in the restructuring 

of the entire microbial community, including the methanotrophs, irrespective of the incubation 

temperature. Temperature acted as a secondary factor in restructuring both methanotroph and 

total bacterial communities. SIP of the undisturbed samples demonstrated that at 0 oC 

Methylobacter, at 4 oC Methylosoma, and at 22 oC Methylomicrobium were the most dominant 

active methanotrophs. In contrast, SIP of the disturbed samples showed that Methylobacter was 

the most dominant active methanotroph, irrespective of the incubation temperature. I predict that 

Gammaproteobacterial (Type I) methanotrophs in permafrost-affected regions of the North will 

show increased CH4 oxidation under increased atmospheric temperature and that this increase 

will be even greater in disturbed active layer soils. This finding shows that Type I methanotrophs 

and especially Methylobacter are very important in the CH4 balance in a warmer Arctic. In the 

context of climate change, more emphasis should be placed on the active layer soil disturbance in 

parallel with temperature in studies of permafrost ecology and carbon climate-feedback models. 
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Chapter 5 

5.1. Conclusion and future directions 

 

The link between terrestrial biodiversity loss and climate change is undeniable; however, little is 

known regarding the effect of climate change on soil microorganisms, which are vital for 

ecosystem functioning (e.g. (Cavicchioli et al., 2019). Our limited knowledge of microbial 

response to climate change has been further obscured by contradictory results obtained from soil 

warming experiments. Some of these experiments demonstrated a lag or inertia in microbial 

activity and composition, while others demonstrated a rapid shift in microbial community 

structure in a short period of time (e.g. (Waldrop & Firestone, 2006).  

 

This is not the first time the terrestrial biosphere is experiencing rapid climate change. The most 

recent global climate change occurred at the Pleistocene-Holocene transition, which was very 

rapid (Guthrie, 2006). This geological epoch transition is as a major tipping point event in the 

Earth’s climate system, leading to a rapid change in all ecosystem components, including the soil 

chemistry (Boers et al., 2018). The remnants of the past and present biosphere are preserved in 

the permafrost of Eastern Beringia, which was not subjected to destructive glaciation (e.g. 

(Zazula et al., 2003a). A glacier's movement can drastically reshape the landscape, hence 

changing  soil properties and destroying the signals of the past climatic oscillations (DiPietro, 

2018). Fossils and ancient DNA preserved in the Eastern Beringian permafrost have been used to 

reconstruct both the ancient ecosystem that once thrived in Beringia, and the natural variation 

and the evolution of the current climatic conditions of this region (e.g. (Zazula et al., 2007).  
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Since the soil microbial community structure is influenced by climatic and edaphic parameters, I 

hypothesized that I can understand how microbial communities were shaped in response to the 

climatic conditions that occurred across the Pleistocene-Holocene boundary by using the Eastern 

Beringian permafrost as a model. Although some papers demonstrated the presence of microbial 

cells in Eastern Beringian permafrost close to the geographical region where my samples were 

acquired, e.g. (D’Costa et al., 2011; Johnson et al., 2007; Porter et al., 2013), prior to my Ph.D. 

research, it was not known if the Eastern Beringian permafrost had the capacity to preserve 

viable, dead and the entire microbial community structure across the Pleistocene-Holocene 

boundary. In order to test my hypothesis, I accessed the indigenous microbes in permafrost, 

which required stringent methods that allow distinguishing contaminant DNA from endogenous 

DNA.  

 

In this thesis, I introduced highly effective decontamination and DNA extraction methods to 

allow permafrost microbiologists to acquire contaminant-free DNA from permafrost with low 

biomass. To my knowledge, this is the first study that systemically compared the widely used 

DNA extraction and decontamination protocols in permafrost microbiology. For this comparison, 

I used a molecular contamination marker pBAD/His B plasmid harboring mNeonGreen gene to 

trace microbial contamination at a very low level via PCR or macrophotography of the mNeon 

Green protein under UV light (Guzman et al., 1995; Hostettler et al., 2017). My results strongly 

show that contamination monitoring is very important in permafrost microbiology. For example, 

by systematically studying the best decontamination approach and using ideas from aDNA in my 

studies, I have made it more rigorous and cast at least some doubt on other studies that mainly 

used the dry shaving method and to some extent disk-based subsampling approaches in the field 
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of permafrost microbiology. Studies that have solely relied on these methods or did not address 

contamination tracing and decontamination may still have been affected by contamination. The 

recommendation made in my studies to the community could help overcome both some issues 

with the work and some skepticism about the findings. 

 

In addition, for the first time I demonstrated that permafrost chemical parameters, age, and soil 

texture did not influence the decontamination procedure, however, the permafrost type 

influenced the DNA extraction. The microbial and genomic section of the new Permafrost 

Archives Science Laboratory facility at the University of Alberta was designed in part based on 

my Ph.D. research. 

 

My decontamination method allowed me to investigate the microbial community structure of 

permafrost that formed at the time of the Pleistocene-Holocene transition. I selected samples 

from across the Pleistocene-Holocene transition zone because they reflect drastically different 

climates and edaphic parameters, enabling me to compare how these parameters may affect the 

structure of the microbial community. My results showed that both the microbial communities 

and the chemical parameters were stable within each era until they crossed a threshold, which 

was driven by climate change during the Pleistocene-Holocene transition. After that threshold, 

there was an abrupt switch to a new microbial community and new soil chemistry. In addition, 

each era contained a unique microbiome, which was phylogenetically separate from the other, 

despite a very short spatial distance, possibly selected for by the harsh conditions of the 

permafrost and not the soil chemistry.  
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My results help us to understand microbial dynamics over a long geological timescale, a topic 

that many scientists have tried with a large variety of methods, which have generated conflicting 

results. Such discrepancies have hindered our ability in designing accurate carbon-climate 

feedback models, which are necessary for generating effective strategies to combat large-scale 

species extinction and better management of novel ecosystems. In addition, my findings helped 

explain the reason for the discrepancies created in soil warming experiments and opened a new 

avenue for scientists to explore further. Under the current climate change regime, the thawing of 

ice-rich Pleistocene permafrost has resulted in the deepening of the active layer soil and the 

formation of anoxic thermokarst systems suitable for the methanogenic activity (e.g. (Strauss et 

al., 2017; Wei et al., 2018). Methanogens are the only known biological source of CH4, which is 

a potent greenhouse gas (Lyu et al., 2018).  

 

Most of the traditional carbon-climate feedback models do not consider the influence of 

increased temperature on methanotrophs, which are the only known biogenic sink of CH4 

(Hanson & Hanson, 1996; Oh et al., 2020). Most climate models predict that with increased 

atmospheric temperatures in the Arctic due to anthropogenic climate change and the associated 

thermokarst formation, methanogenic activity will increase (e.g. (Oh et al., 2020). However, the 

methanotrophic response is somewhat unclear (Oh et al., 2020). Changes in the balance of 

methanogenic and methanotrophic activities could turn a system into either a CH4 source or sink. 

Most of the studies that looked into the changes in aerobic methanotrophic bacterial community 

structure or their CH4 oxidation capacity in response to disturbance have only considered one 

type of disturbance, mainly natural permafrost thaw gradient (Singleton et al., 2018), changes in 

temperature (Zhang et al., 2020a) or soil water content (Ho et al., 2016). Hence, changes in the 
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methanotrophic capacity of the disturbed soil in response to increased temperature is not well 

understood.  

 

By using an anthropogenically disturbed active layer site as an analog for climate change-

induced thermokarst formation, I demonstrated that the methanotroph as well as the entire 

microbial community was primarily structured based on soil disturbance and only secondarily by 

temperature. CH4 oxidation activity increased in parallel with an increase in temperature (0-22 

oC), however, soil disturbance resulted in a 2 × increase in oxidation rate at 22 oC. DNA-SIP 

results showed that the soil disturbance mainly selected for genus Methylobacter (mainly M. 

tundrapaludum) over other methanotrophic strains. In the absence of disturbance, genera 

Methylomicrobium at 22 oC, Methylosoma at 4 oC, and Methylobacter at 0 oC were the most 

dominant methanotrophs. Type I (Gammaproteobacteria) methanotrophs were the most active 

CH4 oxidizers in all samples combined. Disturbance of the soil and temperature significantly 

affected the composition of the entire microbial community in comparison to other measured 

basic soil parameters. Soil disturbance, temperature, and pH showed a statistically significant 

effect on the methanotrophic community structure. Among these parameters, the disturbance was 

shown to have the most influence on methanotrophs. 

 

My results show that in a warmer world, methanotrophs in a thermokarst system such as a 

disturbed active layer have the potential to oxidize generated CH4 at a faster rate than the 

undisturbed active layer methanotrophs. By studying the changes in the methanotrophic capacity 

of thermokarst systems at increased temperature, we may be able to tell when a particular region 
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in the circumpolar Arctic will become a CH4 source or sink. In turn, this will help us to have a 

better understanding of the overall carbon cycle in fragile Arctic ecosystems under the current 

climate change regime or in a warmer world. 

 

Overall, the first part of my project paved the path for accessing the true endogenous permafrost 

microbial community structure. The second part of the project elucidated microbial community 

dynamics across two completely different climatic and ecosystem conditions. The third part of 

the project demonstrated how microbial community structure, including methanotrophs, respond 

to a tipping point event such as thermokarst formation and increase in temperature: two main 

components of Anthropocene climate change. My projects will help fulfill one of the major goals 

of environmental microbiology, which is investigating and predicting microbial populations and 

community dynamics in complex environments. My findings could pave the path for other 

researchers to answer the bigger question of “what is the effect of climate change on soil 

microbes”. 

 

There are still questions that remain unanswered and need to be addressed in the future. These 

include: i) how stable are the microbial communities from the functional perspective across the 

Pleistocene-Holocene boundary? Drastic changes in the soil chemistry have been seen to 

drastically alter the microbial functional capacity (Coolen & Orsi, 2015), as a result, it is 

important to understand how drastic changes in the soil chemistry such as the Pleistocene-

Holocene transition could change the microbial function. This question could be answered by 

relying on “Omic” technologies such as metagenomics or proteomics.  
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ii) Are the changes I observed across the Pleistocene-Holocene transition the same across the 

Arctic, or are they limited to eastern Beringia? The Pleistocene-Holocene transition was a global 

phenomenon, which drastically changed the global systems. In addition, it will be interesting to 

see if the changes in the microbial community structure have any link to the geographical 

location. Furthermore, it will be interesting to investigate the phylogeny of the Pleistocene and 

Holocene aged permafrost communities to see if the same dominant strains (Proteobacteria or 

Actinobacteria) detected in this study are still dominant at a pan-arctic scale. Repeating the same 

experimental designs of chapters 2 and 3 on a large variety of samples from different 

geographical locations across Beringia and the Canadian High Arctic might help to answer this 

question. 

 

iii) Is there a link between plant community and microbial community dynamics across the 

Pleistocene-Holocene? Plants, like microbes, remained stable until the Pleistocene terminus 

(Zazula et al., 2003b). Holocene-aged permafrost samples contained a large quantity of partially 

degraded plant material, whereas fibrous plant remains were rare in Pleistocene-aged permafrost 

samples. To answering this question trnL intron from chloroplast DNA (cp DNA) (Porter et al., 

2013) could be sequenced across the Pleistocene-Holocene transition zone preserved in Eastern 

Beringian permafrost and models such as MGLM could be used to assess the relationship 

between changes in the microbial community (16S rRNA genes) and plants across the epoch 

transition zone. 
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iv) Horizontal gene transfer (HGT) is commonplace in extreme environments such as permafrost 

and is considered necessary for microbial fitness and evolution (Douglas & Langille, 2019; 

Fuchsman et al., 2017). What is the role of HGT in the stability of the microbial community 

structure and function across the Pleistocene-Holocene transition? In addition, how does the 

HGT intensity change across the Pleistocene-Holocene transition? Could changes in HGT 

intensity influence carbon utilization? To answer this question, metagenomics should be 

conducted across the preserved Pleistocene-Holocene transition zone in Eastern Beringian 

permafrost. Later the metagenome-assembled genomes (MAGS) constructed from the 

metagenome could be investigated for the HGT signatures. Some examples of HGT signatures 

include genes involved in the uptake of extracellular DNA such as type IV pili (shows potential 

for transformation), a high number of genes involved in the expression of tra proteins (involved 

in cell-cell junction), or genes involved in the expression of proteins involved in the formation of 

relaxosome complex, presence of a large number of reference plasmid sequences involved in 

HGT and presence of a large number of phage genomic material (Douglas & Langille, 2019).  

 

v) How did the archaeal community structures shift across the Pleistocene-Holocene transition? I 

was able to demonstrate changes in the bacterial community structure but not the archaeal 

community structure. Pleistocene-Holocene transition coincided with extensive increase in 

global atmospheric CO2 and CH4. Some scientists believe thermokarst formation and increase in 

the activity of methanogens is the most plausible explanation, however no laboratory based 

analysis have been conducted on methanogenic community dynamics a cross Pleistocene-

Holocene transition (Kanevskiy et al., 2014; Köhler et al., 2014). This question could be 

answered via metagenomics or by direct sequencing of the Archaeal genes.  
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vi) What is the effect of active layer disturbance on Type II methanotrophs? Type II 

methanotrophs seem to be resilient to major environmental changes (Ho et al., 2011) and some 

members are able to form spores in response to stressors (Bowman, 2006). Why they are rare in 

disturbed active layer soils? Type II and Type I strains present in permafrost should be further 

tested in a laboratory setting by manipulating the soil physical and chemical parameters and CH4 

concentration in parallel with DNA-SIP, to see how drastic changes in the mentioned variables 

are affecting the active type I and Type II strains.  

 

viii) What is the role of the abundant, non-methanotrophic species detected in my SIP samples? 

Maybe under certain scenarios methanotrophs and non-methanotrophic strains can carry out 

methanotrophy through a syntrophic association? And finally, why are Methylobacter strains 

more abundant in disturbed active layer systems? Soil chemical parameters, CH4 concentration 

and oxygen levels should be manipulated in a laboratory setting to see how changes in these 

parameters are promoting syntrophy between MOB, such as genus Methylobacter with non-

methanotrophs. DNA-SIP alone or combined with proteomics or metatranscriptomics could be 

used to monitor the community dynamics and evolution of the 13CH4 used in response to changes 

in tested variables.  
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Appendix 1 

Supplementary figures and tables for chapter 2 

 

 

Supplementary Table 1.1. Previously published permafrost decontamination, DNA extraction 

and sample handling protocols. 

Decontamination protocol DNA extraction 

protocol 

Spike Sample 

handlingg 

Year Reference 

Scraping CTAB BEb C, E 2006 (Vishnive

tskaya et 

al., 2006) 

 N/Aa -c N/A 2006 (Bai et 

al., 2006) 

 Marmur AEd N/A 2007 (Rivkina 

et al., 

2007) 

 Chloroform: octanol BE A, C, D 2007 (Johnson 

et al., 

2007) 

 PowerSoil - N/A 2010 (Waldrop 

et al., 

2010) 

 CTAB - N/A 2011 (Mackelp

rang et 

al., 2011) 

 PowerSoil - N/A 2013 (Bischoff 

et al., 

2013) 

 PowerSoil - E 2014 (Frank-

Fahle et 

al., 2014) 
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 CTAB/phenol: 

chloroform 

ACe N/A 2015 (Hultman 

et al., 

2015) 

 PowerSoi BE B 2016 (Rivkina 

et al., 

2016) 

           PowerSoil - E 2018 (Bottos et 

al., 2018) 

Disk sampling Chloroform: isoamyl 

alcohol 

BE N/A 2000 (Rivkina 

et al., 

2000) 

 PowerMax AE N/A 2010 (Yergeau 

et al., 

2010b) 

 TCEP BCf A, C 2011 (D’Costa 

et al., 

2011) 

 N/A BE N/A 2012 (Wright 

& Poinar, 

2012) 

 N/A - N/A 2013 (Porter et 

al., 2013) 

 Phenol: chloroform - N/A 2014 (Tuorto et 

al., 2014) 

Scraping and disk 

sampling 

Chloroform: octanol BE A, C, D 2005 (Lydolph 

et al., 

2005) 

 PowerSoil - N/A 2011 (Coolen 

et al., 

2011) 

 PowerSoil BE N/A 2015 (Krivushi

n et al., 

2015) 

 PowerSoil - N/A 2015 (Coolen 

& Orsi, 

2015) 
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 Fast DNA AC N/A 2017 (Mackelp

rang et 

al., 2017) 

Not determined Marmur - N/A 2005 (Gilichins

ky et al., 

2005) 

 Fast DNA - N/A 2007 (Hansen 

et al., 

2007) 

 PowerSoil - N/A 2009 (Liebner 

et al., 

2009) 

 PowerMax - A 2013 (Bellemai

n et al., 

2013) 

 Freeze grinding 

mechanical lysis 

- N/A 2013 (Penton 

et al., 

2013) 

 Chloroform fumigation 

and K2SO 

- C 2014 (Treat et 

al., 2014) 

 PowerMax - N/A 2014 (Mondav 

et al., 

2014) 

 PowerMax - N/A 2015 (Deng et 

al., 2015) 

 Freeze drying and 

chemical lysis 

- C 2015 (Schostag 

et al., 

2015) 

 PowerSoil - C 2018 (Monteux 

et al., 

2018) 

 Fast DNA - E 2018 (Wei et 

al., 2018) 

 PowerSoil - N/A 2018 (Knoblau

ch et al., 

2018) 
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aN/A = not mentioned.                                                                                                                     
bBE = A biological spike applied to coring equipment.                                                                                                                         
c- = Not used.                                                                                                                                         
dAE = An artificial spike applied to coring equipment.                                                                 
eAC = An artificial spike directly applied to the permafrost cores.                                               
fBC = A biological spike directly applied to the permafrost cores.                                                    
g A = A clean lab was used, B = Sterile tools were used, C = Clean reagents with controls were 

used, D = The experiment was replicated in another university, E = Other (Use of a mobile hood, 

anaerobic glove box or a soil press). 

 

 

 

Sterilization procedure of the tools and the work stations 

 

All decontamination methods were performed in a class 1000 clean laboratory separate from the 

DNA extraction and PCR labs, and with no prior history of DNA work (Cooper & Poinar, 2000). 

The surface of the working area was washed with 100% concentrated bleach (Clorox,  USA) 

followed by 70% ethanol (Cooper & Poinar, 2000). Later the clean area was covered with bleach 

(Clorox,  USA) and 70% ethanol treated heavy duty aluminum foil (AlCAN Plus, Canada). 

During decontamination protocol testing, full Tyvek body suits with elasticized hood (Bennett, 

Canada), standard polypropylene shoe covers (WorkHorse, USA), N95 standard face masks 

(3M, USA), powder free Sterling nitrile gloves (Kimberly-Clark, USA), and standard safety 

goggles were worn. 70% ethanol treated gloves were changed regularly during the 

decontamination process. All the metal objects and glassware were muffle furnace baked at 450 

oC for 5 h. Chisels were burnt with 70% ethanol with a hand torch prior to contact with the 

samples. Milli Q water used for washing core segments was pre-filtered through Millex-GS 0.22 

𝜇m syringe filters (Millipore Canada) and autoclaved twice for 30 min prior to use. Metal rulers 

and hand saw were cleaned with 70% ethanol and the working area in the walk in 4 oC cold room 

was surface cleaned with 100% concentrated bleach (Clorox, USA) followed by 70% ethanol. 
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Half strength and full strength Luria Bertani (LB, BD Difco manual) and nutrient agar (NA, 

Thermo Fisher Scientific, Canada) plates without lids were employed to test for the presence of 

the aerosolized bacteria before, during and after the decontamination procedures (modified from 

(D’Costa et al., 2011; Porter et al., 2013). All DNA extractions were performed in an 

EdgeGARD Horizontal Laminar-Flow Clean Bench (model EG6220, Baker, USA) 

decontaminated with 100% concentrated bleach (Clorox, USA) followed by 70% ethanol. All 

forceps and spatula were soaked in 70% ethanol and flame sterilized for ~5 s. All the plastic 

racks for holding the tubes were washed and kept in 10% bleach (Clorox, USA) for 24 h prior to 

DNA extraction. Certified RNase/DNase and pyrogen safe Filter pipet tips (Axygen Scientific, 

USA) were used in every step of the extraction procedure and all the hand pipettes were cleaned 

with 70% ethanol prior to any experiment. 

 

 

Basic chemical parameter analyses of the core segments  

 

Gravimetric water content was measured by oven drying at 100 oC for 48 h (Bittelli, 2011), 

organic matter content was determined based on loss on ignition at 450 oC for 5 h in a standard 

muffle furnace (Lim & Jackson, 1982). pH was measured with the aid of an AB15 pH meter 

(Fisher Scientific, Canada) by buffering the samples with 0.01 M CaCl2.2H2O at a 1:2 soil: water 

ratio (Burt, 2004). 
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Supplementary Figure 2.1. Sample preparation for decontamination protocols (a-g). Step 1: 

Initial dry cut. DH-1 and DH-2 cores cut into 1/3 and 2/3 sections. Step 2: Cutting into 

subsections. The upper portion of the 2/3 section cut horizontally for decontamination protocols 

(a-f). For protocol (g), the 2/3 section was cut into three rectangular pieces. Step 3: Intentional 

contamination of the samples. For protocols (a-f), one side of the sample was painted with the 

spike in the lab (LS) and the other side only contained the sprayed field spike (FS). For protocol 

g, one rectangular piece only contained the sprayed field spike (FS); one piece was painted with 

the spike in the lab (LS), and one piece was painted with pure vector (VS). 
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Modified DNA extraction protocols 

 

Protocol 2: FastDNA SPIN Kit for Soil  

 

Samples were homogenized for 45 s at 2000 × g twice. After adding the Binding Matrix 

suspension, the samples were placed on a rotor to allow DNA to bind for 15 min and later 

centrifuged for 1 min at 13,000 × g to remove the silica matrix. The washing solution in the spin 

filter was evaporated by incubating the tubes in a heat block at 70 °C for 15 min. 50 µl of water 

was used instead of 100 µl for the final elution step. After confirming that the DNA 

concentrations were below the detection limit of the Qubit, eluted DNA samples were pooled 

and mixed for a second time with 4 ml Binding Matrix. The conical tubes were inverted by hand 

for 2 min to allow binding of DNA and later placed in a rack for 20 min to allow settling of the 

silica matrix. 600 μl of the mixture was added to new set of spin filters and centrifuged at 13,000 

× g for 20 min, which was repeated until all samples passed through into the catch tubes. Then 

we followed the remaining steps as described by the manufacturer’s protocol. The final eluted 

DNA samples were subjected to Zymo Genomic DNA Clean & Concentrator-10 

(Zymo Research, USA) kit by following the manufacturer's instructions. 

 

 

Protocol 5: PowerSoil DNA Isolation Kit 

 

At step 14, solution C4 was added in a total of 4 ml instead of 1200 µl and the vortexing step 

was 20 s. The samples were incubated for 30 min prior to step 15. At step 20 instead of 100 µl, 

the DNA was eluted in 50 µl of solution C6. 
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Protocol 7: ZymoBIOMICS DNA Microprep Kit 

 

During the DNA extraction, we did not use the Zymo-Spin IV Spin Filters. All the supernatants 

after the bead beating and centrifugation steps were pooled into a single 50 ml conical tube. For 

optimal performance, 0.5% beta-mercaptoethanol (vol/vol) was added to the ZymoBIOMICS 

DNA Binding Buffer prior to use. Three times the volume of ZymoBIOMICS DNA Binding 

Buffer was used to maintain the ratios. The samples were incubated for 30 min at room 

temperature with vigorous shaking. The entire DNA binding buffer was passed through 3-4 

Zymo-Spin IC-Z columns. After each washing step, samples were centrifuged for extra 3 min to 

remove the excess ethanol. After adding 10 µl of ZymoBIOMICS DNase/RNase free water the 

samples were allowed to incubate for 5 min. The final centrifugation step was for 5 min. 

 

 

Contamination detection 

 

The presence of the tracer was tested with pBAD-forward (5´-ATG-CCA-TAG-CAT-TTT-TAT-

CC-3´) and pBAD-reverse (5´-GAT-TTA-ATC-TGT-ATC-AGG-3´) primers 

(Invitrogen/ThermoFisher, Canada). The 50 µl PCR reaction included: 1× PCR buffer 

(Invitrogen/ThermoFisher, Canada); 200 µM dNTP mixture (Invitrogen/ThermoFisher, Canada); 

0.5 µM each primer; 1.5 mM MgCl2 (Invitrogen/ThermoFisher, Canada); 1.25 U Platinum Taq 

DNA polymerase (Invitrogen/ThermoFisher, Canada); 36.25 µl of H2O (Integrated DNA 

Technologies, Iowa, USA); and 1-2 µl of 1:2, 1:10 or 1:100 diluted DNA template. The program 

for amplification included: 95 oC for 50 s, followed by 33 cycles of 94 oC for 20 s, 44 oC for 30 

s, and 72 oC for 1 min, with a holding temperature of 4 oC. 
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16S rRNA gene-targeted PCR protocol 

 

The 16S rRNA gene PCR reactions were performed in a Veriti 96 well thermal cycler (Applied 

Biosystems, Thermo Fisher Scientific, Canada) using primers targeting the V3 region of the 16S 

rRNA gene: 341F (5´-CCT-ACG-GGA-GGC-AGC-AG-3´) and 518R (5´-GTA-TTA-CCG-

CGG-CTG-CTG-G-3´) (0.25 µM each) (Monteux et al., 2018). The 25 µl reaction for each 

sample was based on the Q5 high-fidelity DNA polymerase kit instruction provided by the 

manufacturer (NEB Labs INC, Canada) with the exception that 1-2 µl of the 1:2, 1:5 and 1:10 

diluted DNA was used as the template. The touchdown thermocycling program used was: 94 ºC 

for 3 min, followed by 10 cycles of 94 ºC for 30 s, 65-55 ºC for 40 s, 72 ºC for 1 min, followed 

by 20 cycles of 94 ºC for 30 s, 55 ºC for 40 s, 72 ºC for 1 min; 53 ºC for 40 s with a final 

elongation step at 72 ºC for 10 min and a holding temperature at 4 ºC. This PCR protocol was 

used for 16S rRNA gene amplification throughout this manuscript unless otherwise noted. 
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Supplementary Figure 2.2. Chemical profiles of DH_1 and DH_2 permafrost samples in 

relation to depth. Depth (cm) is relative to the permafrost table. Dashed lines indicate depth of 

sample used for noted decontamination protocol labeled as in Table 2.1. The solid line depicts 

the boundary between permafrost with high peat (DH_1, filled dots) and high silt content (DH_2, 

hollow triangles). A. Organic matter content (mass %), B. Gravimetric water content (mass %), 

C. pH. The observed gap between sample d and sample e for DH_1 is due to the presence of ice 

pockets or not measured. 
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Appendix 2 

Supplementary figures and tables for chapter 3 
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Supplementary Figure 3.1. Chemical parameters in DHL16-1 (Holocene-aged) and DHL16-2 

and DHL16-3 (Pleistocene-aged). The gray bar is the Pleistocene-Holocene boundary that started 

at a depth of 244 cm. (A) Organic matter (OM) and gravimetric water content. (B) pH. (C) 

Electrical Conductivity. (D) Nutrients, including Fe, K, Mg, P, S, and total nitrogen (TN). (E) 

NO3
-/NO2

-. (F) Ca and total carbon. (G) Cations, including Cu, Mn, Zn, Na, and NH4
+. All 

measured chemical parameters demonstrated a statistically significant change (P<0.001-0.05) 

from Holocene to Pleistocene soils except NH4
+ (p=0.16). 
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Supplementary Figure 3.2. Relative abundance analysis of the 14 lab strains (lab constructed 

mock community) used as a positive sequencing control. The strains are shown at the genus level 

only. 
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Supplementary Table 3.1. List of the strains detected in the blank sequencing controls via 

SINTAX algorithm and a V4 16S rRNA RDP (v16; 13k sequences) database.  

*d:Bacteria,p:"Proteobacteria",c:Gammaproteobacteria 

 

d:Bacteria,p:Firmicutes,c:Bacilli,o:Bacillales,f:Staphylococcaceae,g:Staphylococcus 

 

d:Bacteria,p:"Proteobacteria",c:Gammaproteobacteria,o:"Enterobacteriales",f:Enterobacteriace

ae 

 

d:Bacteria,p:"Bacteroidetes",c:"Bacteroidia",o:"Bacteroidales",f:"Porphyromonadaceae" 

 

d:Bacteria,p:"Proteobacteria",c:Gammaproteobacteria,o:"Enterobacteriales",f:Enterobacteriace

ae,g:Escherichia/Shigella,s:Escherichia_fergusonii 

 

d:Bacteria,p:Firmicutes,c:Bacilli,o:Lactobacillales,f:Streptococcaceae,g:Streptococcus,s:Strept

ococcus_gallolyticus_subsp._pasteurianus 

d:Bacteria,p:"Proteobacteria",c:Gammaproteobacteria,o:Pseudomonadales,f:Moraxellaceae,g:

Acinetobacter 

 

d:Bacteria,p:Firmicutes,c:Clostridia,o:Clostridiales,f:Ruminococcaceae,g:Faecalibacterium,s:F

aecalibacterium_prausnitzii 

 

d:Bacteria,p:"Bacteroidetes",c:"Bacteroidia",o:"Bacteroidales",f:"Prevotellaceae" 

d:Bacteria,p:"Proteobacteria",c:Betaproteobacteria,o:Burkholderiales,f:Burkholderiaceae,g:Ral

stonia 

 

d:Bacteria,p:"Actinobacteria",c:Actinobacteria,o:Actinomycetales,f:Corynebacteriaceae,g:Cor

ynebacterium,s:Corynebacterium_tuberculostearicum 

 

d:Bacteria,p:Firmicutes,c:Clostridia,o:Clostridiales,f:Clostridiaceae_1,g:Clostridium_sensu_str

icto 

 

d:Bacteria,p:"Proteobacteria",c:Gammaproteobacteria,o:"Vibrionales",f:Vibrionaceae,g:Vibrio

,s:Vibrio_cholerae 

 

d:Bacteria,p:"Bacteroidetes",c:"Bacteroidia",o:"Bacteroidales",f:"Porphyromonadaceae" 

 

d:Archaea,p:"Euryarchaeota",c:Methanobacteria,o:Methanobacteriales,f:Methanobacteriaceae,

g:Methanobrevibacter,s:Methanobrevibacter_smithii 

 

d:Bacteria,p:"Proteobacteria",c:Gammaproteobacteria,o:Pseudomonadales,f:Pseudomonadacea

e,g:Pseudomonas 

 

d:Bacteria,p:"Verrucomicrobia",c:Verrucomicrobiae,o:Verrucomicrobiales,f:Verrucomicrobia
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ceae,g:Akkermansia,s:Akkermansia_muciniphila 

 

d:Bacteria,p:Firmicutes,c:Bacilli,o:Lactobacillales,f:Lactobacillaceae,g:Lactobacillus,s:Lactob

acillus_amylovorus 

 

d:Bacteria,p:"Proteobacteria",c:Alphaproteobacteria,o:Rhodobacterales,f:Rhodobacteraceae,g:

Paracoccus 

 

d:Bacteria,p:"Proteobacteria",c:Alphaproteobacteria,o:Sphingomonadales,f:Sphingomonadace

ae,g:Sphingomonas 

 

d:Bacteria,p:Firmicutes,c:Bacilli,o:Bacillales,f:Bacillaceae_1,g:Bacillus 

 

d:Bacteria,p:"Actinobacteria",c:Actinobacteria,o:Actinomycetales,f:Microbacteriaceae,g:Micr

obacterium 

 

d:Bacteria,p:Firmicutes,c:Bacilli,o:Bacillales,f:Bacillaceae_1,g:Bacillus 

 

d:Bacteria,p:"Proteobacteria",c:Betaproteobacteria,o:Nitrosomonadales,f:Nitrosomonadaceae,

g:Nitrosomonas 

 

d:Bacteria,p:"Proteobacteria",c:Betaproteobacteria,o:Nitrosomonadales,f:Nitrosomonadaceae,

g:Nitrosomonas,s:Nitrosomonas_europaea 

 

d:Bacteria,p:"Bacteroidetes",c:"Bacteroidia",o:"Bacteroidales",f:"Prevotellaceae",g:Prevotella 

 

d:Bacteria,p:Firmicutes,c:Clostridia,o:Clostridiales 

 

d:Bacteria 

 

d:Bacteria,p:"Actinobacteria",c:Actinobacteria,o:Actinomycetales,f:Streptomycetaceae,g:Strep

tomyces 

 

d:Bacteria,p:"Proteobacteria",c:Betaproteobacteria,o:Nitrosomonadales,f:Nitrosomonadaceae,

g:Nitrosospira,s:Nitrosospira_multiformis 

 

d:Bacteria,p:Cyanobacteria/Chloroplast,c:Cyanobacteria 

 

d:Bacteria,p:"Proteobacteria",c:Gammaproteobacteria,o:Xanthomonadales,f:Xanthomonadace

ae,g:Xanthomonas,s:Xanthomonas_bromi 

 

* In the list d: domain, p: phylum, c: class, o: order, f: family, g: genus, and s: species. 
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Supplementary Table 3.2. The effect of the sequence cleaning process on reads before and after 

removal of the anomalous sequences detected in blank controls. 

a = Holocene aged samples, b = Pleistocene aged samples. * These reads have been selected 

from Supplementary Table 3.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Supplementary Figure 3.3. Rarefaction curve based on the observed OTUs (OTU richness) at 

97% cutoff value. Samples were rarefied to 1768 sequences per samples. In parenthesis H = 

Holocene aged and P= Pleistocene aged samples. 

Sample (Epoch) 174-179 

cm (H)a 

179-184 

cm (H) 

189-194 

cm (H) 

296-301 

cm (P)b 

305-310 

cm (P) 

314-319 

cm (P) 

 

Total number of Reads  

 

2146 

 

 

3773 

 

 

32107 

 

 

15744 

 

 

13435 

 

 

19914 

 

Percent contaminant 

reads*  

1.16 

 

8.45 

 

0.14 

 

1.54 

 

3.1 

 

1.74 

 

Total reads after removal 

of the contaminant strains 

2121 

 

3454 

 

32062 

 

15500 

 

13018 

 

19567 

 

Percent reads after 

removal of the 

contaminant strains 

98.83 

 

91.54 

 

99.85 

 

98.45 

 

96.89 

 

98.25 
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Live/dead microscopy assay protocol  

 

1:100 dilution of homogenized Holocene aged (depth of 174-210 cm from the total core length) 

and Pleistocene aged (depth of 296-319 cm from the total core length) permafrost samples in 10 

mM of tetrasodium pyrophosphate (TSPP) were prepared and sonicated in the presence of 

sterilized 5 mm borosilicate beads. Later the samples were further diluted in TSPP (1:100 

dilution) and filtered twice through a 5 μm and a 0.22 μm blackened polycarbonate filters 

respectively. After vacuum drying of the 0.22 μm filters, 200 μl of the prepared Live/Dead 

BacLight staining solution (Invitrogen Thermo Fisher, Canada) was added to the membranes 

(prepared according to the Manufacturer’s protocol). Filters were incubated for 1 h at 4 oC in 

dark. The excess stain was removed with 0.85% NaCl and upon mounting on the glass slides the 

filters were covered with ProLong Gold antifade reagent (Thermo Fisher, Canada). 
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A                                                                                                                                          B 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C                                                                                                                                         D 

 

Supplementary Figure 3.4. A-D Micrograph of a Pleistocene (~14-15 k cal yr BP) and 

Holocene (~8-10 k cal yr BP) aged Eastern Beringian permafrost soil samples after 48 h of 

drying at 70 oC. Image A depicts a silty Pleistocene aged soil with no traces of organic material, 

selected from the depth of 296 cm under 4.5 × magnification. Image B depicts a peaty Holocene 

aged soil sample from a depth of 210 cm under 4.5 × magnification. Image C and D depict the 

same soil samples shown in images A and B under 67 × magnification respectively. 
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Supplementary Figure 3.5. PCA biplot of the measured soil chemistry from segments 

associated to Holocene aged DHL-16_1 core (n=3) and Pleistocene aged DHL-16_2 core (n=3). 

Clustering was based on epoch (p = 0.021) and PCA1 and 2 components were able to explain 

97.89% of the variation in the system. R2 of each vector: OM: 0.88, TC: 0.96, TN: 0.79, H2O: 

0.66, pH: 0.97, Ca: 0.88, Cu: 0.84, Fe: 0.97, K: 0.97, Mg: 0.94, Mn: 0.84, Zn: 0.96, Na: 0.96, P: 

0.97, S: 0.96, NO-
3/NO-

2: 0.88, EC: 0.91, and NH4
+: 0.99. In the biplot: large white circles 

represent the samples, TC = total carbon, TN = total nitrogen, and EC = electrical conductivity. 

 

 

 

 

Holocene aged cluster Pleistocene aged cluster 

OM 
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Supplementary Table 3.3. Biodiversity matrices measured between composite Holocene (n=3) 

and Pleistocene samples (n=3). 

 

Epoch/age Depth 

(cm) 

Observed 

OTUs a 

Chao1b Shannon c Simpson 

Evenness d 

Fisher’s 

Alpha e 

  H* 174-179 176 185.73 4.092 0.0341 48.605 

H 179-184 157 163.41 3.321 0.0108 41.619 

H 189-194 157 174.22 4.122 0.0507 41.619 

    P** 296-301 172 267.57 3.552 0.0176 47.103 

P 305-310 157 206.13 3.510 0.0147 41.619 

P 314-319 190 249.94 3.599 0.0149 53.996 
* Holocene, **Pleistocene. 

a Holocene vs Pleistocene (p=0.4867), b Holocene vs Pleistocene (p=0.0495), c Holocene vs 

Pleistocene (p=0.4867), d Holocene vs Pleistocene (p=0.5127), e Holocene vs Pleistocene 

(p=0.5127). The mean normality of data distribution was investigated with the Shapiro-Wilk test 

and the nonparametric test of the null hypothesis of the mean measured alpha diversity matric 

was performed with Mann-Whitney U test. 
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Supplementary Figure 3.6. Co-occurrence net connectivity analysis of shared OTU and core 

OTUs between and within composite Holocene and Pleistocene samples. Core H OTUs (unique 

to Holocene aged samples) are shown with red circles (n=284). Core P OTUs (unique to 

Pleistocene aged samples) are shown with blue circles (n=276). Shared OTUs (n=52) are shown 

with green circles. H = Holocene, P = Pleistocene, and P-H = shared between Holocene and 

Pleistocene. 
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Supplementary Figure 3.7. Differential abundance analysis of the top 10 dominant phyla that 

were statistically significantly driving the taxonomic difference in abundance between the 

composite Holocene and Pleistocene samples. Differential abundance was calculated with 

DEseq2 method.   
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Supplementary Figure 3.8. Difference in taxonomic composition between Pleistocene aged 

cluster (small gray oval on the right) and Holocene aged cluster (large gray oval on the left) at 

phylum level. Samples 174-179, 179-184,189-194 cm formed the Holocene cluster (8-10 k cal yr 

BP) and 296-301, 305-310, 314-319 cm formed the Pleistocene aged cluster (14-15 k cal yr BP). 

Each small circle represents a taxon. Axis 1 and Axis 2 combined explained 84.7% of the 

variation in the system (p = 0.022). 
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Supplementary Figure 3.9. Relative abundance analysis of composite Holocene and Pleistocene 

permafrost samples at taxonomic level of class. 
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Supplementary Figure 3.10a. Rank abundance analysis of P-H shared group at taxonomic level 

of phylum. P-H shared = Pleistocene-Holocene shared. 
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Supplementary Figure 3.10b. Relative abundance analysis of P-H shared group at taxonomic 

level of phylum. P-H shared = Pleistocene-Holocene shared. 
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Appendix 3 

Supplementary figures and tables for chapter 4 

 

 

Modified DNA extraction protocol: 

 

The modifications were as follows: 1 g of soil was included in PowerBead tubes. Instead of step 

4 of the manufacturer's protocol, samples were subjected to a Precellys 24 bead beader (Bertin 

Instruments, France) twice at a speed of 5000 r.p.m for 30 s. At step 9 all of the supernatants 

were utilized. At step 13, 2 ml of C4 solution was used and samples were vortexed for 30 s 

followed by a 10-20 min incubation period at room temperature. All the optional 5 min 

incubations at 4 oC were performed. All 1 min centrifugation steps were extended to 3-5 min. 

DNA was eluted in 50 µl of C6 solution and prior to final centrifugation step samples were 

incubated for 5 min at room temperature. 

 

 

pmoA and mmoX PCR and the thermocycling steps 

 

Unless otherwise noted, each 25 µl PCR master mix reaction contained per sample 5 × Q5 

Reaction Buffer (New England Biolabs, Canada), 10 mM dNTPs, 10 µM forward and reverse 

primers, and 0.25 µl of Q5 DNA Polymerase (New England Biolabs, Canada). All PCR reactions 

were carried out in a Verit 96-Well Thermal Cycler (Applied Biosystem, Thermofisher Canada). 

For amplifying the pmoA gene, 1-2 µl of a 1/100 diluted template DNA from each active layer 

sample in triplicates and 1/100 diluted purified pmoA gene as a positive control (isolated from 
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Methylomicrobium album BG8 (strain ACM 3308)) were used in the PCR reaction. Primers 189f 

(3'-GGN-GAC-TGG-GAC-TTC-TGG-5’) (Costello et al., 2002) and 661b (3’-CCG GCG CAA 

CGT CCT TAC C-5’) (Holmes et al., 1995) were selected for the amplification of ~510 bp 

product size. The touchdown PCR protocol used was as follows: 98 oC for 30 s, 20 touch down 

cycles of 94 oC for 1 min, 65 oC for 30 s, 72 oC for 45 s. 15 cycles of 94 oC for 1 min, 52 oC for 

30 s, 72 oC for 45 s. One final elongation was carried out at 72 oC for 5 min. 

 

For amplifying the mmoX gene, two sets of primers were utilized to increase the efficiency of our 

detection. The first set of primers used were mmoX f882 (3'-GGC-TCC-AAG-TTC-AAG-GTC-

GAC-5’) and mmoX r1403 (3’-TGG-CAC-TCG-TAG-CGC-TCC-GGC-TCG-5’) (McDonald et 

al., 1995), which are able to amplify ~535 pb product. 1-2 µl of 1/100 dilution from each soil 

type was used as a DNA template in triplicates, and l µl of 1/100 dilution of pure mmoX gene 

extracted from Methylosinus trichosporium OB3b was used as a positive control. The PCR 

protocol used was as follows: 94 °C for 5 min; Q5 DNA polymerase added; 55 °C for 1 min; 72 

°C for 1 min; 30 cycles consisting of 94 °C for 1 min, 55 °C for 1 min, and 72 °C for 1 min; and 

a final cycle consisting of 94 °C for 1 min, 55 °C for 1 min, and 72 °C for 5 min.  

The second primer set used for mmoX gene amplification were met1 (3'-ACC-AAG-GAG-CAG-

TTC-5’) and met4 (3'-TCC-AGA-AGG-GTT-GTT-5’) (Baker et al., 2001). The PCR protocol 

was as follows: 98 oC for 30 s, 94 oC for 10 min, then 40 cycles at 94 oC for 1 min, 50 oC for 1 

min, and 72 oC for 2 min, and a final cycle at 94 oC for 1 min, 50 oC 1 min and 72 oC for 10 min. 
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A                                                                                         B 

 

 

 

 

 

Supplementary Figure 4.1. Active layer sampling sites. A. Undisturbed site (DC5 and DC6). B. 

Disturbed site (DC7 and DC8).  
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A                                                                                            B 

 

 

 

 

 

 

 

 

 

 

 

C 

 

Supplementary Figure 4.2. DNA density gradients of control samples prepared from pure 

cultures of Methylomicrobium album BG8 (strain ACM 3308) grown under 13C (black circles) 
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and 12C (open circles) CH4 atmosphere. A. Control sample included at 0 oC SIP run. B. Control 

sample included at 4 oC SIP run, C. Control sample included at 22 oC SIP run. 

 

 

 

 

 

Supplementary Figure 4.3. 15 known bacterial strains used as a positive control in 16S rRNA 

sequencing. 
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Analysis of the sequences detected in kit negative controls 

 

The blank controls resulted in 54 ASVs with a total of 672 reads, which constituted ~1% of the 

ASVs in the dataset. The taxonomic identity of the ASVs in the blank controls was determined 

based on BLAST with the same criteria mentioned in chapter 4. Since these ASVs were rare and 

it is not possible to differentiate cross contamination (ASVs derived from other samples on the 

plate) from external contamination (ASVs derived from contamination during pre-sequencing 

processing steps), we did not remove them from the analysis. These ASVs and their taxonomic 

identity are reported in Supplementary Table 4.1.   

 

Supplementary Table 4.1. The taxonomic identity of the ASVs detected in the blank controls 

from the DNeasy PowerSoil Kit (Qiagen Canada) used in 16S rRNA genes sequencing. 

ASV ID Blank 1 Blank 2 Blank 3 Blank 4 Taxonomic identity 

1 36 35 0 0 Enterobacter cloacae  

2 36 13 0 0 Pedobacter insulae  

3 24 13 0 0 Arthrobacter dokdonellae 

4 20 6 8 0 Flavobacterium soyangense 

5 0 0 13 18 Staphylococcus aureus  

6 20 0 5 0 Sedimenticola thiotaurini Like 

7 13 8 0 0 Sphingomonas echinoides  

https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1270533052
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_343205701
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1811131533
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1441204217
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1269859156
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1024974753
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_631252608
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8 12 9 0 0 Helicobacter typhlonius  

9 0 0 21 0 Methylobacter tundripaludum  

10 18 0 0 0 Rhodopseudomonas rhenobacensis  

11 0 0 18 0 Methylotenera versatilis  

12 12 5 0 0 Lentimicrobium saccharophilum Like 

13 15 0 0 0 Novosphingobium lentum 

14 0 14 0 0 Pseudoxanthomonas yeongjuenesis 

15 0 0 13 0 Lactobacillus salivarius 

16 12 0 0 0 Chryseobacterium haifense  

17 0 12 0 0 Massilia suwonensis  

18 0 12 0 0 Flavobacterium terrigena  

19 11 0 0 0 Vicinamibacter silvestris Like 

20 11 0 0 0 Fluviicola hefeinensis Like 

21 0 0 10 0 Klebsiella aerogenes  

22 9 0 0 0 Sphingomonas rhizophila  

23 9 0 0 0 Lactobacillus intestinalis 

24 9 0 0 0 Prevotella stercorea Like 

25 0 9 0 0 Rhizobium daejeonense  

https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_933790444
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_343201381
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_265678339
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_444304267
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1246951791
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_343201330
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_602270698
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_343205760
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_636560812
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_343205645
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1277396194
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_959494881
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1269801491
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1491522545
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_645319712
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_343200677
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_631252923
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26 0 0 9 0 Akkermansia muciniphila  

27 0 0 9 0 Bacteroides rodentium  

28 8 0 0 0 Arenimonas daechungensis  

29 0 8 0 0 Acinetobacter baylyi  

30 0 8 0 0 Pseudomonas sesami  

31 0 0 8 0 Chthoniobacter flavus Ellin428 Like 

32 7 0 0 0 Acinetobacter lactucae  

33 0 7 0 0 Sphingomonas sediminicola  

34 0 0 0 7 Muribaculum intestinale Like 

35 0 0 0 7 Sphingomonas hengshuiensis  

36 6 0 0 0 Pseudobacter ginsenosidimutans Like 

37 6 0 0 0 Flavobacterium cheniae Like 

38 6 0 0 0 Brevitalea aridisoli Like 

39 6 0 0 0 Flavobacterium aquatile  

40 0 6 0 0 Novosphingobium lentum 

41 0 0 5 0 Luteitalea pratensis Like 

42 0 0 0 5 Brevitalea deliciosa Like  

43 0 0 0 5 Lactobacillus crispatus 

https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_444304012
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_631251874
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_566085400
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_673540262
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1246951818
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_636559168
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1277396293
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_901703599
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1109168036
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1269235649
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1277396147
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_631253056
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1277396276
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_645321540
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_343201330
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1397641809
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1277396277
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_645322550
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44 0 0 0 5 Eubacterium siraeum Like 

45 0 0 0 5 Methylobacter psychrophilus 

46 4 0 0 0 Methylobacter tundripaludum  

47 0 4 0 0 Fluviicola hefeinensis  

48 0 4 0 0 Acinetobacter lactucae Like 

49 0 0 0 4 Corynebacterium efficiens  

50 3 0 0 0 Rurimicrobium arvi Like 

51 3 0 0 0 Lacunisphaera parvula  

52 0 0 3 0 Arthrospira platensis Like 

53 0 0 3 0 Culturomica massiliensis Like 

54 0 0 0 2 Prevotella copri  

 

 

 

 

 

 

 

 

 

 

https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_645321791
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_219857428
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_343201381
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_959494881
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1277396293
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_507148058
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1491515806
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1171002993
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_672239122
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_1116030287
https://blast.ncbi.nlm.nih.gov/Blast.cgi#alnHdr_631252213
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A                                                                                                       B 

 

 

 

 

 

 

 

  

 

 

 

 

C 

Supplementary Figure 4.4. CH4 oxidation rates in composite undisturbed (DC5 and DC6) and 

composite disturbed (DC7 and DC8) samples incubated at 22 oC (A), 4 oC (B) and 0 oC (C). *p < 

0.05 and **p < 0.01. 
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Supplementary Table 4.2. CH4 oxidation rates under the influence of differing temperatures 

and soil type. 

Temperature 

(oC) 

CH4 oxidation rate (nmolCH4.ml-1.g of wet soil-1.day-1) 

Undisturbed soil (DC5 and 

DC6)* 

disturbed soil (DC7 and 

DC8)* 

22 3708.35 (±1658.6)** 8345.8 (±1532.9)** 

4 1353.31 (±289.56)*** 2178.8 (±191.35)*** 

0 496.8 (±135.32) 657.3 (±216.92) 

 *p<0.01 (DC5, 6 vs DC7, 8), **p < 0.01 (22 oC DC5,6 vs 22 oC DC7, 8), ***p < 0.01 (4 oC 

DC5,6 vs 4 oC DC7, 8) measured based on Mann-Whitney U test. 
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Supplementary Table 4.3. Simpson evenness values for the entire dataset and the methanotroph 

dataset between undisturbed (DC5 and DC6) and disturbed (DC7 and DC8) active layer samples. 

Samples The entire community* The methanotrophs only 

DC5 0 oC (D)a 0.177 0.534 

DC5 4 oC (D) 0.154 0.340 

DC5 22 oC (D) 0.269 0.34 

DC6 0 oC (D) 0.148 0.423 

DC6 4 oC (D) 0.236 0.334 

DC6 22 oC (D) 0.171 0.734 

DC7 0 oC (UD)b 0.061 0.126 

DC7 4 oC (UD) 0.06 0.347 

DC7 22 oC (UD) 0.132 0.430 

DC8 0 oC (UD) 0.05 0.129 

DC8 4 oC (UD) 0.056 0.357 

DC8 22 oC (UD) 0.05 0.6 

aD = Disturbed active layer samples, bUD = Undisturbed active layer samples, *p < 0.01 (DC5,6 

vs DC7,8). 
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Supplementary Figure 4.5. Measured alpha diversity indices between composite disturbed 

(DC7 and DC8) and undisturbed (DC5 and DC6) active layer soils, A. for complete dataset, B. 

for the methanotroph dataset and C. time zero samples with no history of laboratory incubation. 

Probability values were measured with Mann Whitney U-test between and within samples. 
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Supplementary Figure 4.6. Optimal number of clusters for the complete dataset was determined 

based on the “elbow method” by the aid of Gap statistics. A. Optimal number of clusters 

determined in undisturbed samples (DC5 and DC6) from the entire dataset and B. Optimal 

number of clusters determined in disturbed samples (DC 7 and DC8) from the entire dataset. The 

dash lines depict the optimum number of clusters. 

 

 

 

 

 



276 
 

 

 

 

 

 

 

 

 

 

A                                                                                                 B 

 

 

 

 

Supplementary Figure 4.7. Hierarchical trees of the undisturbed (DC5 and DC6) (A) and 

disturbed (DC7 and DC8) (B) active layer samples from the entire dataset. The distance matrix 

used was Manhattan, and the clustering was performed with the ward.d2 algorithm. The 

optimum number of clusters (in green for undisturbed samples and purple in disturbed samples) 

were determined based on the “elbow method” by the aid of Gap statistics (see Supplementary 

Figure 4.5 A, B). 
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Supplementary Figure 4.8. A. NMDS biplot of the time zero samples. B. The “elbow method” 

used by the aid of Gap statistics for determining the number of optimum clusters and, C. 
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hierarchical tree designed based on the distance matrix of Manhattan, and clustering based on 

ward.d2 algorithm. In figure (A) large gray ovals separate the undisturbed (DC5 and DC6) 

(depicted with filled black circles) samples from disturbed (DC7 and DC8) (depicted with open 

circles) samples based on Bray-Curtis dissimilarity matrix. Small circles in green (DC5 and 

DC6) and purple (DC7 and DC8) separate the samples based on the optimum number of clusters 

based on the “elbow method” (determined based on C). In (B) the dashed line depicts the 

optimum number of clusters. In (C) the coloured boxes represent a cluster, which was 

determined based on (B). 

 

 

 

 

 

 

 

 

 

Supplementary Figure 4.9. The Gap statistics method used for evaluating the optimum number 

of clusters in the methanotroph dataset. The “elbow method” was used in order to cut the 

hierarchical trees of the methanotrophs dataset in undisturbed (DC5 and DC6) (A) and disturbed 

(DC7 and DC8) (B) active layer samples. 
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Supplementary Figure 4.10. Hierarchical cluster trees of the methanotroph dataset in (A) 

undisturbed (DC5 and DC6), and (B) disturbed (DC7 and DC8) active layer samples. In figure, 

the coloured boxes represent a cluster which was determined based on Supplementary Figure 

4.9 A, B. 
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Supplementary Figure 4.11. Venn diagrams of methanotroph dataset based on observed ASVs. 

Shared and unique ASVs between undisturbed (DC5 and DC6) and disturbed (DC7 and DC8) 

samples incubated at 22 oC (A), 4 oC (B) and 0 oC (C). 
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Supplementary Figure 4.12. DESeq2 differential abundance analysis of the entire dataset (A) 

and methanotroph dataset (B) based on soil disturbance. In both figures coloured circles depict 

species that were differentially abundant (log2 fold change) between soil types (p < 0.01). In A, 

colour of the circles shows the phylogenetic affiliation of a particular species to a phylum. 

Benjamini-Hochberg algorithm was used for controlling the false discovery rate of the analysis. 
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Supplementary Figure 4.13. Relative abundance analysis of the entire database (A) undisturbed 

(DC5 and DC6) and (B) disturbed samples (DC7 and DC8) at phylum level. In A and B the 

orange bars show 0 oC, black bars 4 oC and green bars 22 oC samples. The “NA” group did not 

match any known phyla. 
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Supplementary Figure 4.14. Relative abundance analysis of the methanotroph dataset (A) 

undisturbed (DC5 and DC6) and (B) disturbed (DC7 and DC8) samples at class level. In A and B 

the orange bars show 0 oC, black bars 4 oC and green bars 22 oC samples. 
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Supplementary Figure 4.15. Relative abundance analysis of the methanotroph dataset (A) 

undisturbed (DC5 and DC6) and (B) disturbed (DC7 and DC8) samples at genus level. In A and 

B the orange bars show 0 oC, black bars 4 oC and green bars 22 oC samples. 
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Supplementary Figure 4.16. The relative abundance of the strains detected in the heaviest 12C 

fractions of the composite undisturbed (DC5 and DC6) (A-C) and composite disturbed (DC7 and 

DC8) (D-F) samples incubated at 0 oC (A and D), 4 oC (B and E) and 22 oC (C and F). The group 

“Other” represents the composite relative abundance of the species with less than 4% abundance. 
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Supplementary Figure 4.17. DNA density gradients of composite undisturbed (DC5 and DC6) 

(A-C) and disturbed (DC7 and DC8) (D-F) samples incubated at 0 oC (A and D), 4 oC (B and E) 

and 22 oC (C and F). 

 

Supplementary Table 4.4. Average (n=3) measured basic soil edaphic parameters of 

undisturbed (DC5 and DC6) and disturbed (DC7 and DC8) active layer samples. 

 

Samples a OM (%)d GW (%)f pH* 

DC 5 (UD)b 8.24 (1)e 81.8 (0.02) 7.21 (0.16) 

DC6 (UD) 22.1 (0.66) 84.7 (0.01) 6.93 (0.17) 

DC7 (D)c 11.3 (11.3) 70.8 (0.06) 6.57 (0.3) 

DC8 (D) 13.6 (3.6) 80.8 (0.19) 6.1 (0.26) 

a n=3, b UD = undisturbed active layer sample, c D = disturbed active layer sample, d OM = 

organic matter, e ± standard deviation, f gravimetric water, *p < 0.01 (DC5,6 vs DC7,8) measured 

based on Mann-Whitney U test. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



292 
 

Supplementary Table 4.5. The probability values calculated based on Wald’s generalized 

estimating equation in the context of a many linear models. 

 

Measured soil variables The entire community The methanotrophs 

Soil type (disturbed/undisturbed) 0.018* 0.025* 

Temperature (0 oC-22 oC)   0.005** 0.026* 

CH4 Oxidation rates              0.073 0.033* 

pH 0.077 0.031* 

OMa 0.195 0.521 

GWb 0.3 0.119 

aOM= organic matter, bGW = gravimetric water, *p < 0.05, **p < 0.01 

Note: The residual degrees of freedom for all variables were 10 and differences in degrees of 

freedom attributed to each variable were 1.  
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