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Abstract 

Source analysis of the electroencephalogram (EEG) provides a noninvasive method of 

localizing electrical/functional activity of the brain and is particularly important in the 

diagnosis of certain neurological disorders such as epilepsy. This research focuses on 

improving the accuracy of EEG source analysis by developing a high-resolution finite-

volume head model that accounts for anisotropic conductivities of the human head. The 

numerical accuracy of the finite volume method (FVM) formulation is evaluated, with 

the analytical solution for a spherical head serving as the "gold standard" of comparison. 

The FVM formulation is shown to produce accurate results, but severe anisotropy 

appears to be a problem at the current head model resolution. Additionally, the effect of 

anisotropy on EEG source analysis is investigated using realistic head model geometries 

and conductivities obtained from magnetic resonance images. It is determined that 

anisotropy should not be ignored since a significant amount of source localization error 

can occur. 
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Chapter 1: Introduction 

The research presented in this thesis introduces a new tool that will hopefully improve the 

quality of life for people with epilepsy. This chapter will establish the motivation and 

objectives of the research and will outline of the organization used in this thesis. 

1.1 Motivation and Objectives 
Electroencephalogram (EEG) source analysis is a tool that can potentially provide an 

accurate, noninvasive method of analyzing and localizing specific electrical activity in 

the brain. This tool could be particularly valuable in the pre-surgical planning for 

epilepsy patients, and may even aid in the selection of appropriate medication for non­

surgical epilepsy patients. With epilepsy being one of the most common serious 

neurological disorders in the world [1, 2], EEG source analysis could drastically improve 

the quality of life for many people. EEG source analysis basically consists of solving two 

problems: the forward problem and the inverse problem. While the forward problem 

involves calculating the scalp potentials generated by a known current source, the inverse 

problem involves calculating the location, orientation, and magnitude of a current source 

from measured EEG scalp potentials. A head volume conductor model is an essential part 

of the solution to both these problems and it can include realistic head geometry, tissue 

distributions, and tissue conductivities. In fact, the utility of EEG source analysis can 

ultimately be determined by the accuracy of the available head volume conductor model. 

Consequently, a high-resolution, realistic, patient-specific head model is considered a 

vital component of EEG source analysis. 

The research in this thesis focuses on improving the accuracy of EEG source 

analysis by developing a more realistic head volume conductor model. Specifically, a 

high-resolution head model will be developed with the finite volume method (FVM) and 

will account for anisotropic conductivities. The inclusion of anisotropic conductivities is 

very important since some tissues, such as the skull and white matter, are known to be 

highly anisotropic [3, 4]. Unfortunately, much research on EEG source analysis continues 

to neglect anisotropy and use head models that assume all tissues are isotropic. Therefore, 

it is felt that an anisotropic FVM head model will be an invaluable contribution to the 
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field of EEG source analysis and could aid in improving the quality of life for epilepsy 

patients. 

1.2 Thesis Organization 

The remainder of this thesis is organized into seven chapters. Chapter 2 presents the 

relevant background information related to epilepsy and EEG source analysis. Particular 

attention is paid to the topics of anisotropy and head volume conductor models. Chapter 3 

showcases the development and comparison of two different FVM head models that 

incorporate anisotropy. The head models are developed in two dimensions and are based 

on voxel- and vertex-centered approaches to the FVM. In Chapter 4, the vertex-centered 

approach to the FVM is expanded to three dimensions and the important system matrix 

properties are examined. Chapter 5 evaluates the accuracy of this anisotropic FVM head 

model by quantifying the modeling error associated with the FVM. This validation is 

done using a spherical head for which an analytical solution exists and is used as the 

"gold standard" of comparison. Chapter 6 uses the anisotropic FVM head model to 

investigate the effect of neglecting anisotropic conductivities. The error associated with 

not including anisotropy is quantified using a realistic head model, which is obtained 

using magnetic resonance images. Finally, Chapter 7 attempts to draw some conclusions 

from this research and ideas are presented for future directions to take this research. 

2 



Chapter 2: Background Information 
This chapter will introduce the relevant background information for the research 

presented in this thesis. Both epilepsy and electroencephalogram (EEG) source analysis 

are discussed with more detailed descriptions for topics related to the forward and inverse 

problems. 

2.1 Basic Head Anatomy 

In order to better understand epilepsy and EEG source analysis, it is convenient to have 

some basic knowledge of the anatomy of the human head. From a simplified point of 

view, the human head consists of scalp on the outer surface, which surrounds the skull. 

The brain lies within the skull and the spaces between the brain and the skull, as well as 

some ventricles within the brain, are filled with cerebrospinal fluid (CSF). The brain 

itself is composed of both gray matter (GM) and white matter (WM). The GM portion of 

the brain primarily consists of cell bodies and occurs on the outer surface of the brain, 

known as the cerebral cortex, as well as some locations within the brain. The WM portion 

of the brain, on the other hand, primarily consists of nerve fibers that connect the cell 

bodies and occur below the cerebral cortex. All of these tissues are illustrated in Figure 

2.1, which depicts a cutaway view of the human head. 

Figure 2.1: A simplified view of human head anatomy. 
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2.2 Epilepsy 

Epilepsy is one of the most common serious neurological disorders, affecting 0.5% to 2% 

of the population, or roughly 60 million people worldwide [1, 2]. In Canada alone, it is 

estimated that 15500 new cases of epilepsy are diagnosed each year [1]. Epilepsy is 

characterized by seizures, which are sudden and excessive electrical discharges in the 

cerebral cortex [1, 5, 6]. Seizures can vary from patient to patient and can vary in severity 

and frequency. In fact, the physical manifestation of this abnormal electrical activity can 

be anything from a brief stare, an unusual body movement, a change in awareness, or 

even a convulsion [1], 

While there are many different types of seizures associated with epilepsy, a 

classification system of epileptic seizures has been developed. Recognizing the type of 

seizure is often the first step towards being able to treat a patient's epilepsy [1]. Seizures 

are typically classified into two main categories: generalized and partial seizures. 

Generalized seizures begin with a widespread electrical discharge that involves the entire 

brain [7]. Partial seizures, however, begin with an electrical discharge that is restricted to 

a focal point within the brain [1], Partial seizures affect the largest portion of the 

population, with approximately 60% of adult epilepsy patients experiencing them [1]. 

The major form of treatment of epilepsy is long-term drug therapy, with seizures 

being successfully controlled by medication in up to 70% of patients [2]. However, it is 

important to note that this is not a cure, and there can be numerous, sometimes severe, 

side effects associated with anti-epileptic medications [1], For those patients with 

medically intractable epilepsy, surgical treatment offers a potential cure. This means that, 

when successful, surgery can completely eliminate a patient's seizures and drastically 

improve their quality of life. Unfortunately, the probability of an patient being seizure-

free after surgery is not 100%, and, in some cases, can be as low as 29% [8]. The success 

rate of surgery is highly dependent on the pre-surgical identification of the region of the 

brain causing the seizures, also known as the epileptogenic focus. For this reason, surgery 

is only recommended for patients with partial epilepsy, since the seizures can be localized 

to one area of the brain [1]. The necessity of accurately localizing the epileptogenic focus 

is apparent because the patient may still suffer from seizures if not enough of the brain is 

removed. Conversely, if too much of the brain is removed, there may be functional 

4 



deficits in the patient's brain. While the importance of accurately localizing the 

epileptogenic focus is obvious, a noninvasive clinical or laboratory test that can be used 

for such a purpose does not exist. 

2.3 EEG Source Analysis 

The EEG is a very useful clinical tool that records the electrical activity of the brain and 

is routinely used to diagnose and investigate brain disorders. The physiological basis for 

this technology is that the activation of pyramidal cells in the cerebral cortex generates an 

electric field which can be detected as an electric potential by EEG scalp electrodes [6]. 

The EEG is particularly useful in the study and diagnosis of epilepsy and is, in fact, the 

main investigative tool for localizing the epileptogenic focus. 

One approach that is widely employed in a clinical setting involves visually 

inspecting the EEG time series or the scalp voltage topography. While it is possible to 

determine the approximate electrical source location with this technique, it is still a 

highly qualitative process. Consequently, more quantitative approaches to locate the 

sources of the EEG have been and are currently being researched, with some of the 

earliest efforts starting over 50 years ago [9]. The aim of such research, termed EEG 

source analysis, is to create a tool that will provide an accurate, noninvasive method of 

analyzing and localizing specific electrical activity in the brain. This tool could be 

particularly valuable in the pre-surgical planning for epilepsy patients, and may even aid 

in the selection of appropriate medication for non-surgical epilepsy patients. 

There are two key problems in the field of EEG source analysis: the forward 

problem and the inverse problem. The process of calculating the scalp potentials 

generated by a known current source in the brain constitutes the forward problem. This 

involves using a mathematical model to approximate how current propagates through the 

head. Both the geometric and conductive properties of the head must be modeled, as well 

as the current source generating the electrical activity. The process of calculating the 

location, orientation, and magnitude of the current source from measured EEG scalp 

potentials constitutes the inverse problem. Ultimately, both the forward and inverse 

problems must be solved to localize the source of neural activity. It is the solutions to all 

possible forward problems that provide the necessary data for the inverse problem to 
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determine the source location responsible for generating the measured EEG scalp 

potentials. 

2.4 Forward Problem 

The forward problem involves calculating the electric potential generated by a known 

current source at any point in the head. While the forward problem has a unique solution, 

finding this solution requires knowledge of the how electrical signals propagate in the 

head. For EEG source analysis, several approximations are typically made to justify using 

quasi-static conditions. Under these conditions, Poisson's equation is used to 

mathematically describe the electrical activity in the head and solve the forward problem. 

In order to obtain an accurate solution, it is also important to satisfy both Neumann and 

Dirichlet boundary conditions. The following sections will discuss these topics in greater 

detail. 

2.4.1 Quasi-static Conditions 

When solving bioelectric problems, such as EEG source analysis, it is usually assumed 

that quasi-static conditions exist. This assumption is justified since it has been shown that 

the frequency of internal bioelectric activity is quite low, with the highest frequency 

being on the order of 1 kHz [10]. At these low frequencies the capacitive component of 

tissue impedance can be considered negligible and tissue can be modeled as a purely 

resistive medium [11]. Additionally, it has been shown that time delay effects can be 

neglected since changes in sources of bioelectric activity are much slower than the rate of 

signal propagation [12]. This means that at any instant in time, time-varying currents and 

fields behave as if they were stationary [10]. 

2.4.2 Poisson's Equation 

Under quasi-static conditions, Maxwell's equations can be used to derive Poisson's 

equation, the partial differential equation which governs electrical activity in the head. 

Poisson's equation is defined as 

V-(cV<*) = - / v , (2.1) 
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where o is the tissue conductivity tensor with units of S/m, <f> is the electric potential 

distribution with units of V, and Iv is the current source density with units of A/m3. For 

the case when there is no current source, Poisson's equation is called Laplace's equation 

and is defined as 

V-(oV^) = 0. (2.2) 

For EEG source analysis, the electric potential satisfies Poisson's equation at every 

location in the head volume conductor model. With a given current source and head 

model, (2.1) can be used to calculate the electric potential and solve the forward problem. 

While Poisson's equation is the governing equation, there are two other equations that are 

also commonly used to describe the electrical activity in the head. The electric field, E , 

has units of V/m and is defined as 

E = -V<£, (2.3) 

while the current density, J , has units of A/m2 and is defined by Ohm's Law as 

J = cE (2.4) 

2.4.3 Boundary Conditions 

Satisfying the appropriate boundary conditions is an important consideration when 

solving bioelectric problems. In the case of EEG source analysis, both Neumann and 

Dirichlet boundary conditions must be considered at the interface between two different 

regions. Two different regions can be characterized by their conductivities, o, and a2, 

and the unit normal vector to the interface between the regions, n. Neumann boundary 

conditions are used to specify the normal component of current at a boundary. Since the 

head is modeled as a purely resistive medium, no charge can accumulate at an interface 

and there must be current continuity. This means that all current leaving one region 

through an interface must enter the adjacent region, such that 

(c ]V^)-n = (« 2 V^)-n . (2.5) 
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At the outer boundary of the head, no current can flow from the head into the surrounding 

air, due to the extremely low conductivity of the air. This homogeneous Neumann 

boundary condition is specified on the surface of the head, such that 

(«,V#)-n = 0. (2.6) 

Dirichlet boundary conditions are used to specify the value of the electric potential at a 

boundary. The electric potential must be continuous across interfaces, such that 

A=A- (2.7) 

Additionally, a reference electrode for the EEG must be specified with a given electrical 

potential. The reference electrode is usually assigned a potential of zero, such that 

<kr=0. (2.8) 

In order to obtain an accurate solution, all these boundary conditions need to be taken 

into account when solving the forward problem. 

2.5 Current Source Model 

The most common and simplest current source model used in EEG source analysis is the 

equivalent current dipole. It has been shown that current dipoles can adequately 

approximate the electric field produced by an active region of the cerebral cortex at a 

single instant in time [13-15]. In fact, there is a strong physiological basis for this 

assertion. Pyramidal cells are aligned parallel with each other and perpendicular to the 

cortical surface. When several square centimeters of these geometrically aligned cells are 

synchronously active, they generate an electric field that is detectable by the EEG [14]. 

Since the distance to the EEG electrodes is relatively large compared to the size of the 

patch of active pyramidal cells, the electric potential detected on the scalp commonly has 

a dipolar configuration; that is, the scalp voltage topography has two maxima, one 

negative and one positive [14]. Therefore, the instantaneous electric field can be 

effectively modeled by a single equivalent current dipole. 

A current dipole consists of a current source and a current sink that insert and 

remove equal amounts of current, / , and are separated by distance, d, as illustrated in 

Figure 2.2. The position of the dipole is typically chosen to be halfway between the 
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source and the sink. The orientation and magnitude of the dipole can be characterized by 

the dipole moment, p , a vector directed from the sink to the source that is defined as 

P = Idnd, (2.9) 

where nd is the unit vector defining the direction from the sink to the source. In general, 

a dipole in Cartesian coordinates can be represented as 

V = Pxi+Pyy+P2i, (2.10) 

where x, y, and z are the unit basis vectors for the Cartesian coordinate system, and 

px, p and pz are the dipole's Cartesian components. To simplify the forward problem 

calculations, a dipole of arbitrary orientation can be represented by three separate dipoles, 

one in each of the three mutually orthogonal directions. Since Poisson's equation is 

linear, the principle of superposition can be applied and the forward problem results for 

each of the separate dipoles can be summed to yield the results for the net dipole. 

'1 
i d 

Figure 2.2: Current dipole and its associated parameters. 

While it is most common to use a single current dipole to represent EEG data at 

one instance in time, sometimes more complex source activity can evolve in the brain 

over time. This necessitates the use of a more complicated source model when 

considering the temporal evolution of EEG measurements. Spatiotemporal dipole 

modeling is a technique that uses multiple dipoles that are fixed in location and 

orientation, but are allowed to vary in magnitude and polarity to account for the time-

varying EEG measurements [14]. The principle of superposition is extremely important 
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for the spatiotemporal dipole model since any distribution of single dipoles can be 

summed in order to represent an arbitrarily complex current source evolving over a 

period of time. 

2.6 Tissue Conductivity 

A common issue that arises in EEG source analysis is determining what conductivity 

values should be used for head volume conductor models. The most simplistic of such 

models usually differentiate the scalp, skull, and brain, while more accurate models 

include CSF, GM, and WM. Each of these tissues has a unique conductivity and it has 

been reported [16-21] that EEG source analysis can be significantly influenced by using 

incorrect values. Therefore, the more accurately each conductivity value is known, the 

more accurately EEG source analysis can be performed. 

Ideally, patient-specific conductivity values should be obtained for every tissue in 

the head whenever EEG source analysis is required. Recently, some non-invasive 

approaches to measuring the conductivity of the head have been reported, including 

diffusion tensor imaging (DTI) [22-24], electrical impedance tomography [25], and 

others [26, 27]. While some of these methods are still fairly new and are limited in what 

tissue conductivities they can measure, there is promise that eventually all head models 

will use patient-specific conductivity values. Currently, though, it is more common to use 

values from past studies that are readily available from the literature [3, 25, 28-38]. These 

measurements are extremely valuable in modeling the head, but, it is important to realize 

that there will be some variability between people and not all tissues will exhibit a 

homogeneous conductivity throughout. As well, due to the large number of studies and 

differing methods of measuring conductivity, there exists much variability among the 

reported conductivity values and, unfortunately, there is little consensus as to what the 

most accurate values are. 

When it comes to determining accurate conductivity values, much of the focus 

has been placed on the scalp, skull, and brain since three-tissue head models are quite 

popular. The scalp and brain have similar conductivities and, in most studies, are 

assumed to be identical, while the skull has a much smaller conductivity. It is often 

sufficient to specify the conductivity of these three tissues as a relative value, a ratio that 
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defines the conductivity between the scalp, skull, and brain. The most widely used scalp-

to-skull-to-brain conductivity ratio has long been 1:1/80:1, which was reported in 1968 

[4] and again in 1983 [39], However, in recent years the accuracy of this ratio has 

become highly disputed and new measurements of the conductivity ratio have been 

obtained [25, 33, 36, 40]. Of these new measurements, the conductivity ratio of 1:1/15:1 

reported in [33] seems to be the most accurate since it used both in vivo and in vitro 

conductivity measurements. It should be noted that, while conductivity ratios are a 

convenient way to specify conductivity, their use is limited to localizing current sources 

and can not provide information about the magnitude of the sources or the electric 

potentials. If accurate magnitude values are desired, accurate absolute values for the 

conductivities must be used. 

2.7 Anisotropic Conductivity 

A property, such as conductivity, is considered anisotropic if its value has a directional 

dependence. Conversely, a property is considered isotropic if its value is independent of 

direction. In general, anisotropic conductivity is a much less intuitive concept than 

isotropic conductivity. Isotropic conductivity has the same value regardless of direction 

and is mathematically described by a scalar value, a. Anisotropic conductivity, however, 

has a value that varies with direction and is mathematically described by a tensor, c . A 

conductivity tensor is a 3x3 matrix that is both symmetric and positive definite, and is 

defined as 

(2.11) 

The diagonal elements of a conductivity tensor relate voltage in one direction to a current 

in the same direction. For example, a" determines how much current in the x-direction 

is due to a voltage in the x-direction. On the other hand, the tensor off-diagonal elements 

relate voltage in one direction to a current in a perpendicular direction. For example, av' 

determines how much current in the x-direction is due to a voltage in the .y-direction. 

a" 

o** 

oxz 

a^ 

o™ 

oyz 

axz 

ayz 

ozz 
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And, since the tensor is symmetric, the G^ term also determines how much current in y-

direction is due to a voltage in the x-direction. 

Both the eigenvectors and eigenvalues of a conductivity tensor provide further 

information about the nature of the conductivity. While the eigenvectors define the 

principal directions of the conductivity, the eigenvalues define the magnitude of the 

conductivity along each of the corresponding principal directions. An ellipsoid is often 

used to provide a three-dimensional representation of a conductivity tensor. As illustrated 

in Figure 2.3, the axes of the ellipsoid are oriented in the direction of the conductivity 

tensor eigenvectors (e,, e2, and e3), and each axis is scaled by the corresponding 

eigenvalue (A,, A,, and A3) [22, 23]. Common shapes for conductivity tensor ellipsoids 

are cigar-shaped, when one eigenvalue is larger than the other two, and disk-shaped, 

when one eigenvalue is smaller than the other two [41]. Additionally, in the case of 

isotropic conductivity when all the eigenvalues are equal, the ellipsoid reduces to a 

sphere [41]. 

Figure 2.3: Conductivity tensor ellipsoid. 

In EEG source analysis studies it is typically assumed that all tissues in the head 

have isotropic conductivities [18, 42-55]. This is a convenient assumption since most of 

the literature only cites isotropic conductivities. As well, head volume conductor models 

are much simpler when only isotropic conductivities are considered. While it is 

convenient to assume that all conductivities in the head are isotropic, this is an incorrect 

assumption since some tissue conductivities are actually anisotropic. For example, WM is 
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known to be highly anisotropic, being more conductive in the direction parallel to WM 

fiber tracts than perpendicular to the fiber direction. In fact, the ratio of conductivity in 

the parallel (longitudinal) direction to conductivity in the perpendicular (transverse) 

direction has been measured as approximately 9:1 [3]. In general, GM seems to be mostly 

isotropic [56]. However, some studies have indicated that GM may be slightly 

anisotropic, with conductivity measurements of GM in the cerebellum indicating a 

conductivity ratio of approximately 2:1 [32]. Another similar study reported a slightly 

higher ratio [57]. Like WM, the skull has also been reported to be highly anisotropic, 

being more conductive tangentially to the surface of the skull than radially to the surface 

of the skull. The ratio of conductivity in the tangential direction to conductivity in the 

radial direction has often been cited in the literature as being approximately 10:1 [58-61], 

a value that seems to have originated from [4]. It is important to realize that these 

anisotropic conductivity values, just like their isotropic counterparts in the literature, may 

vary within a particularly tissue type and from person to person. Furthermore, the 

anisotropy may depend on the scale at which one looks at the tissue. For example, when 

considering the skull as a whole, it does indeed exhibit anisotropic conductivity. 

However, on a smaller scale, the origin of this anisotropy is revealed. Much of the skull 

actually consists of three layers: a middle layer of highly conductive spongy (cancellous) 

bone sandwiched between two layers of low conductivity compact (cortical) bone [21, 

35, 38], Therefore, instead of using anisotropic conductivity for the skull, some studies 

actually model the skull as three layers with isotropic conductivities [21, 45, 62], which 

may be appropriate in high-resolution head volume conductor models. 

Regardless of the nature of the anisotropy in head tissues, it has been shown that 

if isotropic conductivities are used for tissues that are anisotropic, significant modeling 

errors can be introduced and adversely affect the accuracy of EEG source analysis [58, 

60-63], Unfortunately, a lack of robust, non-invasive techniques to measure conductivity 

tensors seems to have prevented many researchers from including anisotropic 

conductivities in their head volume conductor models [62]. Recently, however, it was 

proposed that conductivity tensors can be approximated from diffusion tensors obtained 

non-invasively with a relatively new magnetic resonance imaging (MRI) modality called 

DTI [22-24, 64], DTI is an imaging technique that provides a quantitative measure of the 
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net diffusive movement of water in tissue [65]. The diffusion of water is fully described 

by a self-diffusion tensor, D, which is both symmetric and positive definite, and is 

defined as 

D = 
A, Dv DB 

D D D 
xy yy yz 

£> D„ D„ 

(2.12) 

The relationship between conductivity and diffusion is based on the idea that, even 

though these two processes are fundamentally unrelated, the movement of ions and water 

molecules are both functions of the underlying tissue geometry [22, 23, 62]. In other 

words, boundaries presented by the tissue microstructure cause both ions and water 

molecules to move preferentially in the same direction. Based on this common geometry, 

conductivity and diffusion tensors are assumed to share the same eigenvectors and should 

only differ in their eigenvalues [64]. Using an effective medium approach, a strong linear 

relationship was shown to exist between the conductivity and diffusion tensor 

eigenvalues [23]. An approximation to this more formal relation exists, such that the 

linear relationship between the conductivity tensor, c , and the diffusion tensor, D, is 

given by 

c = ^ D , (2.13) 
de 

where oe and de are the effective extracellular conductivity and diffusivity, respectively, 

and the ratio oejde has been empirically determined to be 0.736 S-s/mm3 [62]. The 

approximate linear relationship given by (2.13) assumes that the intracellular 

conductivity and diffusivity are negligibly small, meaning that both conductivity and 

diffusion are mediated primarily by extracellular pathways [62]. Conductivity tensors 

obtained with DTI and calculated using the linear relationship have shown good 

agreement with conductivity values from the literature [23, 24]. More studies are 

probably still needed to sufficiently validate the accuracy of measuring conductivity 

tensors with DTI. However, DTI seems to be the best option for non-invasively obtaining 

patient-specific conductivity values. Additionally, DTI has the potential to all but 
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eliminate the need for segmentation of magnetic resonance (MR) images into the 

different tissue compartments. One limitation to DTI is that it cannot provide a measure 

of the conductivity tensor in the skull. DTI only measures the diffusion of water and, 

while most tissues in the head have a large concentration of water in them, the skull does 

not. 

2.8 Head Volume Conductor Models 

Head volume conductor models are essential to EEG source analysis, and in particular the 

forward problem. They can be grouped into two main categories: analytical models and 

numerical models. Analytical models are typically restricted in both the geometry and 

conductivity they can model, using a sphere or a set of concentric spheres to represent the 

head. Conductivities for the spheres can be isotropic or anisotropic, but must be 

homogeneous for each sphere. This simple geometry and conductivity distribution allows 

analytic expressions to be used to calculate the exact value of electric potentials on the 

surface of the head. Numerical models, on the other hand, provide a more approximate 

solution to Poisson's equation, but they offer much more freedom than analytical models. 

Complicated geometries and conductivity distributions can easily be handled by most 

numerical models. And, depending on the resolution of the numerical model, accuracies 

can easily approach that of the analytical models. There are several numerical methods 

that are commonly used for numerical volume conductors, including the boundary 

element method (BEM), the finite difference method (FDM), the finite element method 

(FEM), and the finite volume method (FVM). Each of these different numerical models, 

as well as the analytical models, will be discussed in the following sections. 

2.8.1 Analytical Models 

The most simple head models for EEG source analysis are analytically-derived spherical 

volume conductors, which use a sphere or a series of concentric spheres to represent the 

head. While it is obvious that spheres do not accurately portray the geometry of a real 

head, spherical volume conductors have long been popular since solutions to the forward 

problem can be easily and quickly calculated using analytical expressions. These 

analytical expressions may vary depending on the exact configuration of the volume 

conductor, but typically they involve an infinite series of Legendre polynomials to solve 
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Poisson's equation [4, 66-70]. The first such analytical model approximated the head 

using a single sphere with a homogeneous isotropic conductivity [66]. This was a very 

crude model that did not take into account the large difference in conductivity between 

the brain and the skull. As a result, concentric sphere models were introduced [4, 70, 71]. 

In these models, each sphere is given a radius that, on average, approximates the size of 

each tissue and each tissue is assigned a homogeneous isotropic conductivity. The most 

common of the concentric sphere models is the three-shell model, where three concentric 

spheres are used to represent the scalp, skull, and brain. While not as common, there have 

also been models that use five or more shells in an attempt to represent more tissue types. 

Another, slightly more complicated concentric sphere model uses shells that have 

anisotropic conductivities [67-69]. While still homogeneous within each sphere, the 

conductivity can vary in the radial and tangential directions. For each of these spherical 

head models, the electric potential on the scalp can be analytically calculated for a current 

dipole specified at any position within the head. 

Several studies have been conducted to examine the use of a spherical head model 

as opposed to a realistically-shaped head model [53-55, 72], These days, most researchers 

agree that spherical head models are much too simplistic to accurately perform EEG 

source analysis. It has been shown that dipole localization errors can be as large as 

several centimeters when a spherical head model is used instead of a realistic head model 

[14, 15, 53, 54, 72], While some researchers may still use spherical models to solve the 

forward problem, more researchers use them solely to test the accuracy of their numerical 

head volume conductor models. In fact, analytical spherical models serve as the "gold 

standard" by which the performance of numerical models may be evaluated. 

2.8.2 Numerical Models 

With the increased accessibility to inexpensive and powerful computers, it is much more 

common for researchers to employ numerical head volume conductor models instead of 

analytical ones. Numerical head volume conductors use numerical methods to find a 

discrete approximation to the solution of Poisson's equation. They have the ability to 

accurately model realistic head geometry, including complex tissue boundaries and tissue 

distributions. Additionally, some numerical models can account for heterogeneous tissue 

conductivity distributions and anisotropic conductivity. 
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The first step in solving Poisson's equation numerically is generating a mesh or 

computational grid. This involves partitioning the computational domain (the head) into 

discrete sections based on tissue type and assigning conductivity values to these sections. 

Computational nodes are defined at N discrete locations within the computational grid 

and represent locations where an unknown approximate value of the solution is to be 

found. The second step involves using a numerical method to obtain a discrete version of 

Poisson's equation and apply the appropriate boundary conditions. Doing this for every 

node results in a finite system of algebraic equations that can be expressed in matrix 

form, such that 

Av = i, (2.14) 

where A is an NxN system (or stiffness) matrix, v is an Nx\ vector containing the 

approximate electric potentials, and i is an Nxl vector containing the current source 

terms. The final step in solving Poisson's equation numerically involves solving (2.14) to 

obtain the approximate solution, v. While this can be accomplished with direct matrix 

inversion on smaller matrices, many system matrices are very large and sparse. Inverting 

such a matrix is more efficiently accomplished using iterative matrix inversion methods, 

such as successive over-relaxation, the preconditioned conjugate gradient (PCG) method, 

or the algebraic multigrid method [49]. 

When generating a realistic head model, MR images are typically used to obtain 

anatomical information such as head shape and tissue distributions. Image segmentation 

techniques are used to classify different tissue types, which are then used to assign the 

appropriate conductivity values to the computational grid. As previously mentioned, DTI 

has the potential to eliminate the need for tissue segmentation in some cases. Since tissue 

types are usually only required to assign conductivity values to the computational grid, 

DTI circumvents the need for image segmentation in tissues whose conductivity tensors 

can be measured. 

The following sections will provide a basic description of the most common 

numerical methods used for head volume conductors, including the BEM, FDM, FEM, 

and FVM. While some brief mathematical descriptions of the individual methods will be 

described here, more detailed descriptions can be found in the referenced literature. 
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2.8.2.1 Boundary Element Method 

The BEM is a numerical method that is commonly used to solve the forward problem in 

EEG source analysis [16, 42, 51, 53-55, 73-75], Similar to some concentric spherical 

shell models, BEM head models represent the different tissues of the head with a series of 

nested regions characterized by homogeneous isotropic conductivities. Unlike spherical 

head models, though, these regions are realistically shaped. Geometric information from 

MR images is used to generate a tiled surface of triangles to more accurately represent 

the actual shape of the boundaries between the different head regions. Therefore, only the 

shell surfaces need to be discretized in BEM head models instead of the entire head 

volume. Consequently, the electric potential is only calculated for the shell surfaces, with 

the computational nodes being located at a point on the each of the triangular tiles. 

In order to calculate the electric potential on each of the surfaces due to a dipole at 

position r0, Poisson's equation is reformulated into an integral equation that is valid for a 

head model divided into ns regions by closed surfaces, S. (j = l,...,ns). The electric 

potential, (f>, at position r e Sk is then given by 

2<r 1 "* Om-Oout , r'-i* 

where a'" and of"' are the conductivities of the regions located to the interior and 

exterior of surface Sf, respectively, a0 is the conductivity of the medium in which the 

dipole is located, <fr0 is the electric potential caused by a dipole at r0 if it were in an 

infinite medium of conductivity a0, and dS' is the differential area vector oriented 

normal to the surface [73]. Because each surface in the head model is actually a mesh of 

triangles, the surface integrals in (2.15) can be replaced by a summation of surface 

integrals over the area of each triangle. The surface integral for each triangle can then be 

evaluated by making an assumption about the value of the electric potential across the 

each triangle. Typically, the potential is assumed to either be constant or have linear or 

quadratic variation over each triangle [73]. 

The system of algebraic equations resulting from (2.15) has the form 
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v = v 0 +Bv, (2.16) 

where v is a vector of the unknown electric potentials at the nodes, v0 is a vector of the 

electric potentials produced at the nodes from the current source alone, and B is a square 

matrix whose elements are determined by the geometry and conductivity of the regions of 

the head model. It is easy to see that (2.16) can be rewritten in the same form as (2.14), 

such that 

[I-B]v = v0, (2.17) 

where I is the identity matrix with the same dimensions as B and [ i -B] is the system 

matrix. For BEM head models, the system matrix is typically a full matrix, meaning that 

iterative techniques are not very useful for solving the system of equations. Instead, direct 

methods, such as Gaussian elimination, are usually employed. 

Like the spherical head models, most BEM head models just define three distinct 

regions: the scalp, skull, and brain. Typically, about 1000 nodes are used for each of the 

three boundaries in the model, including the air-scalp, the scalp-skull, and the skull-brain 

boundaries [9]. It has been shown that 500 nodes per shell is too coarse a resolution to get 

accurate results, whereas 1000 nodes per shell seems to produce satisfactory results [74]. 

While the accuracy of the BEM is roughly proportional to the number of nodes, this is 

limited by the quickly increasing computational demand to solve the system matrix [74]. 

Head models generated with the BEM are considered the most simplistic of 

numerical head volume conductors. Since the models are constructed from closed 

surfaces with regions of homogeneous isotropic conductivity, important features of real 

heads are left unaccounted, such as tissue discontinuities, tissue inhomogeneities, and 

anisotropic conductivities. With forward problem solutions being limited to a finite 

number of surfaces in the head, BEM head models are not very useful for accurately 

modeling electrical activity throughout the entire head volume. Additionally, since the 

system matrix is full, it is difficult to solve the system of equations efficiently. Direct 

methods of inverting the system matrix must be employed and are typically much less 

computationally efficient than iterative techniques. 
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2.8.2.2 Finite Difference Method 

The FDM is one of the most well known and straightforward methods used to 

numerically solve partial differential equations. Consequently, FDM head models are a 

very common choice for solving the forward problem in EEG source analysis [18, 43, 49, 

50, 52, 60, 76-81]. Unlike analytical or BEM head models, FDM head models are not just 

limited to using nested regions to represent the head. Instead, the entire head is 

partitioned into a regular grid of hexahedral volume elements, each of which can be 

assigned its own conductivity based on its particular tissue type. These volume elements, 

or voxels, are usually chosen to correspond to the position and size of the voxels in MR 

images. Hence, mesh generation for the FDM is extremely easy and the appropriate head 

volume information can be directly mapped from the medical image voxels. Discretizing 

Poisson's equation is accomplished by substituting all the partial derivatives with 

truncated Taylor series expansions. Thus, for every computational node there is an 

algebraic equation in which the partial derivatives are replaced by finite differences. 

In the simplest of FDM head models, isotropic conductivity is assumed and scalar 

conductivity values are assigned to every voxel. In this case, the head is usually 

discretized with cubic voxels with side lengths of h and the computational nodes are 

chosen to be at the center of each voxel. Utilizing the box integration scheme [82], 

Poisson's equation and the boundary conditions are discretized to obtain algebraic 

equations for every node in the head model. For example, consider a node and its six 

neighboring nodes, as depicted in Figure 2.4. The linear equation for the electric potential 

at node 0 can be written as 

( 6 \ 6 

]>>, «*0-X>,4=/, (2.18) 
V 7 = 1 ) i = \ 

where $ is the electric potential for node /', at correspond to the conductance between 

neighboring nodes, such that 

a =2/?- G(Pi , (2.19) 
cj0+at 

and / is the total current leaving the voxel, such that 
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Figure 2.4: Node numbering used by the isotropic FDM head model. 

In order to incorporate anisotropic conductivity, a more complicated FDM head 

model was introduced by Saleheen and Ng [81], and has subsequently been used by other 

research groups [60]. Extending the two-dimensional case presented by Asencor and 

Panizo [83], Saleheen and Ng [81] developed the FDM for inhomogeneous anisotropic 

media in three dimensions. In this anisotropic FDM head model, each voxel in the 

computational grid is assigned a conductivity tensor. Unlike the isotropic FDM head 

model, the computational nodes are chosen to be at the vertices of the voxels instead of 

the centers. While this allows for anisotropy to be incorporated into the head model, it 

does make the discretization of Poisson's equation more difficult. At the nodes, there is a 

discontinuity in the conductivity, which can normally be accounted for by applying the 

proper boundary conditions. However, the boundary normal direction is not well defined 

at the voxel vertices, making it difficult to apply the boundary conditions. As a result, the 

complicated "transition layer" technique [84] is employed to account for the 

discontinuities in the conductivity and derive the finite difference equations. The 
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resulting linear algebraic equation is similar to (2.18), except that the electric potential of 

a node is expressed as a linear combination of eighteen neighboring nodes instead of just 

six. A more detailed description of the derivation and the resulting algebraic equation is 

available in the literature [81]. 

Regardless of the type of conductivity used, applying the FDM to every node in 

the head model results in a linear set of algebraic equations with the same form as (2.14). 

Since the electric potential at every node can be expressed as a linear combination of only 

its neighboring nodes, the resultant system matrix is sparse. In the isotropic case there are 

no more than seven nonzero values per row in the system matrix, while in the anisotropic 

case there are no more than nineteen nonzero values per row. It can also be shown, that 

the system matrix is both symmetric and positive definite, which allows fast iterative 

methods, such as the PCG method, to be used to solve the system of equations. It should 

be noted that the current vector is also sparse, with nonzero values only occurring for 

nodes where there is a current source or sink. 

The main benefit of the FDM is that realistic features of the head can be 

accounted for, such as tissue discontinuities, tissue inhomogeneities, and anisotropic 

conductivity. This gives FDM head models a distinct advantage over analytical head 

models and even BEM head models. The electric potential is calculated for the entire 

head volume, allowing more detailed knowledge of the electrical activity in the head, as 

opposed to just knowing what is happening at a finite number of surfaces in the head. In 

both the isotropic and anisotropic formulations, discrete changes or discontinuities in the 

conductivity between neighboring voxels are allowed. Since only rectangular grids are 

employed, there can be concerns related to how well the grid represents the true head 

geometry, especially around tissue boundaries with complicated shapes. And, while this 

can be somewhat remedied by using higher resolution head models, computational 

resources place a limit on the number of nodes that can be used. 

2.8.2.3 Finite Element Method 

The FEM is a numerical method that has been used to solve partial differential equations 

for many different applications, especially when the modeling of complicated geometries 

is a concern. With the complex tissue boundaries and distributions in the head, FEM head 

models are quite popular for solving the forward problem in EEG source analysis [17, 44, 
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45, 58, 59, 61-63, 85-91]. Similar to FDM head models, FEM head models partition the 

entire head into smaller volumes, creating a computational grid consisting of finite 

elements. While regular grids of hexahedrons are occasionally employed, it is more 

common for irregular grids of tetrahedrons to be used with FEM head models. Such 

computational grids provide geometric flexibility that allows for the head anatomy 

obtained from MR images to be more accurately modeled. Regardless of the grid that is 

used, the computational nodes are typically located at the vertices of the finite elements. 

Additionally, both isotropic and anisotropic conductivity can be accounted for by the 

FEM, with the appropriate conductivity value being assigned to every finite element in 

the head model. 

In order to find the electric potential at every node, a number of different FEM 

approaches are possible. The two most common of these are Galerkin's weighted residual 

method and the Rayleigh-Ritz variational method [92], Both methods reformulate 

Poisson's equation and substitute in an approximation for the electric potential in order to 

obtain a discrete equation. For example, Galerkin's method reformulates Poisson's 

equation by multiplying it by a weighting function, a, and then integrating it over the 

head volume, V, such that 

J aV-(aV<f>)dV = -j aIvdV . (2.21) 

Then, using Green's first identity, the left hand side of (2.21) can be expressed as 

J aV-(oV^yF=cf a ( c V ^ ) - d S - J (Va)-(oV^)t/F, (2.22) 

where dV is the surface of the head volume. Substituting (2.22) into (2.21) and applying 

boundary conditions (2.6) results in the "weak formulation" of the forward problem 

l{Va)ioV4)dV = \yaIvdV . (2.23) 

Regardless of whether Galerkin's method or the Rayleigh-Ritz method is used, 

the next step for the FEM is converting the reformulated Poisson's equation into a 

discrete equation. In FEM head models, the unknown electric potential over the entire 

computational domain is approximated by 
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Mx,y,z) = j?6a,(x,y,z), (2.24) 
1=1 

where N is the number of nodes in the grid, <pt is the electric potential at node /", and 

ar,.(x,j',z) is a basis or shape function associated with node /'. Basis functions are 

interpolating functions that have a value of zero outside of the finite elements connected 

to their corresponding node and they span the space of piecewise polynomial functions 

[92]. Furthermore, basis functions have the unique property that they are equal to one at 

their corresponding node and are equal to zero at all other nodes [92]. It should be noted 

that Galerkin's method is a specific case of the general method of weighted residuals and 

it uses weighting functions that are identical to the basis functions in (2.24). Substituting 

(2.24) into the reformulated version of Poisson's equation results in a system of algebraic 

equations with the same form as (2.14). Because the basis functions have local support, 

only neighboring nodes contribute to the electric potential at every node. Thus, the 

system matrix is sparse and is usually quite large, depending on the number of nodes in 

the grid. As with the FDM, the FEM system matrix can be shown to be both symmetric 

and positive definite, thus making the use of fast iterative solvers possible. 

Head models generated with the FEM are very popular since they can accurately 

model realistic features of the head such as tissue discontinuities, tissue inhomogeneities, 

and anisotropic conductivity. Additionally, arbitrarily complex tissue geometries 

throughout the head volume can be more accurately modeled with the FEM than with 

other methods such as the FDM. While there are many positive aspects to FEM head 

models, there are some negatives. One of the main problems with FEM head models is 

determining how to best model a current dipole. This problem arises because the grids 

used by the FEM are, in general, irregular [90], As a result of this, many different 

approaches have been proposed for modeling a dipole in FEM head models [59, 90, 91]. 

There does not seem to be a general consensus, however, the two most popular methods 

seem to be the direct approach and the subtraction approach [59], Another problem with 

FEM head models has to do with actually generating the irregular grid. Setting up an 

optimal volume grid can be a challenging and, sometimes, time consuming task when 

compared to the regular grid used by FDM head models. In fact, dedicated algorithms 
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have been written just to generate optimal FEM computational grids. One of the benefits 

of using a regular grid is that conductivity tensors obtained with DTI can be directly 

mapped to the voxels in the head model. However, when irregular grids are used, as is the 

case with FEM head models, much more effort is required to determine what values 

should go where and may involve interpolating tensor values. 

2.8.2.4 Finite Volume Method 

The FVM was originally developed to solve partial differential equations for heat transfer 

and fluid flow applications [93], and it remains very popular in the field of computational 

fluid dynamics [46]. While the FVM is still not quite as common in electromagnetic 

applications, FVM head models have been used by several research groups for EEG 

source analysis [46-48, 94-100] and other related applications [101-105]. Like FDM and 

FEM head models, FVM head models partition the entire head into small volume 

elements. Theoretically, these voxels can be arbitrary shapes and sizes, providing the 

FVM with some geometric flexibility similar to the FEM. However, many of the head 

models in the literature use a regular grid with hexahedral voxels, similar to the FDM. 

This allows for a simple mapping of MRI data into the head model. Just as with the FDM 

and FEM, both isotropic and anisotropic conductivity can be accounted for by assigning 

the appropriate conductivity value to each voxel. However, nearly every FVM head 

model in the literature uses isotropic conductivities, with only one paper [94] using 

anisotropic conductivity. 

Poisson's equation is discretized by integrating it over finite volumes called 

control volumes that surround each computational node [93]. The nodes are usually 

located at the center of the voxels, so in this case the control volumes and the voxels are 

identical in location and shape and there is no need to distinguish between the two. 

Integrating Poisson's equation over a control volume, V, results in 

lv-{«V<t>yiV = -\vIvdV, (2.25) 

which can be simplified into Gauss' law by applying the divergence theorem, such that 

$dy(aV4>)-dS> = -\vIvdV, (2.26) 
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where dV is the surface of the control volume. The surface integral in (2.26) can be 

discretized as a sum of fluxes, or currents, through the surfaces of each control volume. 

And, because the current leaving a given control volume is identical to that entering the 

adjacent control volume, the FVM is conservative. 

In the most common case of using a cubic grid, (2.26) can be rewritten as 

Z O ^ S ^ - J /vrfK, (2.27) 

where (oV^-S) is the current through face / on the cube and S is the face area vector, 

oriented normal to the surface. The only thing left to discretize in (2.27) is the gradient of 

the electric potential, W<f>, on the faces of the control volume. There are two ways that 

this can be accomplished: using either the differential or integral definition of the 

gradient. With the differential definition of the gradient, finite differences are used to 

approximate the gradient. This is basically the same idea as with the FDM since the 

partial derivatives are substituted with truncated Taylor series expansions. With the 

integral definition of the gradient, the gradient theorem is used to derive an expression for 

the gradient across a closed surface, such that 

V^ = -^<j)jWS, (2.28) 

where V is the volume of the closed surface S. The surface integral in (2.28) can be 

discretized as a summation over the faces of the surface, such that 

V ^ l ^ S , , (2-29) 

where $ is the electric potential on face / and S, is the face area vector for face /'. This 

method was employed in [46] and has the advantage over the differential form of the 

gradient in that it imposes fewer restrictions on the smoothness of the computational grid 

[46]. It should be noted that on a regular hexahedral grid, both the differential and 

integral definition of the gradient result in the same algebraic equation. Therefore, the 

resulting discrete version of Poisson's equation on a cubic grid with isotropic 

conductivity is the same as (2.18) for the isotropic FDM head model. 
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For all variants of FVM head models presented in the literature, the system of 

algebraic equations is in the exact same form as (2.14). As with the FDM and FEM, the 

FVM system matrix is sparse due to the fact that only neighboring nodes contribute to the 

equation for a particular node's electric potential. Additionally, the system matrix can be 

shown to be both symmetric and positive definite. All these properties of the system 

matrix allow for fast iterative solvers to be used to solve the forward problem. 

Head models generated with the FVM may not currently be as popular as their 

FDM and FEM counterparts, but they share many of the same features that make them 

ideal for modeling heads. FVM head models are able to accurately model realistic 

features of the head such as tissue discontinuities, tissue inhomogeneities, and anisotropic 

conductivity. Additionally, since integral equations are employed, the FVM is a naturally 

conservative numerical method. This is sometimes considered the most attractive feature 

of the FVM [93]. Current is conserved such that Gauss' law is exactly satisfied for each 

control volume and over the entire computational domain [93]. And, this feature of the 

FVM exists for any grid resolution, not just in the limiting case when the number of grid 

points becomes very large [93]. As was the case with a cubic grid and isotropic 

conductivity, the FVM can sometimes result in the same algebraic equations as the FDM. 

While both numerical methods are very similar, the FVM benefits from having a more 

physics oriented approach to discretizing partial differential equations. Thus, in addition 

to providing a discrete version of Poisson's equation, the FVM also allows for a more 

intuitive understanding of the algebraic terms and how they relate to the electrical activity 

of the head. While the FVM is not limited to rectangular grids, it is quite common for 

such grids to be used out of convenience. These regular grids with hexahedral voxels 

allow for direct mapping of MRI data, such as conductivity tensors, into the head model. 

Thus, it is possible to eliminate some reliance on image segmentation to generate 

numerical head models. As well, when irregular grids are employed, a considerable 

amount of effort and time can be expended just to generate an optimal grid. With 

rectangular grids, the grid can simply be chosen to be the same as in the source MR 

images. 

While the FVM has many desirable features, there does not seem to be a FVM 

head model for EEG source analysis that incorporates anisotropy and uses a rectangular 
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grid. Only one example of an anisotropic FVM head model seems to exist in the 

literature, and it used an irregular grid with tetrahedral voxels [94]. Additionally, 

generalized anisotropy was not used by this head model, since it employed conductivity 

tensors with anisotropy only in the radial and tangential directions. With the advantages 

of FVM head models previously mentioned, it seems like an anisotropic FVM head 

model using a regular grid of hexahedrons would be a valuable contribution to the field 

of EEG source analysis. Such a model has been developed in the work presented in the 

following chapters. 

2.9 Inverse Problem 
In EEG source analysis, the inverse problem involves characterizing a current source 

from measured EEG scalp potentials. For the case of a single equivalent dipole model, 

this means determining the current source's location, orientation, and magnitude. Lead 

field analysis using reciprocity is an efficient way to determine the best fit current source 

for the EEG measurements. Both lead field analysis and reciprocity will be discussed in 

greater detail in the following sections. 

2.9.1 Lead Field Analysis 

Lead field analysis is a technique used to solve the inverse problem in EEG source 

analysis. Central to the concept of lead field analysis is the lead field matrix (LFM), 

which defines the relationship between current sources at discrete locations and the 

electric potentials at the scalp electrodes [106]. Determining the LFM is a prerequisite for 

solving the inverse problem, and it is equivalent to solving the forward problem for each 

possible dipole location and orientation. While there are a seemingly limitless number of 

possible dipole orientations, the principle of superposition allows any single dipole to be 

represented as a linear combination of three mutually orthogonal dipoles. Thus, the 

forward problem need only be evaluated for three mutually orthogonal orientations at 

each dipole location. 

The LFM is calculated column-by-column in an iterative fashion, solving each of 

the required forward problems and filling the LFM columns with the electrode potentials. 

Figure 2.5 provides a visual representation of the LFM structure for the case when there 

are M electrodes and N possible dipole locations. As indicated, the indices of the rows 
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correspond to the electrodes on the scalp, while the indices of the columns correspond to 

the dipole locations and orientations. For example, the column labeled ix corresponds to 

a dipole at location / and oriented in the x-direction. Once the LFM is calculated, a 

dipole localization algorithm is used to determine the location and orientation that results 

in electric potentials that best fit the measured EEG scalp potentials. While there are a 

variety of different dipole localization algorithms, one of the more commonly used ones 

is the well-known MUSIC (Multiple Signal Classification) algorithm. For the case of a 

single equivalent dipole model, the MUSIC algorithm involves a least squares fitting and 

an exhaustive search of the solution space to find the dipole that best accounts for the 

measured EEG scalp potentials. Full details of the MUSIC algorithm and its application 

to the inverse problem can be found in the literature [107, 108]. 

Dipole locations and orientations 

1. 1.. 1. K Ny K 
r 

Electrodes -\ j L FI A 

M 

Figure 2.5: Visual representation of the lead field matrix. 

One of the benefits of using lead field analysis is that the LFM only depends on 

the head model and the electrode configuration. Therefore, once the LFM is generated, it 

can be used repeatedly with any dipole localization method to localize any number of 

sources from different EEG scalp potentials. Unfortunately, generating the LFM in the 

first place can be an extremely time consuming process. Head models can have anywhere 

from several hundred thousand nodes up to several million nodes, depending on the 

resolution of the computational grid. Since the forward problem must be solved for three 

dipole orientations at up to several million locations, it seems obvious that generating the 

LFM can quickly become the limiting factor in performing lead field analysis. One way 

to deal with this problem is to restrict the inverse problem's solution space by reducing 
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the number of possible dipole locations used in the LFM. Therefore, fewer forward 

problem solutions are required to generate the LFM. Oftentimes this is accomplished by 

using a priori knowledge about the nature of the current source, including physiological 

and anatomical information so that the possible solutions make biological sense [15]. For 

example, EEG scalp potentials originate from the pyramidal cells, which are located 

within the cerebral cortex and are oriented perpendicular to the cortical surface. With this 

knowledge, the possible location and orientation of a current dipole in a head model can 

be limited. Other a priori knowledge sometimes comes from functional imaging 

techniques, such as functional MRL which can be used to determine the active regions of 

the brain and limit the solution search to those regions. In addition to reducing the 

solution space, there is also an alternative method of calculating the LFM which is much 

more efficient. Using the reciprocity theorem, the time required to calculate the LFM can 

be drastically reduced. 

2.9.2 Reciprocity 

Reciprocity is an essential part of EEG source analysis that allows for the LFM to be 

constructed in a time efficient manor. Finding a solution to the inverse problem normally 

requires solving the forward problem for three mutually orthogonal dipole orientations at 

every possible dipole location in the head model. However, the reciprocity theorem can 

be exploited so that the number of forward problem solutions is reduced to just the 

number of electrodes being used. With no more than one hundred electrodes typically 

being used in EEG source analysis, the reciprocity theorem can easily reduce the amount 

of time required to construct the LFM. 

The reciprocity theorem was first applied to EEG source analysis by Rush and 

Driscoll in 1969 [70], when they proved that reciprocity holds true for general 

inhomogeneous anisotropic conductors. The easiest way to understand the reciprocity 

theorem is to consider a general 2-port resistor network with ports AB and CD. If 

current IAB is introduced at port AB, potential difference (f>CD is generated at port CD. 

Conversely, if current ICD is introduced at port CD, potential difference (f>AB is generated 

at port AB. The reciprocity theorem then states that these currents and potential 

differences are related, such that 
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</>ABIAB=<f>CDICD- (230) 

While not identical to (2.30), a very similar relationship can be derived for the case when 

the reciprocity theorem is applied to EEG source analysis. In this case, the potential 

difference between electrodes A and B due to a current dipole, p , at position r , can be 

calculated if the electric potential ^(r) due to current IAB between electrodes A and B 

is known. This can be expressed more concisely with the mathematical version of the 

reciprocity theorem, which states that 

A.<r.p) = e ^ * l (23,) 

Therefore, instead of calculating the electric potential at the electrodes for every possible 

dipole location and orientation, the LFM can be calculated simply by doing the opposite 

to this procedure. Placing a current sink at the reference electrode and a current source at 

each other electrode, the electric potential at any location in the head model can be 

calculated. Using the reciprocity theorem, the potential differences at the electrodes due 

to any dipole can easily be calculated. Essentially, this can be thought of as calculating 

the LFM row-by-row instead of column-by-column. For a more detailed description of 

lead field analysis using reciprocity, see the literature [52, 70, 106]. 
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Chapter 3: Anisotropic Finite-Volume Head Model in 2D 

The finite volume method (FVM) has many features that make it an attractive numerical 

method for electroencephalogram (EEG) source analysis. It is able to accurately model 

realistic features of the head, including tissue discontinuities and tissue inhomogeneities. 

The FVM is also a naturally conservative numerical method, with current being 

conserved and Gauss' Law being satisfied over the entire computational domain [93]. 

Compared to other numerical methods, the FVM benefits from having a more physics 

oriented approach to discretizing partial differential equations. This allows for an 

intuitive understanding of the algebraic terms and how they relate to the electrical activity 

of the head. Additionally, it is quite common with the FVM for the system matrix to be 

symmetric and positive definite. These properties in particular are very desirable since 

they allows for computationally efficient methods to be used to solve the system of 

equations. While the FVM does have many attractive features, there seems to be little to 

no mention in the literature of using anisotropic conductivity in FVM head models. 

Although the possibility of using anisotropic conductivity has been mentioned [46, 92], 

only one example of anisotropic FVM head model has been found in the literature [94] 

and it uses a complicated grid of triangular prisms. Consequently, it is felt that 

developing an anisotropic FVM head model would be a valuable contribution to the field 

of EEG source analysis. 

In this chapter, two different methods of incorporating anisotropic conductivity 

into a FVM head model will be developed: a voxel-centered approach and a vertex-

centered approach. The voxel-centered approach places the computational nodes at the 

voxel centers, while the vertex-centered approach places the computational nodes at the 

vertices of the voxels. For clarity, both are only presented in two dimensions here, but 

can easily be extended to three dimensions. The purpose of developing two different 

anisotropic FVM head models is to determine which one would be better suited to the 

purpose of EEG source analysis. With this in mind, both approaches are evaluated and 

compared based on their solutions to the forward problem as well as the amount of 

computer memory required to implement them. Based on this evaluation, the vertex-

centered approach was ultimately chosen over the vox el-centered approach. 
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3.1 Head Model Development 

In some previous studies [46], the FVM was developed within a generalized curvilinear 

coordinate system. While a curvilinear coordinate system offers flexibility in terms of 

voxel shape, the present work will be limited to the Cartesian coordinate system with 

strictly cubic voxels. In two dimensions this means that the voxels and control volumes 

are both two-dimensional square elements with dimensions of hxh. Additionally, the 

conductivity tensor in two dimensions is represented by a symmetric 2x2 matrix, such 

that 

There are two reasons for using this Cartesian voxel framework. First, non-rectangular 

grids may have geometric singularities, where voxels degenerate into a line or a point, 

that require special treatment [46]. Typically this means additional equations and 

unknowns are necessary, complicating the process of discretizing Poisson's equation. 

Second, setting up an irregular grid can be a challenging and, sometimes, time consuming 

task that may even require a dedicated algorithm. With a Cartesian grid the qualitative 

and quantitative head tissue properties can be directly mapped from the Cartesian grid 

used by the medical images. However, when irregular grids are used, much more effort is 

required to determine the mapping from medical images to the head model. This can be 

even more complicated when the mapping involves conductivity tensor values instead of 

just scalar values. 

With a Cartesian coordinate system chosen, voxel-centered and vertex-centered 

approaches to the FVM were used to incorporate anisotropic conductivity into a head 

conductor model. The initial steps involved with both approaches are the same, starting 

with each side of Poisson's equation being integrated over the control volume, V, such 

that 

-lv\CV<j>)dV = llvdV. (3.2) 

This is followed by the application of the divergence theorem to the left hand side of 

(3.2) , which results in 
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£>V^HS=J>^ (3.3) 

At this point in the derivation the subsequent steps for the voxel-centered and vertex-

centered approaches begin to differ. Therefore, detailed descriptions of the remaining 

steps involved in the development of both approaches are provided in the separate 

sections. 

3.1.1 Voxel-Centered Approach 

Motivation for the voxel-centered approach came from several sources [46, 96, 104] and 

it involves placing the computational nodes at the centers of the grid voxels. The two-

dimensional computational grid used for the following derivation is depicted in Figure 

3.1. Figure 3.1 (a) shows the voxel and node numbering convention, while Figure 3.1 (b) 

shows the labeling convention for locations on the control volume. 
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Figure 3.1: Computational grid for the 2D FVM voxel-centered approach. The 
(a) voxels and nodes are denoted by numbers 1 through 9 and the (b) control 

volume (shaded area) labeling convention is shown. 

To discretize (3.3) for node 5, the current source density is assumed to be constant over 

the control volume and the surface integral can be evaluated for each face of the control 

volume such that 

- ( ( a V ^ - S ' ^ - ^ V ^ - S ' ^ + ̂ V ^ - S ^ ^ - ^ V ^ - S ^ ) ^ / , , / ! 2 , (3.4) 
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where Sx and Sy are the normal vectors for the faces of the control volume and are 

defined as 

Sx = (3.5) 

Sy = (3.6) 

Each of the terms on the left hand side of (3.4) can be physically interpreted as the 

current flowing out of the faces of the control volume, while the term on the right hand 

side is the total source current, I, originating in the control volume. The left hand side 

terms in (3.4) can be discretized further by calculating the current flowing through each 

face of the control volume. As a sample calculation, the current flowing out through face 

e will be evaluated. This is done by first approximating the gradient at point e using 

finite differences, such that 

V& (3.7) 

Therefore, substituting (3.7) into (aV<f>• Sx) allows it to be simplified into 

(oV*-S*)f 
o„ o„ = aT{^-^) + a7{^m-^). (3.8) 

The electric potential at the corners of the control volume, <j>ne and <f>se, are not located at 

computational nodes but they can still be approximated, such that 

(3.9) 

4> A+A+A+A (3.10) 

Then (3.8) can be further simplified using just the electric potential at computational 

nodes 
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xy 

(oV^-S")c=or."(^6-^) + ̂ -[(A+A)-(^+A)]- (3.11) 

Since the conductivity tensors are defined as being piecewise constant over each voxel, 

the conductivity is not very well-defined along the faces of the voxels. As such, the value 

of the components of ae are not very well defined in (3.11). In order to define these 

values, knowledge of the Neumann boundary conditions is utilized, which specifies that 

current is continuous across face e . Using a similar technique as employed in [104], two 

non-overlapping "secondary cells" are defined and used to calculate the current on either 

side of face e, as shown in Figure 3.2. 

Secondary cells 

y 

-+-x 

Figure 3.2: Secondary cells used for the 2D FVM voxel-centered approach. The 
secondary cells are indicated by the dashed lines and are used to calculate the 

current on either side of control volume face e. 

The current on the left hand side of face e can be defined, such that 

r 
a: a. U-4)/0V2)' = 2 < ( ^ - ^ 5 ) + < ( « t - « y , (3.12) 

while the current on the right hand side of face e can be defined similarly, such that 

2 < ( ^ - ^ ) + a f ( ^ - 4 , ) - (3-13) J 
_ « _xy 

of o> 

{<f>6-<f>e)l{hl2) 
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Since current is continuous across face e, then J+ -J , implying that 

2v? fa-&) + <rr fa-ts.) = *??(&-&) + <# fa-&)• (3-14) 

Rearranging (3.14) to solve for <pe results in 

A = -
<<t>5 +<& +\(<*?-<T?)fa-h) 

a5 +a6 

(3.15) 

Therefore, (3.15) can now be substituted into either of (3.12) or (3.13) since the Neumann 

boundary conditions specify that J+ = J~ - (aVifi-Sj . The result of this is 

(cVtf-S*). 
2a'a* ( A - * ) * - ' -

—xx ^.xy , _;oc ^_xy 

o\ or + a, o? 
_XX , XX 

cr5 +a6 

_XX . XX {<f>ne-<l>se)- (3-16) 

As before, <j)ne and <j>se can be approximated using (3.9) to obtain an expression similar to 

(3.11) 

^ ^.xx ^. xx xx xv , J^xx^_xy 

(«v*s')=:^(*-*)+ ' ' ' ' 
CTS +CJ6 4(o-5-+o-r) 

[r t+^)-(^+^)] . (3.17) 

Using the same reasoning employed for face e, similar expressions can be developed for 

the current through each other face of the control volume. The current through the faces 

of the control volume can thus be written as 

- $ > V * ) . d S : 

ry* 

°£te-4)+^[to+*4)-w,+*6)] 

+trt (A_^)+£^.[(^+A)_(^+A)] 

+<{<t>6 -<f>s)+^r[(A +&h(A +<4)] 

-K751'(A-^)+-f[(A+A)-(A+A)] 

where simple expressions for the conductivity values have been used for clarity and are 

defined as 

(3.18) 
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^ = 4 ^ (3-19) 
o?+o?' 

-.yy^xy yy xy 
ryx _ u2 u5 ^u5 u2 o£ = 2 I. I 2 , (3-20) a f +ayy 

1 ^~xx ^-Xx 

<T4 +<JS 

—xxxy xx xy 

__ a4 oy +<j5 a/ 
<J4 +<J5 

a5 +a6 

Icrfar 

(3.21) 

°Z= 4 I . L 4 ,- (3-22) 

O XV Xt 

g " = ^ ^ , (3.23) 
-so _xx , xx ' y ' 

—xxxy . —XX xy 

< = 5 t . I 3 , (3-24) 

>y = — 5 - 8 ( 3 2 5 ) 

cr/' + a? 

(jyvfjxy ayyGxy 

Rearranging (3.18) and substituting it into (3.4) results in the final discrete version of 

Poisson's equation using the voxel-centered approach 
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U 5 2 "^ 
56 

<X yx 

^ 5 6 -

O-; 

u 5 2 

'54 

C7, 58 

+ -
G, 

k 

A 

(t>2 

04 

1rr3* cr 
£?-+2f-|A 

r ^ 

' 56 
+ -

^58 (f>9 

= 1 . (3.27) 

3.1.2 Vertex-Centered Approach 

Motivation for this approach came from numerous sources, with comparable numerical 

formulations having been applied to research areas such as modeling fluid flow in oil 

reservoir simulations [109-121]. As the name indicates, the vertex-centered approach 

places the computational nodes at the vertices of the voxels, as opposed to the voxel-

centered approach, which places the nodes at the center of the voxels. The two-

dimensional computational grid used for the following derivation is depicted in Figure 

3.3. Figure 3.3 (a) shows the voxel labeling and node numbering convention, while 

Figure 3.3 (b) shows the labeling convention for locations on the control volume. 
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Figure 3.3: Computational grid for the 2D FVM vertex-centered approach. The 
(a) voxels are denoted by letters A through D and nodes are denoted by 
numbers 1 through 9 and the (b) control volume (shaded area) labeling 

convention is shown. 

To discretize (3.3) for node 5, the current source density is assumed to be constant over 

the control volume and the surface integral can be evaluated for each face of the control 

volume such that 

-((oV^-Sx)g-(oV^-Sx)w + (oV^-S y ) n - (oV^-S J ) J = /vA
2 (3.28) 

where Sx and Sy are the normal vectors for the surface of the control volume and are 

defined as 

Sx = (3.29) 

Sy = (3.30) 

As with the voxel-centered approach, each of the terms on the left hand side of (3.28) can 

be physically interpreted as the current flowing out of the faces of the control volume, 

while the term on the right hand side is the total source current, / , originating in the 

control volume. The left hand side terms in (3.28) can be discretized further by 

calculating the current flowing through each face of the control volume. As a sample 

calculation, the current flowing out through face e will be evaluated. To do this, the 
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current can first be split into a sum of two currents, one in voxel B and one in voxel D, 

as shown in Figure 3.4, such that 

(aV0.Sx) =j»+j°=cBV<p: 
v 2 y 

-°Dv€ 's*^ 
v 2 ; 

(3.31) 

where JB
e and Je

D are the currents through face e in voxels B and D, respectively, and 

V$f and V<f>® are the electric potential gradients at point e in voxels B and D, 

respectively. 
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Figure 3.4: Current flow through a control volume face. The current can be 
split into two components through face e, one in voxel B and one in voxel D. 

The gradients in (3.31) can be approximated using finite differences, such that 

M-c)/(^/2). 

v^1 {<P6-A)lh 

(3.32) 

(3.33) 

Expressions for the currents Jf and J® can now be rewritten as 
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J? = 

^xx ^xv 
aB &B 

_xx ^.xv <jn <y 

{<Pne-<f>e)/{h/2)_ 

~h/2 

0 

"A/2" 

0 

<j 

?"W-^) + ̂ W - ^ ) » (334> 

^ - ^ ) + <'(L-A)- (3-35) 

Additionally, (3.34) and (3.35) can be further simplified by approximating the electric 

potentials (j>m, 05e, and <f>e as 

4 

A 

<t>2 

*.= 

+ <f>6+A 
4 

+ <f>3+(f>5 

4 

<f>5+<f>6 

+ <t>9 

+k 

(3.36) 

(3.37) 

(3.38) 

Therefore, (3.34) and (3.35) can be rewritten using (3.36), (3.37), and (3.38), such that 

xx xy 

J*. =^ (<4-^ ) + ̂ [ (<4MH<4+^) ] , (3-39) 

xy 

J?=^-{k-k)+-f-[(b+4>)-{&+&)]> 

which results in a final expression for the current through face e 

GB +aDJ 

(«V^.SX) 

-(£-£) 
r*y 

+^-[(A+A)-(^+^)] 

(3.40) 

(3.41) 

Using the same reasoning employed for face e, similar expressions can be developed for 

the current through each other face of the control volume 
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(<TV^.S*)M 

<rA +crc J 
(A'A) 

a 
+- I[(4+£)_(£+£)] 

4 
/T 

+-£-[(£+£)-(4+4)] 

(3.42) 

( ° V * S 1 = 

( a - + < ) 
(A-A) 

f[fe+4H*4+6)] 

7-[(^+A)-(^+A)] 

(3.43) 

(cV^.Sy) 

( < + < ) 
(fa 'A) 

rrxy 

+-f[W+A)-(^+A) 

+-
<TB -[(<4+^)-(^+4)] 

(3.44) 

Now, (3.41), (3.42), (3.43), and (3.44) can be used to rewrite (3.28), such that the final 

discrete form of Poisson's equation using the vertex-centered approach is 

\°74\ ~\(<+<)A +\<A-\(<+^c)A 

+-\ 

i f ~-XX i ~.xx i ^-xx i ^xx yy ^.yy \ 

1 aA +crB +ac +aD + ay
A

} +Gy
B

y 

2{+a?+ayy+ a7 - o f - axy + a? -C ' ^D ' ^ A ^B 

A 
D J 

I 2 
(a-+a-)^+~a^1-U^+a^-\<7^9 

(3.45) 

Using the properties of the coefficients, (3.45) can be written in a more compact form, 

such that 
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E44 
1=1 

f \ 
9 

1=1 
h=i, (3.46) 

where the coefficients, Aj, are defined as 

i 2 ^ (3.47) 

^=~(of+<), (3.48) 

4=^> (3.49) 

^4=--(aJ+a-), (3.50) 

4=-~(°'"+ff")' (3.51) 

(3.52) 

4 = -\{<r?+* 2% (3.53) 

4 = ~ ^ - (3.54) 

Upon evaluating the coefficients in (3.46), it can be seen that they are similar to 

those derived by the anisotropic finite difference method (FDM) in [81], In fact, with 

some rearrangement of the equations, the vertex-centered approach's coefficients and the 

coefficients in [81] can be shown to be identical. This is important to note, since the 

anisotropic FDM has already been shown to have a good degree of accuracy [81], Its 

accuracy was evaluated using the analytical solution to Laplace's equation for an 

inhomogeneous anisotropic cube. While an anisotropic cube obviously does not represent 
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a real head, the analytical solution allowed the numerical accuracy of the anisotropic 

FDM to be assessed. It is also important to note that the main difference between the 

vertex-centered approach and the anisotropic FDM is that the vertex-centered approach 

utilizes a considerably simpler derivation. Instead of using the complicated "transition 

layer" technique [84], the vertex-centered approach employs a much more physically 

intuitive derivation, allowing the algebraic terms to be understood with regards to the 

electrical activity that they represent. 

3.2 Head Model Comparison 

Since only one FVM approach is to be implemented in three dimensions, the voxel- and 

vertex-centered approaches must be evaluated and compared to determine which one is 

better suited to EEG source analysis. The two approaches are compared based on their 

solutions to the forward problem as well as the amount of computer memory required to 

implement them. These methods of comparison are described in more detail in the 

following section and it should be noted that all computer simulations are implemented 

on a desktop computer with a 3.2 GHz Pentium 4 processor and 2 GB of RAM. 

3.2.1 Methods 

Two different methods are used to compare the voxel- and vertex-centered approaches. 

The first method compares their solutions to the forward problem. Ideally, an analytical 

solution would be used as a "gold standard" to determine which approach's forward 

problem solution is more accurate. However, since it has already been determined that 

the vertex-centered approach produces accurate results [81], the voxel-centered approach 

will be compared to the vertex-centered approach. The second method compares how 

efficient the voxel- and vertex-centered approaches are at using memory when 

implemented on a computer. The main culprit for using memory is the system matrix, 

since there are typically millions of computational nodes and their associated equations. 

As such, both the voxel- and vertex-centered approaches' system matrices are evaluated 

to determine how efficient they are at using computer memory. The full details for both 

methods of comparison are provided below. 
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3.2.1.1 Forward Problem Solution 

The forward problem is solved for a two-dimensional version of the three-shell spherical 

head model. For this circular head model, the radii of the shells are 9.2 cm, 8.6 cm, and 

8.0 cm for the scalp, skull, and brain, respectively. With a current dipole located at the 

center of the head model and oriented in the positive x-direction, the voltages at every 

computational node within the head models are computed. 

For the head model's conductivity, an isotropic case and three different 

anisotropic cases are used to compare the voxel- and vertex-centered approaches. For the 

isotropic case, a ratio of 1:1/15:1 is used for the scalp-to-skull-to-brain conductivity ratio 

[33]. For the anisotropic cases, only the skull and brain are made anisotropic with 

anisotropy ratios of 2:1, 5:1, and 10:1 for the skull's tangential-to-radial conductivity 

ratio and for the brain's radial-to-tangential conductivity ratio. In order to make valid 

comparisons between the isotropic and anisotropic cases, the volume constraint [59] is 

used to calculate the anisotropic conductivities of the skull and brain. The volume 

constraint retains the geometric mean of the tensor eigenvalues and, thus, the volume of 

the conductivity tensor ellipsoid. In two dimensions, this means the area of the 

conductivity tensor ellipse is retained, such that 

^ K o ) 2 = ^ r a d ^ t a n > ( 3 5 5 ) 

where aiso is the isotropic conductivity and cxrad and crtan are the anisotropic 

conductivities in the radial and tangential directions, respectively. The idea behind using 

the volume constraint is that each test case will contain equal amounts of total 

conductivity, and thus, the only difference is the directionality of the conductivity. Table 

3.1 summarizes the conductivities used for each test case. 
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Table 3.1: Circular head model conductivities. 

Anisotropy 
Ratio 

1:1 
2:1 

5:1 

10:1 

Scalp Conductivity 
(S/m) 

Radial Tangential 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

Skull Conductivity 
(S/m) 

Radial Tangential 

0.0200 

0.0141 

0.00894 

0.00632 

0.0200 

0.0283 

0.0447 

0.0632 

Brain Conductivity 
(S/m) 

Radial Tangential 

0.300 

0.424 

0.671 

0.949 

0.300 

0.212 

0.134 

0.0949 

Since the voxel- and vertex-centered approaches have different node locations, 

special consideration must be paid when positioning the current dipole. In order to 

position the current dipole at the center of the head, there must be a node located at the 

center of the head model. For the voxel-centered approach this means that a voxel's 

center must be at the center of the head model. However, for the vertex-centered 

approach this means that a voxel's vertex must be at the center of the head model. 

Consequently, both approaches require slightly different grid resolutions to accommodate 

this dipole location. The voxel-centered approach uses a head model that is comprised of 

183 voxels across its diameter, corresponding to a grid resolution of 1.005 mm and a total 

of 26317 nodes in the head model. The vertex-centered approach, however, uses a head 

model that is comprised of 184 voxels across its diameter, corresponding to a grid 

resolution of 1.000 mm and a total of 26981 nodes in the head model. With different grid 

resolutions and node locations, special consideration must also be paid when comparing 

the resulting voltage values. In order to evaluate the forward problem solution for the two 

different approaches, voltages at the same locations in the head model must be compared. 

Consequently, linear interpolation is used to calculate the vertex-centered voltages at the 

node locations of the voxel-centered head model. 

Both the voxel- and vertex-centered approaches are implemented with MATLAB 

software. Before solving the forward problem, a reference potential is assigned to the 

node at the center of the head model. The forward problem is solved iteratively by 

MATLAB using the built-in iterative solvers. For the vertex-centered head model, the 

conjugate gradient (CG) method is used, whereas for the voxel-centered head model, the 

bi-conjugate gradient (BCG) method is used. The reason for this difference is that the 
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voxel-centered system matrix is not symmetric and the C G method requires a symmetric 

system matrix, but the BCG method does not. 

The forward problem solutions for the voxel- and vertex-centered approaches are 

compared quantitatively using two error measures: the L2 relative error norm and the 

correlation coefficient. These error measures are chosen since they are commonly used in 

the EEG source analysis to evaluate head model performance [45, 62, 78, 85, 122]. The 

L2 relative error norm is defined as 

R E = 

/vox ; v 

<P -<P 

lb 
xlOO%, (3.56) 

where ^vox and ^vert are the voltage values from the voxel- and vertex-centered 

approaches, respectively. The L2 relative error norm measures the agreement of the 

magnitude and shape of the two different sets of voltages, and is measured with respect to 

the vertex-centered voltages. A value of 0% for the L2 relative error norm indicates 

perfect agreement between the two sets of values. The correlation coefficient is defined 

as 

z(crt -fat)Ur -f^) 
C C = , '=1 (3.57) 

%\$r-<r) z(c-^vox) 

where tf>mx and (f>ytA are the mean values of the voxel- and vertex-centered voltages, 

respectively, and N is the number of voltage values being compared. The correlation 

coefficient measures the agreement of the shape of the two different voltage distributions. 

A value of 1 for the correlation coefficient indicates perfect agreement between the two 

sets of values. 

3.2.1.2 Memory Requirements 

When deciding between the voxel- and vertex-centered approaches it is important to 

examine how efficiently each approach uses memory when implemented on a computer. 

When dealing with head models that consist on several million nodes, the amount of 

available memory and computational power on a computer becomes a primary concern. 

48 



The main culprit when it comes to using up memory is creating and loading the system 

matrix. As such, both the voxel- and vertex-centered approaches will be evaluated on the 

memory requirements for their system matrices. 

While both approaches produce a large, sparse system matrix, they do have one 

major difference. The vertex-centered approach has a symmetric system matrix, while the 

voxel-centered approach does not. When a system matrix is symmetric it implies that the 

coefficient of node X in the equation for node Y should be the same as the coefficient of 

node Y in the equation for node X. For example, using the voxel-centered approach and 

the numbering convention in Figure 3.1, the coefficient for node 6 when evaluating node 

5 is 

As = -
xx _ ^ 5 2 _|_ ^ 5 8 
56 4 4 

(3.58) 

while the coefficient for node 5 when evaluating node 6 is 

(3.59) As 
yx yx \ 

xx , u63 _ u69 

4 4 , 

It can be shown that a™ = a™, but -af2 +a^ * a^ - a £ . Therefore, Ai6 * A65 and the 

system matrix for the voxel-centered approach is not symmetric. Alternatively, using the 

vertex-centered approach and the labeling and numbering convention in Figure 3.3, the 

coefficient for node 6 when evaluating node 5 is 

4 6 = ~ ( a " + a ° ) ' (3-60) 

while the coefficient for node 5 when evaluating node 6 is 

4 , — - ( < + < ) • (3-61) 

It is easy to see that 4se = 4» ar,d that the system matrix for the vertex-centered approach 

is symmetric. 
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3.2.2 Results 

The results for the comparison of the voxel- and vertex-centered approaches are provided 

below. While the results of the forward problem solution provide a quantitative 

comparison of the two approaches, the results of the memory requirements are more 

qualitative in nature. 

3.2.2.1 Forward Problem Solution 

The results from the quantitative comparison of the voxel- and vertex-centered 

approaches are summarized in Table 3.2. In addition to the L2 relative error norm and the 

correlation coefficient, the maximum and minimum voltage values are also provided for 

both approaches in Table 3.2. 

Table 3.2: Forward problem solution comparison for 2D FVM approaches. 

Anisotropy 
Ratio 

1:1 

2:1 

5:1 

10:1 

RE (%) 

0.80 

2.79 

15.27 

44.07 

CC 

1.0000 

0.9997 

0.9976 

0.9947 

Maximum 
Voxel-

centered 

121.14 

131.69 

156.40 

187.90 

Voltage (V) 
Vertex-
centered 

120.81 

130.95 

131.97 

124.73 

Minimum Voltage (V) 
Voxel- Vertex-

centered centered 

-121.14 

-131.69 

-156.40 

-187.90 

-120.81 

-130.95 

-131.97 

-124.73 

After evaluating all the test cases, it can be observed that the there is good agreement 

between the voxel- and vertex-centered approaches for the isotropic case and for the 

anisotropic case with an anisotropy ratio of 2:1. However, the agreement between the 

voxel- and vertex-centered approaches decreases considerably as the anisotropy ratio 

increases to 10:1. Overall, the trend of the data is that the L2 relative error norm increases 

and the correlation coefficient decreases for higher anisotropy ratios. Additionally, as the 

anisotropy ratio increases, it would appear that the agreement of the voltages' magnitude 

is more affected than the shape of the voltage distributions. The changes in the L2 

relative error norm are fairly substantial, increasing from 0.80% for the isotropic case to 

44.07% for the anisotropic case with an anisotropy ratio of 10:1. This increase in the L2 

relative error norm corresponds to differences between peak voltages of 0.33 V for the 

isotropic case and 63.17 V for the anisotropic case with an anisotropy ratio of 10:1. The 

changes in the correlation coefficient, however, are less substantial than those for the L2 
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relative error norm. The correlation coefficient decreases from 1.0000 for the isotropic 

case to 0.9947 for the anisotropic case with an anisotropy ratio of 10:1. This decrease in 

the correlation coefficient corresponds to only a slight reduction in agreement of the 

shapes of the two different voltage distributions, as illustrated in Figure 3.5 and Figure 

3.6. It should be noted that normalized voltages are used for Figure 3.5 and Figure 3.6 so 

that only the differences in the shape of the voltage distributions are shown and not 

differences in the voltage magnitudes. 

Figure 3.5: Normalized voltage contour plots for anisotropy ratio of 1:1. The 
voltages shown are for the (a) voxel- and (b) vertex-centered approaches. 

Figure 3.6: Normalized voltage contour plots for anisotropy ratio of 10:1. The 
voltages shown are for the (a) voxel- and (b) vertex-centered approaches. 
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3.2.2.2 Memory Requirements 

With regards to memory requirements, the result of having a symmetric system matrix is 

easy to understand. For a symmetric system matrix, only the upper triangle of the matrix 

needs to be stored in memory, reducing the memory requirements by almost half when 

compared to a matrix that is not symmetric. For example, in the two-dimensional case 

presented for the voxel- and vertex-centered approaches there are nine coefficients per 

row of the system matrix. For the voxel-centered approach, every coefficient in every 

row must be stored in memory. However, for the vertex-centered approach, only five of 

the nine coefficients in each row need to be stored in memory due to the symmetry of the 

system matrix. Therefore, with the same amount of available memory, this means that 

almost double the number of equations, or double the grid resolution, can be 

implemented for the vertex-centered approach as opposed to the voxel-centered 

approach. 

3.2.3 Discussion 

The voxel- and vertex-centered approaches to the FVM were evaluated and compared in 

order to determine the more suitable head model to use for EEG source analysis. 

Quantitatively, the voxel-centered approach showed good agreement with the vertex-

centered approach for anisotropy ratios of 1:1 and 2:1. However, the agreement between 

the voxel- and vertex-centered approaches decreases as the anisotropy ratio increases to 

10:1; that is, the L2 relative error norm increases and the correlation coefficient decreases 

as the anisotropy ratio increases. While the correlation coefficient decreases as the 

anisotropy ratio increases, it only decreases from 1.0000 down to 0.9947 for anisotropy 

ratios of 1:1 and 10:1, respectively. As shown in Figure 3.5 and Figure 3.6, this drop in 

correlation coefficients seems to indicate that the shape of the voltage distributions 

remain in good agreement for all the test cases. Conversely, the L2 relative error norm 

increases from 0.80% up to 44.07% for anisotropy ratios of 1:1 and 10:1, respectively. 

With the shapes of the voltage distributions being in good agreement, it appears that the 

main reason for the decreasing agreement between the voxel- and vertex-centered 

approaches is due to a difference in the voltages' magnitude. This is further illustrated by 

the increasing difference between the maximum (and minimum) voltages for the voxel-

and vertex-centered approaches. 
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It is expected that these results can be somewhat accounted for by the slight 

difference in the head models. With the voxel- and vertex-centered head models having 

slightly different resolutions, some amount of discrepancy between their voltage values is 

expected. However, it is not clear why there is such a large disagreement between the 

methods as the anisotropy ratio increases to 10:1. Since the vertex-centered approach has 

already been shown to produce accurate results [81], these quantitative results seem to 

indicate that the voxel-centered approach is less accurate than the vertex-centered 

approach. One possible explanation for this could be that the voxel-centered approach has 

some difficulty in accurately modeling the anisotropic conductivity. 

Using a somewhat qualitative comparison, the voxel- and vertex-centered 

approaches were evaluated based on the memory requirements of their system matrices. 

The vertex-centered approach was shown to have a symmetric system matrix, while the 

voxel-centered approach does not. In terms of memory requirements, this means that the 

vertex-centered approach's system matrix will be much more memory efficient, requiring 

nearly half the amount of the memory when compared to the voxel-centered approach's 

system matrix. The implication of this is that the vertex-centered approach could 

potentially use a head model with double the grid resolution or double the number nodal 

equations. This gives the vertex-centered approach a distinct advantage over the voxel-

centered approach since the accuracy of the FVM increases as the size of the voxels 

decreases. 

Another consideration that should be made is that the preconditioned conjugate 

gradient (PCG) method is the preferred iterative solver since it has been shown to be very 

efficient in terms of both computational time and memory requirements [96, 97]. 

However, in order to use the PCG method the system matrix must be positive definite and 

symmetric. In terms of positive definiteness, both the voxel- and vertex-centered 

approaches are expected to have positive definite system matrices based on the physical 

nature of the system being modeled. And, using the built-in MATLAB function "eigs," 

both approaches were empirically found to have positive definite system matrices once 

the reference node was assigned. However, since the voxel-centered approach does not 

have a symmetric system matrix, it can not be solved by the PCG method. As with the 

memory requirements, this gives a distinct advantage to the vertex-centered approach. 
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Not only will the vertex-centered approach require less memory than the voxel-centered 

approach, but it will also be solved more quickly using the PCG method. While other 

iterative solvers, such as the BCG method, could be used to solve the voxel-centered 

approach, it is suspected that none of them will match the performance provided by the 

PCG method. 

An additional argument can also be made for using the vertex-centered approach 

instead of the voxel-centered approach. The voxel-centered approach can be shown to 

have some difficulty when it comes to accurately modeling current flow at air-tissue 

boundaries in the head. This problem arises when the tissue at the air-tissue boundary is 

anisotropic and is related to the conductivity tensor off-diagonal terms. To remedy this 

problem, the tensor off-diagonal terms are simply ignored at any air-tissue boundary. 

This problem was not discussed previously since it was not an issue in the test cases 

where the only tissue at an air-tissue boundary was the isotropic scalp. While most air-

tissue boundaries do occur between air and an isotropic tissue, it is imaginable that this 

problem could come into play in a real head. 

While the quantitative results seem to indicate that the vertex-centered approach 

is more accurate than the voxel-centered approach, it is hard to ignore the very beneficial 

properties associated with the vertex-centered approach having a symmetric system 

matrix. Based on this and the additional arguments made, it seems that the vertex-

centered approach should be considered the more suitable candidate for EEG source 

analysis. Consequently, the vertex-centered approach will be developed in three 

dimensions instead of the voxel-centered approach. 
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Chapter 4: Anisotropic Finite-Volume Head Model in 3D 

As discussed in Chapter 3, the vertex-centered approach to developing a finite volume 

method (FVM) head model is more desirable than the voxel-centered approach. 

Consequently, in this chapter, the vertex-centered approach will be extended to three 

dimensions with the goal of developing a three-dimensional anisotropic FVM head 

model. In three dimensions, the voxels and control volumes are both three-dimensional 

cubic elements with dimensions of hxhxh. Additionally, the conductivity tensor in 

three dimensions is represented by a symmetric 3X3 matrix, such that 

(4.1) 

4.1 Head Model Development 
Identical to the two-dimensional case, in three dimensions the head model development 

of the vertex-centered approach starts with each side of Poisson's equation being 

integrated over the control volume, V, such that 

- j * V - ( a V ^ F = \ IvdV . (4.2) 

This is followed by the application of the divergence theorem to the left hand side of 

(4.2) , which results in 

-§JoV<f>ydS = llvdl?. (4.3) 

The three-dimensional computational grid and the node number convention used for the 

following derivation are depicted in Figure 4.1, while Figure 4.2 shows the voxel labeling 

convention for this grid. 

<7~ G** GXZ 

&* G™ Gyz 

Gxz Gyz Gzz 
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Figure 4.1: Node numbers for the 3D FVM computational grid. 
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Figure 4.2: Voxel labels for the 3D FVM computational grid. The labels are 
shown for the (a) front and (b) back of the computational grid. 

To discretize (4.3) for node 10, the current source density is assumed to be constant over 

the control volume and the surface integral can be evaluated for each face of the control 

volume such that 
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f-(oV^-Sz)z+^(oV^-Sz)z 

IK (4.4) 

where x+, x , y+, y , z+, z are the faces of the control volume in the positive and 

negative x-, y-, and z-direction, and Sx, Sy, Sz are the normal vectors for the surface of 

the control volume and are defined as 

h2 

0 

0 

(4.5) 

0 

h2 

0 

(4.6) 

Sz = 

0 

0 

h2 

(4.7) 

As with the vertex-centered approach in two dimensions, each of the terms on the left 

hand side of (4.4) can be physically interpreted as the current flowing out of the faces of 

the control volume, while the term on the right hand side is the total source current, / , 

originating in the control volume. The left hand side terms in (4.4) can be discretized 

further by calculating the current flowing through each face of the control volume. Unlike 

the derivation in two dimensions where the current is split into the sum of two currents, 

in three dimensions the current is split into the sum of four currents, since each control 

volume face consists of parts of four voxels. As a sample calculation, the current flowing 

out through face x+ will be evaluated, with the labeling convention for locations on the 

control volume shown in Figure 4.3. 
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Figure 4.3: Labeling convention for a control volume face. The labels are shown 
for thex+ face of the control volume. 

The current through face x+ is split into a sum of four currents, through voxel B, voxel 

D, voxel F, and voxel H, as shown in Figure 4.4, such that 

( o V ^ S * ) ^ 
X X 

«*v# 

+«;?# 

^ 

v 4 y 

V 4 y 

+ °DWC
£ 

+ G„V^f-

v 4 y 

V 4 7 J 

(4.8) 

where JB+, J® , JF+, and J " are the currents through face x+ in voxels B, D , F , and 

/ / respectively, and V^f, V^f, V^f, and V^c
D are the electric potential gradients at 

point c in voxels B, D , F , and H, respectively. 
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-*>x 

Figure 4.4: Current flow through a control volume face. The current can be 
split into four components through the x face, one in voxel B, one in voxel D, 

one in voxel F, and one in voxel H. 

The gradients in (4.8) can be approximated using finite differences, such that 

V # = 
U i -#<>)A 

( £ - * , ) / ( A/2) 

.(£-A)/(V2). 
(4.9) 

Vtf? 
Wi -4)A 

(A-A)/(*/2) (4.10) 

V # ( £ - * , ) / ( A / 2 ) 

. a - ^ ) / ( A / 2 ) 

(4.11) 

V^f (4,-£)/(ty2) 
a-^)/(V2) 

(4.12) 

Therefore, expressions for the currents J s
+ , JD

+, JF+, and . / " can now be rewritten as 
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Jt Tyy 

CXi 

a 

&;, 

Wi-4)/A 

(&-*,) / (A/2) 

h2/4 

0 

0 

-W,-^o) + ̂ ( ^ - * ) + ̂ "(^-A) 

(4.13) 

./? 
cr 

0"n <X 

O-n CT-

D Wi-^o) / A 

(^-^) / (V2) 

(^c-A)/(/r/2)_ 

V/4" 
0 

0 

<T 
fL(^„-^o) + < ( ^ - ^ ) + < ( ^ - ^ ) 

(4.14) 

J . 

XX AT 

ov 

°V 

O" 

a 
<y; 

°F 

(^i-^o)A 

{K-b)l{W\ 

h2/4 

0 

0 

crE -(^1 1-^0) + C 7 j ( ^ - ^ ) + < ( ^ - ^ ) 

(4.15) 

J: 

.xr 

H 

mxz 
H 

< 

< 

^ 1 
^ 

<T»J 

(4-4,) A 
(A~A)/{h/2) 

(&-*c)/(f>/2) 

h2/4 

0 

0 

-(^-^o) + ̂ ( A - ^ ) + ^ ( ^ - ^ ) 

(4.16) 

Additionally, (4.13), (4.14), (4.15), and (4.16) can be further simplified by approximating 

the electric potentials (/>n, <ps, <f> ^w,and (pc as 

<t>n 

A 

A 

<Pw 

(pj 

A 

+4 

+& 

+ <P4 

+ 4 
4 

+ 4 
4 

+ 4 

+ ^]4 

+ 4 
5 

+ #1 

(4.17) 

(4.18) 

(4.19) 
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0 
TW 

<t>m+<f\i+Ai+(ht (4.20) 

A $ o + # i (4.21) 

Therefore, (4.13), (4.14), (4.15), and (4.16) can be rewritten using (4.17), (4.18), (4.19), 

(4.20), and (4.21), such that 

JB = 
h 

+-
a 

[(<f>w+<t>n)-(07+A)] 

+ ~-[(0W+<Pu)-{&+&)] 

(4.22) 

J> 
h 

CT"(^i-^o) 

+ -y[(^+^H?Wn)] 
xz 

+ ̂ -[Wo+^i)"(^+^)] 

(4.23) 

JF=-< + 

+ ^ L ' [ (^7+^ 8 ) - (^0+^ I ) ] 

(4.24) 

^ + 

<JH{(PU-(I>IO) 

<Jxy 

-T-[(<fin+0i4)-(tio+<f>n)] 

Or, 
7 + ^ 8 ) - ( ^ 0 + ^ l ) ] 

(4.25) 

which results in a final expression for the current through face x+ 
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h 
(„V,W), = -

aB +aD + o> + eH ){<PU ~<PW) 
xy xz 

+^f-[Wo+^)-(^+^)] + ̂ r-[Wo+^i)-(^+^)] 
2 

+ ^-[W3+^4)-Wo+^l)]+-y[Wo+^1)-(^+^)] 

+ -y-[ t to+^l)-(^+^)]+^L[(^7+^ 8)-(^0+^l)] 

+^[(4+40-(4+<y]+^[(4+4)-(4+^)] 

.(4.26) 

Using the same reasoning employed for face x+, similar expressions can be developed 

for the current through each other face of the control volume 

(«V0.Sx) 

( — xx i ~.xx ] — xx i aA +ac +aE +t 

+ 

cr")($>-#o) 

-f-[(A+^)-(A+^io)]+^-[W+A)-(A+4)] 

+-
o-; 

2 

2 
{(A+<Pw)~(<A2+<A3)]+~[{A+A)-(<p9+<Pw)] 

+-^-[(k +&)-(& +do)]+-y [(& +^o)-(^.6 +47)] 

,(4.27) 

( o V ^ ) y + = - < 

( a - + a > T + c 7 ^ + < ) ( 4 - 4 ) 

+$4H$o +4)]+-f-[(^o +4)-(<4 +&)] 2 

+ ̂ [ ( 4+4H^9+4) ] + ~ [ ( ^ + 4 H $ 0 + 4 ) ] 
2 

r>"2 

,(4.28) 
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(aV0*Sy) 

+ 

+ 

2 

-T-[(&+tfo)-(^+<U] + -^[(<^)-(&+4)] 

+ ^[(^6 +^>)-(̂ 7 +tfo)]+-|-[(& +<Ao)-(̂ ,5 +^7)] 

,(4.29) 

(«v^.s-) 

( 
CTB' +(JF +0-Q +(T •Z)(A?-Ao) 

+ ~ [ W l + ^ ) - ( 4 + ^ 7 ) ] + ̂ L[tto+^7)-(^+^5)] 

"^[0,0 +^)-(^9 +^)] + ̂ L-[(4 + 9̂)-(<Ao +4)] 
>z 

-^-[(^n +^8)-(4 + ̂ ) ] + ̂ L[(4 + 9̂)-Wo +4)] 

,(4.30) 

(ffV^S2) = -

+-
yz 

ryz 

+ ̂ [(^+4)-(^4+^,)] + ~[(^+^)-(^+4)] 

+ -
o-; o"> , z 

c er; + ̂ f[(^+^o)-W+^,)] + -f-[tt+^o)-rt+4)] 

.(4.31) 

Now, (4.26), (4.27), (4.28), (4.29), (4.30), and (4.31) can be used to rewrite (4.4), such 

that the final discrete form of Poisson's equation is 
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Z44-
19 

1 4 *">={• 
MO \M0 J 

(4.32) 

where the coefficients, Ai, are defined as 

4—7(<+<), (4.33) 

4 =-!(*"+*?) (4.34) 

=̂4(-— - Z Z I ^ r - Z Z I ^ - Z Z I - * -

aA +aB +ac +a, Si (4.35) 

A4=Ua-+a-), (4.36) 

4=^(a- + <) (4.37) 

4=--(^+aj), (4.38) 

4=-;z(* « ' + a f + ^ + ^ ) , A ' "B ' "E ' "F 
(4.39) 

=iK+<)' (4.40) 

1 

Ag=--[(7A +(TC +aE +aG ) , (4.41) 

Au=--[(jB +aD +aF +aH), (4.42) 

Au=Ua?+a*j), (4.43) 
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43 =~(<^+<tf+ctf+<), (4-44) 

44=~K+^), (4-45) 

4 5 = | ( < + < ) , (4-46) 

4 6 = ^ ( < + < ) , (4-47) 

4 7 = --(<7» + CT" +CT" +<7»), (4.48) 

4 8 = - - ( < + < ) , (4-49) 

4 9 = ~ ( < + ^ ) - (4-50) 

4.2 System Matrix Properties 

Applying (4.32) to every node in a head model results in a finite system of algebraic 

equations that can be expressed in matrix form, such that 

Av = i, (4.51) 

where A is an NxN system (or stiffness) matrix, v is an Nxl vector containing the 

approximate electric potentials, i is an JVxl vector containing the current source terms, 

and N is the number of computational nodes in the head model. Based on knowledge of 

the equations that help to establish (4.51), several properties of the system matrix can be 

determined. Familiarity with the system matrix properties helps to further characterize the 

system being modeled and also aids in determining appropriate methods to solve the 

system. 

One system matrix property can be determined by considering the boundary 

conditions. Since a reference potential must be assigned, this implies that the system 
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matrix is rank deficient by one; that is, rank(A) = N - 1 . However, once a reference 

potential is assigned to any computational node in the head model, the system matrix will 

be full rank. With potentially millions of computational nodes in a head model, the 

system matrix is very large. However, since there are no more than nineteen nonzero 

elements per row, it is also very sparse. It can also be noted that each row in the system 

matrix sums to zero such that for any row / 

Z4 = 0- (4-52) 

It is reasonable to assume that the system matrix properties that were proven in 

the two-dimensional case are also true for the three-dimensional case. As such, the 

system matrix is both symmetric and positive definite. While the same proof for 

symmetry can be applied in the three-dimensional case, no definitive proof is available to 

establish that the system matrix is positive definite. For the two-dimensional case, it was 

shown empirically that the system matrix is positive definite, once a reference potential is 

assigned. Unfortunately, this same empirical method is not possible for the three-

dimensional case. Due to the size of the system matrix and the amount of available 

memory, the built-in MATLAB function "eigs" could not be implemented. However, 

based on the physical nature of the system being modeled, the system matrix should be 

positive definite. 
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Chapter 5: Head Model Validation 

All numerical head models have some error inherently associated with them due to the 

fact that they are approximations. Consequently, it is important to quantify this error 

before using a head model for electroencephalogram (EEG) source analysis and ensure 

that it produces accurate results. Analytical spherical head models are predominantly 

used for this validation process, serving as the "gold standard" when evaluating the 

accuracy of numerical models. In this chapter, an anisotropic three-shell spherical head is 

modeled with the anisotropic finite volume method (FVM). Solutions to the forward and 

inverse problems are calculated with the numerical head model and are compared to the 

solutions obtained with the analytical head model [67, 68]. This will allow the modeling 

error associated with the anisotropic FVM to be assessed. 

5.1 Methods 

There are primarily two ways to validate a numerical head model using the analytical 

solution: comparing either the forward problem solution or the inverse problem solution 

to that obtained with the analytical head model. Both of these methods will be used to 

evaluate the accuracy of the anisotropic FVM. In the case of the forward problem 

solution, the surface voltage error will be used to quantify the agreement between the 

FVM head model and the analytical head model. For the inverse problem solution, the 

source localization error will be used to quantify the agreement. Calculation details of the 

forward and inverse problem solutions are provided below along with details of the 

validation experiments and the error metrics. 

5.1.1 Forward Problem Solution 

The forward problem involves calculating the electric potential generated by a known 

current source at any point in the head. The finite system of algebraic equations for N 

computational nodes can be expressed as 

Av = i, (5.1) 

where A is the NxN system matrix, v is the Nxl electric potential vector, and i is 

the TVxl current vector. The coefficients for the system matrix are calculated according 
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to (4.32), the governing equation for the anisotropic FVM. In order to solve the system of 

equations the system matrix must be inverted, such that 

v = A i (5.2) 

However, due to the fact that there are millions of nodes, directly inverting the system 

matrix in a time efficient manner is not possible, even with the most powerful desktop 

computers. Consequently, the inverse of the system matrix is never actually calculated 

and the preconditioned conjugate gradient (PCG) method is used to iteratively solve the 

system of equations. In this section, details of some of the procedures involved in the 

forward problem solution will be presented. These include descriptions of the conjugate 

gradient (CG) method, deflating the system matrix, and preconditioning the system 

matrix. 

5.1.1.1 Conjugate Gradient Method 

The CG method is chosen to solve the system of equations because of its well known 

convergence properties and because of its previous success in solving systems based on 

the FVM [96, 97]. For a positive-definite symmetric matrix, the CG method will 

converge to the correct solution using no more iterations than the dimension of the 

system matrix itself [96, 97], However, in practice, iterations of the CG method are only 

done until the mean squared difference between the left and right side of (5.1) is below 

some tolerance value (or relative residual), s, such that 

|Av„-i[2<£ (5.3) 

where vn is the intermediate solution at iteration n. Using (5.3) as a stopping criterion 

considerably fewer iterations are required to reach convergence and, in practice, an upper 

limit is usually placed on the number of iterations. The iterations of the CG method begin 

with an initial estimate of the solution, v0 = 0. With a specified relative residual, s, and a 

maximum iteration count, kmax , the pseudo-code for the CG method is as follows: 
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r o : 

do 

FC 

E> 

= i-Av0 

= ro 

>R£ = Oto*max 

T 
rkTk 

d * A d * 

n+1 = v,+«A 
r*+> =rk-ak

A<lk 

T 
o _ rk+\rk+\ 

rJk+\ J 

d t+1=r t+1+/? t+1d t 

IF ||Av,+1-i|| <erTHEN 

EXIT 

END IF 

ID FOR 

5.1.1.2 Matrix Deflation 

Matrix deflation is a term used to describe the process of making the system matrix full 

rank. This is required for the anisotropic FVM since its system matrix is rank deficient by 

one. Thinking of this in physical terms, matrix deflation simply means that a reference 

potential is assigned to one of the computational nodes. The actual process of matrix 

deflation involves removing the reference node's row and column from A and the 

corresponding element from v and i. As a simple example, assume that the reference 

potential occurs at computational node 1 and has a value of c, such that <j\ -c. In this 

case, the original system, Av = i, can be modified such that the deflated system is 

A d v d =i d , (5.4) 

where 
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A 

(5.5) 

NN 

(5.6) 

V 

JN_ 

~c 
Ai\ 

_An_ 

(5.7) 

It should be noted that while any value may be chosen for the reference potential, the 

most common choice of a reference potential is zero. 

5.1.1.3 Matrix Preconditioning 

A parameter that largely influences the effectiveness of the CG method is the condition 

number of the system matrix. The condition number is defined as the ratio of the largest 

eigenvalue to the smallest eigenvalue. The closer the condition number is to a value of 

one, the faster the iterative process converges. Consequently, the goal of matrix 

preconditioning is to improve a matrix's condition number prior to or during the process 

of solving the system of equations in hopes of reducing the number of iterations required 

by the CG method to reach convergence. The main idea behind matrix preconditioning is 

to solve (5.1) indirectly by solving 

Av = i 

The new system matrix and vectors are defined as 

A CLACR, 

(5.8) 

(5.9) 

v = CRv, (5.10) 

CLi (5.11) 
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where CL and CR are the left and right preconditioning matrices, respectively. While 

there are many options when it comes to choosing a preconditioning matrix, there is no 

one preconditioning matrix that is useful for all situations. It has been previously 

determined [96, 97] that two preconditioning methods are particularly suitable for the 

large system matrix generated by the FVM in EEG source analysis: Jacobi 

preconditioning and polynomial preconditioning with Chebyshev polynomials. 

5.1.1.3.1 Jacobi Preconditioning 

Jacobi preconditioning is the simplest preconditioning method and is considered a 

symmetric method since it has equal left and right preconditioning matrices, 

CL = CR = J . The Jacobi preconditioning matrix, J , is a diagonal matrix with elements 

defined by 

yjAk 

where Akk are the diagonal elements of the system matrix, A . 

After matrix deflation is complete, Jacobi preconditioning is applied by 

computing A and i , such that 

A = JAdJ, (5.13) 

i = Jid . (5.14) 

The resulting preconditioned system matrix, A, has all its diagonal elements equal to one 

and it is still symmetric, positive definite, and full rank. Because Jacobi preconditioning 

is symmetric and it retains the same system matrix properties, it can be applied prior to 

using the CG method, which is more computationally efficient than applying it during 

each iteration of the CG method [96]. Both A and i are input to the CG method, which 

converges to the preconditioned solution vector, v, such that 

v = J-Vd. (5.15) 

The deflated solution vector is then obtained via the calculation 
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v d = J v . (5.16) 

While Jacobi preconditioning is fairly straightforward, it is limited as to how 

much it can improve the system matrix condition number. It can be shown that Jacobi 

preconditioning brings the system matrix's eigenvalues into the range [0, 2] for the 

isotropic case, while for the anisotropic case the upper eigenvalue bound is not known 

exactly [96]. Consequently, polynomial preconditioning with Chebyshev polynomials is 

also used. 

5.1.1.3.2 Polynomial Preconditioning with Chebyshev Polynomials 

The idea behind using polynomial preconditioning after Jacobi preconditioning is to 

provide an even tighter clustering of the system matrix eigenvalues around unity [97]. 

Polynomial preconditioning with Chebyshev polynomials is an asymmetric method, 

using distinct left and right preconditioning matrices. As shown in [97], the right 

preconditioning matrix, CR , is set equal to the identity matrix, I , while the left 

preconditioning matrix, CL , is set equal to POT_, (A), where 

( 4 n a x ~ 4 ™ n ) ^ 
max mm 

A — X 
V max min J 

A„„„ + 1 
max mm 

n=\ * = O V 4 n a x ^min J 

yr-iy" k{ ( A - + / l - ) \2' A' . (5.i7) 
P} } {k-j)\j\ (Amax-AmJ 

= Z^A" 
«=0 

In (5.17), POT^,(A) is the polynomial preconditioning matrix of degree m-\, Tm(x) is 

the Chebyshev polynomial of degree m with scalar variable x, tn are the coefficients of 

Tm (x), and Xmayi and Amm are the maximum and minimum eigenvalues of the system 

matrix, A . The Chebyshev polynomial, Tm (x), and it's coefficients, tn, are generated by 

the recursive formula 

rm+1(x) = 2x7m(x)-7;„1(x), (5.18) 
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where 

T0(x) = l, (5.19) 

T1(x) = x. (5.20) 

To calculate the polynomial coefficients, an, in (5.17) the only required values are ^,ffi, 

A - , and m . 
mm ' 

In contrast to Jacobi preconditioning, polynomial preconditioning with 

Chebyshev polynomials must be applied during the CG method because it is an 

asymmetric method. While the full details of this "on the fly" approach are available in 

the literature [96, 97], the important result of this approach to preconditioning the CG 

method is that it remains very efficient in terms of both computational time and memory 

usage [97]. 

5.1.2 Inverse Problem Solution 

The inverse problem involves determining a current dipole's location, orientation, and 

magnitude from its EEG scalp potentials. Finding the solution to the inverse problem 

requires knowledge of the scalp potentials generated by every possible current source in 

the solution space. Thus, it would seem that part of the inverse problem involves solving 

the forward problem for three mutually orthogonal dipole orientations at every possible 

dipole location in the solution space. However, using lead field analysis along with the 

reciprocity theorem reduces the number of required forward problem solutions to just the 

number of electrodes on the scalp. Instead of calculating the electric potential at the 

electrodes for every possible dipole location and orientation, the lead field matrix (LFM) 

can be calculated simply by doing the opposite to this procedure. Placing a current sink at 

the reference electrode and a current source at each other electrode, the electric potential 

at every location in the head model can be calculated. According to reciprocity equation 

(2.31), the gradient of the electric potential then needs to be calculated for every node in 

the solution space in order to populate the LFM row-by-row. The gradient of the electric 

potential, V^, is calculated using a second order approximation. For example, the partial 

derivative d<j)/dx at node location (x,y,z) is approximated such that 
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f¥/Y v A _ t(x + h,y,z) + t(x-h,y,z) 
dx{ 'y' }~ 2h P •' 

The other partial derivatives, dfp/dy and d<f>/dz, can be approximated similarly. Once 

the LFM is calculated, the MUSIC (Multiple Signal Classification) algorithm is used to 

obtain the final solution to the inverse problem. This algorithm searches the LFM for the 

dipole location and orientation that best fits the EEG scalp potentials generated by the 

unknown dipole. If desired, the magnitude of the dipole can subsequently be determined 

by simply scaling the current source until the scalp voltage magnitudes correctly match 

the EEG values. Full details of the MUSIC algorithm can be found in the literature [107, 

108]. 

5.1.3 Validation Experiments 

In order to assess the error associated with the anisotropic FVM head model, the 

numerical solution will be compared to the analytical solution in two different ways. For 

the first validation experiment, the forward problem is solved both numerically and 

analytically and the resulting surface voltages are compared. For the second validation 

experiment, the analytical head model is used to generate simulated EEG scalp potentials 

and then the numerical head model is used to solve the inverse problem for these 

voltages. The agreement of the FVM head model and the analytical head model is 

quantified by the source localization error. Both of these validation experiments are 

performed on a desktop computer with a 3.2 GHz Intel Pentium 4 processor and 2 GB of 

RAM. 

5.1.3.1 Surface Voltage Error 

Calculating the surface voltage error involves solving the forward problem for both the 

analytical and numerical head models. The surface voltages are calculated for an 

anisotropic three-shell spherical head with radii of 9.2 cm, 8.6 cm, and 8.0 cm for the 

scalp, skull, and brain, respectively. The voltages are determined for every surface node 

in the FVM head model and at the corresponding locations in the analytical head model. 

In total, there are 89358 surface nodes that are used as comparison points for the surface 

voltages. It should be noted that a grid resolution of 1 mm is used for the FVM head 

model, which corresponds to a total of 3342701 nodes. 
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Due to the symmetry of the spherical head and the surface node locations, the 

only dipole parameters that need to be considered are the dipole's radial distance from the 

center of the head and the dipole orientation. Two different dipole locations will be 

considered here, with both radial and tangential orientations considered at each location. 

The first dipole is located on the z-axis at a distance of 7.36 cm from the center of the 

head (an eccentricity of 0.8), while the second dipole is located on the z-axis at a distance 

of 4.6 cm from the center of the head (an eccentricity of 0.5). The reference node for 

these calculations is placed at the bottom of the head on the negative z-axis. It is assumed 

that the differences in the scalp voltage topography would be best illustrated with this 

choice of reference node location. 

For the spherical head's conductivity, an isotropic case and nine different 

anisotropic cases are used to compare the analytical and numerical solutions. For the 

isotropic case, a ratio of 1:1/15:1 is used for the scalp-to-skull-to-brain conductivity ratio 

[33]. For the anisotropic cases, the skull, the brain, or both tissues are made anisotropic. 

Anisotropy ratios of 2:1, 5:1, and 10:1 are used for the skull's tangential-to-radial 

conductivity ratio and for the brain's radial-to-tangential conductivity ratio. As done 

previously for the head model comparison in two dimensions, the volume constraint [59] 

is used to calculate the anisotropic conductivities of the skull and brain. The volume 

constraint retains the geometric mean of the tensor eigenvalues and, thus, the volume of 

the conductivity tensor ellipsoid, such that 

\x{°J=\™A°J> (5-22) 

where <r1S0 is the isotropic conductivity and <rrad and crtan are the anisotropic 

conductivities in the radial and tangential directions, respectively. As with the two-

dimensional case, the idea behind using the volume constraint is that each test case will 

contain equal amounts of total conductivity, and the only difference will be the amount of 

conductivity in each direction. Table 5.1 summarizes the conductivities used for each test 

case. 
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Table 5.1: Spherical head model conductivities. 

Anisotropy 
Ratio 

1 

2 

2 

2 

5 

5 

5 

1 

1 

1 

1 

1 

1 

1 

10:1 

10:1 

10:1 

Anisotropic 
Tissue 

N/A 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 

Scalp Conductivity 
(S/m) 

°"rad ^ t a n 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

0.300 

Skull Conductivity 
(S/m) 

°"rad °"tan 

0.0200 

0.0126 

0.0126 

0.0200 

0.00684 

0.00684 

0.0200 

0.00431 

0.00431 

0.0200 

0.0200 

0.0252 

0.0252 

0.0200 

0.0342 

0.0342 

0.0200 

0.0431 

0.0431 

0.0200 

Brain Conductivity 
(S/m) 

°"rad °"ta„ 

0.300 

0.476 

0.300 

0.476 

0.877 

0.300 

0.877 

1.392 

0.300 

1.392 

0.300 

0.238 

0.300 

0.238 

0.175 

0.300 

0.175 

0.139 

0.300 

0.139 

For the FVM head model, the forward problem is solved with the PCG method. A 

relative residual of s = 10~10 and a maximum iteration count of 1000 were chosen based 

on previous work [96, 97]. To calculate the Chebyshev polynomials for the polynomial 

preconditioning, values of /tmax = 2, lmm = 0.01, and m = 8 were chosen for the isotropic 

case based on previous work [96, 97]. However, the exact value of Amax is unknown 

when anisotropic conductivities are used [96]. Consequently, an iterative procedure 

called Rayleigh's method [123] was used to estimate the largest eigenvalue for the 

system matrix in each test case. Rayleigh's method is a used to estimate the dominant 

eigenvalue of a symmetric matrix, which, in this case, is the Jacobi preconditioned 

system matrix. With a specified tolerance, s, and an arbitrary non-zero starting vector, 

x0, the pseudo-code for the Rayleigh's method is as follows: 
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xo 

X = 

_ X 0 

rV II 0 I I2 

= Ax0 

Anax = X X 0 

to/= 1000 

WHILE tol > s 

X — X 
temp max 

X temp X 0 

X X temp 

X 0 

llxo||2 

x = Ax0 

X --
max 

tnl -

T 

= x x0 

X — X 
max temp 

max 

END WHILE 

Using Rayleigh's method, it was determined that an approximate value of Xmax - 2 was 

appropriate for every test case. 

The surface voltage error is quantified with the same two error measures used to 

compare the voxel- and vertex-centered approaches for the FVM in two dimensions: the 

L2 relative error norm and the correlation coefficient. To reiterate, the L2 relative error 

norm is defined as 

1 1 Num / Ana 

ivn = j—n n —^xl00%, (5.23) 

Ik II 
where ^Num and ^Ana are the voltage values from the numerical and analytical head 

models, respectively. The L2 relative error norm measures the agreement of the 
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magnitude and shape of the two different sets of voltages, and is measured with respect to 

the analytically calculated voltages. A value of 0% for the L2 relative error norm 

indicates perfect agreement between the two sets of values. The correlation coefficient is 

defined as 

CC= . '=1 (5.24) 

i=l 

where 0Num and ^Ana are the mean values of the numerical and analytical scalp 

potentials, respectively, and M is the number of measurement points on the scalp. The 

correlation coefficient measures the agreement of the shape of the two different voltage 

distributions. A value of 1 for the correlation coefficient indicates perfect agreement 

between the two sets of values. 

5.1.3.2 Source Localization Error 

Calculating the source localization error involves solving both the forward and inverse 

problem. The forward problem is solved with the analytical head model [67, 68] and the 

resulting voltage values serve as simulated EEG readings at the electrode sites. As with 

the surface voltage error calculations, an anisotropic three-shell spherical head is used 

with radii of 9.2 cm, 8.6 cm, and 8.0 cm for the scalp, skull, and brain, respectively. For 

the electrodes, an even spatial distribution of 37 electrodes over the upper half of the 

sphere was chosen, as shown in Figure 5.1. The exact location of each electrode is 

provided in Table 5.2 in terms of two angles: tip and spin. The tip is the angular 

displacement from the positive z-axis (top of head) towards the xy-plane, while the spin is 

the angular displacement from the positive jc-axis towards the positive j-axis. The 

reference electrode is chosen to be electrode 1, located at the top of the head model on the 

z-axis, and is shown in red in Figure 5.1. 
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Figure 5.1: Electrode placement on the spherical head model. The reference 
electrode is shown in red. 

Table 5.2: Electrode configuration. 

Electrode 
Number 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

Tip 
(degrees) 

0 

30 

30 

30 

30 

30 

30 

30 

30 

30 

30 

30 

30 

60 

60 

60 

60 

60 

60 

Spin 

(degrees) 

0 

0 

30 

60 

90 

120 

150 

180 

210 

240 

270 

300 

330 

0 

30 

60 

90 

120 

150 

Electrode 
Number 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

Tip 

(degrees) 

60 

60 

60 

60 

60 

60 

90 

90 

90 

90 

90 

90 

90 

90 

90 

90 

90 

90 

Spin 

(degrees) 

180 

210 

240 

270 

300 

330 

0 

30 

60 

90 

120 

150 

180 

210 

240 

270 

300 

330 
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Using a 1 mm grid resolution and a total of 3342701 nodes, the inverse problem is 

then solved with the FVM to determine the best fit dipole location and orientation that 

corresponds to the simulated EEG scalp potentials. This best fit dipole location and 

orientation is compared to the actual dipole location to determine the source localization 

error. The same three-shell spherical head is used by the analytical and numerical head 

models and, thus, the source localization error will provide an indication of the error 

associated with the FVM. 

Instead of using a single dipole, one hundred different dipole locations are 

randomly chosen for this validation test. The nodes corresponding to the dipole locations 

are randomly chosen from the upper half of the brain in the head model. Additionally, the 

dipole locations must be at least one node away from the boundary between the skull and 

brain because both the source and sink must reside in the brain. For each random 

location, a dipole is oriented in the x-, y-, and z-directions, thus a total of three hundred 

different dipoles are used to calculate the source localization error. 

For the spherical head's conductivity, the same values are used that were used in 

the surface voltage error calculations. To summarize, an isotropic case and nine different 

anisotropic cases are used. For the isotropic case, a ratio of 1:1/15:1 is used for the scalp-

to-skull-to-b rain conductivity ratio [33], For the anisotropic cases, the skull, the brain, or 

both tissues are made anisotropic. Anisotropy ratios of 2:1, 5:1, and 10:1 are used for the 

skull's tangential-to-radial conductivity ratio and for the brain's radial-to-tangential 

conductivity ratio. The volume constraint [59] is used to calculate the anisotropic 

conductivities of the skull and brain, which are shown in Table 5.1. 

In order to generate the LFM, the forward problem is solved for the FVM head 

model with the PCG method. As with the surface voltage error calculations, a relative 

residual of s = 10"10 and a maximum iteration count of 1000 were chosen. Additionally, 

the same values were used for the polynomial preconditioning, such that -^max=2, 

Amm = 0.01, and m - 8. One concern regarding the LFM is the solution space. Ideally, the 

entire upper half of the brain in the head model would be considered the solution space 

and would be used to generate the LFM. However, this region consists of 1078780 nodes 

and there is simply not enough computer memory available to generate the LFM. 

Consequently, a modified solution space is used to solve the inverse problem. Since each 
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of the one hundred random dipole locations is known, a unique solution space is 

generated for each dipole that consists of a sphere centered at the dipole location with a 

radius of 40 mm. If any nodes in this sphere overlap with other tissue or the lower half of 

the brain they are removed from the solution space so that it just consists of nodes within 

the upper half of the brain. This means that each solution space will consist of a 

maximum of 283409 nodes and that there will be enough memory to generate the LFM. 

Unfortunately, this method of generating the LFM is quite inefficient, since a new LFM 

must be generated for each of the one hundred random dipole locations. While this kind 

of solution space is not ideal, it seems like a good alternative given the memory 

limitations and it is likely that no localization errors will be larger than 40 mm. 

These source localization calculations aim to find two pieces of information: the 

dipole location and orientation. In order to quantify the source localization error, two 

different error measures are used. The position error is the Euclidean distance, d, 

between the actual dipole location, (xm,yaa,zact), and the estimated dipole location, 

( ^ e s t ^ e s t ^ e s t ) , SUCh t h a t 

d = V(*es , - Xact ) 2 + (^est ~ .Xact ) ' + Oest " *act f - ( 5 - 2 5 ) 

Three different measures of the position error will be provided: the mean position error, 

d, the maximum position error, Jmax, and the minimum, position error, dmm . The 

orientation error is the angle, 6, between the actual dipole orientation vector, ract, and the 

estimated dipole orientation vector, rest, such that 

9 = cos~] r -r 
act est 

"y I act II est \ J 

(5.26) 

As with the position error, three different measures of the orientation error will be 

provided: the mean orientation error, 6 , the maximum orientation error, #max, and the 

minimum orientation error, 0mm . 
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5.2 Results 

The results for each of the validation experiments are provided below. Both the surface 

voltage error and the source localization error help to quantify the numerical accuracy of 

the FVM. 

5.2.1 Surface Voltage Error 

The results from the surface voltage error calculations are shown in the following tables. 

The results for the radial and tangential dipoles at an eccentricity of 0.8 are shown in 

Table 5.3 and Table 5.4, respectively, while the results for the radial and tangential 

dipoles at an eccentricity of 0.5 are shown in Table 5.5 and Table 5.6, respectively. In 

addition to the L2 relative error norm and the correlation coefficient, the maximum and 

minimum voltage values are also provided for both the numerical and analytical head 

models. 

Table 5.3: Surface voltage error for a radial dipole at an eccentricity of 0.8. 

Anisotropy 
Ratio 

1:1 

2:1 

2:1 

2:1 

5:1 

5:1 

5:1 

10:1 

10:1 

10:1 

Anisotropic 
Tissue 

N/A 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 

RE 
(%) 

2.91 

3.66 

3.55 

2.68 

8.58 

4.80 

3.14 

19.34 

6.01 

4.62 

CC 

0.9997 

0.9995 

0.9995 

0.9997 

0.9988 

0.9990 

0.9996 

0.9978 

0.9985 

0.9996 

Maximum " 
Numerical 

9.54 

4.98 

6.99 

7.03 

1.72 

4.41 

4.44 

0.66 

2.98 

3.03 

Voltage (V) 
Analytical 

9.28 

4.91 

6.75 

6.93 

1.78 

4.19 

4.44 

0.74 

2.81 

3.06 

Minimum Voltage (V) 
Numerical Analytical 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 
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Table 5.4: Surface voltage error for a tangential dipole at an eccentricity of 0.8. 

Anisotropy 
Ratio 

1:1 

2:1 

2:1 

2:1 

5:1 

5:1 

5:1 

10:1 

10:1 

10:1 

Anisotropic 
Tissue 

N/A 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 
Skull, Brain 

Skull 

Brain 

RE 

(%) 

3.24 

5.30 

5.11 

3.48 

9.34 

9.49 

3.54 

14.73 

15.71 

3.38 

cc 

0.9998 

0.9997 

0.9997 

0.9998 

0.9994 

0.9993 

0.9998 

0.9991 

0.9989 

0.9998 

Maximum ' 

Numerical 

3.82 

3.04 

2.85 

4.15 

2.07 

1.90 

4.44 

1.58 

1.38 

4.61 

Voltage (V) 

Analytical 

3.64 

2.82 

2.65 

3.94 

1.83 

1.67 

4.22 

1.32 

1.14 

4.39 

Minimum Voltage (V) 

Numerical Analytical 

-3.82 

-3.04 

-2.85 

-4.15 

-2.07 

-1.90 

-4.44 

-1.59 

-1.38 

-4.62 

-3.64 

-2.82 

-2.65 

-3.94 

-1.83 

-1.67 

-4.22 

-1.32 

-1.14 

-4.39 

Table 5.5: Surface voltage error for a radial dipole at an eccentricity of 0.5. 

Anisotropy 
Ratio 

1:1 

2:1 

2:1 

2:1 

5:1 

5:1 

5:1 

10:1 

10:1 

10:1 

Anisotropic 
Tissue 

N/A 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 

RE 

(%) 

1.86 

3.16 

3.05 

2.21 

5.68 

5.64 

3.32 

6.72 

9.78 

2.81 

CC 

0.9999 

0.9998 

0.9999 

0.9999 

0.9994 

0.9998 

0.9998 

0.9986 

0.9996 

0.9998 

Maximum ' 

Numerical 

3.08 

2.56 

2.71 

3.02 

1.56 

2.18 

2.69 

0.88 

1.80 

2.29 

Voltage (V) 

Analytical 

3.01 

2.46 

2.61 

2.94 

1.46 

2.04 

2.60 

0.81 

1.61 

2.22 

Minimum Voltage (V) 

Numerical Analytical 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 
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Table 5.6: Surface voltage error for a tangential dipole at an eccentricity of 0.5. 

Anisotropy 
Ratio 

1:1 

2:1 

2:1 

2:1 

5:1 

5:1 

5:1 

10:1 

10:1 

10:1 

Anisotropic 
Tissue 

N/A 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 

RE 
<%) 

2.49 

4.63 

4.21 

2.83 

9.37 

8.56 

3.06 

15.51 

15.08 

3.01 

CC 

0.9999 

0.9998 

0.9999 

0.9999 

0.9995 

0.9996 

0.9999 

0.9990 

0.9993 

0.9998 

Maximum Voltage (V) 

Numerical Analytical 

1.46 

1.84 

1.29 

2.14 

2.07 

1.06 

3.25 

2.04 

0.89 

4.22 

1.41 

1.73 

1.22 

2.06 

1.83 

0.96 

3.11 

1.69 

0.75 

4.03 

Minimum Voltage (V) 

Numerical Analytical 

-1.46 

-1.84 

-1.29 

-2.14 

-2.06 

-1.06 

-3.25 

-2.04 

-0.89 

-4.22 

-1.41 

-1.73 
-1.22 

-2.06 

-1.83 

-0.96 

-3.11 

-1.69 

-0.75 

-4.03 

After evaluating the results from all the test cases, it can be observed that there is 

good agreement between the numerical and analytical head models for the isotropic case 

and for the anisotropic case with an anisotropy ratio of 2:1. However, the overall trend of 

the data is that the L2 relative error norm increases and the correlation coefficient 

decreases for higher anisotropy ratios; that is, the accuracy of the FVM head model 

decreases for higher anisotropy ratios. In most cases, the accuracy of the FVM head 

model also decreases when both the skull and brain are made anisotropic, instead of when 

just the skull or brain is anisotropic. Additionally, the accuracy of the scalp potentials' 

magnitude seems to be more affected by changes in the anisotropy ratio than the shape of 

the scalp potential distributions. This is evident when considering the consistently high 

value of the correlation coefficient and is further illustrated by the graphs in Figure 5.2 

and Figure 5.3 that show the scalp potentials from a tangential dipole for a slice of the 

head in the sagittal plane. 
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Figure 5.2: Surface voltages for a tangential dipole at an eccentricity of 0.8. The 
voltages are from a sagittal slice of the head and for anisotropy ratios of (a) 1:1 

and (b) 10:1. 
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Figure 5.3: Surface voltages for a tangential dipole at an eccentricity of 0.5. The 
voltages are from a sagittal slice of the head and for anisotropy ratios of (a) 1:1 

and (b) 10:1. 

Another interesting trend observed in the data is that the accuracy of the FVM 

head model appears to be more affected by the skull anisotropy than the brain anisotropy. 

Comparing the cases when only the skull or the brain is anisotropic, the L2 relative error 
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norm is always higher and the correlation coefficient is always lower for the cases when 

the skull is anisotropic. 

5.2.2 Source Localization Error 

The results from the source localization error calculations are shown in Table 5.7. It is 

important to note that the modified solution spaces used to create the LFMs can be 

considered acceptable since each solution space had a radius of 40 mm and the largest 

position error was 22.76 mm. The average solution time required by the PCG method to 

solve the forward problem is summarized in Table 5.8. While this research is not focused 

on optimizing the PCG method, it is interesting to observe that the average solution times 

increase for higher anisotropy ratios and when the amount of anisotropic tissue increases. 

Table 5.7: Spherical head model source localization error. 

Anisotropy 

Ratio 

1:1 

2:1 

2:1 

2:1 

5:1 

5:1 

5:1 

10:1 

10:1 

10:1 

Anisotropic 

Tissue 

N/A 

Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 
Brain 

Skull, Brain 

Skull 

Brain 

Posil 

d 

1.21 

2.21 

1.61 

1.47 

5.79 

2.73 

2.41 

13.66 

4.17 

3.57 

ion Error 1 

d 
max 

2.45 

4.90 
3.32 

4.90 

11.45 

4.90 

7.55 

22.76 

6.40 

8.77 

mm) 

d 
mm 

0.00 

0.00 

0.00 

0.00 

0.00 

1.00 

0.00 

2.83 

1.00 

0.00 

Orientat 

e 

0.39 

0.68 
0.41 

0.52 

2.59 

0.62 

1.34 

6.37 

0.92 

2.35 

ion Error 1 

G 
max 

2.43 

4.64 

1.63 

3.69 

21.73 

2.39 

19.08 

30.14 

2.96 

17.73 

degrees) 

9 
mm 

0.00 

0.00 

0.00 

0.00 

0.00 

0.01 

0.00 

0.04 

0.01 

0.01 
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Table 5.8: Average PCG method solution time on the spherical head model. 

Anisotropy 

Ratio 

1:1 
2:1 

2:1 

2:1 

5:1 

5:1 

5:1 

10:1 

10:1 

10:1 

Anisotropic 

Tissue 

N/A 
Skull, Brain 

Skull 

Brain 
Skull, Brain 

Skull 

Brain 

Skull, Brain 

Skull 

Brain 

Average 

Solution Time 

(minrsec) 

5:43 

14:22 

8:48 

12:26 

16:31 

9:09 

13:46 

18:43 

9:20 

15:48 

From Table 5.7 it can be observed that the mean position and orientation errors 

are very low for the isotropic case and the anisotropic case with an anisotropy ratio of 

2:1. In general, though, all of the position and orientation errors increase for higher 

anisotropy ratios, indicating a decrease in the source localization accuracy of the FVM 

head model for higher anisotropy ratios. Furthermore, the source localization accuracy of 

the FVM head model decreases when both the skull and brain are anisotropic, as 

compared to when just the skull or brain is anisotropic. 

For all anisotropy ratios, the mean position errors are higher for the anisotropic 

skull head models than for the anisotropic brain head models. Therefore, in terms of 

position error, the FVM head model seems to be preferentially affected by skull 

anisotropy rather than brain anisotropy. The mean orientation errors, on the other hand, 

are higher for the anisotropic brain head models than for the anisotropic skull head 

models. Thus, in terms of orientation error, the FVM head model appears to be slightly 

more affected by brain anisotropy than skull anisotropy. 

5.3 Discussion 

In this chapter, the anisotropic FVM head model was compared to the analytical head 

model using surface voltage error and source localization error. These validation 

experiments helped characterize and quantify the numerical accuracy of the FVM. The 
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FVM head model shows good agreement with the analytical head model, with the best 

accuracy occurring for the isotropic case and the anisotropic case with an anisotropy ratio 

of 2:1. Unfortunately, more severe anisotropy appears to be a problem, since increasing 

the anisotropy ratio from 2:1 to 5:1 and 10:1 caused a decrease in accuracy. It is 

suspected that this is primarily related to the increasingly large change in conductivity 

between the skull and the brain for the higher anisotropy ratios. While the FVM head 

model can handle inhomogeneous conductivities, the drastic change from the skull to the 

brain is likely the source of most of the numerical errors for larger anisotropy ratios. 

Employing a higher grid resolution could help alleviate accuracy problems associated 

with larger anisotropy ratios, but there is a tradeoff between the grid resolution and the 

amount of computer memory and computational time required. The current grid 

resolution of 1 mm is near the limit of the computational resources available on the 

desktop computer used for these calculations. However, there are faster and more 

powerful computers available that could easily handle grid resolutions of 0.5 mm or 

better, and reduce the amount of error associated with larger anisotropy ratios. 

With real patient data it is expected that accuracy problems related to severe 

anisotropy ratios may not be as significant. Real conductivity values obtained near tissue 

boundaries may exhibit less severe changes in conductivity due to partial volume effects 

in magnetic resonance images. Also, even though large anisotropy ratios may exist in 

individual white matter (WM) fibers, these values may not be accurately represented by 

the diffusion tensor imaging data due to crossing fibers within the same voxel [62, 124]. 

And, while individual voxels may exhibit large anisotropy ratios, it is unlikely that this 

would be the same for every voxel of a particular tissue type. Moreover, the spherical 

head model uses a very simplistic model of the brain, with anisotropic WM fibers 

radiating from the center of the head in the radial direction. Therefore, the direction of the 

highest conductivity in the brain is perpendicular to the direction of highest conductivity 

in the skull. This is an abrupt change in conductivity that is not likely to exist in real 

human heads. In reality, the WM fiber tracts near the surface of the brain can be oriented 

both perpendicular and parallel to the surface of the skull and there is a layer of 

cerebrospinal fluid between the brain and the skull. 
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As indicated by the results from the surface voltage error calculations, the FVM 

head model more accurately calculates the shape of the scalp potential distributions than 

the magnitude of the scalp potentials. While it would be ideal if the magnitudes were 

calculated more accurately, it is important to realize that differences in the shape of the 

scalp potential distributions are far more important than differences in their magnitude. 

The scalp potential distribution's shape is indicative of the location and orientation of the 

current source, while its magnitude only reflects the strength of the source. Consequently, 

the correlation coefficient has been used in the literature as an indicator of source 

localization accuracy for head models. While the correlation coefficient is not a perfect 

indicator of source localization accuracy, it has been observed that correlation 

coefficients above 0.99 will result in position errors of approximately 1 mm or less [62]. 

Similarly, it has been observed that correlation coefficients of 0.98 could produce 

position errors from 5 mm up to 1.5 cm in the worst case [62]. Since all of the correlation 

coefficients in Table 5.3, Table 5.4, Table 5.5, and Table 5.6 are above 0.99, the 

observations from [62] would seem to indicate that the FVM head model will produce 

accurate results for EEG source analysis. 

The results from the source localization error calculations can also be further 

evaluated by comparing them to results in the literature. In this case, the study in the 

literature [60] validated an anisotropic FDM head model [81] using a five-shell spherical 

head and the corresponding analytical solution [67, 68]. The five-shell spherical head 

model is comprised of scalp, skull, and three brain shells, which consists of a WM shell 

surrounded on either side by a gray matter shell. For the spherical head's conductivity, an 

isotropic case and two different anisotropic cases were used. For the isotropic case, a 

ratio of 1:1/16:1 was used for the scalp-to-skull-to-brain conductivity ratio. A mean 

position error of 0.48 mm was reported, compared to the mean position error of 1.21 mm 

shown in Table 5.7. For the first anisotropic case, the skull was made anisotropic with an 

anisotropy ratio of 10:1. Mean and maximum position error values of 2.55 mm and 6.79 

mm, respectively, were reported, compared to the mean and maximum position error 

values of 4.17 mm and 6.40 mm, respectively, shown in Table 5.7. For the second 

anisotropic case, the WM was made anisotropic with an anisotropy ratio of 9:1. Mean and 

maximum position errors of 1.04 mm and 11.61 mm, respectively, were reported, 
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compared to the mean and maximum position error values of 3.57 mm and 8.77 mm, 

respectively, shown in Table 5.7. 

It is to be expected that the values for the position errors did not match up exactly 

for both sets of data since the study in [60] did not have exactly the same parameters as 

the source localization error calculations conducted for this research. The better 

performance of the head model in [60] can most likely be explained by four key 

differences. First, a five-shell spherical head was used instead of the three-shell spherical 

head that was used in this research. Second, slightly different conductivity values were 

used. A ratio of 1:1/16:1 was used for the scalp-to-skull-to-brain conductivity ratio in 

[60] instead of the ratio of 1:1/15:1 used in this research. Additionally, for the case of the 

anisotropic brain, the brain's anisotropy ratio was 9:1 instead of 10:1 and only the WM 

shell was made anisotropic instead of the entire brain shell. Third, a different electrode 

configuration was used, with 27 electrodes being used in [60] compared to the 37 

electrodes used in this research. Finally, the dipole locations used in [60] were only in the 

xy-, xz-, andjz-planes of the brain shells, as opposed to the random dipole locations used 

in this research. While the results in [60] were better than those in Table 5.7, the same 

trend exists for both sets of data. For both sets of data, more error occurs when there are 

anisotropic tissues instead of all tissues being isotropic. As well, when the skull is 

anisotropic there is a larger mean position error than when the brain is anisotropic. 

The effect that an anisotropic brain or skull has on the numerical accuracy of the 

FVM is somewhat unclear. The surface voltage errors seem to indicate that the FVM 

accuracy is more affected by the skull anisotropy than the brain anisotropy. However, the 

source localization errors seem to indicate that neither tissue preferentially influences the 

FVM accuracy. While the position error is more affected by the skull anisotropy, the 

orientation error is more affected by the brain anisotropy. Therefore, unless a spherical 

head model is to be used for EEG source analysis, it is probably not possible to make a 

generalized statement about the influence of a single tissue's anisotropy on the numerical 

accuracy of the FVM. No two realistic head models will be exactly the same, as there will 

be differences in each tissue's geometry, distribution, and conductivity. Consequently, 

the influence of a particular tissue will vary from person to person. 
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Overall, these validation experiments have helped to characterize and quantify the 

modeling error associated with the FVM. The main conclusion that can be drawn from 

these studies is that the F V M head model is accurate enough to be used for E E G source 

analysis. And, while severe anisotropy can potentially pose a problem, it is not expected 

to be a significant problem when dealing with real patient data. 
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Chapter 6: Effect of Neglecting Anisotropy 

A large amount of electroencephalogram (EEG) source analysis is still done on head 

models with only isotropic conductivities [18, 42-55], neglecting the fact that some 

tissues in the head are known to be anisotropic [3, 32, 57-61]. Consequently, it is felt that 

the effect anisotropy should be investigated and that any error associated with neglecting 

anisotropic conductivities should be quantified. In this chapter, a realistic head model and 

the finite volume method (FVM) are used to calculate the source localization error 

associated with neglecting anisotropic conductivities. The results of this study are 

presented and there is a discussion about the effect that neglecting anisotropy has on EEG 

source analysis accuracy. This will provide some insight into the importance of 

anisotropic conductivity in head models and whether it should be included or not. 

6.1 Methods 

To investigate the effect of neglecting anisotropy, a realistic head model is created using 

data obtained from magnetic resonance imaging (MRI) and diffusion tensor imaging 

(DTI), which provide structural information about the whole head and conductivity 

information for the brain tissues, respectively. Source localization error is used to 

quantify the effect of neglecting anisotropy, making it necessary to solve the inverse 

problem. Using the FVM, the forward problem is solved for the realistic head to produce 

simulated EEG readings at the electrode sites. Then, the inverse problem is solved for 

these simulated EEG scalp potentials, using the FVM and a version of the realistic head 

in which all anisotropic conductivities are made isotropic. In other words, EEG scalp 

potentials are produced by a head with anisotropic conductivities and then the source of 

these voltages is localized assuming that the head only contains isotropic conductivities. 

Details of how the realistic head model is created and how the forward and inverse 

problems are solved are provided below. 

6.1.1 Realistic Head Model 

The realistic head model is generated using Tl-weighted MRI and DTI data obtained by 

imaging my own head at the University of Alberta In Vivo Nuclear Magnetic Resonance 

(NMR) Centre. The Tl-weighted MRI data was acquired at 0.5><0.5xl mm3 resolution, 
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while the DTI data was acquired at 1x1x2 mm3 resolution. Prior to obtaining the data 

from the In Vivo NMR Centre, it was co-registered in order to align the two different 

data sets and re-sampled in order to obtain a lx lx l mm3 resolution. 

The Tl-weighted MRI data is used to obtain the structural information for the 

realistic head model by segmenting the images into five tissues types: scalp, skull, 

cerebrospinal fluid (CSF), gray matter (GM), and white matter (WM). Two different 

software packages are used to segment the Tl-weighted images. The scalp and skull are 

obtained using the mTrack software package [125], which uses a dynamic edge tracing 

algorithm to determine tissue surfaces on a slice-by-slice basis. For each image slice, the 

user specifies starting points and mTrack defines contours along the inner and/or outer 

surfaces for the desired tissues. Occasionally, user intervention is required to complete a 

contour if mTrack is unable to or to adjust a contour if mTrack makes a mistake. For the 

Tl-weighted images, the scalp's outer surface and the skull's outer surface (or, 

conversely, the scalp's inner surface) is relatively easy to segment, requiring just a small 

amount of user intervention. The skull's inner surface is not segmented since the 

boundary between the skull and CSF can not be differentiated in Tl-weighted images. 

Since this segmentation procedure in mTrack is semi-automated, it can be somewhat time 

consuming and labour intensive, especially for complicated surfaces such as the GM and 

WM. As such, the CSF, GM, and WM are obtained using the FSL software package 

[126]. 

FSL is a comprehensive library of analysis tools for functional MRI, MRI, and 

DTI brain image data and it is written mainly by members of the Analysis Group at the 

Oxford Centre for Functional Magnetic Resonance Imaging of the Brain (FMRIB). There 

are two fully automated tools that FSL uses to segment the Tl-weighted images into 

CSF, GM, and WM. The Brain Extraction Tool (BET) [127] removes the non-brain 

tissues from the whole head images and then FMRIB's Automated Segmentation Tool 

(FAST) [128] classifies each voxel as either CSF, GM, or WM. Since BET and FAST are 

fully automated, segmenting the CSF, GM, and WM is a very quick and easy procedure. 

These time savings provided by FSL greatly outweigh any slight reduction in accuracy 

when compared to mTrack. It should be noted that FSL could potentially be used to 

segment the entire head. Using BET, the outer scalp surface and the inner and outer skull 
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surfaces can be estimated as long as both Tl- and T2-weighted images are available. 

Obviously this was not done in this case, since only Tl-weighted images were available. 

With all the tissues segmented, the final stages of assembling the realistic head 

model are done in MATLAB. Voxels between the scalp's outer surface and the skull's 

outer surface are defined as scalp, while voxels between the skull's outer surface and the 

CSF voxels are defined as skull. It should be noted that the entire surface of the brain is 

surrounded by a layer of CSF that is at least one voxel thick. The resulting realistic head 

model consists of a matrix with dimensions of 256x192x120 and each voxel has 

dimensions of lx lx l mm3. A comparison of the original Tl-weighted images to the final 

version of the segmented head model is shown in Figure 6.1. Additionally, renderings of 

the scalp, skull, and brain are shown in Figure 6.2 to illustrate the segmented head model 

in three dimensions. 

Figure 6.1: Real head and segmented head comparison. The images shown are 
slices from the (a) Tl-weighted MRI and the (b) segmented head model. 
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Figure 6.2: Three-dimensional representation of the realistic head model. The 
tissues shown are the (a) scalp, (b) skull, and (c) brain. 

With the structural aspects of the realistic head model accounted for, the 

conductivities for each voxel must be assigned. The DTI data is used to calculate the 

conductivity tensors for the CSF, GM, and WM voxels in two steps. First, the diffusion 

tensors are calculated for the voxels using the DTI-Studio software package [129]. Then, 

the diffusion tensors are converted to conductivity tensors using (2.13) and the 

empirically determined ratio ajde =0.736 S-s/mm3 [62]. The mean anisotropy ratio of 

the resulting conductivity tensors was calculated to be 4.11. The conductivity of the scalp 

and skull, unfortunately, can not be determined from DTI. Consequently, isotropic 

conductivities are calculated for the scalp and skull using a scalp-to-skull-to-brain 

conductivity ratio of 1:1/15:1 [33] and the mean conductivity of the brain. The mean 

brain conductivity is calculated by converting the CSF, GM, and WM conductivity 
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tensors into isotropic values using the volume constraint [59]. The resulting mean brain 

conductivity has a value of 0.680 S/m, meaning that isotropic conductivities of 0.680 S/m 

and 0.0453 S/m are assigned to the scalp and skull, respectively. It should be noted that 

while DTI has the potential to eliminate the need for segmentation, full head 

segmentation was still required in this case because DTI only provides the conductivity 

values for the CSF, GM, and WM. Additionally, in most cases some segmentation will 

always be required to, at the very least, define the solution space. 

6.1.2 Source Localization Error 

Calculating the source localization error involves solving both the forward and inverse 

problems with the FVM on the realistic head model. In order to evaluate the effect of 

neglecting anisotropy, the head model conductivity is different for the forward and 

inverse problems. While the forward problem is solved on an anisotropic head model, the 

inverse problem is solved on an isotropic head model. The forward problem solution 

serves as simulated EEG scalp potentials and it is calculated with anisotropic brain 

conductivities. The inverse problem solution is calculated for these simulated EEG scalp 

potentials, using a lead field matrix (LFM) that is generated from a head model with 

isotropic brain conductivities. As with the experiments from the previous chapter, the 

source localization error calculations are performed on a desktop computer with a 3.2 

GHz Intel Pentium 4 processor and 2 GB of RAM. 

Using the FVM, the realistic head model is decomposed into the system matrix 

for a 1 mm grid resolution that consists of 2626047 nodes. In order to make a valid 

comparison between the anisotropic and isotropic cases, both head models contain equal 

amounts of total conductivity. This is accomplished by using the volume constraint [59] 

to calculate the isotropic conductivities from the anisotropic conductivity tensors on a 

voxel-by-voxel basis. The electrode placement used for the realistic head is the same as 

what was used for the spherical head in the previous chapter, as shown in Table 5.2. 

However, these electrodes' tip and spin angles are defined relative to the center of a 

spherical head. To overcome the fact that the realistic head does not have a defined 

center, a sphere is fitted to the realistic head to find an approximate center of the head. 

Then, the surface nodes on the realistic head that most closely match each electrode's tip 

and spin angles are chosen as the electrode locations. The resulting electrode distribution 
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is shown in Figure 6.3. As with the spherical head, the reference electrode is chosen to be 

electrode 1, which is located at the top of the head model on the z-axis. 

Figure 6.3: Electrode placement on the realistic head model. The reference 
electrode is shown in red. 

One thousand different dipole locations are randomly chosen for these source 

localization error calculations. The nodes corresponding to the dipole locations are 

randomly chosen from the solution space in the head model and, for each random 

location, a dipole is oriented in the x-, y-, and z-directions. This means that a total of three 

thousand random dipoles are used to calculate the source localization error. 

Unlike the different solution spaces generated for each dipole in the previous 

chapter, only a single solution space is defined for the realistic head model. Here, the 

solution space is defined using a priori constraints and is restricted to the GM in the head 

model. Additionally, the dipole locations must be at least one node away from the surface 

of the GM since both the source and sink must reside in the GM. Consequently, the 

solution space is defined as the GM minus one voxel thickness along its boundary. Due to 

computer memory limitations, one additional voxel along the boundary is also removed. 

This results in a solution space that is the GM minus 2 mm from its boundary and 

consists of 430850 nodes. 

Using this single solution space for each of the three thousand dipoles actually 

reduces the number of forward problem calculations that are required. By creating a LFM 
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for the anisotropic realistic head model, the forward problem only needs to be solved 36 

times instead of three thousand times. The simulated EEG scalp potentials for each dipole 

can simply be extracted from the corresponding column in the LFM. Having a single 

solution space also reduces the number of calculations for the inverse problem. Unlike 

when there was a different solution space for each dipole, only a single LFM must be 

generated for the isotropic realistic head model. Therefore, any forward or inverse 

problem can be solved once the two LFMs are created. This significantly reduces the 

required amount of calculation time and is the reason that so many more dipoles can be 

used compared to the experiments done for the spherical head. 

In order to generate the two LFMs, the forward problem is solved with the 

preconditioned conjugate gradient (PCG) method using the same procedure as presented 

in the previous chapter. As with the previous calculations, a relative residual of s = 1CT10 

and a maximum iteration count of 1000 were chosen. Additionally, the same values were 

used for the polynomial preconditioning, such that ^ m a x =2, ^m m=0.01, and m = $, 

where Rayleigh's method [123] was again used to estimate the largest eigenvalue for 

each system matrix. 

As with previous source localization calculations, these calculations aim to find 

two pieces of information: the dipole location and orientation. In order to quantify the 

source localization error, two different error measures are used. The position error is the 

Euclidean distance, d, between the actual dipole location, (xact,yacl,zacl), and the 

estimated dipole location, (^est^est*2^)' such that 

Three different measures of the position error will be provided: the mean position error, 

d, the maximum position error, Jmax, and the minimum position error, dmm . The 

orientation error is the angle, G, between the actual dipole orientation vector, ract, and the 

estimated dipole orientation vector, rest, such that 

f 
G - cos - i r • r 

act est 
V i r ac t | | I "es t | y 

(6.2) 
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As with the position error, three different measures of the orientation error will be 

provided: the mean orientation error, 0 , the maximum orientation error, #max, and the 

minimum orientation error, 6mm . 

It is important to note that these calculations will just quantify the error associated 

with neglecting anisotropy. Any modeling error associated with the FVM will cancel out 

since the FVM is used for both the forward and inverse problems. For example, if the 

forward problem is solved for a given dipole in a head with anisotropic conductivity and 

the inverse problem is solved for the exact same head, there will be no position or 

orientation error. Therefore, the error that results from changing the head model used by 

the inverse problem is solely due to the change in conductivity. 

6.2 Results 

The results from the source localization error calculations are shown in Table 6.1. 

Additional information is also provided by the error histograms in Figure 6.4, which 

indicate that the position and orientation errors do not have normal distributions. This 

was also suggested by the results in Table 6.1, indicating that the mean, maximum, and 

minimum error values provide a good description of the error distribution. The error 

histograms in Figure 6.4 indicate that the position and orientation errors do not have 

normal distributions. The average solution time required by the PCG method to solve 

the forward problem was 9 minutes, 29 seconds for the anisotropic head model and 5 

minutes, 15 seconds for the isotropic head model. As was observed for the validation 

experiments, the solution time increases when the amount of anisotropic tissue increases. 

Table 6.1: Source localization error due to neglecting anisotropy. 

Position Error (mm) 

2.23 23.02 0.00 

Orientation Error (degrees) 

9 

7.12 

n 
max 

65.16 

6 
min 

0.08 

100 
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Figure 6.4: Source localization error histograms. Histograms are shown for the 
(a) position and (b) orientation errors. 

Neglecting anisotropy seems to have a moderate effect on the source localization 

accuracy, with values of 2.23 mm and 7.12° for the mean position and orientation errors, 

respectively. The maximum values for the position and orientation errors indicate that, in 

extreme cases, neglecting anisotropy can have a considerable effect on source 
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localization accuracy with position and orientation errors reaching values of 23.02 mm 

and 65.16°, respectively. In order to visually illustrate the effect of neglecting anisotropy, 

Figure 6.5 shows the normalized scalp voltages on the isotropic and anisotropic head 

models. The effect of anisotropy is further illustrated in Figure 6.6, which shows the 

normalized scalp potentials for a slice of the head in the axial plane at the same level as 

the dipole. While there are observable differences in both the magnitude and shape of the 

scalp voltages, most of the differences are subtle. These subtle changes can still lead to 

significant dipole localization error, though. In this case, the scalp voltages shown in 

Figure 6.5 and Figure 6.6 are for a dipole location and orientation that resulted in a 

position error of 7.62 mm and an orientation error of 2.16°. 
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Figure 6.5: Normalized scalp voltages for the realistic head model. The scalp 
voltages shown are for the (a) isotropic and (b) anisotropic head models. 
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Angle (degrees) 

Figure 6.6: Normalized scalp voltages for an axial slice of the realistic head 
model. The axial slice is located at the same level as the dipole. 

6.3 Discussion 

In this chapter, the FVM and a realistic head model were used to investigate the influence 

of anisotropy on the accuracy of EEG source analysis. When the brain's anisotropy is not 

accounted for, it was shown that there is a definite decrease in the source localization 

accuracy. On average, the position and orientation errors had values of 2.23 mm and 

7.12°, respectively. While these mean values are not particularly large, the maximum 

values for the position and orientation errors were 23.02 mm and 65.16°, respectively, 

showing that neglecting anisotropy can have a significant effect on EEG source analysis 

accuracy. It is important to realize that the value of these quantitative results could vary 

from patient to patient, but it is equally important to realize that neglecting anisotropy has 

been shown to cause a measurable reduction in source localization accuracy. Therefore, it 

is advisable to not ignore anisotropy without prior knowledge of how it affects the source 

localization accuracy for a particular patient's head model. 

In this study, the effect on source localization accuracy was only investigated for 

the case when the brain's anisotropy is neglected. While the skull can be considered an 
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anisotropic tissue, it was only modeled as being isotropic due to the lack of available 

skull data. DTI can not provide conductivity tensors for the skull and Tl-weighted MRI 

can not differentiate between spongy and compact bone. If any of this data was available, 

a more accurate representation of the skull could have been included in the realistic head 

model. As with the brain's anisotropy, it is expected that not accounting for the skull's 

anisotropy will result in decreased source localization accuracy. 

While not presented in the results, it is worth mentioning that a majority of the 

larger position and orientation errors occurred for dipoles located near the bottom of the 

head model. The reason for this is not fully understood, but there are several possible 

explanations. First, the electrode placement is less dense near the bottom of the head. It is 

likely that the electrodes may not be as sensitive to different dipole locations and 

orientations near the bottom of the head model. This could result in very similar electrode 

voltages for many different dipoles. Second, the realistic head model, as seen in Figure 

6.2, does not include the entire head, stopping part way down. It is suspected this 

anatomically incomplete head model may have influenced the results, causing some of 

the fairly large position and orientation errors to occur for dipoles near the bottom of the 

head model. Unfortunately, the MRI and DTI data used to create the head model did not 

include images of the entire head, so this situation could not be remedied or investigated 

further. In future studies, however, it would be worthwhile to acquire MRI and DTI data 

for the entire head, eliminating this potential source of error. 

As with the results from the validation experiments, the results from this chapter 

can be further evaluated by comparing them to results in the literature. Some studies have 

been conducted that investigated the effect of anisotropy with realistic head models, but 

they only looked at the surface voltage errors that resulted from neglecting anisotropy 

instead of the source localization error [62, 85]. Another study looked at the source 

localization error that resulted from neglecting WM anisotropy, but it used a five-shell 

spherical head model instead of a realistic head model [60]. Due to the differences in 

head models and conductivity values, it is difficult to make a direct comparison to the 

results in this chapter. However, the general conclusion from the literature [60, 62, 85] is 

that anisotropy does affect source localization accuracy, albeit to varying degrees. 
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The main conclusion that can be drawn from this study is that anisotropic 

conductivities should not be neglected. So as to not incur unnecessary source localization 

errors, it is important to model the head tissues as accurately as possible, including using 

patient-specific conductivity values when available. 
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Chapter 7: Conclusions and Future Directions 

The main objective of the research presented in this thesis was to improve the accuracy of 

electroencephalogram (EEG) source analysis by developing a more realistic head volume 

conductor model. Specifically, this was accomplished by creating a high-resolution finite 

volume method (FVM) head model that accounts for anisotropic conductivities. Two 

versions of an anisotropic head model were initially developed in two dimensions, using 

the voxel- and vertex-centered approaches to the FVM. It was ultimately determined that 

the vertex-centered approach is better suited to EEG source analysis, due in large part to 

the fact that it is more accurate than the voxel-centered approach and it requires 

significantly less memory to be implemented on a desktop computer. 

Therefore, the final version of the anisotropic FVM head model was developed in 

three dimensions using the vertex-centered approach. Two different validation 

experiments were used to evaluate the numerical accuracy of the FVM, with the 

analytical solution on a three-shell spherical head serving as the "gold standard" of 

comparison. For both validation experiments the FVM head model was shown to produce 

accurate results for isotropic conductivities and for anisotropic conductivities with an 

anisotropy ratio of 2:1. Additionally, it was shown that the accuracy of the FVM head 

model decreased as the anisotropy ratio increased to 5:1 and 10:1; that is, the modeling 

error of the FVM head model increases for higher anisotropy ratios. It is felt that this is 

one of only a few studies to investigate the relationship between the accuracy of a 

numerical head model and the degree of anisotropy present in the head. 

In addition to validating the FVM head model, another study was done in which 

the effect of neglecting anisotropy was investigated. With a realistic head model 

generated from magnetic resonance imaging (MRI) and diffusion tensor imaging (DTI) 

data sets, the anisotropic FVM head model was used to calculate the source localization 

error that occurs when anisotropic brain tissue is modeled as being isotropic. It was 

determined that anisotropy should not be ignored, as there is a noteworthy amount of 

source localization error that occurs. It is expected that this error would even larger if the 

influence of the skull's anisotropy was investigated as well. 
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The research presented in this thesis is, by no means, an exhaustive study of the 

anisotropic FVM head model. There are several directions that future research in this area 

could take. Further research should be pursued with regards to optimizing the parameters 

for the preconditioned conjugate gradient (PCG) method. While convergence of the PCG 

method was achieved to the desired relative residual value, it is not clear whether the 

optimal values were used for the polynomial preconditioning. With this in mind, it is 

believed that better characterization of the anisotropic FVM head model would be 

beneficial. For example, it is possible that a more in depth understanding of the system 

matrix properties could lead to better estimates of the spectral bounds, which would 

ultimately help improve the speed of convergence of the PCG method. Another issue that 

should be addressed is improving the accuracy of the conductivity data. This data is 

obtained by scaling the DTI data using a scaling factor that was empirically determined 

by other researchers using their own DTI data. It would be worth investigating the 

feasibility of determining this scaling factor for each set of DTI data and whether it 

would have a significant effect on the overall EEG source analysis accuracy. 

Another issue that could be improved upon in the future is the fact that the error 

calculations in this thesis were somewhat limited due to memory and time constraints. In 

Chapter 5 and Chapter 6 only one hundred and one thousand random dipole locations 

were used for the source localization error calculations, respectively. With enough time 

and computational resources, a more exhaustive set of calculations could be performed 

for every possible dipole location in the solution space and for each of the three mutually 

orthogonal orientations. This would provide a better measure of the mean position and 

orientation errors and would allow the errors to be displayed on the three-dimensional 

head model. This could help determine if a relationship exists between source 

localization error and the head model anatomy. 

In the future, one of the biggest areas of concern should be improving the overall 

speed of the process of generating a head model and solving the inverse problem. If EEG 

source analysis is to be adopted as a standard diagnostic tool for epilepsy, in addition to 

being accurate it needs to be fast. One aspect of creating a realistic head model that is 

particularly time consuming is the image segmentation. While the FSL software package 

is very efficient with its fully automated segmentation of the brain, the semi-automated 

108 



procedure offered by mTrack takes considerably longer. It was mentioned, though, that 

FSL could potentially segment the entire head as long as both Tl- and T2-weighted MR1 

data sets were available. This is definitely worth considering in the future, but the 

benefits of the time savings should be weighed against the potential loss in segmentation 

accuracy. Another method of improving the speed of the entire process would be to 

convert all of the MATLAB code into some lower level programming language such as 

C/C++. While MATLAB is especially useful for dealing with vectors and matrices and 

data visualization, it leaves something to be desired when it comes to efficiently 

managing memory. It is felt that more dynamic control over the memory management of 

the programs would ultimately make them run more efficiently. While it may seem 

obvious, another easy way to improve the speed of EEG source analysis would be to use 

more powerful computers. Desktop computers with 64-bit and multi-core processors are 

common place these days and could definitely offer more memory and time savings 

compared to the desktop computer used for this research. It is also worth investigating the 

possibility of running the code on a supercomputer with parallel processors. This may 

require some effort in terms of parallelizing the code, but the additional effort may be 

worth it. It should be noted that more memory efficient program code and more powerful 

computers would also allow for higher resolution head models to be created, improving 

the overall accuracy of the EEG source analysis. 
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