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Abstract 
 

Thermal heavy oil extraction techniques are high temperature and pressure procedures to 

produce heavy oil. Elevated temperature and pressures alter the subsurface stresses, causing shear 

failure of rock within and surrounding the steam front. The steam also introduces volumetric changes 

at the reservoir level, and its impact may also propagate to the surface resulting in surface heaves. 

Furthermore, extraction of fluid/bitumen from the reservoir reduces the pore pressure and alters the 

petrophysical properties, ultimately causing reservoir compaction and surface subsidence. 

The heavy oil fields in northern Alberta are under commercial production since 1986, several 

recovery methods have been applied to extract the bitumen cost-effectively. Grids of vertical 

injector/producer, horizontal injector/producers, CSS and SAGD have all been utilized. However, a 

horizontal well CSS strategy is being used in the most recently drilled pads. Despite applying several 

recovery operations and obtaining commercial-scale bitumen over the past 20 years, it is still unclear 

what exactly happens in the reservoir when steam is injected. It is also not certain how the steam moves 

laterally and vertically in the reservoir, thus adding uncertainty to the understanding of the recovery 

processes. Therefore a monitoring experiment was conducted, incorporating multiple remote sensing 

techniques, e.g., 2D and time-lapse reflection seismic data, microseismic data, production data, and 

tiltmeter recordings over a single CSS pad. The experiment recorded the data for four years to evaluate 

these technologies for field-wide monitoring. This experiment provided a testing ground to integrate 

several geophysical data to study the unknown associated with heavy oil extraction procedure. 

The first aim of the thesis is to focus on microseismic data analysis and interpretation. The 

second part of the thesis aims to focus on time-lapse seismic data analysis and interpretation. The 

final part of the thesis links and integrates the observations from the two geophysical techniques 

by showing how one may help confirm or contradict the interpretation from each data. 

A single deviated downhole microseismic monitoring array was installed at the pad of 

horizontal wells, to record the data. Before analyzing the recorded data, complete processing and 

quality workflow was proposed and applied to the recorded data to obtain event locations. As a 

result, approximately 2100 events were recorded during four cycles of steam injection and 

production. The spatial and temporal analysis and engineering data revealed that 95% of 

microseismicity is located in the overburden and recorded during the steam injection. I interpreted 

two fault planes in the overburden responsible for triggering the high number of microseismic 

activity. 
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I then focus on the time-lapse seismic data to process and identify time-lapse amplitude 

anomalies and isochrones time delays associated with the injection of a high volume of steam into 

the reservoir. The observations were integrated with surface tiltmeter data and temperature logs to 

interpret the spatial and vertical extent of the steam zones. It was concluded that the steam 

movement in the reservoir is non-homogenous; both spatially and vertically and several zones 

were identified where steam has partially or fully reached inside the reservoir. 

Finally, the findings from several geophysical data sources were integrated to validate the 

proposed set of predictions. The validations of these predictions show that during the heavy oil 

recovery method, microseismic activity is more likely to occur in the overburden due to stress 

changes and the brittle nature of the rock. The reservoir also undergoes several changes due to 

high pressure and temperature, including dilation, compaction, and alterations of rock physics 

properties. These changes are interpreted by analyzing the time-lapse seismic data and surface 

tiltmeter data.  The results also indicate that seismic reflection data highlight the changes at the 

reservoir level. In contrast, microseismic data would give a detailed picture of the changes in the 

overburden, and combining both is likely to give an elaborated insight of reservoir-caprock 

response to steam injection and the associated physical mechanisms. 
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1 Introduction 

1.1 Introduction 

Canada has one of the largest fossil fuel reserves in the world. It holds the third-largest 

reserves globally, after Venezuela and Saudi Arabia (Figure 1.1) (Pacey, 2013). Among all the 

Canadian provinces, Alberta has the largest oil reserves, and together with the Saskatchewan 

reserves, the deposits can supply the energy demands of North America for the next 100 years 

(Dusseault, 2002). According to Alberta Energy Regulator (2015), Alberta has over 1.8 trillion 

barrels of bitumen in place; however, less than 10% of it is considered as a reserve. The data also 

show that Alberta’s bitumen volume is significantly larger than its conventional oil volume. 

Alberta bitumen has low API gravity (10o API), density greater than 1,000 kg/m3, and viscosity of 

over 1 million cP. The majority of the bitumen reservoirs are at shallow depth, typically less than 

1,000m (Chopra et al., 2010). 

 

Figure 1-1: Location of the Canadian oil sand projects (reproduced with permission from Pacey, 2013). 

Alberta has three major oil and sand production areas, Athabasca being the largest, Cold 

Lake is the second largest, and Peace River, the third largest deposit (Figure 1.1). Table 1.1 lists 

the original bitumen in place for different areas in Alberta. The average pay thickness varies 

between 5 to 25 meters, with average oil saturation of about 65% and 30% porosity. However, the 
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oil saturation of the Athabasca deposit can be as high as 90%. While oil sands have high oil 

saturation, the main challenge is the viscosity of the bitumen; the viscosities are too high to bring 

the bitumen to the surface through primary production. Therefore, the bitumen must be heated 

above 200oC to reduce the viscosity five times to move the oil under gravity and pressure 

(Mehrotra & Svrcek, 1986). 

Table 1.1 Original oil in place of crude bitumen as of December 31, 2014 (Alberta Energy Regulator, 

2015). 

 

The two main thermal recovery methods used in Alberta are CSS (Cyclic Steam Stimulation) 

and SAGD (Steam Assisted Gravity Drainage). CSS is a single well procedure; a targeted volume 

of steam (310oC) is injected into the formation at a pressure greater than the fracture pressure, 

typically greater than about 10 MPa (Butler, 1987; Gates & Larter, 2014; Stark, 2011). The injected 

steam heats the bitumen and fractures the reservoir. It increases the initial reservoir pressure, 
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reduces the viscosity of the bitumen near the well, thus mobilizing the oil to the well. Once the oil 

production rate drops below a defined threshold value, the cycle starts again with steam injection 

(Butler, 1987; Stark, 2011). In SAGD, two wells are placed parallel to each other in the targeted 

zone. The top well is the injection well; steam is injected into the formation. As the steam chamber 

grows outward, the oil is moved downward toward the lower well (production well) under the 

influence of gravity. The oil is produced continuously from the production well under the influence 

of gravity.  

Both CSS and SAGD are excellent bitumen recovery processes for heavy oil operations, but 

both processes experience challenges. The injection pressure during CSS is kept higher than the 

fracturing pressure; thus, an intact cap rock is required to protect the formations above the 

reservoir. Inside the reservoir, the steam chambers are connected; therefore, when steam is 

injected, it flows along the connected channels between the injection wells and may not contribute 

much to the production at the well where the steam was injected; hence limiting the volume of 

recovered oil because of the distance oil needs to mobilize to get to the well. On the other hand, in 

SAGD operations, the steam is injected at a pressure substantially lower than the fracturing 

pressure; thus, any shale layers inside the reservoir formation become a major challenge as this 

introduces reservoir heterogeneity. Intact shale layers may reduce production since they create 

steam barriers (Gates & Larter, 2014). 

The feasibility and efficiency of these underground extraction operations are sometimes 

questioned due to possible damage to the surrounding environment, particularly the seal (caprock) 

of the reservoir (Khazaei, 2016). In such types of underground injection operations, there is always 

a trade-off between the objective and economics of the project on the one hand and the safety of 

the process on the other hand. The safety of the operations is ensured by keeping the injection 

pressure low. Once the steam is injected into the reservoir, it induces stress changes in and around 

the reservoir, thus possibly creating fractures and providing a pathway for the fluid to reach the 

surface. It may compromise the caprock integrity, and cause surface damage, and, in severe cases, 

may cause a blowout. The damage to the caprock must be prevented because hydrocarbons are 

valuable resources and pose challenges with resource conservation (Khazaei, 2016). Therefore 

proper monitoring of these operations has become a major focus in western Canada and worldwide. 

Once the steam injection begins, reliable geophysical monitoring methods must be employed to 
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optimize the operation and achieve the objective. Valuable information on subsurface, surface, and 

oil production can be obtained by various geodetic and seismic techniques used in the industry. 

The most common techniques in the petroleum industry include seismic reflection surveying, 

microseismic monitoring, tiltmeter, and interferometric radar (InSAR) (Verdon et al., 2013).  

Among these, seismic reflection surveying is commonly used to produce a time-lapse image 

of the reservoir undergoing steam injection and production. Injected steam alters the viscosity and 

density of the reservoir rock, thus affecting the velocity of the waves propagating through the 

impacted formation. Interpretation of these recorded changes directly or by impedance inversion 

can reveal the subsurface changes (Chopra et al., 2010). The earliest application of steam front 

detection was shown by Mummery (1985); he demonstrated the use of reflection seismic data to 

detect the steam front's movement. Several other studies have used time-lapse seismic data to 

generate images of amplitude anomalies corresponding to the changes in the reservoir (Eastwood 

et al., 1994; Kalantzis et al., 1996; Kalantzis, 1994).  

Another effective imaging technique used in the petroleum industry is microseismic 

monitoring; it is the only technique that can image the geometry of the growing fractures (Maxwell, 

2014). It refers to the recording of elastic waves due to microseismic events generated; because of 

material undergoing deformation. Therefore, it helps in understanding the rock response to the 

stress changes. The main advantage of microseismic monitoring is that rock damage can be 

evaluated continuously.  

The goal of this thesis is to advance the application of microseismic and time-lapse seismic 

data to better understand the dynamics of the CSS by developing an integrated approach. An 

essential intent of the research is to demonstrate how the integration of several geophysical data 

reveals a complete picture of the subsurface changes in processes associated with CSS. The 

integration will help to establish cause and affect relationships between recorded data and physical 

changes/damage in the subsurface. 

1.2 Problem statement 

During thermal heavy oil extraction projects (CSS or SAGD), the injection pressure is 

intentionally kept low enough to build up the steam chamber only in the reservoir and to prevent 

any damage to caprock. The high temperature and pressure result in stress variation, volumetric 
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changes at the reservoir level, and shear failure within and surrounding the steam front. These 

subsurface changes may also propagate to the surface resulting in surface heaves (Collins, 2007; 

Nanayakkara & Wong, 2009). Furthermore, extraction of fluid/bitumen from the reservoir reduces 

the pore pressure and alters the petrophysical properties, ultimately causing reservoir compaction 

and surface subsidence (Waal & Smits, 1988; Finol & Ali, 1975; Muntendam-Bos & Fokker, 

2009). 

Many authors have contributed to the research to investigate and study the above effects. For 

example, Maxwell et al. (2007) combined microseismic and tiltmeter data to monitor the warm-

up phase of a SAGD well pair. The integration of microseismic data and volumetric strains 

(inverted from surface deformation) helps delineate discrete deformation zones in the target area. 

Walters & Zoback (2013) integrated microseismic event locations and surface deformation data to 

better understand the spatio-temporal relation. The examined locations indicated the reactivation 

of shallow faults and brittle failure of rigid stringers within the reservoir. However, the study did 

not incorporate time-lapse surface seismic data, which can provide additional information and add 

to the current findings of the study. Schoofs et al. (2010)  described an integrated workflow to 

monitor the steam distribution and caprock integrity in a fractured carbonate reservoir. The paper 

also emphasized the importance and need for the combined application of several geophysical 

technologies for monitoring purposes. Still, it did not contain an integrated analysis to explore the 

geomechanical behavior of the caprock-reservoir system. 

As mentioned above, few attempts have been made to integrate limited geophysical data to 

monitor the steam front during heavy oil extraction. However, scientific papers that incorporate 

and jointly analyze large volumes of multidisciplinary data are rare to non-existent. This is 

unfortunate since it hampers our understanding of the dynamics of injection processes by linking 

unique observations from each type of data. For instance, in this thesis, it is shown that seismic 

reflection data highlight changes at the reservoir level. In contrast, microseismic data give a 

detailed picture of the changes in the overburden. The combination of both types of data enhances 

our insight into the reservoir-caprock response to steam injection and associated physical 

mechanisms because of the complementary information that can be derived from each data type. 
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1.3 Research objective 

This research seeks to integrate microseismic, time-lapse surface seismic, production, and 

well data recorded during Cyclic Steam Stimulation (CSS) to achieve the following scientific 

objectives 

• Understand the dynamics and evaluate the effectiveness of the CSS operation at growing the 

depletion chambers within the reservoir. 

• Investigate the influence/ impact of steam injection on the reservoir-caprock system by 

integrating multidisciplinary geophysical data. 

• Propose a set of geomechanical predictions and validate them with the help of 

multidisciplinary data observations. 

1.4 Thesis outline and contribution 

The thesis is organized into nine chapters: 

Chapter 1 provides the background and scope of this research. 

Chapter 2 presents an overview of the geology of the study area and a summary of the CSS 

experiment. 

Chapter 3 reviews the current understanding of the geomechanical process associated with 

thermal heavy oil recovery processes. 

Chapter 4 presents an uncertainty analysis for microseismic data focusing on the commonly used 

location methods, using data from a geophone array placed in a single deviated borehole.  Synthetic 

data are used to demonstrate that microseismic uncertainty is dependent on the location method 

and acquisition geometry (well orientation, length, and density of geophone array).  

Chapter 5 discusses the processing and quality control workflow for microseismic data recorded 

by a single monitoring borehole.  First, a complete workflow is proposed and then applied to the 

real data recorded during the CSS experiment. 

Chapter 6 presents the analysis and interpretation of recorded microseismic data. The data is first 

analyzed to examine the spatial and temporal trends to gain insight into the deformation associated 

with steam chamber growth. Later the results are integrated with the engineering data. 
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Chapter 7 discusses the time-lapse processing and interpretation of the seismic reflection data.  

Chapter 8 highlights the integrated analysis of microseismic, surface seismic and engineering data 

observations and the likely physical mechanisms responsible for the geomechanical changes. 

 Chapter 9 concludes the research work and provides recommendations for further research. 

The thesis provides the following main contributions to science:  

• The first contribution of this thesis is the demonstration of microseismic event location 

uncertainty associated with two commonly used event location methods (P- and SP- 

method), using synthetic data from a geophone array placed in a single deviated 

borehole.  

• Provide a workflow to processes the microseismic data for the case of a single deviated 

observation well to produce a reliable event catalog for further analysis and 

interpretation. The workflow consists of three parts, namely pre-processing, event 

location, and quality control. The workflow also demonstrates the application of 

commonly used analysis methods to quality control the calculated microseismic event 

locations.  

• Introduce a multidisciplinary data analysis approach to understand the geomechanics 

of heavy oil reservoirs undergoing cyclic steam stimulation—this involved 

interpretation and integration of microseismic, time-lapse seismic, surface tiltmeter, 

and production data.  

• Emphasize the importance of unique information extracted from each geophysical data 

source (e.g., microseismic, time-lapse seismic data, and production data) to highlight 

the changes in and around the heated reservoir 

• Reveal the presence of blind spots in some of the geophysical data, which may lead to 

incorrect interpretation of the subsurface image. 
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2 The Peace River monitoring project 

2.1 Introduction 

The Western Canada Sedimentary Basin (WCSB) is a vast sedimentary basin covering 

approximately 450,000 sq mi of Western Canada; it includes southwestern Manitoba, southern 

Saskatchewan, Alberta, northeastern British Columbia, and the southwest corner of the Northwest 

Territories (Figure 2.1). The Western Canada Sedimentary Basin can be described as a simple 

northeasterly tapering wedge of sedimentary rock. It extends from the Rocky Mountains west to 

the Canadian Shield in the east, having a thickness of 6 km under the Rocky Mountains but thins 

to zero at the eastern margins (Mossop & Shetsen, 1994).  

 

Figure 2-1: Map showing the extent and main elements of the Western Canada Sedimentary Basin. The 

blue color shows the present extent of basin rocks and highlights the three sub-basins, e.g., Williston, 

Alberta, and Liard Basin ( reproduced with permission from Wright et al., 1994). 

The variation in the shape and structure reveals a long and complex story of differential 

subsidence and uplift that resulted in the evolution and development of the WCSB (Porter et al., 

1982). The structural evolution is related to the tectonic evolution of the Rocky Mountains. The 

three major structural elements of the WSCB are the Canadian Cordillera, cratonic Williston basin, 

and Alberta basin, as seen in Figure 2.2. The western margin is marked by the northwest-southeast 
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trending Cordilleran fold and thrust belt. The other two major features (Alberta basin and Williston 

basin) are separated by northeast-trending positive structural elements comprising the Bow island 

arch (Williams & Burk, 1964). 

The study area of the Peace River oil sand deposit lies in north-central Alberta, as indicated 

by the red rectangle in Figure 2.2. The following sections will focus on the geology and reservoir 

potential of the study area. 

2.2 Geological setting 

The Peace River Arch (PRA), a cratonic uplift, lies in northwestern Alberta and northeastern 

British Columbia (Figure 2.1). Structurally, the PRA is east-northeasterly trending, and its 

preserved length is 750 km. Its western edge lies near the Alberta/British Columbia boundary. It 

is an asymmetrical structure with a steeply dipping northern flank and gently dipping southern 

flank. It is one of the four positive cratonic structures in the Western Canada Sedimentary Basin 

that developed at the western edge of North America. The other three positive cratonic features 

developed during the Paleozoic are; the West Alberta arch, the Tathlina High, and the Sweetgrass 

Arch (Figure 2.1). The Peace River Arch is the largest of these and records the longest history of 

tectonic activity (O’connell et al., 1994).  

 

Figure 2-2: Structural map of the foreland basin, showing some of the major structures in the basin 

(reproduced with permission from  Mossop, 1988). 
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2.3 Depositional setting and stratigraphy 

The Western Canada Sedimentary Basin preserves a long history of deposition and 

structuring, ranging from the Sauk sequence (Precambrian–Cambrian age) to the Tejas sequence 

(Tertiary-Quaternary age) (Figure 2.3). Some of the sequences are well presented throughout the 

basin. In contrast, other sequences are restricted to a certain area of the Western Canada 

Sedimentary Basin (Figure 2.3), e.g., Ordovician and Silurian strata of the plains are preserved in 

the Williston basin, whereas the thickest Triassic sequence is found in the northwest part of the 

basin (O’Connell et al., 1994). Figure 2.3 shows a regional cross-section (A-A’) along the WCSB, 

displaying the deposition of different sequences. The deposited sequence is much thicker in the 

north as compared to the south of the basin. The Cambrian to Jurassic platform sequence is 

interrupted by several widespread unconformities (Figure 2.3). 

The thickest sub-Jurassic rocks are found in the north of the Peace River Arch, and the 

thickest Cretaceous sequence is deposited in the Peace River area, as indicated by the red arrow 

on the cross-section. The detailed Peace River stratigraphic sequence of the Cretaceous is shown 

in Figure 2.4. The Cretaceous interval comprises the Bullhead group, Fort John group, and Smoky 

Group stratigraphic units (O’connell et al., 1994). 

 

Figure 2-3: Peace River Stratigraphic column, showing sequence deposited during cretaceous (reproduced 

with permission from Hubbard, 1999). 
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Figure 2-4: Regional cross-section (A-A’) showing the presence and thickness variation of stratigraphic 

sequence in the basin from North to South. Different colors are indicative of different sequences 

(reproduced with permission from O’connell et al., 1994). 

The Bullhead group of lower Cretaceous unconformably overlies the Jurassic to Triassic 

deposits. It is composed of chert, quartz, and quartzite at the base and then grades to sandstone, 

siltstone, and mudstone. The Bullhead group is thickest in the northern Canadian Rockies (900m) 

and thins out in the Peace River area (100m). The Bullhead group contains the Bluesky, Gething, 

and Cadomin Formations. The Fort St. John Group is another Lower cretaceous unit in the area. It 

comprises dark shale deposited in a marine environment and interbedded with sandstone, siltstone, 

and conglomerates. Its thickness varies between 700m to 2000 meters. It includes the Shaftesbury, 

Peace River, Spirit River, and Bluesky Formations, which conformably overlies the sandstone of 

the Dunvegan Formation. The younger strata of the Tertiary age have been eroded except the 

Paskapoo Formation. It is unconformably overlain by the Laurentide drift deposit of Quaternary 

age (Hubbard, 1999).  

Heavy oil reservoirs in the Peace River area are found in Devonian and Cretaceous rocks. 

The heavy oil production in the study area is from the Bluesky/Gething Formation, which will be 

the subject of discussion in the next sections 

2.4 Peace River oil sands reservoir  

Trapped hydrocarbon reservoirs in the WCSB are classified into five types: (a) dry biogenic, 

(b) heavy oil; (c) sweet, light crude oil; (d) sweet gas and gas condensate; and (e) sour gas and gas 

condensate. These classes can be put into three groups based on the depth ranges, e.g. (a) and (b) 

are found at shallow depth or outcrop; (c) are found at intermediate depth (approximately 300-

3500m) and (d) and (e) are found at deeper depth (> 3500m). Reefs are the most common type of 

trap in the area, and in some cases, a structural component is involved (Machel, 2010).  

Most heavy oil reservoirs in the area are found in the Cretaceous sands and underlying 

Devonian carbonates. Heavy oil carbonates occur in the area called the “Carbonate Triangle” 

(Figure 2.5) at four stratigraphic levels, including Grosmont, Nisku, Shunda, and Debolt (Machel, 

2010). These oil sands deposits are found at Athabasca, Cold Lake, and Peace River of northern 

Alberta. These deposits consist of bitumen-rich sands from the Gething Formation, Ostracode 

Zone, and Bluesky Formation, overlying the older strata of Paleozoic and Mesozoic age.  
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Hubbard (1999) revealed three deposition stages in the Peace River area based on the 

sedimentological analyses. The lithology of the Gething Formation indicates a terrestrial origin in 

the southeastern part, whereas, in the northeastern part, it changes to marine deposits. The Bluesky 

Formation corresponds to progradation deposition in the Boreal sea; it does not exceed a thickness 

of several meters. The maximum transgression of the Boreal sea is marked by the overlying 

Wilrich Member (Spirit River Formation) of the basal Cretaceous sequence at the Peace River.  

 

Figure 2-5: Map of Alberta, showing the location of Alberta oil sand, carbonate triangle, and heavy oil 

deposits (reproduced with permission from Machel 2010). 

2.4.1 History and reservoir characterization  

The Peace River sand deposits were discovered in the 1950s, located at a depth of 550 m. The 

oil sand deposits are found in the Bluesky/Gething Formation of Lower Cretaceous, Belloy 

Formation of Permian and Debolt, and Shunda Formations of Mississippian age, holding > 150 

billion barrels of bitumen in place (table 2.1). But recoverable bitumen is restricted to late 

Cretaceous sand of the Bluesky/Gething Formation. Shell Canada initiated pilot projects in the 

1970s and early 1980s, which lead to commercial production in the area. Since the API gravity of 

the bitumen is <10o, several different well designs have been employed with varying degrees of 

success, including a grid of vertical injectors and producers, horizontal injectors and producers, 

Steam-Assisted Gravity Drainage (SAGD), and cyclic steam stimulation(CSS). Initially, a series 
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of vertical wells are drilled from the main pad to the reservoir depth, and then horizontal wells are 

drilled laterally into the reservoir (McGillivray, 2005).  

In the Peace River development area, the net pay average is 20 to 30 m in thickness, with 

average sandstone porosity of 28% and gas permeabilities (after bitumen extraction) range from 1 

to 4 Darcy. The average bitumen saturation is 77% and may reach 88% in some areas (Hubbard, 

1999; McGillivray, 2005). 

 

Table 2.1 Bitumen reserves of the Peace River oil sand deposits (Hubbard, 1999).  

 

2.4.2 Reservoir geology  

Recoverable hydrocarbon reserves in the Peace River are deposited in the estuarine (tidal 

deltaic) sands of the Bluesky Formation. The localized fluvial-deltaic sand of the Ostracode Zone 

at Peace River is mud-dominated. The thickness of these sands overlain by the Bluesky Formation 

can reach up > 30 m. The thickest Lower cretaceous sediment zone is located at the paleo-lows on 

the underlying Mississippian surface.  

The orogenic accretionary events in WCSB have resulted in stratigraphic and structural traps in 

the Peace River area. The regional structural dip of the reservoir strata in the area is southwest and  

1. On the northern and eastern side of the Peace River arch, the up-dip seal is 

provided by the pinch out of the low permeability Mississippian carbonates.  

2. Basinal shales of Wilrich Member and Bluesky Formation act as the top seal for 

the Bluesky Formation.  

3. Estuarine mudstone provides a lateral east-southeast seal. 

It is believed that bitumen at Peace River likely originated in the deep basin to the southwest 

and migrated to the current location up-dip through the Late Cretaceous and Tertiary (Hubbard, 

1999; O’Connell et al., 1994).  
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The next section will summarize the regional stresses in the study area to better understand 

their impact on hydrocarbon exploration, particularly in the unconventional and fractured 

reservoir. 

2.4.3 Regional stresses 

Fractures tend to propagate in the direction of least resistance and widen in the direction that 

requires the least force. It means that tensile fractures will propagate in the direction of maximum 

principal stress and perpendicular to the least principal stress, as shown in Figure 2.6. Therefore, 

the key to understanding the fracture orientation in the area is first to understand the principle 

stress directions (Economides & Martin, 2007). 

 

Figure 2-6: Schematic illustration of the orientation of fractures, with respect to the minimum (Shmin) and 

maximum stress (SHma) direction  (reproduced with permission from  Zoback, 2010). 

In western Canada, the current understanding of in situ stresses is interpreted from well logs, 

hydraulic fracture records, and production indicators (Bell et al., 1994). The WCSB is 

characterized by a NE-SW trending SHmax orientation (Adams & Bell, 1991; Zoback & Zoback, 

1980). However, the Peace River Arch is an anomalous stress orientation region with the north-

northeast-south-southwest SHmax trajectories. The slight deflection of the SHmax trajectories is seen 

in the map in Figure 2.7. In much of Alberta, the dominant fracture network is sub-vertical and 

mostly aligned in the NE-SW direction (Bell & Bachu, 2003). Based on micro and mini frac stress 

data from 41 wells in the Peace River area, it is found that the hydraulic fractures in the area will 

be approximately vertical, and the strike of the fractures will be parallel to the SHmax (Bell et al., 

1994). This information will help predict the orientation of natural fractures in the study area during 

thermal recovery operations. 
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Figure 2-7: Map of Peace River area, showing maximum and minimum horizontal stress across the Peace 

River Arch and surface traces of Rocky Mountains thrust faults (reproduced with permission from  Bell et 

al., 1994). 

2.5 Project overview 

The Peace River oil field in northern Alberta is under commercial production since 1986, 

several recovery methods have been applied to extract the bitumen cost-effectively. Grids of 

vertical injector/producer, horizontal injector/producers, CSS and SAGD have all been utilized. 

However, a horizontal well CSS strategy is being used in the most recently drilled pads. Several 

horizontal sections are drilled away from the vertical well into the reservoir, and steam is pumped 

through them. The steam is allowed to soak, reducing the bitumen's viscosity, and then the oil is 

pumped to the surface (McGillivray, 2005). Despite applying several recovery operations and 

obtaining commercial-scale bitumen over the past 20 years, it is still unclear what exactly happens 

in the reservoir when steam is injected. Although it is assumed that heat is transferred through a 

combination of dilation and thermal convection, uniformly outward from the well, it is still not 

known with certainty how the steam is distributed along the well path and moves laterally away 

from the well. 

Additionally, it is also unclear how the steam moves vertically in the reservoir. This adds 

uncertainty to the understanding of steam recovery processes. Given the above unknowns, it is 

extremely important to investigate and understand what is happening in the subsurface/reservoir; 
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it will help optimize the operation. A monitoring experiment was conducted, incorporating 

multiple remote sensing techniques, e.g., 2D and time-lapse reflection seismic data, microseismic 

data, production data, and tiltmeter recordings over a single CSS pad. The experiment recorded 

the data for four years to evaluate these technologies for field-wide monitoring.  

The monitoring experiment primarily focused on the application of time-lapse seismic and 

microseismic monitoring along with surface tiltmeter monitoring. The pad used in this thesis 

consists of horizontal wells. It uses a cyclic steam stimulation strategy (CSS) with a 50 level array 

of 3 component geophones cemented in the deviated well TH40-A for recording microseismic 

data. Figure 2.8 shows the geometry of the pad. A cross spread of permanent source locations was 

created by drilling 15 m deep holes for each shot. The resulting seismic reflection was recorded 

by the surface and borehole geophones, thus producing high fold 2D seismic lines and a sparse 

(one fold) surface 3D. In this thesis, I focus the analysis on the 2D seismic lines.  When active 

survey is not recorded, the geophones (surface and borehole) were used to record microseismic 

data. 

 

 

Figure 2-8: Acquisition geometry of CSS experiment, showing the treatment and observation wells on the 

pad. The horizontal wells are injectors and producers. A single deviated well is used for recording 

microseismic data (left). The base map on the right 

2.5.1 Microseismic monitoring and steam cycles 

The steam was injected into the reservoir through the ten horizontal wells (each further 

divided into three horizontal arms). Microseismic data were recorded by a single observation well 

at the pad (Figure 2.8). A total of four steam injection and production cycles were performed from 
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2002 to 2005. The microseismic data were recorded by ten 3C geophones placed inside the single 

deviated observation well. It consisted of approximately 3000 triggered files. The event 

occurrences and production history are shown in Figure 2.9. It will help to understand if events are 

related to steam injection or fluid extraction.  

2.5.2 Time-lapse seismic data 

The time-lapse surface seismic data were acquired at different times over the pad. The first 2D 

survey (baseline survey) was acquired in 2002 before injecting steam into the reservoir. The 

seismic survey (monitor survey) was acquired again after four cycles of steam 

injection/production. Both surveys are processed by following the same processing flow; therefore, 

any changes between the baseline/ monitor survey can be associated with changes in the reservoir. 

 

Figure 2-9: Number of events over time, compared with injection/production history. Steam is injected in 

January of each year in increasing quantities (blue line). In the first year, a large number of events occur 

during steam injection (black line). Significantly few events are detected during extraction (water = green, 

oil = red).  

 In addition to microseismic and time-lapse seismic data following data are also made 

available  

• Well data 

i. Geological well tops 

ii. Well logs (sonic and density) 



19 
 

iii. Temperature profiles 

• Engineering data 

i. Injection and production data  

ii. Pressure data 

• Tiltmeter observation   

2.6 Road ahead 

The previous section describes the experiment, geology, and available data for the research 

project. The multidisciplinary data will be utilized in a stepwise manner, as mentioned below, to 

achieve the research objectives described in chapter one. 

• A set of geomechanical + rock physics predictions will be proposed based on the literature 

review. 

• Then, raw microseismic data will be processed to obtain the microseismic event locations. 

• Next, processed microseismic data will be analyzed and interpreted in conjunction with 

engineering data. 

• It will be followed by time-lapse seismic data processing, analysis, and interpretation.  

• Finally, the findings from surface seismic and microseismic data will be integrated to 

understand the CSS operation dynamics and validate the proposed geomechanical 

predictions.  
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3 Geomechanics and rock physics of heavy oil extraction -An 

overview 

3.1 Introduction 

When a thermal recovery method is used to extract heavy oil, the reservoir undergoes 

complex mechanisms absent in conventional reservoirs (Shafiei & Dusseault, 2013). In addition 

to thermal conduction and convection, the reservoir also experiences geomechanical changes. As 

a result, rock dilates, improving the permeability, porosity, and compressibility. It increases the 

vertical permeability and makes such operations economically feasible. On the other hand, thermal 

operations may also negatively affect stress/strain redistribution, reservoir deformation, ground 

surface heave, variation in rock properties, and deformation/disturbance in the overburden rock. 

All the above mechanisms occur in parallel as physical components of the thermal processes 

(Dusseault & Collins, 2010). 

Researchers have been working for several decades to address thermal geomechanics and 

understand its impact on reservoir simulation, production mechanism, and prediction (Al-Aulaqi 

et al., 2011; Al-Hadhrami & Blunt, 2000; Civan, 2004; Karyampudi & Rao, 1995; Kumar & 

Verma, 2010; Schembre et al., 2006). Major factors leading to such studies have been the large 

vertical surface deformation, extensive microseismic activity, and the failure of conventional 

reservoir simulation to make predictions. The earliest attempt was made by Butler (1987) to 

investigate the thermal expansion of pore liquids and resultant pore pressure increase during steam 

injection operations. He concluded that during CSS, zones of high pore pressure might extend 

several meters into the reservoir. However, his approach did not invoke geomechanics. Later work 

on geomechanical modeling concluded that dilation might occur within a cold reservoir, between 

wells, and close to the thermal front (Chalaturnyk et al., 1991). It was also found that changes in 

the reservoir permeability and volume are dependent on temperature changes, effective pressure, 

and shear stress (Scott et al., 1994). Increasing the formation pressure to the threshold pressure 

causes irreversible shear dilation, thus permitting larger than expected injectivity and productivity 

(Singhal et al., 1998). The development of shear dilation in and around the steam chamber results 

from thermal jacking, developing a zone with compressive stresses leading to shearing and dilation 

of the reservoir. This increases the porosity from 28%-30% to 32%-34%, increasing the 

permeability from 1~2D to 5~8D  (Collins et al., 2002). All this work has contributed extensively 
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to the current understanding resulting in successful thermal recovery operations (Collins et al., 

2002; Collins, 2007).  

This chapter cover two major objectives; (1) a review of the literature to better understand the 

impact of thermal recovery procedures on the geomechanical properties and behavior of the 

reservoir-caprock system and (2) the effect of these changes on geophysical parameters. These key 

learnings will be incorporated in future chapters to analyze geophysical data and interpret the key 

observations from a CSS experiment. 

3.2 Geomechanical properties of rocks 

Geomechanical properties are a specific group of petrophysical parameters directly 

measured in the laboratory using specific tests (Schön, 2015). These properties are of prime 

importance in the petroleum industry as they define how different rocks respond under different 

conditions (fluid injection and production) and help classify rocks. Some of the geomechanical 

properties are: 

3.2.1 Stress and strain 

When a rock is under the influence of stress, it experiences several kinds of deformation or 

strain. It may alter the linear dimension, volume, or shape of the rock, which may be elastic 

(reversible) or nonelastic (viscous, plastic, irreversible). The stresses can be vertical or horizontal; 

the vertical stress component is given by the weight of the overburden (Schön, 2015) 

𝜎𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙=𝑔. ∫ 𝜌(𝑧). 𝑑𝑧
𝑧

0
,    (3.1) 

 where g is the gravity acceleration, z is the depth, and ρ is the density at depth z. The horizontal 

component of stress is often approximated in the absence of tectonic forces as  

𝜎ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙= 
𝑣

1−𝑣
. 𝜎𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙     (3.2) 

where v is Poisson’s ratio.  

In porous rocks, the concept of effective stress is introduced as 

𝜎effective,𝑖𝑗 = 𝜎𝑖𝑗 = 𝜎total,𝑖𝑗 − 𝛼. 𝜎pore. 𝛿𝑖𝑗,      (3.3) 

where 

𝜎total,𝑖𝑗 is the total stress tensor 

𝛼 is the Biot-Willis effective stress parameter  

𝛿𝑖𝑗 is the Kronecker delta. 

Note that all the stresses mentioned here are effective stresses unless mentioned. 
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The failure behavior of rocks is described based on the principle of the effective stress 

component 𝜎11, 𝜎22, 𝜎33. To understand this, consider a cylindrical sample with equal horizontal 

stress components but different vertical stress components. The stress effects are described as 

 

mean effective stress 𝜎mean = 𝑃 =
1

3
. (𝜎11 + 𝜎22 + 𝜎33)    (3.4) 

shear stress Q = √3. 𝐼2       (3.5) 

where 𝐼2 =
1

6
[(𝜎11 − 𝜎22)2 +  (𝜎22 − 𝜎33)2 +  (𝜎33 − 𝜎11)2] is the second invariant of the 

effective stress tensor. 

When 𝜎11 = 𝜎22 = 𝜎H and 𝜎33 = 𝜎v, the above equations become 

𝜎mean = 𝑃 =
1

3
. (𝜎v + 2. 𝜎H) =  

1

3
. (𝜎33 + 2. 𝜎11)    (3.6) 

 Q = 𝜎v − 𝜎H = 𝜎33 − 𝜎11      (3.7) 

 

3.2.2 Deformation properties 

Deformation properties are mostly derived from a static compression test and include 

Young’s modulus and Poisson’s ratio. The Young’s modulus is defined as the ratio of axial stress 

and the resulting axial strain: 

𝐸 =
𝜎

𝜀
        (3.8) 

 The Young’s modulus is stress-dependent and can also be derived from the linear portion 

of the stress-strain curve. It measures the stiffness of the rock, and its unit is N/m2=Pa (pascal). 

The other deformation parameter, Poisson’s ratio, is defined as the relative change of radius 

(r)divided by the relative change of axial length (h)  

𝑣 =
∆𝑟

𝑟⁄

∆ℎ
ℎ⁄
  ,          (3.9) 

 

and varies between 0 and 0.5 (Schön, 2015).  

3.2.3 Failure/strength properties 

The strength describes the amount of force needed to bring the rock to failure; the force may 

be compressive, tensile, or shear in nature. The most commonly used and simple failure criterion 

was formulated by Coulomb in 1773. According to the criterion, the shear stress τ tending to cause 

failure across a plane is resisted by  
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• The cohesion (c) of the material, 

• The normal stress σn across the plane times the coefficient of internal friction µ 

(or the angle of internal friction φ, where µ= tan φ): 

 

𝜏 = 𝑐 + 𝑡𝑎𝑛 φ. σn 

Mohr’s circle best illustrates the failure processes and strength properties; the principle is 

demonstrated in Figure 3.1: 

• For a cylindrical sample, a constant lateral or radial stress (𝜎11 = 𝜎22) and axial 

stress (𝜎33) increase until the rock ruptures.  

• The rupture makes an angle (θ) with a weak shear plane. 

Stress normal to the plane is 

𝜎𝑛 =
𝜎11+𝜎33

2
+

𝜎11−𝜎33

2
 . cos (2𝜃)     (3.10) 

 

Shear stress parallel to the shear plane is  

𝜏 =
𝜎33−𝜎11

2
. 𝑠𝑖𝑛 (2𝜃)      (3.11) 

 

The above equations are used to generate the 𝜏 − 𝜎𝑛 plot called Mohr’s circle. A number of 

experiments are conducted to construct the failure envelope. The envelope indicates the stress 

condition of failure and maybe approximated as a straight line. This way, the cohesion (c, intercept 

with the vertical) and angle of internal friction (φ, the slope of the line) can be estimated (Schön, 

2015). 

 

Figure 3-1: Cylindrical sample under the influence of horizontal and vertical stresses along with Mohr’s 

diagram (τ-σn) and Mohr’s circle (Schön 2015). 

The strength properties of rocks are generally controlled by the following: 
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• The type and mechanical quality of the bonding between the rock particles 

(cementation for clastic sedimentary rocks). 

• The presence, distribution, and orientation of any previously present fractures or 

fissures in the rock. 

• The internal rock structure (lamination, schistosity, anisotropy). 

• Confining and pore-fluid pressure. 

3.3 Thermally-induced stress changes 

During thermal recovery processes, the temperature can rise to 350oC, resulting in a complex 

induced stress distribution zone around the reservoir.  A qualitative sketch of expected changes in 

effective stress along horizontal and vertical sections near a steam chamber is shown in Figure 3.2. 

The stresses in and around the steam chamber vary as: 

• Within the heated zone, stresses increase in all directions due to thermal dilation. 

• Along the horizontal section (A-A’), vertical stresses increase due to expansion, and 

horizontal stresses decrease due to extensional strain. 

• Along the vertical section (B-B’), large horizontal stresses are developed next to the heated 

zone, whereas a decrease in vertical stresses is expected.  

 

 

Figure 3-2: Sketch of stress changes due to the heated zone. It shows that the increase in reservoir 

temperature  (red circular zone) increases the horizontal stress along the vertical (B-B’) and vertical stress 
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along the horizontal profile (A-A’),  the increase in the stress value is shown by the red line (reproduced 

with permission from Dusseault et al., 2007). 

  

In short, stress anisotropy is induced around the heated zone. This can be easily visualized 

in the two dimensions using stress trajectories and small arrows for principle stresses (Figure 3.3). 

The heated reservoir may be assumed as a balloon (red zone) expanding outward within the brittle 

material. The stresses in the direction of expansion increase (shown by longer arrows perpendicular 

to the expanding zone), but stresses parallel to the balloon, in front of it (shown by shorter arrows 

parallel to the expanding zone) drop due to the stretching (Figure 3.3). It introduces large-scale 

stress anisotropy, leading to anisotropic changes in the P-(compressional) and S-(shear) wave 

velocities (Dusseault et al., 2007).  

 

 

Figure 3-3: Sketch showing stress trajectories and shearing effects around the heated zone. The heated 

reservoir zone is shown as red; the induced stress anisotropy zone is developed in front of and above the 

expanding zone (thick black cross arrows). Vertical and horizontal thin black lines show the stress 

trajectories (reproduced with permission from Dusseault et al., 2007). 

Increasing stress anisotropy means that shearing and shear dilation may take place. To shear, 

high porosity sandstone (ϕ>0.25), a principal effective stress ratio (σ1/ σ3) of more than 3.5-4.5, is 

needed, and simulation studies suggest that in weak sandstone, a temperature difference of (∆T) 

40-60oC is enough to cause shearing. Generally, steam injection elevates the reservoir temperature 

from 10-40oC to 200-325oC, enough to initiate massive shearing. It can beneficially result in a 

shear breach in thin shale barriers and dilate sandstone, increasing formation permeability, thus 

improving the production. It is now understood that all aggressive thermal operations enhance 

reservoir properties due to shearing, and tracking these changes (seismically or micro-seismically) 

can be of benefit to the geomechanical analysis  (Dusseault et al., 2007).  
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Faulting or shearing around the steam front is an indication of high-stress anisotropy, and 

time-lapse measurements of changes in seismic attributes (e.g., amplitude and impedance) and 

microseismic monitoring could help locate and quantify these processes.  

3.4 Geomechanical behavior of rock 

The caprock overlying the oil sands consists of several low-permeability units that work 

together to act as the seal and limit the flow of fluid from the reservoir vertically upward. High 

temperature and pressure impact the geomechanics aspect of the caprock-reservoir system. This 

section will discuss a few of these effects. 

3.4.1 Shearing and dilation 

The thermal oil recovery process induces shearing; it is a failure mode that occurs when the 

anisotropic stresses exceed the frictional and cohesive strengths of the rock.  As a result, several 

shearing zones are formed along which sliding occurs. In unconsolidated rocks, the sliding may 

further result in translation, rotation, and displacement of loose sand grains capable of causing a 

permanent disturbance, leading to dilation (an increase of bulk volume). Moreover, injection 

results in high differential thermal stresses, reducing the effective stresses, eventually shearing the 

shallow reservoir (Dusseault & Collins, 2010). 

  

 

Figure 3-4: Schematic showing the stress changes, shear, and dilation zone ahead of the steam front 

(reproduced with permission from Dusseault & Collins, 2010). 

Figure 3.4 shows a schematic of stress changes as the steam chamber propagates in the 

reservoir. The laterally propagating steam front will cause the effective horizontal stress (𝜎ℎ) 
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inside and outside the thermal zone to increase because of the lateral constraint. Meanwhile, the 

effective vertical stress (𝜎𝑣) decreases outside the thermal zone because of thermal jacking: 

unloading of some of the stresses in the cold reservoir by vertical extensional strains due to thermal 

expansion. For shallow reservoirs, these conditions make shearing favorable, and stiffer rock will 

attract higher stresses and eventually will be forced into its yielding condition. Hence, almost all 

the rock in advance of the propagating steam front will shear at low confining stresses. It means 

for competent sands, shear dilation potential is high, and minimal grain crushing is expected 

(Dusseault & Collins, 2010). 

The strong dilation front of the heated zone results in an increase of absolute porosity of the 

reservoir by factor 2 to 10 and relative permeability by a factor of 10. Besides, the shearing will 

break up the thin clay dusting layer found between the bedding planes and beds. The shear dilation 

plays a significant part in the success of the thermal recovery processes as it enhances the transport 

flow (Dusseault & Collins, 2010). 

3.4.2 Shear at the shale caprock 

The caprock shales overlying the heavy oil reservoir are impermeable. During thermal 

expansion and dilation, a huge stress concentration is developed between the reservoir and the 

non-expanding overlying shales. During steam injection, shearing inside the reservoir is beneficial 

and intended for thermal recovery of heavy oil. However, if these fractures grow and extend to 

overlying shale layers, then it can lead to shear failure at the shale interface.  One way to understand 

the cause of shearing is to analyze the effect of increased pressure and temperature using the Mohr-

Coulomb criterion. The green circle represents the virgin state of stress before steam is injected, 

and the blue line represents the failure strength or, essentially, the shear strength of the rock (Figure 

3.5). When steam injection starts, pore pressure increases, effective stresses decrease, causing the 

Mohr circle to move to the left. The reservoir is confined laterally by adjacent material, causing 

the total stress in the lateral direction to increase considerably, while vertical stress experiences 

little change as steam is injected. It causes the Mohr circle to become larger as it moves to the left 

(Figure 3.5). Since temperature changes also generate thermal stresses, this effect, combined with 

stress changes due to pore pressure, causes the Mohr circle to become even larger (Khan et al., 

2011). 

As the steam front continues to grow and high temperature touches the shale, it creates 

microfractures. These microfractures increase permeability. The steam enters the shale through 
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these microfractures, increasing the clay-bound water content in shale and drastically decreasing 

the cohesion and friction angle of shale. It will reduce the shear strength, as shown by the red line 

in Figure 3.5. In summary, the changes in pressure and temperature will enlarge the Mohr’s circle 

diameter and move to the left, closer to the failure envelope, thus increasing the chance of shearing 

(Khan et al., 2011). 

It is worth mentioning that when the steam front reaches the shale layer, the steam is 

condensed into water and absorbed by the shales. It causes the shale to swell and increase in lateral 

stresses, which considerably reduces Young’s modulus and the peak strength (Bashbush et al., 

2009),  therefore facilitating the breakage of shale lamination. 

 

 

Figure 3-5: Mohr circle showing an increase in pore pressure decreases the initial effective stresses (green 

circle), moving the circle to the left (red circle) and lowering the failure envelope (blue to red). The x-axis 

and y-axis represent normal and shear stress (Khan et al., 2011).  

Reservoir compaction and in situ stresses are induced by reservoir compaction. A sketch of 

induced stress above the depleting zone is shown in Figure 3.6. Directly above the center of the 

compacting reservoir, effective horizontal stress (𝜎ℎ ) goes up but drops above the flanks. 

However, shear stress goes up above the shoulders, leading to the formation of shear planes due to 

the concentration of shear stresses on the interface (Figure 3.6). It has been observed in the 

Wilmington oil field in the 1950s, and ’60s, where hundreds of wells above the shoulders of the 

gentle anticline reservoir were sheared. Similarly, hundreds of wells in Californian and Canadian 

thermal projects are sheared because of thermal expansion (Dusseault et al., 2007). 
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Figure 3-6: Zone of compression, shear, and extension above the reservoir due to hydrocarbon depletion 

(reproduced with permission from  Dusseault et al., 2007). 

3.4.3 Reservoir deformations  

The deformations in the reservoir can cause deformations at the surface. Thermal recovery 

operations experience large vertical surface deformation (∆z). The thermal recovery processes 

between the depths of 200 to 500m can produce cumulative vertical surface deformations of up to 

600 mm. The value of ∆z is of economic importance, specifically at the late production cycles, 

because this is the dominant drive mechanism during late production. The recompaction drive 

effect increases the oil recovery rates and possibly the ultimate recovery factor as well.  

The schematic cross-section in Figure 3.7 summarizes the surface deformation and faulting 

associated with fluid extraction. The fluid extraction from the reservoir causes subsidence and 

horizontal contraction of the center of the subsiding region and lesser extension at the flanks. Both 

normal and reverse faults may result during the extraction processes (Segall, 1989). 

 

Figure 3-7: Schematic cross-section showing surface deformation and faulting associated with fluid 

removal (Segall, 1989). 

During the injection phase, the reservoir distortion may be pure volumetric dilation or 

shearing related. It can give rise to monopolar or dipole surface deformation (∆z) distributions, 
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respectively, at the surface (Figure 3.8). The surface deformation field can be inverted to 

understand the volumetric or shear distortion at the reservoir level for a well-constrained case 

(single well operation at a constant depth). It has been used to help understand the production 

mechanism and predict possible casing failure due to steam injection (Dusseault & Collins, 2010).  

 

Figure 3-8: Schematic showing the surface distortion associated with volumetric (left) and shear (right) 

changes in the subsurface. The green oval and red triangle indicate the area of volumetric (∆V) and shear 

(∆S) changes, z is the depth, and the blue line shows the surface expression of the changes (reproduced 

with permission from Dusseault & Collins, 2010). 

These volume changes at the reservoir level may be tracked indirectly by deformation 

inversion coupled with seismic data analysis. It can also help track the homogeneity of the injection 

processes, changes in permeability, and swept zones' distribution. 

The geomechanical behavior of heavy oil reservoirs during thermal recovery can be better 

interpreted by analyzing the elastic properties (such as velocity, density, and impedance) of the 

reservoir-caprock system, emphasizing temperature variation. These properties will link the 

measured geophysical response and the geomechanical behavior of the geological system. This 

will be discussed in the next section. 

3.5 Correlation between seismic velocity and strength properties 

I have shown that during the thermal heavy oil recovery procedure, massive changes take 

place in the density and fluid saturation of the rock matrix due to temperature and also because of 

reservoir dilation (Schön, 2015). These changes greatly affect the seismic parameters such as 

(Isaac, 1998)velocity, amplitude, and frequency content.  

Velocity is a crucial piece of information derived from seismic data. It depends on the 

material moduli through which the seismic wave propagates. The P-wave velocity is  
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𝑉𝑃 = [
(𝐾+

4

3
𝐺)

𝜌
]

1/2

,      (3.12) 

 

 where K is the bulk modulus, G is the shear modulus, and ρ is the density. The shear modulus is 

zero for most fluids, and the above equation is reduced to 

𝑉𝑃𝑓𝑙𝑢𝑖𝑑 = [
𝐾

𝜌
]

1/2

.     (3.13) 

Seismic wave velocities within a rock are dependent on porosity, pore fluid, density, 

temperature, and effective pressure (Hicks & Berry, 1956; Isaac, 1998). The temperature 

dependency of velocity and density was investigated by  Eastwood (1993). It was demonstrated 

that density varies with temperature changes, as shown in Figure 3.9a. The measurements were 

taken at the temperature range of 20o-250oC and a pressure range of 3.5-7 MPa. The experiment 

also investigated the impact of temperature on velocity in two bitumen samples (fluid only) 

(Eastwood, 1993). 

 

Figure 3-9: Plots of a) density variation with temperature and b) velocity variation with temperature, 

based on laboratory measurements (reproduced with permission from Chopra et al., 2010). 

The plot in Figure 3.9b shows the temperature and compressional velocities (P-wave 

velocity) in two bitumen samples at a constant pressure of 0.1 mPa. The P-wave velocity decrease 

as the temperature increases from 22 to 127 Co; the decrease in velocity is approximately 30% 

relative to the velocity at 22oC (Eastwood, 1993). Velocity also exhibits pressure dependency; it 

decreases by 10% with a decrease of pressure (8MPa to 1MPa) at 22oC (Figure 3.10). It is seen 

that velocity and density both decrease with increased temperature for heavy oil (oil sand or 

bitumen). The magnitude of the decrease depends on temperature and differential pressure, which 

is the difference between the confining and pore pressure (Chopra et al., 2010).  
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Figure 3-10: Compressional velocity as a function of temperature in saturated heavy oil sand. The 

velocity is measured at different pressure values ranging from 1MPa to 8 MPa ( reproduced with 

permission from Eastwood, 1993). 

As the viscosity of the heavy oil becomes high, the shear modulus becomes negligible. At 

low temperature (-12.5oC), a sharp shear-wave is detected because, at this temperature, oil is 

almost solid. As the temperature increases, both the bulk and shear moduli decrease almost linearly 

(Figure 3.11a). At a temperature of approximately 80oC, the shear modulus approached zero (not 

shown in the figure). At room temperature, heavy oil supports shear waves, but as temperature 

increases, its shear modulus rapidly decreases until it becomes zero (Batzle et al., 2006).  

 

Figure 3-11: Plot of a) measured bulk and shear moduli in heavy oil samples at different temperatures 

(reproduced with permission from Batzle et al., 2006). 

 The seismic velocity is also affected by the fluid saturation changes in the rock. The effect 

of fluid substitution on the P-wave velocity of the fluid-saturated medium  can be estimated (Jaeger 

et al., 2007): 

𝑉𝑃 = [
(𝐾𝑠𝑎𝑡+

4

3
𝐺𝑠𝑎𝑡)

𝜌𝑒𝑓𝑓
] ,1/2                                                          3.14 
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 where 𝜌𝑒𝑓𝑓 is the effective density and 𝐾𝑠𝑎𝑡 and  𝐺𝑠𝑎𝑡 are the effective bulk modulus and 

shear modulus of the saturated medium. The saturated elastic moduli can be estimated by using 

the Gassmann equation (Gassman & Smit, 1951). 

 

𝐾𝑠𝑎𝑡 = 𝐾𝑑𝑟𝑦 +
(1−(

𝐾𝑑𝑟𝑦

𝐾𝑜
))

2

𝜙

𝐾𝑓𝑙𝑢𝑖𝑑
+

(1−𝜙)

𝐾𝑜
−

𝐾𝑑𝑟𝑦

𝐾𝑜
2

 ,                                                     3.15 

 

 where 𝐾𝑑𝑟𝑦 is the bulk modulus of dry rock, 𝐾𝑓𝑙𝑢𝑖𝑑 is the bulk modulus of the pore fluid, 𝐾𝑜 is the 

bulk modulus of the matrix, and ϕ is the porosity of the dry rock. 

It is seen from the equation no 3.14 and 3.15 that the velocity of the medium will be inversely 

impacted by the fluid density and directly by the variation in the elastic moduli of the effective 

medium. The effect of fluid substitution on P wave velocity is shown in Figure 3.12. Increasing 

the water saturation in the rock will increase the effective density and bulk modulus. According to 

equation 3.14, the increase in effective density will decrease the velocity, whereas an increase in 

bulk modulus will increase the P-wave velocity. Figure 3.12 shows the effect of increasing the 

bulk modulus is dominant, thus results in a positive correlation between water saturation and P-

wave velocity.  

 

Figure 3-12: Plot showing the relation between water saturation changes and relative P-wave velocity 

(reproduced with permission from Brisco, (2018)). 

Based on the above plots, I anticipate that 
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• Inside the reservoir, during steam injection, the temperature increases; therefore, the 

velocity will decrease. Whereas, during production, the reservoir cools down, increasing 

the P-wave velocity. 

• Inside the caprock, the velocity remains the same as long the high temperatures do not 

reach the caprock. But, the velocity in the caprock may vary if 1) reservoir fluid leaks to 

the reservoir (increasing the P-wave velocity) or 2) if the caprock develops fractures during 

injection and production cycles (decreasing the P-wave velocity). 

 

It is appropriate to anticipate that the temperature effects will be more dominant and 

important inside the reservoir interval, resulting in an increase in two-way time and impedance 

contrast. On the other hand, changes in the caprock will be primarily linked to induced stresses. 

3.6 Shale brittleness 

In addition to changes in heavy oil properties, the shale's brittleness is also important as it is 

likely to influence microseismic activity. The shales act as the caprock for heavy oil reservoirs, 

and their ability to fracture is of interest  (King, 2010). The mechanical behavior of shale is 

important in hydraulic fracture stimulation, where brittleness indicates the ability to initiate and 

maintain long-term hydraulic conductivity (Schön, 2015). Brittle shales are more easily fractured 

than ductile shales. The brittleness index is used to differentiate different types of shales. Two types 

of criteria are used: 

•  A criterion based on shale mineralogy: The Brittleness index is calculated from the volume 

fraction of different minerals in the rock matrix (Rickman et al., 2008; Sondergeld et al., 

2010): 

 

𝐵𝑟𝑖𝑡𝑡𝑙𝑛𝑒𝑠𝑠 𝑖𝑛𝑑𝑒𝑥 = 𝑄𝑢𝑎𝑟𝑡𝑧/(𝑄𝑢𝑎𝑟𝑡𝑧 + 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑒𝑠 + 𝐶𝑙𝑎𝑦)   (3.14) 

 

•  A criterion based on Young’s modulus and Poisson’s ratio: Another way to characterize 

shales is to calculate the brittleness index from velocity and density logs. Shales with a 

Young modulus (E )> 34.5 MPa and Poisson ratio (v )<0.25 as brittle. A plot is usually plotted 

to separate the two types (Schön, 2015), as shown in figure 3.13. 
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Figure 3-13: Plot of  Young Modulus versus Poisson’s ratio separating ductile and brittle regions 

(reproduced with permission from Grieser & Bray, 2007). 

3.7 The expected response of reservoir-caprock due to steam injection   

In response to steam injection, the reservoir and surrounding rocks experience a change in 

temperature (∆𝑇), pressure (∆𝑝), and effective stresses (∆𝜎𝑖𝑗
,

), resulting in shearing, dilation, and 

mechanical damage. Based on the key observations and learnings from the literature, a set of 

predictions is proposed, as illustrated in Figure 3.14. The schematic highlights the expected 

response of the caprock-reservoir system at high temperature and pressure during CSS.  

 

When steam injection starts, several changes are expected; for example,  

• I expect to observe surface uplift because steam injection at high temperature ( > 

200oC) causes thermal expansion of the reservoir rock. Since the reservoir is shallow 

(depth 550m), the reservoir expansion will cause the overlying strata to elevate. This 

may be confirmed by analyzing the surface tiltmeter data, a ground-based heave 

measurement technique. Surface tiltmeters are traditionally used to monitor local 

deformation to understand the relationship between injection/production and resulting 

surface deformation (Maron et al., 2005; Maxwell et al., 2007; Walters & Zoback, 

2013). I predict microseismic activity in the overburden instead of the reservoir during 

the steam injection cycles because of the induced stresses in the overlying brittle 

shales.  The steam injection into the reservoir causes the reservoir to expand, exerting 

stress on the overlying shale. As the reservoir expands, new fractures may develop in 

the caprock, or faults/fractures may be reactivated. When this happens, microseismic 
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activity is recorded. The stress changes will also occur in the reservoir, but since shale 

is more brittle, I expect most of the microseismicity to be in the caprock. This brittle 

nature of the shale can be confirmed by calculating the brittle index using the velocity 

and density logs. Inside the reservoir, an increase in temperature is expected to 

decrease the velocity and density of the heated reservoir, thus decreasing the acoustic 

impedance. The decrease in acoustic impedance within the heated zone will result in 

a higher impedance contrast between the heated reservoir and the surrounding rock. 

This will cause the seismic reflection amplitude to increase. The decrease in velocity 

will impact the P-wave passing through the reservoir interval, thus increasing the two-

way travel time (TWT). This is expected to be visible on the isochrone difference maps 

of the reservoir.  

• Additionally, I do not anticipate changes in the seismic properties (amplitude and 

seismic arrival time) within the caprock interval because of minimal or no variation in 

rock physics properties. The steam is expected to stay within the reservoir interval 

unless there is 1) reservoir fluid leakage to the caprock altering the fluid saturation 

(increase in P-wave velocity) or 2) substantial fracturing/faulting (decrease in P-wave 

velocity), which are unlikely   

Conversely, during the production cycle, the following changes are expected 

• I expect surface subsidence during the production cycles because of the fluid 

(hydrocarbon and water) withdrawal from the reservoir. The extraction of fluid from 

the reservoir causes the reservoir to shrink, causing the overlying layers to drop, 

resulting in surface subsidence. Similar to surface uplift, surface subsidence is 

traditionally measured by placing tiltmeters on the surface. 

• I expect microseismic activity in the overburden during production cycles because of 

the induced stresses. The induced stresses due to the fluid extraction, pore pressure 

reduction, and reservoir shrinkage may cause fracturing/faulting above the depleted 

reservoir in the overburden. This will result in the triggering of microseismic activity. 
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Figure 3-14: Showing stress changes (σ) in response to the pore pressure, temperature (T), and volumetric 

(V) changes during steam injection (left) and hydrocarbon production (right). 

The above predictions will be validated by analyzing and interpreting the following 

geophysical data 

• The first step is to analyze and interpret the recorded microseismic data recorded 

during the CSS experiment. The focus will be to examine the spatial and temporal 

trends of the microseismic data. These event locations are of key importance, as they 

will help validate or contradict the predictions. The above findings will be integrated 

with engineering data (pressure logs, injection, and production volumes) to 

differentiate injection and production-related microseismicity. This will help validate 

the prediction that microseismic may be recorded during injection and production 

cycles. 

• The well log data (sonic and density logs) will be used to calculate the brittleness index 

to distinguish between brittle and ductile zones. The brittleness index will be compared 

with the depth trends of resulting microseismic events. This will help validate or 

contradict the prediction that the majority of the microseismic activity is expected to 

be in the overburden. It is expected to validate the depth trend of event locations. 

• Next, time-lapse seismic reflection data will be used to analyze the seismic amplitude 

and reservoir isochrone difference between baseline and monitor surveys. This will 
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help validate the prediction that steam injection results in velocity reduction within the 

reservoir interval and no changes in the overburden.   

• The surface tiltmeter data will be incorporated to examine any surface uplift and 

subsidence during steam injection and production, respectively. The surface uplift 

during injection will confirm the thermal expansion of the heavy oil reservoir, and 

surface subsidence will confirm reservoir contraction due to fluid production, thus 

validating the prediction.   

3.8 Discussion 

In this chapter, I have formulated a set of predictions to study the caprock-reservoir rock 

response to steam injection at high temperature and pressure. The schematic in figure 3.14 

highlights some of the physical mechanisms and effects observed during the heavy oil recovery 

processes. The majority of these predictions agree with the fundamental mechanism argued by 

Dusseault & Collins (2010) and discussed in section 3.7. But, they do not incorporate the impact 

of higher temperature on rock physics properties. The temperature changes are also important and 

must be considered. The temperature change will alter the physical (density and velocity) and 

mechanical properties of the rocks (i.e., density, Young’s modulus, Poisson’s ratio, friction angle, 

and cohesion). For example, a temperature change can reduce the friction coefficient, resulting in 

the excitation of micro earthquakes (Miyazawa et al., 2008). The change in the P- and S-wave 

velocity is related to the changes in elastic properties of the pore fluid through Gassmann’s 

equation. The model assumes that pore space is completely connected, and the rock is homogenous 

and isotropic. The Gassmann equations are most widely and commonly used to calculate seismic 

velocity changes due to different fluid saturations in the reservoir. This traditional technique 

cannot be applied to predict the moduli of rocks saturated with heavy oil, especially at low 

temperatures. At low temperatures, the heavy oil behaves like quasi-solid. The Gassmann model 

equation is inapplicable if the pore-filling material is a solid or a liquid whose shear modulus has 

a finite component. It has also been tested experimentally for a range of temperatures, and results 

indicate that as temperature decreases below 60o, heavy oil becomes dispersive and Gassmann 

estimates no longer match the data (Han et al., 2007). For the above reasons, I do not incorporate 

the Gassmann model to study the velocity changes in the reservoir.  However, the Gassmann 

equations can model the fluid substitution in the caprock if there is fluid leaking into the caprock. 
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However, since I do not anticipate fluid leakage from the reservoir into the overburden rock, I 

ignore its application in this research study. 

The predictions are based on the current scientific understanding of geomechanical processes 

(Dusseault, 2002; Dusseault et al., 2007; Dusseault & Collins, 2010) and established correlations 

between seismic properties and rock strength obtained from lab results (Batzle et al., 2006; Mavko 

et al., 1998). The predicted changes are limited to the geology of the study area and may need to 

be modified for different geology. For example, I anticipated microseismic activity in the 

overburden because caprock shales are more brittle than the heavy oil sand reservoir. The same 

may not be observed if the steam is injected into the carbonate heavy oil reservoir. For the 

carbonate reservoir, I expect a substantial amount of microseismic activity in the reservoir because 

carbonate is more brittle than the heavy oil sands. In addition, the prediction of surface uplift due 

to reservoir dilation is dependent on the depth of the reservoir. It will be obvious if the reservoir is 

shallow (<600m), as in the study area. However, if the reservoir is deep (>1000m), the reservoir 

will still experience thermal expansion but most of it will cause the overburden rock to compress, 

thus limiting the impact on the surface. 

Some of these changes (surface subsidence, induce microseismicity, and velocity slowness) 

have been previously analyzed by several authors (Maron et al., 2005; Maxwell et al., 2007). 

However, what is novel in this study is the integration of the observations from multidisciplinary 

data to link these expected changes to the physical processes. The validation or contradiction of 

these predictions will improve the current understanding of the geomechanical processes and will 

reveal the complicated response of the seemingly simple CSS operation   

3.9 Summary 

This chapter summarizes the principles and physical mechanisms that may be observed during 

a thermal recovery process. The following changes are expected 

• The effect of increased pressure and temperature during steam injection reduces the heavy 

oil's viscosity, thus easing the production from the reservoir.  

• The effects of temperature and pressure extend beyond the reservoir interval and alter the 

stresses within and surrounding the reservoir interval during injection and production cycles. 
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•  The rock above the reservoir is likely to experience shearing due to stress redistribution. 

However, shearing in the overburden is not desirable and may cause a caprock breach or 

well casing failure. 

• The subsurface changes may result in surface uplift and subsidence during steam injection 

and hydrocarbon production, respectively. Substantial uplift or subsidence can result in 

containment challenges. 

 

  A better understanding and monitoring of thermal recovery processes can be made possible 

by incorporating several types of geophysical data, including but not limited to time-lapse seismic, 

well data, microseismic data, engineering data (production, injection, and temperature recordings), 

and surface tiltmeter data. 
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4 The impact of acquisition parameters and location techniques on 

microseismic event locations 

4.1 Introduction 

The microseismic acquisition involves continuous monitoring of passive seismic by placing 

geophones on the surface or in the borehole. The geophones may be mounted in several different 

possible configurations and are mostly deployed in the borehole. A range of different downhole 

recording geometries is used to monitor hydrocarbon reservoirs and hydraulic fracturing. These 

geophones can be installed permanently or temporarily, depending on the project's scope 

(Maxwell, 2014). 

 The common objective of any microseismic monitoring study is to obtain accurate locations 

of the microseismic events both in space and time. A microseismic event originates at an unknown 

time and location. In downhole monitoring, the determination of microseismic event locations may 

be viewed as an optimization problem, where the hypocenter is defined as the point with the 

minimum difference between observed and theoretical parameters (e.g., (Lee et al., 1981; Lee & 

Lahr, 1972). It is achieved by arrival-time inversion (Gibowicz, 1994;  Maxwell, 2014). The 

method involves minimizing the P- and/or S-wave arrival time differences at each sensor through 

a grid search (Prugger & Gendzwill, 1988) or linear iterative strategy (Geiger, 1912). The least-

square solution can be used to determine microseismic locations for different geometries, including 

vertical, horizontal, deviated, and multiwell arrays, by inverting only P- (P-wave difference 

method) or P- and S-wave arrival times (P-S wave difference method) ( Zhou et al., 2015). 

In this study, I investigate uncertainties in the estimated locations of microseismic events by 

two commonly used location methods, using data from a geophone array placed in a single 

deviated borehole, using a grid search optimization procedure. The objective is to evaluate each 

method and select the one which results in the least location uncertainty for a deviated borehole 

geometry. The selected method is then used in the next chapter to locate microseismic events from 

the heavy oil monitoring experiment (Chapter 2). The analysis is further extended to investigate 

location uncertainties given various acquisition parameters, e.g., receiver array orientation 

(vertical or deviated), length of the array, and receiver density. 
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4.2 How events are located - Theory 

For microseismic borehole surveys, most localization procedures require knowledge of P 

and S- wave arrival times and azimuth and dip information to compute event locations. In this 

study, I use a grid search to invert for the source location. First, a theoretical lookup table is 

calculated, given a velocity model. Each point in the table is denoted by X and defined by (x, y, z, 

𝑡𝑝, 𝑡𝑠), where 𝑡𝑝 and 𝑡𝑠 are the predicted P- and S- wave arrival times, and 𝜃 is the source azimuth. 

The x, y, and z are the easting, northing, and depth of the potential source location, respectively. 

A grid search then compares the differences between observed and predicted travel times for all 

receivers recording a specific event to determine the most likely source location. The following 

equation obtains the maximum likelihood estimate for the source location x 

𝑃(𝑋 = 𝐱|𝑡𝑝,𝑜𝑏𝑠) = 𝑒𝑥𝑝
−

1

2
∑

(𝑡𝑐𝑎𝑙,𝑛−𝑡𝑜𝑏𝑠,𝑛)
2

(𝜎𝑝
2+𝜎𝑠

2)
 𝑁

𝑛=1
,                                                         (4.1) 

 

 where N is the total number of receivers, tcal and tobs are theoretical and observed S-P arrival times 

at each receiver in the receiver array. P is the non-normalized probability density function (PDF) 

for the hypocenter location and 𝜎𝑝 and 𝜎𝑠 are the uncertainty in P- and S- wave arrival time picks.  

Inversion based on travel times alone may not lead to unique solutions for geophones in a 

single well. Hence, in addition to travel time, source azimuth and incidence angle may also be 

needed to constrain the source location (Bayer et al., 2012). Both additional variables are usually 

estimated from polarization analysis of the P-wave arrival of the three-component data using 

covariance analysis. The auto and cross-variance of three-component data Ux, Uy, and Uz 

containing 𝑁𝑠 time samples can be obtained from 

 

                         𝐶𝑖𝑗 =
1

𝑁𝑠
∑ 𝑈𝑖(𝑠)𝑈𝑗(𝑠),𝑁𝑠

𝑠=1                                                    (4.2) 

 

 where i and j are the component indices, and s is the index variable for a time sample. Ns is the 

total number of samples in the analysis window. The real-valued and symmetrical covariance 

matrix can then be written as 
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                    𝑪 = (

𝐶𝑥𝑥 𝐶𝑥𝑦 𝐶𝑥𝑧

𝐶𝑥𝑦 𝐶𝑦𝑦 𝐶𝑦𝑧

𝐶𝑥𝑧 𝐶𝑦𝑧 𝐶𝑧𝑧

).                                        (4.3) 

 

The covariance matrix C represents the polarization ellipsoid with the best fit to the real data. 

The three eigenvalues λ1≥λ2≥λ3 and corresponding eigenvectors 𝑝1̅̅̅, 𝑝2̅̅ ̅, 𝑝3̅̅ ̅ of the matrix C are 

associated with the principal axes of the polarization ellipsoid. Azimuth, incident angle, and 

linearity are calculated from the eigenvalues and eigenvectors. The directional cosine of the first 

eigenvector corresponding to the largest eigenvalue defines the azimuth θ, given by 

 

           𝜃 = 𝑎𝑡𝑎𝑛 {
𝑝1(𝑦)

𝑝1(𝑥)
} ,                   (4.4) 

 where azimuth (θ) is measured counterclockwise from the positive x-axis being the east direction 

(Bayer et al., 2012). 𝑝1(𝑥), 𝑝1(𝑦) and 𝑝1(𝑧) are the x, y, and z components of the largest 

eigenvector 𝑝1.  

Linearity (L) relates all three eigenvalues by (
λ2+λ3

2λ1
). L ranges between zero and one; it is 

one for a perfectly linearly polarized wave and zero for an elliptically polarized wave.  

The apparent incident angle can be given as  

 

   ɸ = 𝑎𝑡𝑎𝑛 {
𝑝1(𝑧)

√[𝑝1(𝑥)2+𝑝1(𝑧)2]
} .                                        (4.5) 

It is zero for horizontal polarization and is defined to be positive in the positive z-direction. It 

defines the largest eigenvector orientation when combined with the azimuth (Bayer et al., 2012). 

The linearity and apparent incident angle will not be used further but are only mentioned here to 

define the complete covariance analysis. 

A more accurate event location can be derived using a combined analysis of arrival times 

(S-P wave arrival time) and polarization parameters (source azimuth) by examining the likelihood 

of each trial location by the following methods: 

4.2.1 P- wave method   

The maximum likelihood may be estimated by minimizing the observed and predicted P- 

wave arrival times and azimuths for all combinations of receiver pairs. It is the most commonly 

used method when only a single phase is picked. The non-normalized probability density function 
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𝑃 for the grid point X to be the source location x for the observed time  𝑡𝑝,𝑜𝑏𝑠 and azimuth 𝜃𝑜𝑏𝑠 is 

calculated as follows  

𝑃(𝑋 = 𝐱|𝑡𝑝,𝑜𝑏𝑠, 𝜃𝑜𝑏𝑠) = 𝑒𝑥𝑝
−

1

2
(∑

(∆𝑡𝑝,𝑜𝑏𝑠
𝑛 −∆𝑡𝑝,𝑐𝑎𝑙(𝑋)

𝑛 )
2

2𝜎𝑝
2

𝑁
𝑛=1 +∑

((sin (𝜃))𝑜𝑏𝑠
𝑛 −(sin (𝜃))𝑐𝑎𝑙(𝑋)

𝑛 )
2

2𝜎sin (𝜃)
2

𝑟
𝑛=1 )

        (4.6) 

where 𝜎𝑝  and 𝜎sin (𝜃) are the relative uncertainty in P- wave arrival times and azimuth respectively, 

n is the number of observation ranging between 1 to N and r, N is the total number of observations 

defined as (r (r -1)/2), r is the total number of receivers, ∆𝑡𝑝,𝑜𝑏𝑠
𝑛  and  ∆𝑡𝑝,𝑐𝑎𝑙(𝑋)

𝑛  are differential P-

wave observed and predicted arrival times between two receivers,  (sin (𝜃))𝑜𝑏𝑠
𝑛  and (sin (𝜃))𝑐𝑎𝑙(𝑋)

𝑛  

are observed and predicted source azimuth differences at every receiver. The azimuth is in radians 

in the above equation. 

4.2.2 P-S wave method 

An alternative is to compare the predicted and observed S-P wave arrival times and azimuths 

at each receiver in the array. The probability density function is then given by 

𝑃(𝑋 = 𝐱|𝑡𝑠𝑝,𝑜𝑏𝑠
𝑛 , 𝜃𝑜𝑏𝑠

𝑛 ) = 𝑒𝑥𝑝
−

1

2
(∑

(𝑡𝑠𝑝,𝑜𝑏𝑠
𝑛 −𝑡𝑠𝑝,𝑐𝑎𝑙(𝑋)

𝑛 )
2

𝜎𝑝
2 +𝜎𝑠

2
𝑟
𝑛=1 +∑

((sin (𝜃))𝑜𝑏𝑠
𝑛 − (sin (𝜃))𝑐𝑎𝑙(𝑋)

𝑛 )
2

𝜎sin (𝜃)
2

𝑟
𝑛=1 )

 ,      

(4.7) 

where 𝜎𝑝, 𝜎𝑠 and 𝜎sin (𝜃) are the uncertainties in P-, S- wave arrival times and azimuths, 

respectively, n is the number of observations ranging from 1 to r, r is total the number of receivers, 

𝑡𝑠𝑝,𝑜𝑏𝑠
𝑛  and 𝑡𝑠𝑝,𝑐𝑎𝑙(𝑋)

𝑛  are observed and predicted S-P wave arrival times and  (sin(𝜃))𝑜𝑏𝑠
𝑛  and 

(sin (𝜃))𝑐𝑎𝑙(𝑋)
𝑛  are observed and predicted azimuth differences at the nth receiver. 
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Figure 4-1: Showing (a) Acquisition geometry used for the synthetic study, red stars are the synthetic 

sources, and black triangles are geophones, and (b) P- and S wave velocity model of the study area. 

4.3 Synthetic Test 

Two simple synthetic tests are designed to investigate location uncertainty resulting from 

different location methods and acquisition geometries. 

4.3.1 Test 1: Comparison of location method 

Test 1 is designed to critically assess the hypocenter solution obtained by each of the two 

location methods (P-wave method and P-S wave method), recorded by a single geophone array 

placed in the deviated borehole. The monitoring setup of the heavy oil experiment (described in 

Chapter 2) is duplicated. A total of eleven 3C geophones are lowered in the borehole between 460 

and 535 m depth, as shown in Figure 4.1a. The synthetic sources are intentionally placed at 

different depths (caprock and reservoir) and distances from the monitoring well, to thoroughly 

understand the uncertainty at different levels. Theoretical arrival times are calculated using a 1D 

velocity model of the area generated from P- and S- wave sonic logs (Figure 4.1b). The test first 

evaluates the methods using a single deviated borehole by calculating the non-normalized PDF 

using equations 4.6 and 4.7 and Monte Carlo simulations. The time and azimuth uncertainties are 

set to be 1 msec and 5 degrees, respectively. The uncertainty values are based on published work 

by Rutledge & Phillips (2003) and Eisner et al. (2011). The Monte Carlo analysis is performed by 

perturbing data (arrival times and azimuths) and inverting for event locations. The procedure is 

repeated 100 times. 
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The analysis is extended by adding another well 900 m away from the first well to evaluate 

the performance and limitations of each method for a multi-well monitoring setup. 

4.3.2 Test 2: Impact of acquisition geometry on the location uncertainty 

The second test is designed to inspect the influence of different acquisition parameters on 

location uncertainty by analyzing the non-normalized PDF of the location method selected from 

test 1 to evaluate the impact of  

• Length and orientation of the receiver array  

• Receiver density (number of receivers) 

The test is expected to help understand the efficiency of the acquisition setup (single deviated 

borehole) compared to a vertical borehole.  

4.4 Results 

4.4.1 Comparison of the location methods 

Figure 4.2 illustrates how the P- and P-S wave methods constrain estimated event depths and 

distances from a deviated well. The location uncertainty in the radial direction is largest for the P-

wave method (Figure 4.2a) and is significantly reduced for the P-S wave method (Figure 4.2c). 

This is supported by comparing the size of the uncertainty in the cross-sectional view (Figures 

4.2b,d). The perturbed event locations from the Monte Carlo simulation are plotted on the non-

normalized PDF as solid red circles (Figure 4.3(a-d)). It is interesting to note that the event cloud 

overlaps the non-normalized PDF, indicating that location uncertainty calculated by PDF and 

Monte Carlo simulation are in good agreement with each other. The resulting locations form a 

cloud that defines the location uncertainty due to the arrival times and azimuth for each location 

method (Figure 4.3(a-d)). These event locations are expected to sample the random location 

uncertainty resulting from the input data uncertainties (Maxwell, 2009). The visual inspection of 

the shape and size of the PDF and Monte Carlo simulation indicate that the P-S wave method 

results in more accurate event locations compared to the P-wave method for a single borehole 

geometry. 
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Figure 4-2: Map view (top) and a cross-sectional view (bottom) shows location uncertainties for 

downhole geophone array using the P-wave and P-S wave methods. The event is located approximately 

400 m away from the center of the receiver array. Yellow triangles mark receivers.  

Figure 4.4 a-b shows the Monte Carlo locations using the P-wave (blue circles) and P-S wave 

methods (red circles) for a deviated borehole with true events at different distances. The inclined 

trend and larger spread of blue events are apparent. The size and shape of the event clouds around 

the true location (black star) indicate that the P-S method results in more certain event locations 

than the P-wave method. The improvement in Monte Carlo locations is evident for both methods, 

particularly for dual well acquisition geometry (figure 4.4 b-c). The event cloud is much smaller 

and less scattered, indicating that location uncertainty is reduced when a dual well configuration 

is used. Nevertheless, a comparison of Figures 4.4 (a-b) and 4.4 (c-d) indicates that the P-S wave 

method still results in more certain locations. Figure 4.5 displays the summary of the resulting 

event location uncertainty for different location methods by varying errors in time and azimuth for 

single and multiple monitoring arrays. It is evident that the P-S wave method results in the least 

location uncertainty irrespective of the number of wells recording the event. Another obvious 

observation from the plots is that the P-wave method always results in maximum event location 

uncertainty in the radial/horizontal direction, as shown by the solid blue line in Figure 4.5 a-b.  
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Figure 4-3: Map (top) and cross-sectional (bottom) view show location uncertainties using the P-wave 

and P-S wave methods. The perturbed event locations shown in red are obtained from the Monte Carlo 

analysis. 
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Figure 4-4: Monte Carlo locations estimated for a single well (a-b) and dual well configuration (c-d) by 

using the P-wave and P-S wave methods. True, P-wave and P-S wave method Monte Carlo locations are 

denoted as the black star, blue, and red circles, respectively. The top figure (a-b) shows that perturbed 

event locations are much closer to the true event location when located using the P-S wave method in 

both the radial (a) and vertical direction (b) as compared to the P-wave method. However, (c-d) shows 

improvement in perturbed event locations by using multiple monitoring arrays. 

 

Figure 4-5: Standard deviation in Monte Carlo locations for events located in the caprock and reservoir 

interval for (a) single well and (b) two well-monitoring scenario estimated  from P- and  P-S wave 

methods. The RMS is plotted separately for caprock and reservoir rock. The x-axis is the distance 

between source and receiver, and the y-axis is the standard deviation. The blue and red lines show 

standard deviation in the P- and P-S wave methods, in the radial (solid) and vertical (dotted line) 

direction.  

4.4.2 Impact of acquisition geometry on location uncertainty 

Figure 4.6 illustrates how well an array of geophones constrains location depth and distance 

with varying array length. The location uncertainty is largest in the vertical direction and shorter 

array does not constrain locations well (Figure 4.6 a-c). The lateral distance of the located events 

is minimally affected, as indicated by the non-normalized PDF's size, shown in the map view of 

Figure 4.6 (a-c). Location uncertainty is smallest when the geophone array is deployed in the 
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deviated borehole instead of the vertical one (Figures 4.6 a & b). This indicates that the length and 

orientation of the geophone array strongly control the depth uncertainty.  

Figure 4.7a-c illustrates the shape and size of the uncertainty for an event located using 

different receiver densities; note the increase in the size of the location uncertainty from left to 

right in the map (top) and depth views (bottom). The uncertainty is largely impacted in the radial 

direction and barely in terms of depth.  

 

Figure 4-6: Calculated PDF for 140m long geophone array placed in (a,d) deviated borehole, (b,e) vertical 

borehole, and (c,f) 100m long array in a vertical borehole, in cross-sectional (top row) and map view 

(bottom row). A solid black circle shows the true source location, and yellow triangles are the receivers. 
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Figure 4-7: Calculated PDF for the event recorded by 140m long geophone array placed in a deviated 

borehole containing (a,d) eleven receivers, (b,e) six receivers, and (c,f) three receivers in cross-sectional 

(top) and map view (bottom). A solid black circle shows the true source location, and yellow triangles are 

the receivers. 

4.5 Discussion 

The study highlights the impact of two location algorithms on resulting location uncertainty 

for a single deviated monitoring borehole. The analysis is further extended to include the impact 

of different acquisition parameters (e.g., array orientation length and receiver density).  My 

findings indicate that for a single deviated borehole array, the most accurate event locations are 

obtained when the P-S wave method is used to locate microseismic events instead of the P-wave 

method. The P-S wave method leads to closely clustered locations as predicted by both the PDFs 

and Monte Carlo simulation for both single and multiple receiver arrays.  

The P-wave method determines event locations by incorporating the P-wave difference 

between every receiver pair. The receivers are closely spaced (10 to 20m apart). The resulting 

arrival time differences for each receiver pair are between 1 to 4ms. This is comparable to the 

commonly assumed picking error (1 to 2ms), which introduces a large uncertainty in the resulting 

event locations. On the contrary, the P-S wave method compares the S-P wave arrival time at each 

receiver rather than between each receiver pair. The S-P wave arrival times (40 to 50ms) are much 

higher than the assumed picking errors (1 to 2ms); thus, the resulting locations are better 

constrained. 
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Similar results are found by Zhou et al. (2015) and Maxwell (2009), demonstrating that it is 

difficult to locate microseismic events using only the P-wave phase in borehole monitoring 

because of the narrow aperture of the receiver array. However, this is not the case in surface 

microseismic monitoring (Chmiel & Bardainne, 2014) and earthquake seismology (Spence, 1980). 

The P-wave method has been successfully used to obtain the event location. The surface 

microseismic data is usually acquired using only vertical sensors because using 3C sensors 

increases the operation cost. This leads to using only P-wave to estimate the relative event location 

(Chmiel & Bardainne, 2014). 

Similarly, in earthquake seismology, the P-wave difference method has been used 

successfully (Poiata et al., 2016; Ruiz et al., 2017; Spence, 1980), and many scientists have 

contributed to the P-wave method (Font et al., 2004; Geiger, 1912; Jones et al., 2014; Thurber & 

Engdahl, 2000; Zhou, 1994). The above is possible because geophones are placed on the surface 

in a pattern leading to a wider receiver aperture. This suggests that the accuracy of the P Method 

is dependent on the acquisition setup. 

The findings from the second synthetic test suggest that location uncertainty is also 

controlled by the length of the receiver array, receiver density, and the orientation of the array. For 

a single borehole geometry, events are best constrained in the depth direction when the array is 

placed in a deviated borehole due to the wider aperture of the array compared to the vertical array. 

Thus, the above findings add to the understanding by  Eisner et al. (2009), that only the length of 

the geophone array controls the depth resolution. The second synthetic test also indicates that 

location event uncertainty in the vertical direction is affected by geophone density in the array. 

The above findings are of particular importance when planning/designing the acquisition 

geometry of the monitoring experiment. These findings give insight into several factors controlling 

the location uncertainty, especially for a deviated borehole geometry. The results from the 

synthetic study above help in quantifying the potential uncertainty associated with location 

methods and acquisition geometries for the study area. The P-S wave method is used in the next 

chapter to locate the microseismic events recorded over the heavy oil field.  

The results presented in the chapter are based on the 1D isotropic velocity model and specific 

for the study area acquisition geometry. However, the analysis can be easily extended to 

evaluate/compare different acquisition geometries and parameters or incorporate a more 

sophisticated velocity model. The described modeling strategy helps to assess and select the right 
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location procedures to obtain accurate event locations. This is important during pre-survey 

planning to make recommended changes to obtain better event locations. If it is not possible to 

modify the acquisition geometry due to operational or financial constraints, then the methodology 

leads to an increased understanding of expected location uncertainties and hopefully avoiding 

incorrect interpretation of the calculated event locations. 

4.6 Conclusion 

In this chapter, the impact of event location methods and acquisition geometry on event 

location uncertainty is investigated. With the use of a simple synthetic example, it is illustrated 

how simple factors such as choice of location algorithm and acquisition parameters (array length, 

orientation, and geophone density) can introduce errors into the resulting event location. My 

analysis indicates the following: 

• The P-S wave method is found to be preferable for the heavy-oil acquisition geometry. The 

P method appears to work well only when a good spatial coverage of geophones is present. 

• The length and spatial spread of the receiver array control the depth accuracy. In contrast, 

the density of the receiver array highly impacts the location uncertainty in the radial direction but 

less so depth uncertainty.  
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5 Microseismic event locations and quality control workflow for 

Peace River data 

5.1 Introduction 

The first and most critical step in microseismic monitoring is to locate microseismic events 

accurately, both in time and space (Castellanos & van der Baan, 2012; De Meersman et al., 2009). 

Once accurate event locations are determined, a detailed analysis may be performed to understand 

and image the reservoir. These locations are commonly obtained by assuming a velocity model 

and minimizing the difference between the observed and predicted arrival times (Jones et al., 

2010). Travel times suffice to locate earthquake hypocenters, but location methods adopted from 

earthquake seismology need more consideration before applying microseismic data because of 

substantial differences in acquisition configurations. Microseismic data are mostly recorded by a 

single array of geophones, unlike global seismology, where geophones are widely spread spatially 

(Jones et al., 2010). This forces the user to incorporate P- wave polarization information to 

constrain locations (De Meersman et al., 2009). There is also a 180o degree uncertainty in the 

resulting locations and may be removed if more than one monitoring array records the data, which 

is not common in microseismic monitoring experiments. Thus, extra constraints and attention are 

needed to remove the 180o degree uncertainty in event locations. Another important yet mostly 

overlooked procedure is the quality assessment of event locations and input data.  

This chapter describes a complete workflow, including the processing of microseismic data 

and quality control of event locations. In the beginning, the 180o degree azimuthal uncertainty is 

removed by incorporating the spatial distribution of geophones placed in the deviated borehole. 

Then, the hypocenter location is obtained by inverting the S-P wave arrival times in a grid search 

manner. Next, I incorporate a combination of simple but effective strategies to quality check the 

results. I then apply the complete workflow to a data set recorded during the steam injection 

experiment over four years (2002-2005), as mentioned in chapter 2. 

5.2 Event Location Workflow-Theory 

Figure 5.1 summarizes the complete location workflow implemented in this study. The 

processes can be broadly divided into six steps: 1) data pre-processing, 2) arrival time picking, 3) 

P-wave polarization analysis, 4) removal of 180o uncertainty in azimuthal measurements, 5) event 

location, and 6) quality control of the event locations. 
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Step 1: Data Pre-processing 

Microseismic data may be acquired on the surface or downhole using 3C geophones. The 3C 

geophone has two horizontal and one vertical component. When the tool is lowered down in the 

borehole, it rotates and tilts. This happens because it is not operationally possible to avoid the tool 

rotation and the deviation of the drilled borehole. The vertical component is affected by the well 

deviation. In contrast, the horizontal components are affected by rotation and well deviation, and 

recorded data must be corrected before processing. It is desirable to have the z-component 

vertically aligned and two horizontal components parallel to East and North directions. First, a 

correction is applied to account for well inclination by incorporating the well deviation survey. 

Next, the true position of horizontal components (h1 and h2) is determined by calculating the true 

azimuth of P-wave polarization relative to the North using a perforation shot (with known source 

position often called calibration shot). It is usually repeated for all the calibration shots, and the 

average rotation angle is calculated. The trace data is rotated, such that the h1 component is parallel 

to the East, and the h2 component is parallel to the North.  

Raw data was mean corrected to remove any DC component; this is achieved by subtracting 

the mean from the data. The data are then filtered to reduce the noise; a bandpass filter is normally 

applied. 

Step 2: Arrival time picking 

Accurate phase picks are necessary for correct event locations as errors in arrival time picks 

have been identified as a major factor controlling location quality (Pavlis, 1986). Picking is often 

done manually for earthquake seismology. However, microseismic monitoring in the oil and gas 

industry collects and stores a large amount of data. Therefore, several automated procedures and 

tools have been developed to handle large data set and add consistency to the processes. Some of 

these techniques include; short-term average/long term average (STA/LTA) (Allen, 1978), 

envelope functions (Baer & Kradolfer, 1987), neural networks (Gentili & Michelini, 2006), and 

autoregressive methods (Rastin et al., 2013; Sleeman & Eck, 1999).  

The most commonly used procedure is that by Earle & Shearer (1994). It compares the short-

term average and long-term average of the signal. However, the method is inconsistent in placing 

the pick on the waveform, e.g., first break or peak and trough. Another picking procedure uses an 

iterative semi-automated method where a pilot trace is generated and is correlated with individual 
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waveforms, thus removing any phase lags (De Meersman et al., 2009; Rowe et al., 2002). 

However, this method can only be applied once the initial phase is picked. Irrespective of which 

method is applied, manual scanning and adjusting the picks cannot be ignored. 

 

Figure 5-1: Flowchart diagram illustrating the complete microseismic processing workflow employed in 

this study. 

Step 3: P wave polarization analysis - covariance method 

A microseismic event generates different types of seismic waves. In general, the P-phase 

polarization is used to find the event back azimuth. The P-wave polarization is estimated using a 

covariance analysis of three-component data at each station (section 4.2, chapter 4). The method 

first calculates the auto and cross-variance using the three-component data, then estimates the P-
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phase polarization (equations 4.2 to 4.5). A detailed discussion on the covariance method is 

provided in section 4.2, chapter 4.  

Step 4: Azimuth analysis-removal of 180 ambiguity 

The calculated azimuth values from the covariance analysis have a 180o degree ambiguity, 

which must be removed before inverting for event location. This is possible if 1) prior knowledge 

exists about which side of the monitoring array the microseismic activity is expected, or 2) the 

geophones are placed in multiple wells. The former is not always possible as most monitoring 

arrays are located in the middle of the field. The latter is very costly and thus rarely implemented.  

We may take advantage of the spatial spread of geophones placed in a deviated or horizontal 

borehole. The azimuth calculated at each receiver location is used to resolve the azimuthal 

ambiguity. The calculated azimuths are plotted as straight ray paths at each receiver location and 

extended in both directions until they converge, thus indicating the possible correct side of the well 

where the event occurred. Azimuth information of at least two stations is required to remove 180o 

degree ambiguity. Figure 5.2 illustrates the method. This does not work for the vertical array 

because all the receivers are located at the same x-and y- coordinates. 

    

 

Figure 5-2: Illustration of the azimuth analysis, the dashed line represents the P –wave particle motion/ray 

path, the red star represents the microseismic source location, and grey triangles are the geophones.  
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Step 5: Event location 

The fifth stage of the workflow is the location of microseismic events. The microseismic 

event locations may be obtained by using one of the following methods: Geiger’s travel time 

inversion method (Geiger, 1912), the commonly used grid search method (Jones et al., 2014; Zhou 

et al., 2015), the migration based location approach (Haldorsen et al., 2013; Rentsch et al., 2007; 

Zhang & Zhang, 2013), the reverse-time imaging method (Artman et al., 2010) or the double-

difference (DD) method (Castellanos & van der Baan, 2013; Zhou et al., 2010).  

In this workflow, I use a ‘grid search method’ to invert for absolute event locations. The 

procedure consists of generating a grid with nodes associated with possible hypocenters. Next, 

theoretical P-, S-wave arrival times and P wave azimuths are calculated for each node and 

compared with observed values. This will yield a likelihood estimate at each node; the node with 

the maximum probability estimate is selected as the source location. Based on the synthetic results 

in chapter four, the SP Method is used in a grid search manner to locate the events.  

Step 6: Quality control 

Once initial event locations are estimated, the next step is to perform quality control of the 

event locations and input parameters. Quality control is extremely important to detect and remove 

any location artifacts or errors. These artifacts may be due to uncertainties in input parameters, 

velocity errors, and/or computational procedures. 

The quality control procedure comprises of two parts. In the first part, each event is analyzed 

independently from the rest of the data. I start by comparing the observed and theoretical arrival 

time picks by overlaying them on the waveform. This simple step will instantly show if:  

1) Observed and theoretical picks are in good agreement, 

2) Observed picks have systematic and/or aleatoric errors and need to be re-picked,   

3) Constant shifts occur between predicted and observed arrival times (possibly due to wrong 

origin time estimation) or,  

4) Possibly, a wrong phase has been picked.  
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The proposed workflow incorporates the polarization information; therefore, while each 

waveform is being analyzed, a common strategy is to plot the x-y plane hodogram at each receiver. 

The P- and S-wave phases are polarized parallel and perpendicular to the wave propagation and 

can be examined from the hodogram. This will validate if correct P- and S-wave phases have been 

picked. Hodogram analysis can also help reveal if arrivals are very noisy and not linearly polarized. 

Based on the above, a decision is made to accept the event location or revise the P- and S-wave 

time pick. The procedure is repeated for each event.  

The second part involves an analysis of all event locations at once. It is done by first plotting 

the original and improved event locations and histogram of azimuth and S-P wave residuals. The 

first will point out any event location trends that may be considered location artifacts, e.g., events 

aligned vertically or horizontally in a linear pattern. The histogram plot of differential S-P wave 

arrival time residuals will give an overall picture of how close the theoretical and observed 

parameters are. The theory behind this is simple: picking errors follow a random distribution with 

a mean zero. If the residuals are not centered around zero but instead skewed to the right or left, 

this indicates that the velocity model may need modification. Therefore, the residual histogram not 

only serves as a quality check of the locations but also the velocity model.  

The last step is to analyze the similarity between events by calculating the P-wave cross-

correlation coefficient. The main assumption of similarity analysis is that two waveforms will have 

a high correlation coefficient if both events have a very similar waveform and are closely located 

(Arrowsmith & Eisner, 2006; Castellanos & van der Baan, 2013; Geller & Mueller, 1980; Got et 

al., 1994; Poupinet et al., 1984), because the mechanism of closely located events is likely to be 

similar and follow the same ray path. These similar events are called doublets (Poupinet et al., 

1984). For this reason, I begin the analysis by calculating the weighted average cross-correlation 

across all three components between all N possible event pairs in the dataset. The weighing is done 

according to the maximum amplitude at each component. The final cross-correlation value is 

obtained by averaging the cross-correlation coefficient over all the receivers. For more details, I 

refer to Arrowsmith & Eisner (2006). A plot of normalized event cross-correlation coefficient vs. 

the event separation distance is then plotted. It will allow a quick assessment of the location 

consistency between similar events. 
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5.3 Application to Peace River data 

The proposed workflow is applied to recorded microseismic data in the study area. The 

acquisition geometry of the pad is shown in Figure 5.3a; the pad consists of several horizontal 

wells through which the steam is injected into the reservoir (a detailed description of the 

experiment is in chapter 2). The array consists of ten 3C geophones, lowered into the deviated 

monitoring well; the geophones are separated by approximately 10m and were placed above the 

reservoir. The data was recorded between 2002 and 2005. The field data was provided in the form 

of triggered events. 

 

Figure 5-3: a) Perspective view of the field. The pad has horizontal wells to inject steam and produce 

hydrocarbon; geophones are lowered in the deviated observation well to record microseismic data.  b) The 

figure on the right shows the P and S wave sonic logs and the 1D velocity model used in this project. 

5.3.1 Data pre-processing 

First, the receivers are oriented into E, N, and Z-directions by multiplying the three-

component data by a (3×3) tool orientation matrix. The operator provided the tool orientation 

matrix. Once the data are oriented, the mean is removed, and the data are filtered using a bandpass 

filter of 45-60-170-180. A notch filter is also applied at 60Hz, where needed. Figure 5.4 shows the 

waveforms of a raw event (left) and the same event after receiver orientation and filtering (right). 

The noise is suppressed, and P- and S-wave arrivals are easily identifiable. 
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Figure 5-4: Waveforms showing a) raw and b) processed microseismic event recorded by a 10-level string 

of 3-component geophones during the 1st steam cycle. The two horizontal components are plotted in blue, 

and the vertical component is plotted in red. 

Before proceeding further, a visual inspection of the filtered data was performed to 

understand the data quality. Figure 5.5 gives an example of recorded waveforms, labeled as Event 

1, 2, and 3. The recorded data also contain waveforms, which may not be microseismic events, 

e.g., Event 1. Both the P-and S-wave phases may be visible (e.g., Event 3). Others may have a low 

P-wave amplitude (e.g., Event 2), thus making it difficult to pick the P-wave first arrivals 

accurately. 
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Figure 5-5: Showing different types of waveforms comprising the dataset in the study area. Different 

waveforms are labeled as Event1, 2, and 3 showing noise, a low amplitude event, and a good quality 

event, respectively. 
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Figure 5-6: Showing a) P- and S-wave arrival times picked on three-component waveforms followed by 

b) azimuthal analysis of the P- wave to remove the 180o ambiguity (the solid black lines indicate the 

preferred direction and grey lines are indicative of false azimuthal direction), and finally c) event 

locations, the red dot shows the event location of this particular microseismic event, whereas, the blue 

dots are all the events recorded during the 1st steam cycle in 2002. 

5.3.2 Event location 

A velocity model is required to locate microseismic events. Therefore, a blocked 1D-velocity 

model is generated by using P- and S-wave logs. The resulting velocity model is shown in Figure 

5.3b. 

The next stage of the procedure is picking P- and S-wave arrival times. The microseismic 

waveforms are picked in chronological order using AR modeling and the Akaike Information 

Criterion (Sleeman & Eck, 1999), largely followed by manual re-picking. Once satisfactory picks 
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are obtained, the P-wave azimuth is calculated using the covariance method and corrected for the 

180o ambiguity. The picked arrival times and azimuths are then used to calculate the hypocenter 

location in a grid search manner. The grid spans a horizontal offset range of 0 to 1400m and a 

depth range of 300 to 700, and each grid cell spacing is 10m in the horizontal and depth direction. 

The hypocenter location is then calculated for each event using equation 4.7 (chapter 4). The 

equation considers the uncertainties in P- and S- wave arrival time picks and azimuth. Arrival time 

and azimuth uncertainties are assumed to be 1 msec and 10o, respectively.  

An example of an event showing the steps followed from arrival time picking to the event 

location is shown in Figure 5.6. The P- and S-wave arrival times are picked and overlaid on the 

event waveform (Figure 5.6a). Figure 5.6b shows how the azimuth is plotted. The optimal set of 

azimuth values is selected to locate the event. Then, the event location is calculated by 

incorporating the P- and S-wave arrival time picks along with the chosen azimuth (figure 5.6c). 

The same steps are followed for each file in the data set, and all the events are located. While 

doing so, several data files were discarded, which were either only noise or very noisy waveforms 

such that P- and S- phases were difficult to pick. This resulted in 1046 event locations, which are 

then further quality controlled.  

5.3.3 Quality control 

As mentioned earlier, the proposed quality control workflow is comprised of two parts. In 

the first part, each location is revisited and analyzed. In doing so, some events may be in good 

agreement, and others may require adjustment to the input parameters, e.g., P- and S-wave arrival 

time picks and azimuth. For each file, a QC figure is displayed, showing the waveforms overlain 

by predicted and modeled arrival times, the horizontal hodogram at each receiver, and histograms 

of time and azimuth residuals. Then, a decision is made based on the visual inspection of the QC 

figure; whether the event location is accepted, or input parameters need to be adjusted. Figure 5.7 

shows the QC figure for an event recorded during the 1st steam cycle. Note that the theoretical 

(green ticks) and observed (black ticks) P- and S- wave arrival times are almost similar at all 

receiver locations. However, this is not always the case; only 1225 out of 2270 events were marked 

as acceptable. Selected events were revisited, visually inspected, and re-located. Figure 5.8 shows 

an example of a revisited and re-located event with adjusted picks. Note that the difference in the 

initial (black ticks) and final (red ticks) P-and S-wave picks, hodograms, and the resulting event 

location. The difference between the initial and final picks is not substantial, and the resulting 
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hodograms appear to be relatively similar. However, the small difference in P-and S-wave picks 

did affect the resulting event location (red diamond).  

 

Figure 5-7: Example showing the stepwise quality control of the individual event. a) Theoretical and 

observed P-and S-wave arrival times are superimposed on the event waveform (Black are the observed 

picks, and green are the theoretical picks). b) Hodogram at each receiver showing the P-wave polarization 

direction in the x-y plane, c, and d) Time and azimuth residual histograms. 

Each event is quality controlled similarly; then, all the events are collectively inspected. A plot 

of the initial and final locations is the fastest way to visualize the effect of the QC step and look 

for any location artifacts (e.g., linear trends in the data). Figure 5.9 shows the map and depth view 

of the initial (before QC) and final locations (after QC). Note the clustering of events after quality 

control, marked by a black arrow. Although both figures show mostly subtle differences, initial 

locations are more scattered, whereas the final locations are more focused. 
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Figure 5-8: An example of a revisited event during quality control. Initial (black) and updated (red) P -and 

S- wave picks are shown at each receiver (left), and corresponding P- and S- wave x-y hodograms 

(middle). The initial and final event locations are shown by black and red diamonds on the map view, the 

black triangles are the receivers, and black and gray lines are true and ambiguous azimuth directions 

(right). 

 

Figure 5-9: Shows a map and depth view of the initial (left) and final event location after QC (left). 

Microseismic events are colored based on the steam cycle. 
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Subsequently, I analyze all events together by plotting S-P wave arrival time residuals of 

initial and final locations (Figures 5.10a, b). The tightening of final travel time residuals compared 

to initial locations is a strong indicator of event location improvement. The residual histogram is 

expected to be symmetrical and centered around zero (mean zero). Both histograms are centered 

around zero, but the residuals of initial locations are skewed to the left. However, the same is not 

observed after quality control, and a higher peak is seen at zero. The above illustrates the 

effectiveness of the quality control workflow and improvement in the results.  

I continue with the quality control analysis and analyze the cross-correlation coefficient and 

location distance between similar events. Figure 5.11 shows a plot of cross-correlation vs. 

separation distance for initial and final event locations; note the data point outlined in red. The 

data points with high cross-correlation were located 200m away from each other. In contrast, 

events with high cross-correlation coefficient should be located at much closer distances, as seen 

in the distance vs. correlation plot of quality-controlled events in Figure 5.11. Overall, the 

waveform similarity between events decreases as inter-event distance increases, as expected. 

 

Figure 5-10: Histogram showing S-P wave time residuals for initial event locations (left) and final event 

locations (right). 

5.4 Results 

The data consisted of ~9,000 files, out of which 2271 files were extracted manually as 

possible events. The workflow was applied to the selected 2271 events, and 1225 events 

successfully passed the quality control workflow, whereas 1046 events were revisited and re-
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located. The summary of the data is shown in Table 5.1. The inclusion of the azimuth analysis step 

appears to improve confidence in the event locations. The revision of selected events improved the 

individual event locations, and it is evident from Figure 5.9 that the workflow also tightened the 

event cluster.  

It is a common scenario to have one or two noisy receivers or deal with low amplitude P- or 

S- wave signals, making it difficult for an automatic picker to detect the onset. In this study, around 

70% of the events selected for revision only had minor picking errors, which needed a slight 

adjustment. The remaining events mostly had missing arrival time picks or one or more noisy 

receivers, which introduced large errors in the event locations. The event locations were improved 

by simply eliminating the noisy receiver. 

 

Figure 5-11: The separation distance vs. cross-correlation coefficient plot for a) Initial and b) final event 

locations. The red encircled area highlights the area where the most difference is evident. 
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Table 5.1 Summary of data showing the number of events quality controlled, revisited, and disabled. 

Data Summary 

 
Event Count Comments 

Total no. of Events 2271 Microseismic events recorded from 2002 to 2005. 

QC passed Events 1225 Events located and passed the quality check.  

Revisited Events 1046 
Arrival times were revisited, azimuth re-calculated, and 

events relocated. 

Disabled/discarded 

Events 
~190 Limited no of picks, very noisy data 

 

5.5 Discussion 

In this study, I take advantage of commonly used techniques in a stepwise manner to reduce 

these errors. I proposed and applied a six-step procedure to locate microseismic event locations 

recorded by a single deviated borehole. The developed workflow first outlines the three important 

pre-processing steps that must be performed before estimating microseismic event locations, 

irrespective of acquisition geometry or size of the dataset. These include tool orientation, data 

filtering, and velocity model generation. The filter must be carefully selected to preserve the P- 

and S- wave signal after careful analysis of the dataset. It is followed by locating and quality 

control of the microseismic events.  

In comparison with the previous processing workflow by Akram (2014) and Wang et al. 

(2016), most of the processing steps are similar, for example, pre-processing (tool orientation, 

filtering, and velocity model calibration) and event location. However, both workflows do not 

comment on the inherited 180o uncertainty (due to single borehole acquisition setup) and quality 

control of the microseismic events but rather outlines the standard procedure to process the data 

irrespective of different acquisition geometries (vertical, horizontal and deviated). The workflow 
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developed in this study is for a deviated borehole but is also applicable to a horizontal geometry. 

It may need additional constraints for a single vertical array, as mentioned by Jones et al.,  (2010). 

They presented and applied a five-step processing workflow for a vertical borehole and used dip 

angles to remove the 180o degree ambiguity associated with event locations. However, none of the 

published workflows incorporates the quality control procedure proposed in this study.  

The acquisition geometry, velocity model, and inaccuracies in arrival time picks are major 

sources of errors in event locations (Akram, 2014). The results obtained by applying the proposed 

processing workflow to heavy oil data demonstrate that errors in P- and S-wave picking contribute 

significantly to errors in the microseismic event location. Similar results are obtained by Pavlis 

(1986) and Akram (2014). This is supported by the number of events selected for edit and 

relocation. The waveforms with poor picks were identified by inspecting the observed and 

theoretical arrival times and azimuths. These events are revisited, picks adjusted, and relocated. 

The improvement in event locations is explained by comparing the arrival time residual histogram 

and cross-correlation coefficient vs. distance plot. It also supports the effectiveness of the quality 

control procedure for improving absolute event locations.  

The most important pre-processing step is velocity model generation; it can severely affect 

event locations. It is preferable to have a 3D velocity model that is closer to the true velocity model. 

On the scale length of the microseismic borehole survey, the velocity structure is often 

approximated as being 1D. In this study, the 1D velocity model is generated from the sonic well 

logs because a 3D velocity estimate is not possible using logs from a single well. However, the 

effect of the velocity model on event location accuracy is demonstrated by Maxwell (2009) and 

Yerkes & Castle (2011) and found that velocity model uncertainty tends to relate to results in 

systematic misallocation. Akram et al. (2013) investigated the impact of ignoring velocity 

anisotropy on event locations. It was found that there exists a systematic variation in the event 

locations and events are located closer to the receiver array (spatially), away from the true location. 

However, for this particular dataset, the inclusion of the anisotropic velocity model is not expected 

to affect the event locations drastically because events are already located very close to the 

monitoring well, thus changing the interpretation.  

Another important step in this workflow is removing the inherent 180o ambiguity in azimuth 

using the spatially distributed receivers in a deviated borehole. Once done, the resulting locations 
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are more certain. However, this step can be neglected if the workflow is to be adopted for multiple 

monitoring wells because of the wider spread of the geophones.  

The true event location can be attained by using arrival times only. Microseismic event 

locations are estimated by minimizing azimuthal and S-P wave arrival time differences at each 

receiver position in a grid search manner. Although, grid search-based procedure suffers from 

higher computational times than other procedures, e.g., global algorithms (Billings et al., 1994). 

Despite this, the grid search method is widely used because of its simplicity and robustness in 

implementation. Nonetheless, the computational time is reduced by carefully handling the grid 

size, e.g., by initially locating the events on a larger grid size (20m) and then narrowing down the 

search around the initial event location by generating another grid of smaller size (1m). It reduced 

the computational time and improved the location accuracy of the calculated event locations. 

 The proposed quality control takes advantage of commonly used techniques, e.g., cross-

correlation vs. distance plot and residual histogram analysis. The residual histogram is a simple 

but effective quality control tool to evaluate the arrival time picks. If picking errors are random, 

the residuals will be centered on the mean. The improvement in the event locations is illustrated 

by a narrow histogram of arrival time residual (figure 5.10b). The improvement in arrival time 

picks ensures more confidence in the resulting microseismic locations. The residual histogram and 

the cross-correlation versus the distance plot show the applicability and efficiency of the quality 

control procedure for refined arrival picks on microseismic data. As a future implementation, the 

cross-correlation analysis can be extended to find multiplets in the data and calculate relative event 

locations (Castellanos & van der Baan, 2012; Kocon & van der Baan, 2012). 

In a downhole microseismic monitoring experiment, it is common to have one or two noisy 

receivers, thus making it difficult for an automatic picker to detect the onset. The decision is made 

manually to improve or discard a particular trace from the analysis. In this dataset, 20% of the 

selected events for revision had one very noisy receiver and was discarded. The results of the 

manual inspection may be impacted by the processor's understanding and experience of the 

subject. Although it is a time-consuming process, it adds value by improving the quality of results; 

thus, it is still highly recommended. However, further work may be done to accelerate the 

processing time by automating some of the steps in the proposed workflow. To speed up the 

picking procedure, more than one automatic picker could be used to pick the majority of the P- 
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and S-wave phases. Next, instead of manually deciding if an event should be incorporated for 

further processing and analysis, a threshold can be set. Similarly, the correct azimuth can be 

selected automatically by finding the converging set of azimuth values. The threshold may be set 

in terms of the S/N ratio and the number of receivers with P- and S-phase picks. This will help 

eliminate some of the low-quality events, which otherwise will be located forcefully and result in 

uncertain event locations, thus affecting the resulting interpretation. 

5.6 Conclusion 

I have developed and applied a workflow to process and quality control microseismic events 

recorded by a single deviated borehole, using a 1D-velocity model. The procedure is a six-step 

approach consisting of 1) data pre-processing, 2) arrival time picking, 3) P-wave polarization 

analysis, 4) removal of the 180o uncertainty in azimuthal measurements, 5) event location, and 6) 

quality control of the event locations. The approach is tested on the heavy oil dataset. A total of 

2271 events are processed, and 1046 events are revisited during the quality control. As a result, 

2081 events are located and 190 discarded, essentially due to the inability to pick the P- or/and S- 

wave phases. Interpretation of the event locations is made in the next chapter.  
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6 Integration of microseismic and production data 

6.1 Introduction 

One of the microseismic monitoring applications is to image inelastic deformation associated 

with the injection of steam/water/gas for secondary recovery and production (Maxwell, 2009; 

Maxwell & Urbancic, 2001). Microseismic monitoring has been used in geothermal fields since 

the 1970s as a routine procedure to image the fracture network. Its use in the oil and gas industry 

is mostly related to hydraulic fracturing mapping (Albright & Hanold, 1976; Pearson, 1981). 

Imperial Oil first investigated the use of microseismic monitoring in heavy oil extraction processes 

in 1980. Since then, the microseismic monitoring system has been installed on more than 100 pads 

to monitor and detect thermal casing failure that may be associated with thermal stresses during 

cyclic steam injection at Cold Lake, Alberta (Smith et al., 2002). In 2002, Shell Canada initiated 

an integrated surveillance project to monitor CSS operation (McGillivray, 2005). 

Microseismic monitoring during steam injection in heavy oil reservoirs has utilized the 

technique to track steam front movement within the reservoir, identify well casing failure, potential 

caprock integrity issues, and characterize activation of faults. Other advanced analyses, e.g., source 

parameter characterization, may help identify the stress transfer mechanism associated with steam 

chamber growth. Real-time monitoring of microseismic activity can help identify fracture 

development within or above the reservoir, the breach of caprock sealing capacity, the leak or 

damage in the well casing (Talebi & Boone, 1998). Unusual clustering of microseismic events or 

large magnitudes may indicate activation of a fault, alerting the operator to take proper measures 

to ensure the safety and integrity of the operation. 

I analyzed and interpreted microseismic data from Alberta, Canada, where heavy oil is 

extracted using the CSS processes. Steam is pumped into the reservoir at high pressure and 

temperature, at a depth of approximately 565 m. As a result, microseismic events are generated in 

the overburden and also in the reservoir. McGillivray ( 2005) analyzed Peace River data to monitor 

steam front diffusion. He showed that the majority of the microseismic events are in the reservoir 

section. However, the potential of fractures and faults in unconsolidated reservoir sands is still 

poorly understood. I analyze the provided dataset, keeping in mind two objectives. First, 

understand and track the development of the steam chamber growth. Second, obtain detailed 

insight into the deformation associated with steam growth. To do this, I first examine the spatial 
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and temporal trends of microseismic events and analyze moment magnitude. Later the results are 

integrated with the engineering data.   

6.2 The Peace River CSS experiment 

As mentioned in the early chapters, the data for this study was acquired during the CSS 

experiment over four years. The microseismic array was deployed in September 2002, weeks 

before the steam injection started at the pad of horizontal wells. The CSS involved four injection-

production cycles between September 2002 to December 2005. The geometry of the injectors and 

monitoring well is shown in Figure 6.1. The pad's design is such that it consists of ten main 

boreholes drilled down to the reservoir from the center. Then horizontal sections are drilled away 

from the main borehole into the reservoir. Therefore, each main well has three horizontal laterals 

extending in north and south directions. The steam is then pumped into all the wells 

simultaneously, allowed to soak, and followed by production. The production is also obtained 

simultaneously from all the wells. The microseismic data were recorded by 3C geophones placed 

in a single deviated borehole (TH40-A) located in the middle of the pad, deviated to the northeast. 

Ten receivers were placed in the well above the reservoir, between depths of 416 to 539m in TVD. 

The reservoir lies at a depth of 565m with an average thickness of 25~35m at the pad. It is 

important to know and understand the injection production geometry and strategy, as this may 

facilitate and investigate the recorded microseismic activity in the area. 
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Figure 6-1: The pad well geometry in a) Cross-sectional view and b) Map view. Three laterals kick off 

from the central vertical well, with ten vertical injection-production wells and one deviated monitoring 

well. In the map view, the green color shows the perforated section of each well. 

6.3 Data analysis strategy 

It is a common practice to analyze the microseismic event locations to understand the rock 

deformation and infer the length and height of fractures from the size and shape of the events cloud 

(Maxwell, 2014). However, several other attributes (source parameters) may be estimated from 

the recorded data to advance the data analysis. In the current study, the moment magnitude and 

S/N ratio of each event are estimated from their waveforms to determine the data sensitivity. This 

is followed by evaluating the monitoring biases by inspecting the magnitude-distance plot and 

landing height at the monitoring pad. Once done, the influence of the Kaiser effect and brittleness 

of the subsurface rock on the spatial and temporal trends of the event locations is inspected. The 

following is the description of the estimated parameters. 
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6.3.1 The moment magnitude (Mw) 

The moment magnitude (Mw) relates event magnitude to the physical fault model, as 

introduced by Kanamori, 1977. The moment magnitude of a microseismic event describes the 

event's strength (Baig & Urbancic, 2010). There are several methods to calculate the magnitude; 

the Brune model fit is used in this study (Brune, 1970). The seismic moment (M0) measures the 

size of the microseismic event and is defined as the product of rupture area (A), shear modulus (µ), 

and average slip on the fault (d) (Aki & Richards, 2009; Hanks & Kanamori, 1979) 

𝑀0 = 𝜇𝑑𝐴.      (6.1)  

If density (ρ), velocity (Vp, Vs), and distance (r) are known, then the seismic moment can be 

expressed in terms of the Brune model. It relates stress released across the fault to the spectrum of 

shear radiation (Brune, 1970; Eaton, 2014)  

𝑀0 =
4𝜋𝑉3|𝐴0

𝑣|𝑟

𝑅𝑣
,      (6.2) 

where |𝐴0
𝑣| is the low-frequency amplitude of the displacement spectrum, and Rv is the radiation 

constant. The lower frequency plateau may be generated from the displacement spectrum of a P- 

or S- wave. According to the Brune model, the amplitude of the frequency response is flat until 

the corner frequency is reached; after that, the amplitude falls at f-2, as shown in Figure 6.2 (Brune, 

1970). The corner frequency and magnitude of an event are empirically related. It is based on the 

relationship between seismic moment and the fault surface area: a larger fault surface will produce 

a larger wavelength signal (lower frequency), whereas a small fault will results in a smaller 

wavelength signal (higher frequency). Therefore, the corner frequency can be viewed as the 

characteristic frequency of the event (Baig & Urbancic, 2010). 

The moment magnitude, Mw can then be calculated by using the empirical relationship 

between seismic moment (M0) and moment magnitude (Mw) (Hanks & Kanamori, 1979) 

𝑀𝑤=
2

3
𝑙𝑜𝑔10𝑀0 − 6.        (6.3) 
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Figure 6-2: Relationship of  Brune-model parameters to far-field displacement spectrum (Eaton, 2014). 

6.3.2 Signal to noise ratio 

Another way to characterize microseismic events is signal quality. The recorded signals are 

generally weak and low in amplitude, thus introducing more uncertainty in the microseismic trace 

attributes (Maxwell, 2009). It also impacts the confidence in the arrival time picks and the resulting 

locations irrespective of which acquisition or processing method is applied (Maxwell, 2014). 

The S/N ratio may be defined as 

𝑆
𝑁⁄ =

𝐴𝑃

𝑛
,        (6.4) 

 where 𝑛 is the standard deviation of the noise, and AP is the P-wave signal amplitude. For 

simplicity, I have considered the absolute value of the data samples in the selected P-wave window.  
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6.3.3 Brittleness index 

The brittleness index (BI) is commonly used to characterize rocks under stress (Zhang et al., 

2016). It defines the rock's ability to fail in a brittle manner. The P- and S-wave velocity and 

density logs are used to calculate the dynamic elastic moduli logs by (Mavko et al., 1998) 

𝑣 =
𝑉𝑃

2−2𝑉𝑆
2

2(𝑉𝑃
2−𝑉𝑆

2)
,      (6.5) 

𝐾 = 𝜌 (𝑉𝑃
2 −

4

4
𝑉𝑆

2),      (6.6) 

𝐸 = 3𝐾(1 − 2𝑣),       (6.7)  

𝐵𝐼 = (
𝐸𝑛𝑜𝑟𝑚+𝑣𝑛𝑜𝑟𝑚

2
).      (6.8) 

In the above equations, 𝑣 is the Poisson's ratio, K is the bulk modulus, E is the Young’s modulus, 

and BI is the brittleness index. The common objective of calculating the BI is to differentiate the 

brittle and ductile zones. This will help predict the geological zones where more fracturing and 

microseismic activity may occur. 

6.3.4 Assessing monitoring biases  

• Magnitude-distance plot 

Before interpreting the microseismic data, it is important to correct any monitoring biases. 

One of the common inherent biases is associated with the single-downhole monitoring setup; for 

instance, small magnitude events can be detected at close vicinity, but only larger events are 

detected at greater distances. Thus, the number of detectable events decreases with offset. Hence, 

a magnitude distance plot may be used to reveal a distance-dependent detection threshold, as 

illustrated by the dotted black line in Figure 6.3. The plot is also used to define the magnitude cut-

off to remove or normalize the detection bias, illustrated by a green horizontal line in Figure 6.3. 

All the events below the green lines are excluded from further analysis. Though it will limit the 

number of fractures imaged in some parts of the experiment, it is essential to consider the detection 

threshold limit to evaluate the recorded data correctly. Therefore, a magnitude-distance plot is 

generated ahead of the interpretation. 
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Figure 6-3: Magnitude-distance plot showing magnitude threshold (black dashed line) for a dataset. The 

green horizontal line indicates the detection sensitivity cut-off. The red and blue areas highlight the 

microseismic events excluded and included from the analysis, respectively (edited from Baig & Urbancic 

(2010)).  

 

The event detection sensitivity may also vary with time during the microseismic monitoring 

experiment, mainly if noise increases, decreasing the detection sensitivity, and larger events need 

to be recorded to achieve a certain S/N ratio. The detection limit also affects the number of imaged 

events.  

• Landing height 

An important parameter that needs to be considered when drilling a horizontal well is 

deciding what depth to target and land the well (Figure 6.4). In an ideal situation with a massive 

homogenous reservoir, it is always desired and recommended to land the well at the bottom of the 

reservoir (Illustrated in Figure 6.4 a) so that steam can impact most of the reservoir interval 

(Maxwell, 2014). On the contrary, if the well is landed near the top of the reservoir, then it is most 

likely that steam will not be as effective as needed, as illustrated in Figure 6.4b. The landing height 

is defined as the difference between the reservoir top and depth at which the well lands in the 

reservoir. The landing height is calculated by  

𝐿𝑎𝑛𝑑𝑖𝑛𝑔 𝐻𝑒𝑖𝑔ℎ𝑡 (𝐿𝐻) =  𝑇𝑜𝑝 𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 𝑑𝑒𝑝𝑡ℎ − 𝑃𝑒𝑟𝑓𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑝𝑡ℎ   (6.9) 
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Figure 6-4: Schematic of landing height scenarios showing different depth coverage depending on 

whether the well is placed (a) lower or (b) higher in the section (reproduced with permission from  

Maxwell, 2014). 

 

The purpose of calculating the landing height is to identify zones in the overburden closer to 

the injection point in the reservoir, thus, indicating areas in the caprock that are more susceptible 

to fracture growth. 

6.3.5 Kaiser effect 

The analysis of the microseismic activity in rocks during loading and unloading is of prime 

importance in the hydrocarbon industry to better understand the physics of the seismogenic 

processes. The Kaiser effect has been highlighted by different studies of microseismic and acoustic 

emissions in rocks under cyclic loading by applying stress or fluid injection (e.g.,Baisch et al., 

2002; Lockner, 1998; Zang et al., 2000; M. D. Zoback & Harjes, 1997). The Kaiser effect is 

characterized by the absence of acoustic emissions or seismic activity when the load/stress applied 

on the rock is less than the load/stress applied in previous cycles. Once the previous peak stress is 

exceeded, the seismic or acoustic emission activity increases rapidly. The phenomenon was first 

observed by Kaiser (1950) in metals and investigated in geosciences at the end of the 1970s (e.g., 

Kurita & Fujii, 1979; Tanimoto et al., 1978).  

Microseismic activity in rocks is often associated with faulting as a result of hydraulic 

fracturing. The triggering mechanism for fluid-induced microseismicity is caused by perturbations 

of pore pressure and stress. In this chapter, I intend to evaluate if the trend of microseismic activity, 

recorded during steam injection and production cycles of heavy oil recovery experiment, correlates 

to injection pressure via the Kaiser effect. 
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The microseismic data are analyzed by calculating and integrating the attributes and 

parameters mentioned above. The next section will highlight the key findings and observations. 

6.4 Results 

6.4.1 Spatial and temporal distribution 

The detection of spatial patterns in microseismic data is the first step to analyze the 

induced fracture geometry. Additionally, the spatial and temporal trends may provide further 

insight into the details of fracture growth. These patterns can be indicative of asymmetric fracture 

growth, screen outs, or fault reactivation. The histogram of event density and attributes can help 

visualize and interpret the variation of event locations in time and depth (Maxwell, 2014). 

 

 

Figure 6-5: a) A map view of microseismic event location over the pad, b) Histogram of event count for 

each injection cycle, and c) Cross-section view and depth histogram of microseismic event distribution 

across the pad, horizontal colored lines indicate geological formations of interest, e.g., Falher Member, 

Wilrich Member, Bluesky, and Debolt Formations are shown as blue, yellow, red and purple colors, 

respectively. Microseismic events are colored based on their time of occurrence.  Events that occurred 

during cycle 1, 2, 3, and 4 are colored as solid yellow, red, purple, and green circles, respectively.  
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The microseismic event locations used in this chapter are obtained from chapter 5. Over 

2000 microseismic events were recorded during the four cycles of injection/production. Figure 6.5 

shows the obtained locations, both in map view, East-West cross-section, and histogram, 

summarizing the event count per cycle. Several key observations can be made from the visual 

inspection of Figure 6.5. The histogram of event count per cycle indicates that most of the 

microseismicity was triggered during the first cycle, and lesser events were recorded during cycle 

2, 3 & 4. The map view of event locations shows that large numbers of events are concentrated in 

the NE portion of the pad, forming a NE-SW trend close to the monitoring well. The majority of 

these events are clustered in the overburden (Wilrich and Falher Member), and a few are in the 

reservoir section (Bluesky Formation). The temporal trend of microseismic activity shows that 

70% of events are recorded during the first injection cycle. When compared to spatial locations, 

these early locations are found to be tightly clustered. The microseismic activity recorded after the 

first cycle is relatively scattered around the monitoring well (Figure 6.5). 

6.4.2 Moment magnitude  

The moment magnitude is calculated to compare the intensity of microseismic activity. 

Figure 6.6 shows the histogram plot of moment magnitudes for all four cycles; a different color 

histogram is used for the comparison. The magnitude histogram of each cycle appears to follow 

the Gaussian distribution approximately. The magnitudes of the detected events vary from -3.8 to 

-0.6 (Figure 6.6), and events of magnitude -1.93 are most probable to occur. 

 

Figure 6-6: Histogram of calculated moment magnitudes of events recorded over four years. Different 

colors are used to show data from each cycle.  



84 
 

 

Interestingly, it is observed that the magnitude distribution is similar for the first two cycles 

and shifted towards lower values for the last two cycles. This is also evident from the mean 

magnitude values for each cycle. The mean magnitude values for four cycles are found to be -1.95, 

-1.93, -3.17, and -2.45, respectively. Note in Figure 6.6 that events with a magnitude less than -3 

are only recorded for the third injection cycle, and events greater than -2.2 are detected during all 

cycles.  

 
Figure 6-7: Magnitude versus distance plot for all data. The black line defines the magnitude detection 

limit for the data set, and the blue line indicates the detection-sensitivity cutoff. 

 

To further analyze the moment magnitudes, it is a common practice to generate the 

magnitude versus distance plot. In the magnitude versus distance plot, smaller magnitude events 

are detected at distances of less than 200 m from the monitoring well, and large magnitude events 

are detected at all distances. Interestingly, when all the magnitudes are plotted together, it forms 

two separate clouds (Figure 6.7), indicating a shift in moment magnitudes (and possibly detection 

threshold) from cycle two onward. Next, the same magnitude-distance plot is used to define a 

magnitude threshold and apply the detection sensitivity cut-off to the dataset. Although the data 

appear to be clustered into two different clouds, I treat all the data as one data set to define the 
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parameters. The black line on the magnitude-distance plot in Figure 6.6 indicates the magnitude 

threshold, and the blue dotted line defines the detection sensitivity cut-off. The detection sensitivity 

cut-off is found to be -2.2, and any events of smaller magnitudes than -2.2 are excluded from 

further interpretation to accommodate the detection bias.  

 
 

Figure 6-8: Map view of a) The magnitude biased event map and b) Magnitude-limited event map of the 

pad.  
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Figure 6-9: Time plot of injection pressure, microseismic event count, and production data over four 

years. The injected steam volume, water produced, oil produced, and injection pressure are shown in 

purple, blue, green, and red color, respectively. A dark red histogram shows the event frequency. 
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The effect of removing location bias is evident in Figure 6.8. The figure shows the map 

view of magnitude-biased versus magnitude-limited microseismic data over the pad. The 

magnitude-biased and magnitude-limited maps are substantially different. As expected, the 

number of events is reduced after removing the distance bias. The majority of the events removed 

from the data were recorded during cycles 3 and 4 and are minimally affecting the earliest recorded 

event count and trend. An important observation is that the spatial trend of the events does not 

change, and events are still found to be in the NE portion of the pad. This indicates that removing 

distance bias does not alter the spatial trend of event locations or affects the microseismic 

interpretation.   

6.4.3 Integration of microseismic and engineering data 

The microseismic data can be integrated with the engineering data, well configuration, and 

injection/production strategy to analyze any specific expression or anomalous trends in either data 

set. 

The temporal trends of microseismic activity and engineering data can be seen in Figure 6.9. 

The steam injection volume and oil production curves are shown as purple and green. 

Microseismic events (dark red histogram) are detected during the steam injection phase, whereas 

silence is observed during the production phase; however, there appears to be no correlation 

between the injection volume and the resulting microseismicity.  

The pressure profile reveals an interesting trend with the microseismic activity. At the start 

of the injection cycle, the injection pressure increases to the highest point (13.5 MPa). It is followed 

by the recording of the highest number of microseismic events. Then, injection pressure declines 

to 12.5 MPa, followed by a lower microseismic activity. The injection pressure then remains 

constant (12.5 MPa) throughout the injection cycles. The correlation between microseismic 

activity and pressure indicates a sudden increase in pressure and a noticeable increase in 

microseismic activity soon after the steam injection during the 1st cycle. The pressure and 

microseismicity activity then declined and never exceeded the previous peak value through the 

next injection/production cycles. This behavior indicates that the reduction in microseismicity after 

the 1st injection/production cycle may be related to the Kaiser effect. 
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Comparison of Figures 6.5 and 6.9 shows 75% of the microseismic events are recorded in 

the first steam injection and are confined to NE of the pad.  This behavior of microseismic 

triggering may be characteristic of a fracture response (Maxwell, 2014) because of sudden 

triggering.  It will be elaborated in detail in the next section  

6.4.4 Brittleness index (BI) 

The brittleness index is computed using equation 6.8. The depth profile of calculated rock 

properties, BI log, and event histogram are shown in Figure 6.10. A high value of BI indicates 

brittle rock. The high values of the Gamma-ray log (GR) above the reservoir indicate the presence 

of shale. The BI log shows smaller and mostly constant values within the reservoir interval as 

compared to the overburden. The BI values are mostly less than 0.5 in the reservoir interval, 

whereas a higher number of 0.6 to 0.7 is present in the overburden. The BI values can be roughly 

quantified into two groups, approximately 75% of microseismicity is associated with BI > 0.5, and 

the remaining is linked to BI< 0.5. 

 

Figure 6-10: The GR log, calculated Shear modulus, Young’s modulus, Poisson’s ratio, and Brittleness 

Index log for well 40-3, located on the western side of the pad. The histogram on the right shows the 

microseismicity occurrence at different depths. 
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6.5 Discussion 

The majority of the recorded microseismicity is found to be in the overburden; only a small 

number of events occurred within the reservoir interval. Although microseismicity in the 

overburden is not desirable, it does sometimes occur, raising questions about caprock integrity and 

fluid containment. In comparison with other thermal oil recovery monitoring experiments, a 

similar pattern of microseismicity is observed. For example, microseismic data from the Cold Lake 

CSS experiment revealed that microseismic events are clustered at shallow depths (200 to 400m). 

The peak of microseismic activity is at 400m depth, just above the Clearwater reservoir interval 

(Miyazawa et al., 2008). Urbancic & Jeziorski (2015) investigated data recorded over a heavy oil 

reservoir undergoing steam injection for approximately two months followed by a two-month soak 

cycle. During this time, microseismic events were observed to grow vertically upward into the 

caprock layers. 

The map view of event locations (Figure 6.5) shows that microseismicity is confined in the 

north-eastern portion of the pad, very close to the monitoring well. The rest of the pad appears to 

be silent: no microseismic activity is recorded. Figure 6.5 shows the cross-sectional view of the 

pad from the south displaying a decrease in reservoir thickness from west to east. the top reservoir 

is seen to be dipping. The wells in the eastern half of the pad appear to be at a shallow depth 

compared to the western half of the pad. Could this be part of the reason why microseismicity is 

confined to a certain part of the pad? This possible correlation between microseismicity and 

geometry is confirmed by calculating the landing point/height across the pad.  
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Figure 6-11: Map view of a) landing height and b) magnitude threshold limit overlain by the magnitude 

limited event map over the pad. 

Figure 6.11a shows the landing height across the pad overlain by the well trajectories and 

microseismic event locations. The landing height varies between 3 to 25 m at the pad. The pad 

may be divided into the eastern and western half based on the landing height values (as clearly 

shown in figure 6.11a), and the microseismic event locations are all located on the northeastern 

side of the pad. On the other hand, the southeastern portion of the pad appears to be silent, although 

the landing height values are similar to the northeastern side of the pad. 

The events must be threshold limited in terms of their magnitudes to achieve a reliable 

interpretation. This reduces the size of the data set, but it is necessary to remove the acquisition 

biases. Failure to apply the magnitude threshold to data can severely impact the qualitative and 

quantitive interpretation (length of fractures, size of the simulated zone). This is evident from the 



91 
 

simulation study by Grob & Van der Baan (2016) and observed by Pike (2014). The low magnitude 

events and S/N ratio can lower the detection limit, thus further reducing the size of the data set. 

Figure 6.11b shows the magnitude threshold map overlain by event locations corrected by the 

detection-sensitivity cut-off. The colored map shows the magnitude of events that can be detected 

at a certain distance.  According to the threshold map, the events in the south-eastern portion of 

the pad must be of magnitude -2.2 and higher to be recorded by the monitoring array; however, 

there are no recorded events above the cut-off magnitude, indicating that the south-eastern portion 

of the pad did not have any microseismicity.   

It must be noted that the threshold map is generated by incorporating all the events recorded 

during four cycles, even though events after cycle two are of very low magnitude and S/N ratio. It 

is not clear what may have caused the shift of magnitudes towards the lower values. But one 

possible reason may be the change in the acquisition set up after the second injection cycle; the 

operator reduced the number of receivers recording the data from ten to eight. The magnitude 

threshold and detection cut-off are defined by incorporating all the recorded data. On the other 

hand, excluding the low magnitude events from the analysis will increase the detection sensitivity 

cut-off, resulting in fewer events for further analysis. Nonetheless, most of the events are found to 

be on the northeast side of the pad. Hence, I anticipate that excluding smaller events from the 

analysis will not change the fracture interpretation.  

 

Figure 6-12: Magnitude-distance plot of all the recorded events, data points are shown by different colors 

and sizes to indicate the time of occurrence and S/N ratio. A smaller size indicates a low S/N ratio, and a 

larger size indicates a high S/N ratio event. 
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Next, it is necessary to understand why (90%) of microseismicity occurs above the reservoir 

as it is undesirable to have microseismic activity in the overburden. The absence of 

microseismicity in the heavy oil reservoir may be justified geomechanically. The heavy oil acts as 

viscoelastic, at room temperature heavy oil is solid, but as the temperature increases the viscosity 

of the oil decreases (Chopra et al., 2010). Moreover, it is highly unlikely to have brittle failure in 

fluid. Therefore, it is fair to hypothesize that new fracture creation is much easier in the shale than 

in the heavy oil sands. The hypothesis is tested by comparing the calculated BI values of the 

reservoir and overburden shale interval. The lower values of BI (<0.5) within the reservoir and 

higher values (>0.5) in the caprock shales indicate that the shales are more brittle and can result in 

more microseismic activity because of fracture creation. It must be mentioned here that the absence 

of microseismic activity within the reservoir interval is not always expected, but it depends on the 

brittle nature of the rock. Therefore, if the reservoir is more brittle (for example, carbonate) than 

the overlying shales, then a significant amount of microseismicity is expected. This has been 

observed during the thermal recovery of heavy oil from carbonate  rocks in Oman (Al Hooti et al., 

2019). 

The majority (75%) of the microseismicity occurred during the first steam injection cycle, 

forming two clusters above the top Bluesky Formation and Wilrich Member. Therefore, it is 

essential to investigate the possible mechanism responsible for the temporal distribution of the 

clusters. In a hydraulic fracturing experiment, injection and pressure profiles along with 

microseismic event count are generally used to infer fracture initiation, as shown in Figure 6.13 

(Maxwell, 2014). The sudden increase in microseismic activity immediately followed by higher 

injection pressure may be associated with fracture initiation (figure 6.13a), whereas constant 

microseismic activity throughout the process may be caused by uniform fracturing (figure 6.13b) 

because fracturing/faulting results in a sudden increase in the number and the magnitude of 

microseismic events. The same concept may be applied here to investigate the two clusters. 
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Figure 6-13: Schematic diagram showing two possible interpretations of microseismic event occurrence 

relative to surface pressure. The dark gray color shows the microseismic event histogram (reproduced 

with permission from Maxwell, 2014). 

Figure 6.14 shows a plot of pressure and occurrence of the microseismic events for the first 

injection cycle. The three time intervals are marked on the chart as phase (a), (b), and (c) and 

corresponding time-stamped cross-sectional views of event locations.  

Microseismic activity is recorded as soon as the injection pressure increases and reached a 

maximum count of about 200 events a day during phase (a). Then, the event distribution curve 

starts to decline, phase (b). Carefully inspecting the event locations in the cross-section reveals 

that during phase (a), the majority of microseismicity is triggered right above the reservoir, 

trending upward. Once the event count declines during phase (b), the microseismic cloud develops 

into two clusters, both at the boundary of the overburden geological formations. The pressure and 

event count curves in Figures 6.13 and 6.14 are nearly similar. Therefore, comparing both Figures 

(6.13 & 6.14) indicates that events recorded during phase (a) are associated with fracturing 

initiation, and events recorded during phase (b) are due to fault propagation. The microseismicity 

recorded after cycle one is relatively minimal and broadly scattered (Figure 6.9), indicating 

uniform and minimal fracturing. These event clusters are found to be associated with higher values 

of BI, as shown by the depth profile of the BI log.    
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Figure 6-14: Time plot of simulation parameters (injection pressure, event count) and potential 

interpretation for cycle 1. The three time intervals are marked on the chart as phase (a), (b), and (c) 

(bottom) and corresponding time-stamped cross-sectional views of event locations (top). Pink line is the 

injection pressure, dark blue line shows the trend of microseismic histograms (light grey). 

The two microseismic clusters are interpreted to be linked with two fracture planes (F1 and 

F2), trending in the NE-SW direction, having a dip of 10O (Figure 6.15). The fault F1 is the shallow 
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and smallest of the two, just above the top Wilrich shale. F2 is the largest and deeper fault, located 

above the top reservoir within the Wilrich shale. Fault F2 initiated first, followed by fault F1. 

 

 

Figure 6-15: Interpreted fault/fracture planes in a) cross-sectional and b) map view overlay by the 

magnitude limited event locations. 

The microseismic event clusters in the overburden may be due to fluid leakage or stress 

changes and must be investigated. In general, overburden clusters may suggest fluid leakage from 

the reservoir into the overburden and may concern future operations. An r-t plot (distance from 

injection point-time plot) is generated and analyzed, as shown in figure 6.16. The plot shows that 

most of the microseismic triggering occurred about 20 days after the steam injection, navigating 

vertically upward (encircled in figure 6.16) at a distance of 20 and 80 m above the reservoir zone. 

The time delay of 20 days between injection and microseismic triggering is sufficient for fluid 

migration. On the other hand, no pressure data or any incidences were reported to support the fluid 

leakage hypothesis, and steam injection continued for the rest of the cycles, although at a slightly 

lower pressure.  

Having analyzed and interpreted the microseismic data, the next necessary step is to relate 

the findings with the predictions in chapter 3. One of the main findings of this chapter is the 

occurrence of microseismicity in the overburden shales. This observation validates my prediction 

that majority of the microseismic activity is expected in the overburden because of the brittle nature 
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of the caprock. However, most of the events occurred during the injection phase, and limited 

microseismicity activity occurred during the production cycles. Additionally, it was also assumed 

that reservoir fluid does not escape into the caprock. Based on the above data and observations 

derived from microseismic data alone, it is difficult to say with confidence if fluids may or may 

not have migrated into the caprock. It is also difficult to comment on the steam front evolution 

because of limited microseismic activity (only ~10%) within the reservoir. Therefore, seismic data 

will be analyzed in the next chapters to investigate 1) the presence of existing fractures, which may 

have provided a path for fluid migrations and, 2) the occurrence of any amplitude changes in the 

time-lapse seismic data, possibly due to the changes in fluid saturation in the overburden. 

 

Figure 6-16: The r-t plot of induced microseismic data, different colors indicate data recorded during 

different cycles, and vertically extended events are encircled in black. 

6.6 Conclusion 

It is concluded that during the CSS experiment, the microseismic events are more likely to 

occur in the overburden than in the reservoir because of the brittle nature of shale in the 

overburden. This is supported by high BI values and microseismic clusters above the heavy oil 

reservoir. In addition to the rock physics properties, microseismic activity in the overburden is also 



97 
 

facilitated by low landing height. A low landing height will result in an injection point being very 

close to the top of the reservoir, thus possibly triggering microseismicity in the overburden. It is 

further concluded that microseismic monitoring proves to be a valuable tool in heavy oil 

monitoring experiments by providing detailed insight into the changes occurring in the overburden, 

as evident by the recording of an abundance of microseismicity. However, it is still unclear if fluid 

migration or stress changes caused microseismic triggering in the overburden. It may be possible 

to resolve this question after analyzing the seismic data and integrating all available observations 

for this field. 
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7 Time-lapse seismic data interpretation 

7.1 Introduction 

Time-lapse (4D) seismic monitoring is an effective technique to monitor the reservoir. It has 

been extensively used within the North Sea, where repeated marine streamer data have been 

acquired on fields with aquifer drive, e.g., the Gannet fields (Kloosterman et al., 2003; Staples et 

al., 2005), or water injection drive, e.g., Draugen (Koster et al., 2000). The technique is also proven 

to be applicable for monitoring of gas flood (e.g., Troll West; (Eikeberg & Elde, 2002)), solution 

gas breakout e.g., Foinaven oil field (Kristiansen et al., 2000), and steam injection e.g., Duri (Sigit 

et al., 1999). The main objective is to image the changes within the reservoir due to steam/water 

injection, oil/water/gas production, or CO2 storage. For CSS operations, the objective is to identify 

areas impacted by steam, undergoing production, and areas not impacted by the 

injection/production operations. 

The time-lapse seismic data used in this study consist of 2D seismic lines acquired over a 

pad undergoing CSS. The baseline survey was recorded before the start of the steam injection, and 

a monitor survey was acquired after four years (covering four cycles) of steam injection and 

production. The monitor data contain elevated temperatures due to the formation of steam 

chambers within the reservoir interval. A strong contrast is expected between the baseline and 

monitor surveys. The amplitude difference volume is calculated by subtracting the baseline survey 

from the monitor survey to analyze and interpret the changes. It is assumed that the changes are 

solely due to steam injection and oil production, but this is not necessarily true everywhere. Several 

other factors may also contribute to these changes, e.g., the difference in survey acquisition 

parameters, processing workflow, and near-surface velocity changes, affecting the phase and 

amplitude of the monitor survey. Therefore, it is important to understand and correct the monitor 

survey for these changes to avoid misinterpretation. 

 This chapter aims to understand the steam movement inside the reservoir and identify areas 

the steam may have bypassed. This will be achieved by applying a calibration workflow to the 

monitor survey to suppress the difference due to non-production-related factors and enhance the 

production-related changes. Then, a difference volume is calculated, which forms the foundation 

for the time-lapse seismic analysis. 
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7.2 Workflow: time-lapse analysis 

The time-lapse seismic analysis followed in this study is broadly divided into three steps, 

well to seismic tie, data comparison, and difference volume. 

7.2.1 Well to seismic tie 

The first step is to interpret the temporal positions of the geological horizons on seismic data. 

The seismic data are in the time domain, and a well profile is always in the depth domain. To 

generate a synthetic seismogram, sonic and density logs are multiplied to obtain an impedance 

curve, which is then used to generate reflectivity series at the interface between contrasting 

velocities. Then the reflectivity series is convolved with the wavelet to generate a synthetic seismic 

trace. The wavelet may be extracted from the seismic data, or a synthetic wavelet can be generated. 

The synthetic seismogram may be bulk shifted or stretched/squeezed to match the prominent 

reflections with those on seismic data to achieve a good tie between synthetic seismogram and 

seismic data, to be able to trace horizons of interest at depth on seismic data in time (Badley, 1985). 

7.2.2 Data comparison 

Although both baseline and monitor data are acquired and processed identically, there are 

some differences between baseline and monitor data due to seasonal variation and noise level.  

Thus, before calibrating the monitor data, it is recommended to compare both datasets to 

understand how both datasets are different. It is done by calculating and comparing the cross-

correlation, time shifts, and amplitude spectrums between baseline and monitor survey within the 

reservoir and overburden (caprock) strata. 

7.2.2.1 Normalized RMS 

The NRMS attribute, defined as the normalized root mean square of the difference between 

two datasets, is routinely used as a quality control measurement for time-lapse data. The NRMS 

difference is calculated by taking the difference between the two datasets on a sample-by-sample 

basis as  

 

𝑁𝑅𝑀𝑆 =
2∗𝑅𝑀𝑆(𝐵−𝐴)

𝑅𝑀𝑆(𝐴)+𝑅𝑀𝑆(𝐵)
  ,     (7.1) 

where A is the baseline survey, and B is the monitor survey, and RMS is the root mean square 

operator defined by Kragh & Christie (2002) as: 
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𝑅𝑀𝑆 = √∑ (𝑥𝑡)2𝑡2
𝑡1

𝑁
  ,       (7.2) 

 where N is the number of samples in the time interval of t2-t1, and NRMS is the normalized root 

means square. The NRMS measures the difference between the two surveys over a selected time 

interval. The NRMS values range between 0 to 200%, where 0 means identical and 200 means 

completely different data (Kragh & Christie, 2002). It is difficult to obtain 0% NRMS; rather 

typical values of NRMS after calibration is in the range of 10-30% or a little higher due to 

acquisition issues. Koster et al., 2000 documented an average value of 35%, whereas Kommedal 

& Barkved 2005 and Eiken et al. 2003 quoted much lower NRMS values, e.g., 14% and 6-12% 

respectively for the Draugen field. The variation in the calculated NRMS values is because of its 

sensitivity to small data changes, including noise, phase shifts, and amplitude differences (Kragh 

& Christie, 2002).  

7.2.2.2 Cross-correlation 

The cross-correlation attribute provides correlativity of two datasets, where similar or 

identical events will have a high correlation value and a lower value indicates dissimilar 

traces/data. Cross-correlation is a commonly applied processing technique, where a stationary 

trace (baseline) is matched to a corresponding sliding trace from the input (monitor) over a 

specified window. The process is described as shift, multiply, and add operation. For two given 

waveforms, f(t) and g(t), the cross-correlation function is defined as 

(𝑓 ∗ 𝑔)(𝜏) = ∑ 𝑓∗𝑔(𝑡 + 𝜏) 𝑑𝑡∞
−∞ ,     (7.3) 

where * refers to complex conjugate, and τ is the time lag between the two signals. The calculated 

cross-correlation values are interpreted in conjunction with the computed time-shift values. The 

time-shift values display the time values (or lag) in msec required to produce the corresponding 

cross-correlation values. 

7.2.3 Time-lapse calibration 

Figure 7.1 shows the time-lapse calibration workflow applied in this study. The calibration 

was performed in six steps as follows 1) time and phase matching, 2) shaping filter, 3) static 

correction, 4) time-variant shifts, 5) amplitude matching, and 6) difference volume. 
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Figure 7-1: Flow chart showing the time-lapse calibration workflow followed in this study. 

7.2.3.1 Phase/time shifts 

The first step is to apply phase rotations and bulk time shifts to monitor survey while keeping 

the baseline survey as a reference. The step is necessary to remove nonproduction related changes 

from the monitor survey, ensuring both surveys are similar in terms of phase and time. The time 

shift is estimated by making a time pick on the envelope amplitude of the cross-correlation of the 

base to monitor survey. The phase shift is estimated by picking on the instantaneous phase of cross-

correlation corresponding to the time of envelope maximum (Ng, 2005).  

7.2.3.2 Shaping filter 

This step derives and applies a shaping filter to the monitor survey. This process is used to 

match the wavelet and amplitude spectrum between the surveys to minimize the differences 

outside the area of interest. The filter adjusts the monitor survey wavelet to best match the wavelet 

of the baseline survey in a least-square sense (Rojas & Davis, 2009; Yilmaz, 2001). It is achieved 

by calculating the shaping filter (ai) using the autocorrelation (ri) of the monitor wavelet with the 

cross-correlation of baseline and monitor wavelet (gi), as  
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(

𝑟0 𝑟1 ⋯ 𝑟𝑛−1

𝑟1 𝑟2 ⋯ 𝑟𝑛−2

⋯ ⋯ ⋯ ⋯
𝑟𝑛−1 𝑟𝑛−2 ⋯ 𝑟0

) (

𝑎0

𝑎1

⋯
𝑎𝑛−1

) = (

𝑔0

𝑔1

⋯
𝑔𝑛−1

)     (7.4) 

The monitor and baseline wavelets are extracted by selecting a time window above the reservoir. 

The shaping filter estimates a function that matches the frequency, time, and average power of 

both datasets. The shaping filter a is then applied to the monitor data (Robinson & Treitel, 2000; 

Yilmaz, 2001). 

7.2.3.3 Static corrections 

It is desirable to processes baseline and monitor surveys similarly; different static solutions 

were applied to both surveys due to the differences in acquisition parameters, seasonal variation, 

or any changes in the ground conditions (Tran et al., 2003). The shallow static step calculates the 

time shift by trace–by–trace cross correlating the monitor and baseline data above the reservoir; 

then, the time shift is applied to the monitor data to match the shallow reflector to those of baseline 

data. This step can spatially position the reflectors because of the difference in NMO and migration 

velocity functions between the two surveys (Rickett & Lumley, 2001).   

This step is different from the phase and time shift as this calculates the time shifts trace 

by trace rather than as a global correction, which applies a one-time phase shift to all the data.  

7.2.3.4 Time-variant shift 

Time-variant statics are applied to compensate for the velocity related changes in the 

reservoir affecting the events beneath.  It is similar to the previous steps except that more design 

windows are chosen so that data are matched above and below the reservoir. Thus, two time shifts 

are derived from the cross-correlation analysis, and time shifts between the two windows are 

interpolated. This step tries to match the base and monitor data in terms of time, above, within, 

and below the reservoir. After time deficiencies have been minimized, amplitudes can be 

compared. 

 

7.2.3.5 Amplitude matching 

The amplitude differences between baseline and monitoring surveys can be due to several 

reasons, e.g., scaling differences, differences in survey acquisition, data processing, and surface 

variations. On the other hand, amplitude differences between the baseline and monitor surveys 
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within the reservoir should be characteristic of steam injection and/or production. To correctly 

identify differences due to steam injection/production, the RMS amplitude of both surveys are 

matched and normalized via an amplitude scalar to balance the amplitudes statistically. The 

amplitude scalar is defined by calculating the RMS amplitude of baseline and monitor data within 

the defined window. The ratio of the RMS values is then applied to the monitor data, which defines 

the scalar. 

7.2.3.6 Difference volume 

The last step of time-lapse calibration calculates the difference volume by subtracting the 

calibrated monitor survey from the baseline survey. The difference volume is expected to remove 

all repeatable traces, highlighting amplitude anomalies within and around the reservoir due to 

steam injection and production. 

7.3 Results 

The above workflow was applied to the time-lapse 2D seismic data acquired over the heavy 

oil reservoir (Figure 7.2). The dataset consists of fifteen east-west trending 2D reflection seismic 

lines recorded before steam injection (baseline survey) and after four years of steam injection 

(monitor survey).  
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Figure 7-2: a) Basemap of the study area showing the location of seismic and well trajectories and b) 

stratigraphic section highlighting the geological formations of interest. 

7.3.1 Horizon interpretation 

Figure 7.3 shows the synthetic seismogram of well 40-3 and its tie to the seismic line. The 

synthetic seismogram was bulk shifted and stretched/squeezed to match the prominent reflections 

on the seismic data.  

 

Figure 7-3: Well to seismic correlation of well 40-3 from pad 40, showing a match between seismic 

reflectivity and synthetic seismogram for the three geological horizons of interest. The red and blue colors 

on seismic and synthetic log indicate negative (trough) and positive (peak) amplitude.  

Once a good match is achieved, geological horizons of interest are marked on the seismic line. 

The main geological units of interest are Wilrich Member of Spirit River Formation, Bluesky 

Formation of Lower Cretaceous age, and Mississippian carbonates of the Debolt Formation. 

Following the well to seismic tie, geological horizons of interest were picked on the baseline and 

monitor data and quality controlled at each seismic line before generating two-way time (TWT) 

maps. The picked horizons are shown on the east-west seismic line in Figure 7.4. In addition to 

the top reservoir and caprock, I also picked a continuous strong reflector on seismic data at around 

340ms (approximately 200ms above the top reservoir). The general understanding is that steam 

injection and oil production in the reservoir should not impact the TWT of the shallow reflectors. 
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This assumption is used to quickly compare and correct any discrepancies in TWT between 

baseline and monitor surveys.  

 

Figure 7-4: East-west 2D seismic section displaying the seismic character for the top and bottom of the 

reservoir (Bluesky/Geth and Debolt Formation), caprock (top Wilrich), and a reference reflector ‘A’.   

 

The difference between baseline and monitor TWT map of reflector ‘A’ is shown in figure 

7.5. This map clearly indicates the differences between the baseline and monitor surveys at shallow 

level (200ms above reservoir), where no changes are expected. Therefore, both surveys must be 

calibrated before analyzing any difference between baseline and monitor survey; else, it will be 

misinterpreted. To analyze the TWT difference of the top (Top Bluesky) and bottom reservoir 

(Top Debolt), the TWT difference of reflector ‘A’ is subtracted from the TWT maps generated 

from the monitor survey.  
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Figure 7-5: TWT difference map between monitor and baseline survey for reflector ‘A’ showing the time 

differences at shallow section (200ms above the reservoir). The horizontal lines are the seismic lines, and 

red dots are every 50th trace.  

The TWT maps for top Bluesky/Gething and top Debolt Formations are displayed in Figure 

7.6 for visual inspection and comparison. These maps are the earliest indications of areas changing 

due to steam injection/production. The TWT map of the top reservoir does not show much 

variation between baseline and monitor surveys, but a large variation is visible for top Debolt, 

possibly indicating that the zone impacted by the steam lies inside the reservoir. The mapping and 

comparison of TWT maps indicate changes in the monitor survey are injection/production-related, 

and processing differences likely exist. Next, I will inspect and remove any changes that are not 

production-related by calibrating the monitor survey to the baseline survey. 
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Figure 7-6: TWT maps for top Bluesky/Geth (top) and top Debolt (bottom) formation, generated from 

baseline (left) and monitor (right) surveys, highlighting the changes in TWT between the surveys.  

7.3.2 Time-lapse calibration 

Both surveys are compared by calculating the NRMS, cross-correlation, and time-shift 

values. Figure 7.7 shows the calculated attributes along an east-west 2D seismic line. The above 

attributes are calculated from the uncalibrated monitor and baseline seismic lines. Note the high 

NRMS values, especially above the reservoir ranging from 0.5 to 1.9, indicating considerable 

differences between both surveys. The cross-correlation values indicate that high correlation 

values (85% or more) above the reservoir interval can be obtained by applying time shifts of 1 to 

4ms. 

On the other hand, low cross-correlation values (50% to 75%) are found in the reservoir 

interval. The comparison further confirms the earlier observation that most of the changes are 

within the reservoir interval, and the slight deviation of cross-correlation from 100% in the 

overburden interval is likely not production-related. 
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Figure 7-7: a) NRMS, b) cross-correlation, and c) time-shift values along a 2D section, calculated from 

the baseline and monitor surveys before calibrating the monitor data. The horizons of interest are overlaid 

for analysis purposes.  
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The monitor survey was calibrated by applying phase and time shifts, keeping the baseline 

survey as a reference. The phase and time shifts are calculated over a 200ms window, beginning 

from 300ms to the reservoir's top. The phase shift was calculated by restricting the maximum shift 

to 10ms and cross-correlation to 65%. These values are defined based on the initial comparison in 

Fig 7.7. The process was repeated for all the 2D seismic lines. The calculated and applied phase 

and time shifts are -8 to -12 degrees and -2 to -4ms, respectively. The improvement in the 

calibrated monitor survey is evaluated by calculating and comparing the NRMS attribute, as shown 

in Figure 7.9b. The improvement in the monitor survey because of applying phase and time shifts 

is indicated by low NRMS values (shown as green color) in the shallow section. 

Then, a shaping filter was applied to the monitor data. The shaping filter was calculated 

over a 100ms window above the reservoir and then applied to all the monitor data. Figure 7.8 

shows a comparison between the extracted baseline wavelet to the monitor wavelet before and 

after applying the shaping filter. The wavelet amplitude of baseline (blue) and monitor (green) 

surveys are slightly different, specifically at low frequencies (10-40 Hz) and higher frequencies 

(90-120 Hz) (Figure 7.8). After applying the shaping filter to monitor data, the resulting wavelet 

amplitude is very similar in shape at all the frequencies. 

 

 

Figure 7-8: Amplitude spectra for the baseline (blue), monitor (green), and calibrated monitor data after 

the shaping filter (orange).  
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Figure 7-9: NRMS attributes a) before calibration, b) after phase and time shift, c) after statics correction, 

and d) after time-variant shifts, showing the improvement in NRMS attribute after each subsequent 

calibration step is applied. 
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The calibration process continued, and cross-correlation statics are calculated and applied to 

the shaping filtered monitor data. The statics analysis was run over a 100ms long window above 

the reservoir and applied to all the monitor surveys. As a result, the resemblance between the 

baseline and monitor survey is improved above the reservoir. This is shown by the calculating 

NRMS attribute after applying the statics correction (Figure 7.9c). The NRMS values are reduced 

from 1.7 (blue color) to 0.2 (green), especially above the reservoir, indicating that most of the 

discrepancies due to the shallow statics are eliminated. 

 

 

Figure 7-10: Cross-section showing the calculated a) cross-correlation coefficient and corresponding b) 

time shifts applied to the monitor data. The low cross-correlation values (0.5) and the largest time shifts (-

7~-8ms?) are found to be within the reservoir interval. 

The last step is to apply time-variant time shifts by selecting a 40ms window starting from 

the top of the reservoir, allowing a maximum time shift of 10ms. This step produces cross-

correlation and time-shift values (Figure 7.10), which are then applied to monitor data. The 

monitor data are pushed down by approximately 6ms to obtain the maximum correlation between 

the monitor and baseline survey. Low cross-correlation values are still visible in the reservoir 

interval and are likely related to steam injection/production. The calculated time shifts are applied 

to the monitor data. Once done, the improvement is seen as indicated by lower NRMS values 
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(Figure 7.9d). Note the color change from blue to grey, indicating a decrease of NRMS from 1.5 

to 1 inside and below the reservoir. The time-variant shift removed non-production related changes 

from above and below the reservoir. Thus, when the monitor survey is subtracted from the baseline 

survey, the difference in the amplitudes is largely related to steam injection/production changes, 

as shown in Figure 7.11.  

The overall efficiency of the calibration workflow is evaluated by comparing the difference 

sections calculated before and after applying the calibration to the monitor data (Figure 7.11). Note 

the decrease of amplitude differences in the shallow section above the reservoir. The majority of 

amplitude differences of the shallow reflections overlying the reservoir have vanished after 

calibration; solely, the amplitude anomalies within the reservoir interval (525-570ms) remain 

evident. The amplitude anomalies are strongest at the top and bottom of the reservoir (as seen by 

the orange color in figure 7.11).                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             

 

Figure 7-11: Difference section a) after and b) before applying the calibration workflow. After calibration, 

changes occur predominantly within the reservoir. 
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7.4 Time-lapse interpretation 

The time-lapse interpretation is focused on the identification of travel time shifts and 

amplitude anomalies within the reservoir interval, primarily observed within the difference 

volume. Other techniques are also employed to support the observation and interpretation of 

amplitude anomalies, including isochrone analysis and RMS amplitude analysis. 

7.4.1 Isochrone analysis 

Isochrone maps display time variation between two seismic events. They can be thought of as 

time thickness maps, displaying the variation in travel time between two events (Eastwood et al., 

1994; Isaac, 1998). These maps are robust and effective for identifying areas of increasing or 

decreasing travel time between baseline and monitor surveys. Isochrone maps are built over the 

reservoir interval, bounded by the top reservoir (Top Bluesky Formation) and bottom reservoir 

(Top Debolt Formation), on baseline and monitor surveys. The horizons are interpreted on 2D 

seismic lines and interpolated between the lines to generate the required maps. Figure 7.12 shows 

the isochrone maps of the reservoir calculated from the baseline and monitor surveys. There is 

significant travel time thickening at the center of the pad, enclosed by the red rectangle. These 

time delays are due to decreased P-wave velocity and/or increased reservoir thickness. 

 

 

Figure 7-12: Reservoir isochrone maps generated from a) baseline survey and b) monitor survey. The 

dashed rectangle encloses the area with substantial changes. 

 

7.4.2 Amplitude anomaly 

Figure 7.13 shows an east west trending 2D seismic line from the baseline and monitor 

surveys. The zone of interest (Reservoir, Bluesky/Geth Formation) lies between 540 and 570ms. 
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The high amplitude anomalies are evident even on non-calibrated monitor seismic lines, between 

xline 140 and 235, and 240 to 320 within the interpreted reservoir interval marked by red and white 

arrows. The first amplitude anomaly is bounded by white arrows on the eastern side of the line, 

closer to the reservoir's top. The second anomaly is located on the western side of the line at the 

bottom of the reservoir, bounded by red arrows in Figure 7.13. Note that both amplitude anomalies 

appear to be isolated and at different depths. The first anomaly is much closer to the top of the 

reservoir, and the second anomaly is more towards the bottom of the reservoir. 

 

Figure 7-13: Comparison of a seismic line from the a) baseline and b) monitor surveys, highlighting areas 

undergoing amplitude changes. 
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Figure 7-14: Comparison of RMS amplitude maps for a)Top Bluesky/Geth (baseline), b) Top Bluesky/Geth (monitor), c) Top Debolt (baseline), 

and d) Top Debolt (monitor). 
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Next, RMS amplitude is calculated from the baseline and monitor surveys for the top of 

Bluesky/Geth and Debolt formation, using equation 7.2. The resulting maps are shown in figure 

7.14. An increase in the RMS amplitude values is observed for the top of Bluesky/Geth (figure 

7.14b) and Debolt formation (figure 7.14d). This shows that an increase in amplitude for top 

Bluesky/Geth and Debolt is restricted to the east and west side of the pad, respectively, as indicated 

by the black rectangle. 

7.4.3 Difference volume 

 

After the calibration procedure, difference sections are created by subtracting the baseline data 

from the calibrated monitor data. The difference sections remove all repeatable traces, only leaving 

the physical differences between the two surveys.   

 

Figure 7-15: a) Amplitude difference section highlighting the changes within the reservoir and b) 

polygon showing the spatial trends of these changes over the pad. The blue and red polygons are 

representative of changes within the upper and lower reservoir interval, respectively.  
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Figure 7.15a shows the difference section from the northern side of the pad, as highlighted 

by the yellow line in Figure 7.15b. It can be seen that amplitude anomalies appear to be restricted 

in the upper and lower portion of the reservoir in the eastern and western sides of the section, 

respectively, shown by orange color on the section and indicated by blue and red arrows in Figure 

7.15a.  

The data available for this study consist of only 2D lines; it is difficult to produce a surface 

map of amplitude difference with high accuracy because of potential interpolation effects between 

2D lines. Nonetheless, it is desirable to understand the spatial trends of the amplitude anomalies. 

Therefore, two separate polygons bordering the amplitude anomalies in the upper and lower 

reservoir are manually generated. The resulting polygons are shown as red and blue color in figure 

17.b. The polygons display the spatial extent of amplitude anomalies in the upper and lower 

reservoir sections. Note the overlapping area of the two polygons in the middle of the pad.  

7.5 Discussion 

7.5.1 Time-lapse processing 

The time-lapse calibration workflow is applied to the 2D seismic lines and well logs from a 

deviated well, located at an offset distance from the seismic line. The distance affected the match 

between seismic data and synthetic seismogram, and a perfect match was not obtained.  However, 

the tie was sufficient to identify horizons of interest on seismic data and continue with the time-

lapse calibration workflow and analysis. It is worth mentioning that there is no defined workflow 

to process time-lapse seismic datasets, and workflows are fields specific (Nguyen et al., 2015). 

One or more steps may be excluded depending on the repeatability of the monitoring and baseline 

survey. The workflow applied in this study is a generalized time-lapse workflow outlined by Kelly 

& Lawton (2012). However, the input parameters at each processing step are carefully selected to 

ensure the procedure's success. To evaluate the effectiveness of the calibration workflow, the 

NRMS attribute was calculated for calibration and quality control purposes (Kragh & Christie, 

2002; Sheriff, 2002). Because of calibration, phase differences and time delays were removed from 

the overburden reflections. With every calibration step, the NRMS values are reduced above the 

reservoir reflector, indicating the effectiveness of each calibration step. The effectiveness of the 

calibration workflow is also demonstrated by comparing the difference section calculated before 

and after applying calibration to monitor data, as shown in figure 7.11. The majority of the 

difference in the shallow section vanished, thus only highlighting the differences due to heated 
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bitumen within the reservoir interval. The improvements in the calculated NRMS attribute and 

difference sections support the efficiency of the calibration workflow.  

7.5.2 Additional observations 

In addition to time-lapse seismic data, temperature logs and tiltmeter data images are also 

analyzed. The temperature data from the 3rd steam injection cycle recorded by two observation 

wells were made available, one from the east (40-A) and the other from the west end of the pad 

(40-B), as shown in figure 7.16. The reservoir temperature at 40-B well reaches 250CO, but the 

temperature at 40-A well does not exceed 40CO. The temperature difference at the pad is not due 

to the steam injection strategy because steam was injected at once in all the wells.  

 

Figure 7-16: Isochrone difference map for the reservoir (top) and temperature profiles from two 

observation wells at the pad. 

 

Additionally, tiltmeter data from the 2nd injection/production cycle are also available. During 

steam injection, the ground heave of up to 100mm is recorded, but as soon as production starts, 

partial subsidence of the ground is recorded, especially on the southern side, where subsidence is 
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relatively negligible (Figure 7.17). When comparing my results to other thermal heavy oil 

extraction experiments, it is common to record surface heave (Maxwell et al., 2007); however, the 

size of surface heave is of critical importance and must be monitored. 

The findings from surface tiltmeter data are consistent with the predictions from chapter 3. 

It was predicted that steam injection and hydrocarbon production would cause the reservoir to 

expand and shrink, and this should be evident from the surface tiltmeter measurements. The 

tiltmeter data observations combined with the temperature profile indicate that the pad response to 

steam injection and production is distinct in different parts of the pad. 

 

Figure 7-17: Subsidence values recorded by tiltmeter during the 2nd cycle of steam injection (top) and 

production (bottom) between June 2004 to November 2004. The steam was injected from June to August 

2004, and production started in September and continued till the end of November 2004.  

7.5.3 Time-lapse interpretation 

The detailed analysis of the baseline and monitor surveys indicates a non-homogenous lateral 

and vertical distribution of steam in the reservoir section, seen by analyzing the amplitude 

differences, isochrone variations, and time delays. The earliest observation of differential steam 

movement became prominent as soon as the horizons of interest were picked, and seismic 

reflection amplitudes were compared between baseline and monitor seismic data, before 
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calibrating the seismic monitor survey. The 2D seismic lines in Figure 7.13 show the changes in 

reflection amplitude, especially in the reservoir interval indicated by the white and red arrows. The 

increase in reflection amplitude is seen as a dark purple color in the monitor survey (indicated by 

red and white arrows). The higher amplitudes on the eastern side are closer to the top of the 

reservoir and on the western side are closer to the bottom of the reservoir, perhaps highlighting the 

areas where steam has reached. It is supported by RMS maps at the top of the reservoir and Debolt 

formation, as shown in Figure 7.14. The reason why I computed amplitude differences at the top 

Debolt instead of the bottom reservoir reflector is that the bottom reservoir reflector is not strong 

and continuous. The Debolt formation is right below the reservoir and is expected to represent 

amplitude changes at the reservoir's bottom. These maps clearly show that amplitude changes are 

restricted to the eastern portion of the pad for the top reservoir and the western portion of the pad 

for the top Debolt formation. These findings are consistent with the amplitude difference polygons 

generated from the difference amplitude section in Figure 7.15.  It is promising to see consistency 

in the spatial distribution of amplitude differences identified before and after monitor survey 

calibration, thus further confirming the initial interpretation of non-homogenous steam 

distribution. 
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Figure 7-18: a) Observed and b) theoretical isochrones difference map for the reservoir interval, overlain 

by polygons bounding the changes in the upper (blue) and lower (red) reservoir interval.  

 

Furthermore, the isochrone difference map can also highlight changes due to steam 

distribution. The isochrone difference map overlain by the amplitude difference polygons shows 

that high values of the time difference (about 12ms) are restricted to the southeast side of the pad 

(figure 7.18).  

According to Kato et al. (2008), the P-wave velocity may slow down by 30% at higher 

temperatures (260oC). To analyze the isochrone differences, I model the expected isochronal 

changes due to a 30% reduction in P-wave velocity, assuming that injected steam is equally 

distributed inside the reservoir. The P-wave velocity from the sonic log and the isochrone thickness 

from seismic data is used to calculate the thickness of the reservoir in meters using   

Reservoir thickness (m)= velocity (m/sec)*isochrone /2                (7.5) 
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The above equation is rearranged to calculate the isochrone thickness with a 30% reduced velocity 

within the reservoir. The expected (figure 7.18.b) and observed isochrone difference maps (figure 

7.18.a) are significantly different. The mismatch between the observed and theoretical isochrone 

differences may be attributed to the non-homogenous steam distribution in the reservoir. The 

observed isochrone difference values are higher than theoretical isochrone difference values, 

specifically at the center of the pad shown as blue-purple color (figure 7.18.a). At the center of the 

pad, 30% velocity slowness (due to temperature increase) can be responsible for the isochrone 

difference of -8msec, but the observed value is -11msec. The difference of -3 msec possibly 

indicates that other factors also contribute to isochrone thickness. The remaining -3 msec of 

isochrone difference may be because of 1) reservoir dilation and 2) fluid substitution changes. 

According to Dusseault ( 2011), sandstones have a coefficient of thermal expansion of about 10-

5oC-1, and a 30 m thick reservoir can cause a 60 mm uplift on the surface if the reservoir temperature 

increases to 200oC. The -3msec isochrone difference roughly translates to reservoir expansion of 

3m, which is unrealistic and not justifiable by the observed surface uplit value of 5 cm at the pad. 

The other possible parameter responsible for producing -3msc isochrone difference is fluid 

substitution. During steam injection, if the reservoir temperature (>150Co) reaches the bubble 

point, then free gas is evolved (Batzle et al., 2006). And the presence of free gas in the heavy oil 

can drastically decrease the P-wave velocity (Batzle et al., 2006), thus causing isochrone 

thickening and possibly responsible for the remaining -3msec difference between observed and 

theoretical isochrone difference (Figure 7.18a&b).  

Furthermore, a comparison of the amplitude difference map/polygon and isochrone 

difference map reveals that zones of high isochrones differences are consistent with the amplitude 

polygons (Figure 7.18a). The zone of isochrone differences may be interpreted as a reservoir zone 

where steam has effectively reached, resulting in velocity reduction and reservoir expansion. The 

temperature data over the pad correlates with the isochrone difference map, minimal changes are 

seen close to the well 40-A, but a difference of -6ms is observed at 40-B.  

 The changes in seismic attributes (two-way arrival time, amplitude, and isochrone) due to 

velocity slowness imply that steam is confined to reservoir interval. On the contrary, no changes 

in seismic attributes are observed in the overburden, thus confirming that steam is confined to the 

reservoir only.  The above findings agree with the predictions made in chapter 3 and demonstrate 

the applicability of seismic attributes to outline the steam-affected zones.  
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The time-lapse seismic data analysis combined with temperature and tiltmeter data indicates 

a non-homogenous steam movement at the pad area. I divide the pad into four zones labeled as A, 

B, C, and D (D1 and D2) in figure 7.19, based on the analysis of amplitude, isochrone, temperature, 

and tiltmeter data. Zone A indicates the area where steam has only affected the lower reservoir, 

and zone C outlines the spatial extent where steam only reached the upper reservoir. At the center 

of the pad, the steam chamber appears to be well developed and extends into the upper and lower 

reservoir. The area on the northeast side of the pad appears to be least impacted by the steam, 

labeled as D1 and D2. It is supported by negligible temperature and isochrone variations. 

 

 

Figure 7-19: Figure showing observed isochrone difference map overlain by the amplitude polygons (red 

and blue) and several interpreted zones (A, B, C, and D), where steam migrated vertically into different 

zones of the reservoir. 

The objective of using multiple horizontal injectors is to ensure the maximum steam 

distribution in the reservoir, but it is not always achieved. Figure 7.19 shows that the steam 

distribution in the reservoir is non-homogenous and appears to be well developed in the central 

portion of the pad within the reservoir, and no changes in seismic attributes (seismic amplitude 

and travel time) are observed in the caprock. A similar conclusion was reached by Kelly & Lawton 

(2012), and two anomalous zones were interpreted qualitatively by analyzing the changes in 

seismic travel time, isochrones, and amplitude attributes. However, Tanaka et al. (2010) 



124 
 

quantitatively analyze the changes in seismic time-lapse data recorded during the SAGD 

experiment. The study formulated and incorporated a petrophysical model to mark the boundary 

of the steam chamber and calculate the bitumen volume in the steam chamber. Additionally, it 

must be mentioned here that the focus of all the above-mentioned time-lapse studies is to analyze 

the changes within the reservoir interval.  

The non-homogenous steam movement and development of hot and warm zones inside the 

reservoir could have been confirmed by analyzing hydrocarbon production per well. However, I 

only have cumulative production logs for each well (which has three horizontal arms in north and 

south both directions) rather than production logs of each horizontal well discretely.  

It must be pointed out that time-lapse seismic interpretation is based on 2D seismic lines. 

Therefore any attribute map (amplitude, isochrones, and TWT) generated from the 2D data will 

have some uncertainty associated with it because 2D lines are all in E-W direction separated by 60 

m. This uncertainty may be reduced by incorporating 3D seismic to improve the accuracy of the 

calculated attributes by providing more detailed images of the subsurface changes. However, this 

would come at a significant extra cost. The management may also consider acquiring other 

geophysical data, e.g., time-lapse gravity data over the pad, to identify zones of density changes. 

The observations can be correlated with the surface tiltmeter data and seismic reflection data for 

an integrated analysis. It must be kept in mind that the cost of gravity data acquisition is much less 

than other geophysical data acquisition. 

The qualitative interpretation of seismic time-lapse data is limited to identifying areas of 

impedance change from quiet areas. The data can help judge the gross efficiency, location of 

pressure boundaries, and reservoir compartmentalization. However, a detailed analysis of fluid 

efficiency and estimation of fluid changes is not possible because the observed impedance is not a 

simple function of one physical property. Especially in the reservoir region where both water 

saturation and effective stress have changed, but impedance remains the same may occur. 

However, the analysis may be extended by incorporating additional well logs, rock physics 

models, and prestack seismic data to perform a time-lapse AVO analysis. This may help separate 

impedance changes in the anomalous zones. 

7.6 Conclusion 

The 2D time-lapse seismic data from a heavy oil field in Alberta are analyzed to investigate 

the steam distribution inside the reservoir. It is concluded that changes in several seismic attributes, 
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e.g., amplitude, travel time maps, and isochrone maps, can help to identify changing zones because 

of steam injection and/or production, such as reservoir expansion, temperature, and saturation 

changes. The time-lapse seismic integrated with temperature and tiltmeter data have shown steam 

distribution in the reservoir is non-homogenous vertically and spatially. Several zones have been 

interpreted where steam has migrated. It is also found that most of the isochrone and amplitude 

anomalies are located at the center of the pad, possibly indicating the reservoir zone where most 

steam may have migrated, thus affecting the reservoir temperature and fluid saturation. However, 

it is difficult to quantify the impact of temperature and fluid changes separately at this point. 

The time-lapse analysis is useful for investigating the changes within the reservoir interval, 

but much cannot be said about the impact of steam injection and hydrocarbon production on the 

overburden. The caprock integrity is of great importance in such operations. It is also not clear 

how the steam moves (mechanism of steam distribution) inside the reservoir. To answer the above, 

time-lapse observations will be integrated with microseismic observations and engineering data in 

the next chapter. 
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8 Geomechanical behavior of the Peace River reservoir  

8.1 Introduction 

This research is aimed to analyze and integrate multidisciplinary geophysical data to 

investigate and better understand the impact of steam injection/oil production on the reservoir-

caprock system. The research is initiated by putting forward a set of predictions in chapter 3; the 

predictions highlight the expected geomechanical deformation and seismic observations within 

and around the reservoir during both steam injection and oil production cycles. It is expected that 

seismic reflection data will highlight the changes at the reservoir level, and microseismic data will 

give a detailed picture of changes in the overburden; combining both data types is likely to give a 

detailed insight into reservoir-caprock response to the steam injection. Additionally, it is believed 

that the analysis of each data type in isolation may not give a complete subsurface image and result 

in biased interpretation. 

To achieve the research objective, I have first analyzed the microseismic data in conjunction 

with the engineering data recorded during the four steam injection and production cycles. The 

intent was to investigate the spatial and temporal trends of microseismic activity and its correlation 

with the engineering parameters in chapter 6 and make a plausible clarification of the observed 

trends. Next, chapter 7 shows the time-lapse analysis of 2D surface seismic data to understand the 

steam movement inside the reservoir based on variations in the seismic properties. Each dataset 

was analyzed independently from the rest of the data. In this chapter, I will integrate the findings 

from each chapter to validate the set of predictions (outlined in chapter 3) and investigate the 

potential physical mechanisms responsible for the changes. I will divide the data observations 

associated with steam injection and hydrocarbon production for reservoir and caprock intervals. 

Next, data observations are integrated with the expected theoretical changes to understand the 

complete picture and validate the initial model. 

8.2 Reservoir response to steam injection  

8.2.1 Observations 

The cyclic process of steam injection and hydrocarbon extraction disturbs the reservoir rock 

matrix causing changes in the physical properties of the reservoir. The analysis of time-lapse and 

microseismic data resulted in several key observations, highlighting the impacted areas. The first 
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observation came from the recorded microseismic data (2002 to 2005), showing limited to no 

microseismicity within the reservoir interval (Figure 8.1).  

 

Figure 8-1: a) The cross-sectional view showing production-related microseismic event distributions 

across the pad. Horizontal colored lines indicate geological formations of interest. The Falher, Wilrich, 

Bluesky, and Debolt Formations are shown as blue, yellow, red, and purple colors, respectively. 

Microseismic events are colored based on their time of occurrence.  Events that occurred during cycle 1, 

2, 3, and 4 are colored as solid yellow, red, purple, and green circles, respectively. b,c) Comparison of a 

seismic line from the b) baseline and c) monitor surveys, highlighting areas undergoing amplitude 

changes. 

On the other hand, analysis of time-lapse seismic data shows that most of the observed 

amplitude changes are limited to the reservoir interval (Figures 8.1 b & c).  Figure 8.2 shows the 

isochrone difference map for the reservoir interval (colors) overlain by the blue and red polygons, 

highlighting the amplitude changes in the upper and lower reservoir interval, respectively. The 

isochrone difference map indicates reservoir thickening in terms of two-way travel times across 

the pad. These observations together indicate that different parts of the pad are impacted differently 

spatially and vertically due to steam injection. This is further confirmed from the temperature logs 

of the two observation wells, 40-A and 40-B (Figure 8.2, bottom). The temperature data was 

recorded at different times during the 3rd cycle of steam injection and production, as indicated by 

different colors of curves (figure 8.2 b & c). The temporal variation in temperature shows that 

temperature at the start of injection (March 2004) is low (~25oC) as recorded by well 40-A. The 
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temperature then starts to rise as the steam injection continues. Both wells record this, however, 

the temperature rise is minimal at 40-A (~35oC), but a substantial increase in temperature is 

recorded for 40-B (~275oC). The comparison of temperature changes and isochrone difference at 

both observation well locations indicates that both have similar isochrone difference values, 

contrary to the temperature measurements. This may be because the isochrone difference map is 

generated from the reservoir isochrone generated before steam injection and after four cycles of 

steam injection and production; thus, the isochrone difference map shows the cumulative changes 

in reservoir thickness after four cycles. 

 

 

Figure 8-2: Isochrone difference map for the reservoir (top) and temperature profiles from two 

observation wells at the pad. Different colors in the bottom indicate temperature values recorded at 

different times. 
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The surface tiltmeter data shows surface uplift during steam injection, as seen in Figure 8.3. 

The Figure shows snapshots of the cumulative measured surface deformation during the 2nd cycle 

of steam injection (June-Aug 2004). The positive values indicate uplift, and the negative values 

are indicating subsidence. It is interesting to note that during the injection, surface uplift is seen 

throughout the pad, possibly due to reservoir dilation in response to steam injection.  

 
 

Figure 8-3: Subsidence values recorded by tiltmeters during the 2nd cycle of steam injection. The steam 

was injected from June to August 2004. The schematic diagram at the bottom shows the possible 

interpretation of the surface uplift during the injection cycle. 

8.2.2 Theoretical analysis 

It is discussed in Chapter 3 that steam injected at high temperatures and pressure reduces the 

viscosity of the heavy oil to facilitate hydrocarbon production. The high temperature inside the 
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reservoir reduces the density and P-wave velocity, thus decreasing the acoustic impedance. The 

decrease in acoustic impedance within the heated reservoir will result in higher impedance contrast 

between the reservoir and the surrounding rock. This will increase the seismic reflection amplitude. 

The decrease in P-wave velocity within the heated reservoir will increase the travel time (TWT). 

This should be visible on the isochrone difference map of the reservoir.  

The steam injection at high temperatures also dilates the reservoir (Figure 8.4), exerting 

stresses in front of the propagating reservoir. The induced stresses are expected to cause shearing, 

but due to the ductile nature of the heavy oil reservoir, no or limited fracturing and microseismic 

activity are expected in the reservoir interval.  

 

Figure 8-4: Showing stress changes (σ) in response to the pore pressure, temperature (T), and volumetric 

(V) changes during steam injection (left) and hydrocarbon production (right). 

8.2.3 Comparison of observations and theory 

The above field observations indicate that the reservoir is changing during steam injection, 

and the set of proposed predictions needs to be validated by the observations. The time-lapse 

seismic data consisted of a baseline and monitor survey, the baseline survey was recorded before 

steam injection, and the monitor survey was acquired after four cycles of steam injection and 

production. Therefore, the observed changes recorded by the time-lapse seismic data are the 

cumulative result of four steam injection and production cycles. It may be difficult to separate the 

observations into injection and production-related changes, but these data can still be interpreted 
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and analyzed. Microseismic data are recorded continuously; therefore, the resulting events can be 

confidently characterized as injection or production-related. 

 

 

Figure 8-5: Time plot of injection/production data volumes microseismic activity recorded during the 

steam injection cycles. The steam injection, hydrocarbon, and water production are shown in red, green, 

and purple colors. The microseismic event count is shown as dark red bars. 
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 Limited to no microseismic activity is found to be in the reservoir interval due to steam 

injection. This indicates a lack of fracturing and faulting, supporting the theory that the heavy oil 

reservoir behavior is ductile, thus validating the prediction. It is worth mentioning here that the 

thickness of the reservoir varies between 25 and 35 meters at the pad, and the expected depth 

uncertainty for event locations (base on uncertainty analysis in chapter 4) is approximately 20m. 

If it is assumed that, the current locations may be off in depth by 20m, this may place some of the 

locations into the reservoir interval, but the spatial trend of the locations remains the same. 

Therefore, it can be said with confidence that the reservoir remains relatively aseismic during the 

steam injection. The increased reservoir temperature and pressure reduce the viscosity and density 

of the reservoir, thus ultimately decreasing the P-wave velocity. The P-wave will take longer to 

travel through the heated reservoir zone. These zones are identified by comparing the reservoir 

isochrone values from the baseline and monitor surveys. To confirm the above, isochrone 

difference maps and amplitude changes are also analyzed, as shown in Figure 8.2. The isochrone 

difference map shows substantial thickening at the center of the pad, highlighting the reservoir 

zone with substantial velocity reduction due to steam injection (Figure 8.2). The decrease in 

density and velocity at the top reservoir reflector results in increased seismic amplitude (Figure 

8.1c). The isochrone thickening is interpreted as the combined effect of velocity reduction and 

reservoir dilation. 

The surface uplift during steam injection (Figure 8.3) supports this theory and the above 

interpretation that the reservoir dilates to accommodate the high temperature and pressure. The 

comparison of isochrone difference (Figure 8.2a) and surface uplift map (Figure 8.3) reveal 

different spatial patterns, and no correlation is found between both. This is possibly because the 

isochrone map shows cumulative changes from four injection and production cycles, whereas the 

surface uplift map is from a single injection cycle. The steam front in the reservoir can be 

interpreted based on the isochrone difference map and amplitude polygons (Figure 8.2a). I interpret 

that the steam has probably impacted the center and south side of the pad, indicating higher 

isochrone difference values (blue-purple color area). 

Conversely, steam may not have reached the corner of the pad with very low isochrone 

difference values (yellow to greenish color areas). The above observations combined support the 

non-homogenous movement of steam inside the reservoir. The next section discusses the caprock 

response to steam injection. 
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8.3 Caprock response to steam injection 

8.3.1 Observations 

The steam is injected into the heavy oil reservoir, but its impact may be observed in the 

surrounding cold reservoir and the overburden. The first observation at the pad was the recording 

of an abundance of microseismicity in the caprock as soon as the injection began in September 

2002 (Figure 8.1). Approximately 98% of the recorded microseismicity occurred during the 

injection cycles, of which 90% of the microseismicity occurred in the overburden. Moreover, the 

brittleness (Figure 8.6) calculated from the well logs indicate a higher value within the caprock 

than in the heavy oil sands. 

On the other hand, the analysis of time-lapse seismic reflection data does not provide any 

evidence of pre-existing faults or activation of new faults due to injection. Similarly, the isochrone 

difference map and amplitude analysis also reveal minor changes in the caprock. 

 

 

Figure 8-6: The GR log, calculated Shear modulus, Young’s modulus, Poisson ratio, and Brittleness index 

log for well 40-3, located on the western side of the pad. 
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8.3.2 Theoretical Analysis 

The shales above the heavy oil reservoir are impermeable. The steam injection at high 

temperature and pressure causes the reservoir to dilate. However, above the steam chamber, the 

horizontal stresses inside the caprock drops (Shafiei & Dusseault, 2013). If the injection pressure 

(Pinj) becomes higher than the min horizontal stress (σh) then vertical fractures may develop and 

propagate upward into the caprock (Shafiei & Dusseault, 2013). These cracks may also act as a 

pathway for reservoir fluid to leak into the caprock. If this happens, then the pore pressure in the 

overburden increases. This will move the Mohr’s circle to the left, causing failure in the 

overburden (figure 8.7 c). This can affect the integrity of the steam front leading to loss of heat, 

and in extreme cases, may cause a gas or steam blow out. 

 

Figure 8-7: Mohr’s circle plot showing a) initial stresses, b) reduction in minimum stress because of 

reservoir dilation, and c) increase in pore pressure in the overburden, causing slip failure. (reproduced 

with permission from Maxwell et al. (2015)). 
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Another effect on the caprock due to thermal simulation is the shrinkage of the shale barrier. 

When the temperature exceeds 125oC, absorbed water from the shales is stripped off the clay 

minerals causing the shale to dry and shrink (Shafiei & Dusseault, 2013). As the shrinkage occurs, 

the horizontal stress is reduced and may eventually drop below the pressure of the pore fluid 

(steam-oil-water-gas) in the reservoir, so vertical hydraulic fractures are generated. The reduction 

in horizontal stress can be visualized as the size of Mohr’s circle grows, getting closer to the failure 

envelope, thus resulting in rock failure (Figure 8.7b). The same may be observed at the caprock-

reservoir interface due to the concentration of shear stresses because of differential thermal 

stresses. These are enough to cause shear slippage at the interface (Shafiei & Dusseault, 2013). If 

the steam front reaches the caprock shale and condenses to a liquid state, it may be absorbed by 

the shales. This can cause shale to swell, thus reducing the Young’s modulus and the peak strength 

(Bashbush et al., 2009). Therefore, shale swelling will also facilitate shale breakage by decreasing 

the cohesion and friction angle. In summary, the microseismicity in the caprock is expected during 

steam injection due to pore pressure and stress changes resulting in fracture initiation or 

reactivation. 

8.3.3 Integrated Analysis 

According to the data observations, the majority (90%) of the microseismic events are 

located in the overburden (Figure 8.1a), thus validating the prediction that microseismic activity 

is expected in the brittle shale. A variety of processes may result in microseismic activity or failure 

in the overburden, as discussed above and one must investigate the cause.  

The first possible mechanism is reservoir fluid leakage into the caprock (also known as wet 

events or wet cracks). This could also happen if the high temperatures reach the caprock causing 

it to dehydrate and create microfractures. The reservoir fluid may enter the caprock through these 

mini fractures. If this is true, then the temperature in the overburden must increase and should be 

evident from the temperature logs, but no such change is recorded (Figure 8.2b&c). The fluid 

leakage into the caprock will alter the fluid saturation in the caprock, thus impacting the seismic 

amplitude, which may be evident in the time-lapse seismic data (Kato et al., 2008). Reservoir fluid 

leakage into the caprock is also possible if pre-existing fractures or faults are present. However, 

the interpretation of baseline seismic data does not support any pre-existing faults, nor does the 

monitor seismic data indicate any evidence of amplitude variations in the overburden, for instance, 
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due to fluid substitution. An r-t plot was also generated and analyzed, as shown in Figure 6.16 

(chapter 6). The plot shows that most of the microseismic triggering occurred about 20 days after 

the steam injection, navigating vertically upward (encircled in Figure 6.16, chapter 6) at a distance 

of 20 and 80 m above the reservoir zone. The time delay of 20 days between injection and 

microseismic triggering is sufficient for fluid migration. But no pressure data or any incidences 

were reported to support the hypothesis of fluid leakage. 

 

Figure 8-8: Possible Mohr circle changes responsible for microseismicity in the overburden during steam 

injection in the study area. The increased Mohr circle (dotted red) is caused by induced stress in the 

overburden due to steam injection into the reservoir. The solid blue lines are the failure criterion with a 

coefficient of friction (µ) 0.5 and 0.6 and cohesion (c) of 0 MPa.  

The second possible mechanism responsible for triggering microseismicity in the 

overburden may be caused by induced stresses (also known as dry events or dry cracks). If the 

steam touches the caprock, it will condense to liquid and be absorbed by the shale. This will cause 

the shale to swell, reducing the Young’s modulus and the strength of the caprock, thus making it 

easier to fail. The caprock may also experience shearing because of reservoir dilation, causing the 

effective horizontal stress to decrease in the overburden, thus inducing microseismic activity in 

the overburden (Figure 8.7b). As mentioned earlier, temperature data do not indicate that steam 

may have reached the caprock; therefore, it is reasonable to interpret that recorded microseismicity 

is caused by the induced stresses in the study area. This can be visualized by plotting the Mohr 

circle and estimate the failure criteria of the caprock for the study area (Figure 8.8). The initial 
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stress state in the Peace River area is shown as a solid red circle in the caprock. The minimum 

stress magnitude is estimated from a reported stress test, and vertical stress is estimated from well 

logs. The caprock compaction due to reservoir expansion is likely to reduce the effective horizontal 

stress. This will cause the Mohr circle to enlarge and move closer to the failure envelop (dotted 

red line, figure 8.8). In addition to the induced stresses, other factors also appear to favor the 

occurrence of microseismicity in the overburden, e.g., a higher brittleness index (Figure 8.6) and 

low landing height (Figure 6.11 a, chapter 6). The latter may facilitate stress transfer in areas where 

the wells are closer to the top reservoir interface. 

 

Figure 8-9: Surface heave values recorded by tiltmeters during the 2nd cycle of hydrocarbon production. 

The hydrocarbon extraction was from September to November 2004. The schematic diagram at the 

bottom shows the possible interpretation of the surface subsidence during hydrocarbon production. 
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8.4 Caprock-reservoir response to production 

8.4.1 Observations 

As soon as production starts, a drastic decrease in microseismic activity is observed, as 

shown in Figure 8.10. The recorded microseismicity is scattered and minimal.  The most 

significant production-related observation came from the surface tiltmeter data, which was 

continuously recorded during the injection and production phases. Figure 8.9 shows obvious 

asymmetrical surface subsidence over the pad. The north side of the pad undergoes surface 

subsidence of 12 mm, whereas the south side of the pad is still uplifted (85mm). The asymmetrical 

surface heave may be due to 1) faulting in the subsurface or 2) differential hydrocarbon production. 

The negligible amount of recorded microseismicity contradicts the possibility of faulting during 

production. Therefore, the asymmetrical surface heave is possibly due to differential production at 

the pad.  

The seismic data were recorded before steam injection and after four cycles of steam 

injection and production. Therefore, it is difficult to separate the seismic observations into injection 

and production portions. The comparison of seismic reflection changes (isochrone thickness and 

amplitude changes) with the tiltmeter data shows a spatial correlation between both. The surface 

subsidence is restricted to the north of the pad, where isochrone thickness changes are minimal. In 

contrast, the maximum isochrone thickness changes are located in the central and southern sides 

of the pad, where no surface subsidence is recorded. However, the surface is still uplifted due to 

the previous production cycle.  There appears to be a correlation between the seismic reflection 

observations and tiltmeter data, but as mentioned earlier, the seismic data were recorded before 

steam injection and after four cycles of steam injection and production. Therefore, it is difficult to 

comment confidently if the variation in seismic parameters is due to steam injection or 

hydrocarbon production. 
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Figure 8-10: The cross-sectional view is showing production-related microseismic event distributions 

across the pad. Horizontal colored lines indicate geological formations of interest. The Falher, Wilrich, 

Bluesky, and Debolt formations are shown as blue, yellow, red, and purple colors, respectively. 

Microseismic events are colored based on their time of occurrence.  Events that occurred during cycle 1, 

2, 3, and 4 are colored as solid yellow, red, purple, and green circles, respectively. 

 

Additionally, it is observed from the engineering data that the hydrocarbon production 

gradually decreases from the first cycle onward, despite increasing the injected steam volume. 

8.4.2 Theoretical Analysis 

The processes of hydrocarbon extraction or depletion can significantly impact both the 

reservoir and the surrounding rock. The depletion may cause faulting in the subsurface and surface 

deformation, as illustrated in Figure 8.11. During fluid/hydrocarbon extraction, the reservoir is 

compacted, and pore pressure decreases. As a result, the effective vertical stress (σv’) decreases in 

the reservoir and increases in the overburden. The fluid extraction decreases pore pressure; thus, 

extraction should increase the effective confining stresses and prohibit fault slip. However, pieces 

of evidence suggest that fluid extraction can also induce microseismicity in the overburden by 

contracting the reservoir rock, deforming the surrounding rock, thus altering the stress field (Segall 

1989; Yerkes and Castle 1976). 
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The schematic cross-section in Figure 8.11 summarizes the expected changes in response to 

hydrocarbon extraction. Extraction of fluid may result in surface subsidence, and both normal and 

reverse faults may accompany the extraction. Normal faults may develop at the margins of the 

subsidence (adjacent to the heated zone in the reservoir), and reverse faults may develop in the 

central region (caprock and below the reservoir). As a result, microseismic activity may be 

recorded above, below, and within the reservoir (adjacent to the depleted zone). However, due to 

the ductile nature of the heavy oil reservoir, limited or no microseismic activity is expected within 

the reservoir interval. It is anticipated that reservoir compaction may cause 1) surface subsidence 

and 2) microseismic activity in the overburden. 

 

 

Figure 8-11: Schematic diagram showing the reservoir a) before depletion and b) after reservoir depletion 

and expected faulting and fracturing in the surrounding of the depleted reservoir (reproduced with 

permission from Segall, 1989). 

8.4.3 Integrated Analysis 

In response to the fluid extraction from the reservoir, the pore pressure is expected to 

decrease, and the reservoir shrinks, thus possibly resulting in faulting around the depleted reservoir 

and surface subsidence. The observed surface subsidence (Figure 8.9) supports the mechanism of 

reservoir depletion, but microseismic activity is absent during the production cycles (Figure 8.10). 

The absence of microseismicity during the fluid extraction phase may be due to the rate and 

duration of fluid extraction, presence, or absence of pre-existing weakness (Shapiro et al., 2006). 

The absence of microseismicity during the extraction thus may be related to the rate and duration 

of the extraction cycle as this will perturb the pore pressure, and a positive pore pressure 

perturbation is required to trigger microseismicity (Shapiro et al., 2006), which was possibly not 

achieved during the fluid extraction cycles in the study area.  
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 Additionally, the observed surface subsidence during fluid extraction is only observed in 

the north section of the pad, which appears to be spatially correlatable to minimal isochrone 

thickness changes (Figure 8.2). This may also indicate that not all the wells are contributing equally 

to hydrocarbon production.  

8.5 Comparison of predictions with observations 

8.5.1 Lessons Learned 

In this section, I compare the set of predictions from chapter 3 with the actual observations 

from chapters 6 and 7 to assess the validity. The schematic diagram in figure 8.12 shows the key 

features of the reservoir-caprock response after four cycles of steam injection and hydrocarbon 

production. 

a) The abundance of microseismicity in the overburden during injection and production 

agrees with the prediction that microseismicity is expected in the brittle shales and less 

likely in the ductile reservoir interval. The absence of microseismic activity in the 

reservoir signifies that fracturing is not responsible for hot fluid transfer within the 

reservoir to facilitate heat transfer to the cold unproduced reservoir. Rather, it is likely 

that the primary mechanism of heat transfer within the unproduced or cold reservoir is 

predominantly through conduction and fluid flow.  

b) The variation in seismic attributes within the reservoir interval due to steam injection 

agrees with the prediction in chapter 3. The increased seismic amplitude at the top and 

bottom of the reservoir (time-lapse data, chapter 7) and substantial thickening of the 

reservoir isochrones varies throughout the pad. The fluctuation in seismic attributes is 

due to the changes in several parameters, e.g., density, velocity, temperature, and fluid 

saturation. These observations combined support heterogeneous steam movement 

spatially and vertically, and some of the reservoir zones may not have been fully 

produced as desired. The heterogeneous steam movement is also supported by 

temperature data, which indicates the presence of hot and cold zones. 

c) As anticipated, because of the brittle nature of shales, most of the microseismicity is 

recorded in the overburden shales. The majority of the microseismicity is recorded 

during the injection phase. The occurrence of microseismicity is the earliest indication 

of fracturing/faulting or reactivation. The microseismicity in the overburden is not 
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desired and may be associated with stress variation (dry cracks) or pore pressure 

variation because of the reservoir fluid leakage into the overburden (wet cracks) and must 

be investigated. The r-t plot analysis (chapter 6), combined with the absence of seismic 

amplitude changes in the overburden, negate the possibility of reservoir fluid leakage 

(wet cracks) and microseismic activity in the burden that may be associated with the 

induced stresses (dry cracks). The presence of dry cracks (in the overburden) combined 

with the surface uplift and subsidence during the injection and production cycle can be 

interpreted as non-reversible changes in the subsurface (reservoir and overburden) due 

to reservoir dilation and compaction.  

d) As expected, surface tiltmeter data showed surface uplift and subsidence during steam 

injection and production cycles, respectively. This confirms reservoir dilation and 

shrinkage, thus causing the overlying layers to uplift and subside.  

 

 

Figure 8-12: Schematic of the observed changes in the reservoir and overburden after four steam 

injection cycles and production at the pad. 

 

The time-lapse seismic reflection data give better insight into the changes occurring within 

the reservoir zone. In contrast, microseismic data provide a more detailed picture of the changes 

in the overburden. By integrating both data types with other geophysical observations (e.g., surface 
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tiltmeter data) and engineering data, a more detailed understanding of the processes occurring 

during production and injection is achieved. 

The importance of this multidisciplinary geophysical integration study could be emphasized 

by highlighting the probable interpretation if each dataset was interpreted independently. The 

analysis based on microseismic data alone could have been interpreted as reservoir fluid leaking 

into the overburden, thus compromising the caprock integrity, which is of concern during the 

steam-assisted heavy oil recovery operations. This may have easily resulted in misinterpretation 

of the microseismic data. Although it is known that this may not be the only reason for 

microseismic activity in the overburden, yet additional data are needed to investigate all possible 

mechanisms responsible for triggering microseismic activity. 

Similarly, time-lapse reflection data only highlights steam-assisted changes within the 

reservoir zone but fails to show the impact of steam injection and hydrocarbon extraction on the 

surrounding rocks, e.g., small-scale fracturing in the overburden, responsible for triggering of 

microseismicity, thus resulting in a partial interpretation of the bigger picture. 

8.5.2 Comparison with other models 

Significant work has been done by Maron et al. (2005) to investigate and understand the 

steam movement and associated geomechanical processes in and around the reservoir. It must be 

pointed out that my results do not replicate the previous work. The main difference between both 

models is the mechanism of steam movement within the reservoir. According to Maron’s model, 

the steam transfer into the unproduced reservoir occurs under fracturing conditions. This is because 

Maron interpreted significant microseismic activity in the reservoir interval during injection, 

which is believed to be associated with fracture creation or opening.  

The results presented in this study are based on the data observations. As expected, the 

microseismic activity is essentially located in the caprock, and very limited microseismicity is 

triggered in the reservoir, contrary to the results shown by McGillivray (2005) and Maron et al. 

(2005), where all the events are located inside the reservoir zone. Their proposed model was based 

on these locations (provided by the vendor). I did not have event locations processed by the vendor. 

Therefore, I have performed extensive testing and quality control (synthetic analysis, manual 

inspection of time picks, azimuth, and event locations). The microseismic event locations in the 

overburden in my results are justified by higher values of the brittleness index of caprock than 

heavy oil sands (Figure 8.6). The reasoning is also supported by the conceptual model of Dusseault 
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& Collins (2010), which states that stiffer rock ahead of the heated zone can attract higher stresses 

and eventually will be forced into its yielding condition. This means that all the rock in advance 

of the propagating steam front will shear at low confining stresses. This also creates a large 

concentration of stresses between the reservoir and overlying impermeable non-expanding 

caprock. As a result, effective stresses decrease in the caprock, causing the shear failure, resulting 

in microseismic activity.  

The observations and results presented in this study disagree with Maron’s model because 

they do not consider the induced stresses inside and around the heavy oil reservoir due to steam 

injection at high pressure, which is the possible mechanism behind microseismic activity in the 

overburden. Although the authors incorporated several types of surveillance data acquired over the 

pad, the focus was to analyze the changes within the reservoir interval to track the steam movement 

and interpret the steam front. 

It must be mentioned that it is a common practice to keep the injection pressure of steam 

below the fracture pressure during the steam-assisted recovery operation to avoid 

fracturing/faulting of the caprock. However, several studies have shown that it is common to 

record microseismicity in the overburden, indicating fracturing. The modeling study by Khan et 

al. (2011) demonstrated that keeping the injection pressure lower than the fracture pressure does 

not guarantee caprock integrity. This is supported by several published studies where the majority 

of the microseismic activity is observed in the overburden (Miyazawa et al., 2008; Parotidis et al., 

2004, 2005; Shapiro & Dinske, 2009; Walters & Zoback, 2013). I also compare my results with 

Walters & Zoback (2013) and Miyazawa et al. (2008), where most of the microseismic event 

locations are found to be in the overburden (400m and 250 m depth) during heavy oil extraction 

from Cold Lake, Alberta. The majority of the microseismic events were clustered above the 

reservoir (at 400m and 250 m depth), and very few events were located inside the reservoir, 

possibly indicating that the reservoir may be an aseismic region. Miyazawa et al. (2008) used a 

simple geomechanical model and found that the size and distribution of microseismicity agrees 

with the Mohr circle. Their paper also mentions that the induced microseismicity is likely caused 

by stress changes associated with reservoir expansion rather than pore pressure changes due to 

steam penetrating into the overburden; this supports the conclusion drawn from my work. 

However, the model by Miyazawa et al. (2008) fails to explain the microseismicity at the depth of 
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230 m and  does not include time lapse seismic data, which may have helped identify any existing 

faults, above the reservoir interval.  

Walters & Zoback (2013) analyzed the microseismic event locations and surface 

deformation to understand better how both are spatio-temporally related. But, their study did not 

attempt to incorporate time-lapse surface seismic data and production data. However, it is still 

unclear what could be the potential mechanism behind microseismic activity in the unconsolidated 

reservoir (Walters & Zoback, 2013). 

The results in this study are based on the experimental setup and data observations from the 

CSS technique, but it can easily be applied to other thermal recovery techniques, e.g., SAGD 

because both CSS and SAGD procedures involve the injection of steam at high temperature and 

pressure into the reservoir. Therefore, caprock and reservoir are expected to respond similarly to 

the CSS experiment. The only difference is in the acquisition setup (number of injectors and 

injection strategy). 

8.6 Conclusions 

The observations from the analysis of the multidisciplinary data agree with the predictions 

from chapter 3. This demonstrates the importance of linking geomechanical changes with the 

geophysical observables to ground truth and calibrate any proposed models. The results show that 

steam injection not only changes the physical properties (velocity, density, volume) of the reservoir 

but also affects the geomechanical properties (stresses and rock strength) of the reservoir and the 

surrounding rock. This is supported by the substantial amount of microseismicity in the 

overburden. The presence of microseismicity in the overburden does not necessarily represent fluid 

migration into the caprock but may be due to the stress transfer into the overburden because of 

stress/strain changes associated with reservoir expansion during steam injection. 

  Additionally, combining ground deformation, seismicity, time-lapse reflection, and 

engineering data to validate the predictions provides a powerful tool to improve our understanding 

of the relationships between fluid injection, extraction, and reservoir-caprock system dynamics, 

which in turn may lead to better containment strategies. 
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9 Conclusion 

9.1 Conclusion 

Buried heavy oil deposits are actively undergoing enhanced oil thermal recovery processes 

such as cyclic steam stimulation (CSS) for economic production. It is crucial to have a good 

understanding of how steam moves and affects the reservoir-caprock system to enhance the 

efficiency of the recovery processes. This is only possible by monitoring the steam injection and 

movement over time. In this research, multidisciplinary data recorded during the CSS experiment 

are used to understand the dynamics of the CSS operation and investigate the influence/impact of 

steam injection on the reservoir-caprock system. 

In order to study this, time-lapse surface seismic survey and continuous microseismic data 

were analyzed along with log information, injection, and temperature data for four steam and 

production cycles. Before analyzing the recorded data, a synthetic study was performed to evaluate 

different location techniques and understand the expected location uncertainty in the recorded 

microseismic data. This was followed by processing and quality control of event locations. The 

obtained microseismic event locations provided detailed insight into the geomechanical response 

of the reservoir and caprock during steam injection and production. The spatial and temporal 

analysis of microseismic event locations revealed that 95% of the events occurred in the 

overburden during the steam injection. The detailed analysis of the locations resulted in the 

interpretation of two possible faults in the overburden, but microseismic data alone were 

insufficient to confirm if the microseismic activity was due to pre-existing faults or reservoir fluid 

leakage into the overburden. The analysis also concludes that microseismic data do not provide 

much information about the changes within the reservoir zone. 

Next, time-lapse seismic data were incorporated to dig deeper into the changes at the 

reservoir level. The data were processed and analyzed for amplitude anomaly and isochrone 

thickening across the pad at the reservoir and caprock level. Contrary to the microseismic data, the 

time-lapse data revealed a much more detailed image of the changes within the reservoir zone. The 

isochrone thickness map appeared to be an important attribute to monitor the changes at the 

reservoir level. The changes in the amplitude and isochrone thickness maps integrated with the 

temperature observations indicated a non-homogenous movement of steam vertically and spatially 

in the reservoir. However, the data did not show any changes in the seismic attributes at the caprock 
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level, indicating that most likely; no pre-existing faults are present in the overburden. The 

amplitude and isochrone changes were restricted to the reservoir interval; therefore, it was 

concluded that no reservoir fluid leakage occurred during the injection and production.  

Next, observations from each data were integrated to understand the complete picture of 

changes occurring in the subsurface and possible causes of microseismic activity in the 

overburden. The microseismic data were integrated with time-lapse changes to investigate the 

possibility of wet versus dry cracks as a possible cause of microseismicity in the overburden. Due 

to the absence of any evidence to support the possibility of pre-existing faults (from seismic data) 

and fluid migration (seismic amplitude changes in the overburden), it was concluded that 

microseismic activity in the overburden is the result of induced stresses (due to reservoir dilation) 

and caprock integrity was not compromised during the experiment. The reservoir dilation was also 

confirmed by incorporating isochrone changes and surface tiltmeter data.  

It was also found that reflection seismic data observations highlighted the changes occurring 

at the reservoir interval, whereas microseismic data revealed the changes in the caprock. However, 

a complete picture of subsurface changes was only visible once the data observations from each 

geophysical data were integrated.  

The main results of the research study may be listed as 

1. The synthetic study demonstrated that microseismic event location uncertainty is 

associated with two commonly used event location methods (P- and SP- method), using 

synthetic data from a geophone array placed in a single deviated borehole. 

2. A complete event location and quality control workflow for the case of a single deviated 

observation well is presented and successfully applied to produce a reliable event 

location catalog for further interpretation. A multidisciplinary data analysis approach 

helped understand the geomechanics of heavy oil reservoirs undergoing cyclic steam 

stimulation and relate the data observation to responsible physical mechanisms. 

3. The research has highlighted the unique information extracted from each geophysical 

data resulting in successfully evaluating the changes in and around the heated reservoir. 

4. It was found that seismic data observations highlighted the changes occurring at the 

reservoir interval, whereas microseismic data revealed the changes in the caprock. 
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However, a complete picture of subsurface changes was only visible once the data 

observations from each geophysical data were integrated.  

9.2 Recommendation for future work 

1. The data observations support the proposed predictions. However, the work can be extended 

by performing a coupled geomechanical-fluid simulation modeling study to match the data 

observations and use it for future prediction and optimization of future thermal operations. 

2. Similarly, solely a qualitative interpretation is performed. It would be highly interesting to 

perform a quantitative interpretation by inverting observed amplitude changes into actual fluid 

saturation, temperature, and stress changes.  

3. Furthermore, additional constraints could be obtained from the existing data, for instance, by 

performing a time-lapse analysis of amplitude-variations with offset (AVO). 

Finally, additional data could have been acquired, such as multiple vintages of seismic reflection 

data, at closer time intervals, to better separate the production and injection changes. This would 

require substantial capital investments by the operator. 
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