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Abstract
K Transillumination imaging ts a medical imaging technique used in t‘kjke Idete'ctl.on of -
breast cancer. The work of this thesis consisted of devgloplng‘;(he equnpment. capable
ofJnﬁagmg a trangilluminated breast ahd writing irﬁage processing programs to try and *
enhance these images.  The resulting system consisted of avideo camera. a digital
domput-e},'vndéb processing boards and an RGB color monitor.  This equipment was
capable of performing real time dlgittzat:]on and display of transiliumination images as well
' ;as bel?g able to pr'ocess"th'ese images to tri; and enfw?nce the images that were obtained.
The edunpmént that was developed now requires to be tested in achnical | /

environment to determine its capabilitueé and also to suggest improvements in the current

design.
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!, Introduction

A Transillumination imaging ' : .

Transillumimation imaging 15 an experimental medical exdmination technique for the
detection of breast cancer lt. 1 per formed in a darkened room while a breast 16
Hurminated from below or from the side with a bright hight source The lluminated breast
S imaged using a photogr aphic camera or a vidicon A doctor thhen analyses the mage
iwoking for any abnormalities that may be a sign of cancer {19

Diaphanography or transﬁllum:natlon imaging was first prbposed as a method of
diagnosing breast cancer by Cutler n 1929 (6] Cutler ‘s attempts to 1mage the female
breast met with failure  Te capture or store hisimage he had to use a high intensity lignt
cour e ek caused Inca heatng o the brecs! M 197e Gros Quemnevilie ano
Humme! suggested some improvements [ 7] and in 1980 Onlsson Gunderson and Nigson
nubhshed results gescribing the effectiveness of transillumination imaqing i the aetecvoen
of breast cancer [ 15] |

The aim of this thesis 15 to develop equipment capable of capturing. storing and
displaying the image of a transilluminated breast with the use of a digitas computer The
digitized images will be processed using various digital algorithms to try to improve the
subjective guality of the image with the hope ot improving the diagnostic. capabihty of the

images produced by transilumnation imaging

B. image Enhancement and Restoration .
When one speaks of enhancing an image the improvement inimage quality 1s
usually in regards to the human visual system.  Thatis, the original image has been
modified in some way so that analysis of the image by a human observer 1s made easier or
more accurate. An image may be modified so that
. 1) the new image is more pleasing to theliﬁuman eye.
21 relevant nformation is more easily extracted from the image.
3 noise is less noticeable or less bothersome. !
Knowlédge of the characteristics of the human visual system (HVS] 1s of use when

designing image processing systems. It allows the aesigner to attempt 1o compensate



tor detiaencies in the spoectial and spatial response of the human visual systam by digitaily
L] .

processing the image Some diosyncrasies of the HVG also suggest progessing
meathods which may lrvnprove the subjective quahty Of‘an image

A spot o object in a monochtome picture 1s represented as a change n grey tone
or boghtnass (Alin relation to the background mtensity The ability to percenve g A\l
depends on several tactors inciuding the size of the object the magnitude of Zil and the
relative brightness of the background Weber o law | 1R} states tllmt over a wide range
of intensities the ,[_\l required to perceive an ()b;@ﬁt of fixed size mcreases proportionally
vv|th. an mcrease n béckgr ound intensity . This suggests that objects in an image are
more easily detected when the background intensity i1s of alower value assuming the U1
remamns constant

Given an Mmacie with sinasodanntensity vanation as o funcuon ot angle the spatia
frequency 1s defined as the number of cycles of intensity variation per degree of angle
The visual system nas poor response at both high and lov. spatial frequencies as canbe
seen n Fig i The poor 10w frequency response inhibits the visua, system from
detecting gradual changes in intensity especially in the presence of edges| 18] The poor

high frequency response hmits our abihity to see fine detait since spatial frequency

Increases as detall becomes finer

C. image Enhancement

‘

There are many ways to enhance the subjective quality of animage. For
example. an.image with sharp edges 1s more pleasing to the human v1s.ual system than one
with biurred edges and therefore edge sharpening improves the quality of an image.  If
an image s of low contrast then the expansion of the image contrast produces quite

dramatic improvements.  |f an image is very noisy then a low pass filter program may

produce a more pleasing image. even though the image would tend to become biurred.

D. Image Restoration
Image restoration can be defined as image enhancement using some a prior/
knowledge of the degradation in the imaging system.  If an imaging system is known to

have poor high spatial frequency response. then restoration could simply be the
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processing of the deg-aded imdaqe with a filter that attempts to restore the igh

frequencies Iif animage 1s known 1o be degraded by motion blur then restoration

methods would try to reduce the effects caused by the motion

Due to the availability of image processing hardwv.are and i1s rapiaiy dedreasing

cost there s a g-eat amount of work being done in the feld of image processing T

thes:s will try te produce a numoer of image processing algorithms tnat wil pe of use

capturing displaying and mproving images of transiluminated breaste :



i, Exparimental System
CIhe syatem that weas developed to alovs the aaoeateon Jduptiration anct pron e

ot images conainted ot the tollowang

®
1 N X T per conal computer .
o
BEOT2U wohd state video camer g
A4 #6512 thugh speed video digitizer and frame buffer
4. Bare o BGH maormton , ¢
Dro Flter Wheel and Laght Source ’

. .
Piate 1 a photograph of the expenmental system Shown m the photograph o the
computer the camera, the monitor and the card cage containing the image procesang

LN
boards A binck giagram of the cysterm s aloo shonn Plate

1
A IBM XT Computer

The IBL computer voas installed with 512 kitobvtes of memory 1o alica
computations on large twoe dimens:onal arrays to be performed totally within the RAM
memory of the computer withput the need of time consuming | O routines  An Intel
BO87 math processor chip was also instalied te allow floating pgnm arithmetic calculations
to be per formed Quickly ' )

The computer was alse equipped with a 10 megabvte hard disk eliminating the

, -

neeg 0f numerous tioppy disks to store and process images Tne i c disk also reads
and writes data much faster than a floppy disk drive, greatly reducing the time required to
store and retrieve images.

. To achieve maximum processing speed most of the image processing programs
were written in 8088 Assembly language  Pascal language was available but it was found
to have some drawbacks which eliminated many of its advantages over Assembly language
programming.  This project required programs to operate on very large arrays and their
size could not be easily handied by, the version of Pascal that was available for the 1BM
computer. Use of the 8087 math chip by programs written in Pascal require Assembly
language interfaces.  As well as being time consuming. these intérfaces eliminate many
of the programming advantages of the high level ianguage. |/ O routines written in Pascal

were also found to run much siower than an Assembly language counterpart.  This was a
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major disadvantage since many of the image processing programs are I/0 intensive. /
The use of the 8087 also greatly simplified the development of programs', in Aéservély
Iangdage because of its ability to perform floating point calculations and its ability/fo

convert numbers from integer format into floating point format or vice versa.  / Onlyin a

few cases was the use of Pascal found to-be beneficial in these image procesging

applications. \

B. KP-120 camera _ ' ‘ £

Most of the light emitted from a transiiluminated breast is in“the near infrared

/)

region of the light spectrum [15).  To capture these images, a video camera with good
. . /

s

sensitivity at these wavélengths is required. J
The video camera used in this résearch was an Hxﬁagﬁ’i KP-120 sp[:d state camera.
It is a black gnd white camera that employs a solid-state i'miaging d"ewce instead of a
conventional vidicon tube.  This camera was'choosep’gecause of its superior sensitivity
versus wavelength characteristics. At near infrar.c;.é wavelengths, standard vidicon tubes
exhibit véry poor response, whereas ihe sensitiyit? of the KP-120 peaks in this region
(see Figure 2). ! . | |
The KP-120 has a resolution of 240 lines by 180 lines which is adequate for
diaphanography since transilluminatién imgéleé ar;e of rather low resolution.  The minimum
illumination required by the camer'a is 5/t’ij when using an f1.4 lens.  The camera was
fitted with a 20-80mm zoom lens wi/th/a minimum f-stop of 2.5.  Greater sensitivity

could be obtained by using a lens with a larger aperture.

/
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Frequency response of the KP-120 video camera

C. Imaging Technology Vldeo Processor Boards

The video processor boards used in this pro;ect are Imaging Technology FB-512
and AP-512 real tlme lmage processors The AP-512 1s the analcg processing board.

It receives the analog VldEO S|gnal from the video camera and converts each frame, or
|mage of this sugnal lnto dngltal numbers " This data is then sent to the FB-5 %2 frame
buffer for storage The analog processor also srmultaneously receives data from'the
frame buffer and converts thls data into three analca video signals that are used to drive
an RGB monitor.

| The FB-5121s capable 6f storinga 512x512 image at 8 bits of data per pixel.
When used for this p'roject the AP-512 was programmed, via software, to digitize images
into a 256x256 array since the KP-120 vi‘deo camera has a resolytion of only 180x240
lines.  This allowed four images'to pe stored simultaneously in the FB-512.-

During i‘mage’ acquisition, the f;#\e buffer is continually updated with data from
the analog processor.  In this mode ot operation, video imade digitization and display are
done at video rates (30 frames per second). When an image is to be captured,
acqursmon of new data is suspended by sending the appropriate command to the frame
buffer. The data in the frame buffer is then transferred to the IBlVl computer for digital
processing.' A program that stores images in the file system of the computer was

3

developed, allowing images to be processed and displaye%ﬁ at a later date.



'Althou;@'the AP-5 12 can digitize only black and white images, it is capable of
displaying im'aé.‘és in color. - The AP-512 has three D/A converters, each converter
driving one of the three electron g.uns in an RGB monitor.  From Figure 3 it can be seen
that eéch of the three output channels on the AP-51 2 receives the same byte of data from
the frame bL"Jffer’.. Between the frame buffer and each D/A converter there is a
hardware look-up table . When a byte is received from the frame buffer, it addresses 1 of
256 locations in each of the threé look-up tables.  The data in each table. at the currently
addressed memory location, is then fed into its corresponding D/ A converter.  This.
allows each gun to be sent dif ferent data even though all three channels receive the same
byte from the frame buffer. 4 ’

The data in each memory location of each look-up table is loaded by the computer
during ;nltlal|zat|on of the vndeo.processor boards.  In this manner, the AP-512 canbe
programmed to display a certain E:olor, or hue, depending on thé valué of the.byte '
receivéd from the frame buffer. For example, if a full intensity blue is to be displayed
on the RGB mcijnitor when a byte of valué 34 is received from the frame buffel"'l, the
following would be done

memory Iécation 34 of red table ioaded with number 00

memory location 34 of green table loaded with number 00
“memory location 34 of blue table loaded with number 256

If a half intensity yellow is to be d_‘f‘splayedv when a byte of value 56 is réceived, then
B £ Y
memory location 56 of red table loaded with number 128\
memory location 56 of green talbe loaded with number 128
memory location 56 of blue table loaded with number @0
Obviously, only 256 different colors or hues.can be displayed at one time since the data

from the frame buffer is 8-bits wide.

D. Filter Wheel and Light Source -

| The a’équiéition'of an image of a transilluminated breast requires a light source to
illuminate the breast of a patient. A light guide or fibre_optic bundie was chosen to
deliver the light to.the breast because it is light, flexible aﬁd fairly inexpensive. Large
diameter fibre bundles were uéed to allow intense light to be coupled into the fibre.  The
Iig'h‘t source that was used to ‘illuminate the fibre bundle was a 150W projector lamp with a

built-in parabolic refiector. - This reflector concentrates most of the availabie light into a

©
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10

circular region having a diameter of about 1 centimetér, allowing approximately 10% of .
the available light to be imaged onto a 0.3cm fibre.’ The ;actual amount of light coupled
into the fibre us'much less due to the acceptance anglé of the fibre and the fact that part
of the cross-sectional area of the fibr‘e bundle‘isﬁfgﬁgéf\’t;%}gla‘daing. This cladding does not
transmit light and any light imaged onto it is simply lost.  Despite the high toupling loss,
an intense light that was adequate fof init'ial experﬁé.ﬁ'gswémerged from the opposite end |
. of the fibre bunadle. |

) Greater light intensities can be obtained with the uéé of a light source having a small -
and very intense source region (an are.lamp).  This small serce could then be imaged |
onto the fibre bundie using an elliptical reflector to allow a higher percentage of the
available ight to be captured. |

The usé of an arc tamp as a light source was not attempted because it would have
required a major efforttoinstall.  Arc.lamps emit ozone and must be ventilated when
they are used.. The elﬁptucal reflector would héve to be cooled extremely well since a
" great amon of heat would be generated by the lamp.  Arc lamps also require a more
sophnst‘ncated pow’ér supply than the pro;ectorylamp, which merely requires a 21V
transformer. '

To obtain near infrared color images, the ability to illuminate the breast with light of
different wavelengths. or color, is required.  To accomplish this, a filter wheel was
placed between the projectcjr lamp and the fibre bundle.  Three bandpass optical filters,
with center frequencies in the near infrared spectrum, were mounted in the wheel and the
filter wheel was rotated using a small electric motor.  As gach filter comes-into positién
~ between the lamp and the fibre bundle, the breast is illuminated by light with a spectrum
that depehds on the propervties of the filter.  As the filter wheel spins, the breast is
successi Jely illuminated by three differént spéctrum_s of Iight; “él,lfy\)jr)g three images'of
the same|breast to be obtained quickly. These images can th'ermn‘ be‘*digitafLY.CBPr}‘;bihg&'fo

-

produce|/one infrared cotor image. b
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Il.  Fourier Transforms

The two-dimensional Fourier Transform of an image can be used to perform many
useful Image processing algorithms.  Filtering in the Fourier domain is merely the
multiplication of the Fourier Transform of an image with the desired frequency response
and then obtaining the inverse transform of tﬁe result.  The convolution of two images
can be calculated by invérse transforming the product of their Fourier Transforms.
Deconvolution is also-theoretically quite simple in the Fourier domain.

The calculation of the Fourier Transform of an image requires a large number of
complex floating point Calculations. Until the development of the Fast Fourier Transform
(FFT)in 1965 by Cooley and Tukey [5], Fourier transforms va large arrays were not
practical to implement on a computer, much less on a microcomputer (if they had existed).
Even using FFT methods, the calculation of two-dimensional Fourier transforms of large
-arrays requires a great number of calculations.

The discrete Fourier Transform of a one dimensional array of numbers is defined

as
N-1  ° - :
X(k)= 3 x(mexpl-)(24T/Nink} k=0,1....N-1 (M
n=0 _

The Fast Fourier transform s obtained by successively breaking down equation (1} into
smaller parts.  This techmquelis described in many téxts and will not*’be\;men\tloned_here.
A one-dimensiona! FFT algorithm, taken from [17]1s listed in Table 1 /&.'t;vx)"%-dlmgg&onal
FFT 1s performed by first calculating the one-dimensional FFT of eaéh row irﬁi.the |ma‘;f7‘w}/
The one-dimensional FFT of each column is then calculated, resulting in the
two-dimensional Fourier transform of the image.

A two-dimensional FFT program, written in Assembly language, was developed for
the IBM XT computer to process images obtained from the video processor boards.
This FFT program requires approximately 65 seconds to calculate tihe Fourier transform
of a 128x 128 image. During the deVelopment of the Assembly language %FT program,
some modifications were rﬁade to the FORTRAN language FFT program shown in Table 1.
These changes are listed below. |

1. To obtain a result with the data in the correct order, an FFT program must shuffle

“either the input data or the output data in a bit reversed order.  For example, if an

12

A



FFT i1s being done on 128 points of data. data at binary location 0101000 llocation
40) must be exchangéd with the data at location 0001010 (the bit reversed location
of the datal.  This must be done fér all the data in the array. The program in Table
1 accomplishes this using a farrly complex algorithm.  The Assembly language FF1
program written on the IBM shuffles data using a look-up table. This table 15 used
to determine where each pixel of data must be moved. resulting in a much faster
shuffie speed. |

The calculation of the sine and cosine of a number using the 8087 1s rather slow and
- involves a number of program stéps. To bypass the use of the 8087 for the
calculation of the sine and cosine function, the FFT program uses a sine and cosine
look-up table.  This s practical since only 14 different sine and cosine values are
reaured to performa 128 point one—dnmehguonal'FFT using the algorithm shown in
Table 1. Since this 128 point FFT, program is called 256 times during the
calculation of a 128x 128 two-dimensional FFT. a saving in execution time s realized
The sine and cosine values stored in the look-up table are used to obtain additional
sine and cosine values by repeated multiphcations tsee Table 1) therefore the sine

and cosine look-up table uses a doubleprecision format.

A complex number requires two real numbers to define both its real and imaginary

parts. .The FFT progranfiwritten for the IBM. stores real numbers in single precision

floating point format, requiring 4 bytes of memory per number.  Therefore eight bytes

of memory are required to store a complex number.  The Fourier transform of a

256x256 image contains over 65,000 complex numbers and would require over 500k

bytes of memory storage.  The IBM computer cannot eési!y meet this memory

requirement and as a result images are reduced to a size of 128x128 pefore being Fourer

transformed.  This image size requires a total of 128k bytes of memory storage per

Fourier transform.

For the implementation of FFT programs on the IBM microcomputer. an Intel 8087

math processor chip was used to increase the execution speed.  This chip s designed to

perform floating point arithmetic calculations.  Consequently. it contains data registers

capable of handling single and double precision floating points numbers. It can calculate
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most of the standard arithmetic functions in one instruction step and executes its
calculations much faster than floating point calculations performe;d by the general purpose
8088 mlcrop'rocessorx K

The math processor also increases the speed of the FFT program by converting

between number system formats internally.  integers are converted to real numbers and

real numbers to integers with the use of the 8087 math chip.  Images obtained from the

video processor boards §re inthe form of 8-bitintegers.  These 8-bit integers are

\ +

converted into 16-bit ntegers usihg the 8088 and subsequently stored in memory. The

conversion of these integdrs imto a real number format is accomplished by loading an

integer to the math proc7‘2‘ or using a /oad /nteger command and then storing the number .
. (],

D O

re real number command The conversion of the number

‘back into memory usingd;

s done automatically by the 8087 eliminating the need of

] :f‘ ficulation on an array of length N requires approximately
: KPR
(N 2nog.INt complex multxphc':‘;wtff(l)ns and NVlog.IN complex additions and subtractions. A
two-dimensional FFT calculation on an array of dimension NxN requires a one-dimensional
FFT on each row and column in the array. resulting in approximately NV'log,(N) complex
multiplications and 2N log.(V) complex additions and subtractions.  This does not include
the additional complex calculations required to update the sine and cosine values in each
~stage of the FFT.

Using the previous equations, performing an FFT on an array of 128x 128 points
requires over 100,000 complex floating point multiplications and over 200,000 compiex
floating point additions and subtractions. Each complex muitiplication requires 4 real
number multiplications and 2 real number additions while each complex addition or
subtraction requires 2 real number additions or subtractions. - This results in a total of
over 400,000 real floating point multiplications and 'over 600,000 real fioating point
additions and subtractions.  Additional instructions are also required to perform the
other requirements of the FFT calculation (i.e. loop control, data transfer etc ).

The Assembly Ianguége FFT program written for the [BM performs a 128x 128
two-dimensional Fourier transform in approximately 65 seconds. Considering the

number of calculations required, this is quite a respectable time.  Included in this
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performance figure is the time required to transter the 256x256 mage from the hard disk
INto the system memory . the reduction of the array from 256x256 to 128x 148
conversion of the integer array nto a complex floating point format. calculation of the
128x 128 Fast Fourier transform and finally. the storag‘e of the resulting complex tloating
point array back onto the hard disk of th muter,

Additional pr-ograms were also-wi “that perform various functions on these
complex floating pomt arrays. Th;e inversion of each point In an array. multiphcation of
corresponding points in two arrays and the calculation of the log magnitude of each
complex number in the FFT array are some of the functions thét were implemented.  The
combination of multiplication and inver sion enabled deconvolution of an image to be
attempted.  Calculation of the log magnitude of the Fourier transform of an image allows
the frequency spectrum of the image to be dn:c,played on a video monitor usefulin
observing the ef fects image processing routines have on the frequency content of an
mage. Filtering in the Fourier domain Is per formed by multiplying the Fourier transform
of an image by a suitable function.  The result is then mversé transformed to obtan the
filtered image.

The inverse Fourier transform of a oné dimensional array 1s defined as

N-1 .
xim=01 /N3 Xikiexpf-)2 7T Nink}
k=0
and can be computed using FFT algorithms {17]. This s accomplished by first complex
conjugating the array to be inverse Fourier transformed and then pérformmg an FFT
algorithmonit.  The resultis then complex conjugated once more to obtan the inverse
Fourier transform of the original array.  This s also valid for two-dimensional arrays.

The inverse Fourier transform program developed for this project stores the real
and imaginary parts of the inverse Fourier transform in different files so that the real and
imaginary parts can be displayed separately on a monitor. Since the original image
consists of only real numbers, the inverse transform of a modified transform array should
produce areal result.  In practice. the imaginary part was usually very small and in most
cases was ignored. '

itis of interest to determine the amount of round-off error that results when an
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image 15 Fourier transtormed and then inver se Founer transtormed  This was done on
an image and the total squared error between the original image and the result was
calculated using the equation
128128
B S 0 3> Tongixyl-resulthoyll?
x~ 1y 1
The total squared error that resufted was of the magnitude of 2 *“or 10 . Thiss

very small and demonstrates that thus FFT program has neghgible round off error.

L

-
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Table 1 One dimensional FET algonithm

SUBRQOUTINE FETIA M N
COMPLEX AIN' U W T

N - 2uelV
NV2 “N 2
Jo

Due to the.nature of the FFT aigoritm either the data
used by the FFT or the data output by the FFT.must be
shuffled 1n order to obtain the proper order in the output
data In this FFT algorithm the mpat'data s shuffled
prior 1o the execution of the FET

DO 7 1= 1 NM)
IFIGE GO TO G
T=Ad

A=Al

All=T

K=NV2

IFin.GE.J: GO TO 7
J=JK

K=K 2 \

The data has been shuffled agd the FFT program now
foliows

F .3 141592653589793
DO 20L=1M

T LE=2%eL

LE1=LE/2
U=(1.0.0.0:
W=CMPLX(COSIPI- LE 11, SINIPI/LE 1))
DO 20 J=1.LE)
DO 10 1=J.N.LE ’
IP=1+LE? .
T=A(P*U :
AlPI=A-T

Alb=Ab~T

U=UxW
RETURN
END



IV. Filtering

A. Filtering by Spatial Convolution

The convolution of two arrays in the spatial domain 15 defmed by the algorithm

M1 NI
gy ST ST fmomhiem yen) (3
m 0 5

It anarray of size mxm s convolved with an array of size nxn the result of the
convolution witl be of size (mniximni A program was developed on the IBM XT to
convolute a large array (an image) with a smaller array (an enhancement function) Instead
of producmg.an output array of size im+njx(m+n). this program was designed to produce
an output array of the same size as the mage array keeping it compatible with the other
1MAge DrocessNg Programs Vet an ennancement astay Of size nxn nL 2 1ows of
information-are lost along each edge of the enhanced image when using the convolution
program

in this D.FOJeCt spatial convolution usually consisted of an image array being
convoluted with a smaller enhancement function The size and contents of the
enhancerment function array 1s dependant on its purpose For example ahigh pass filter
function usually requires a targer array than a low pass fiiter or edge detection function
would need '

The spatial convolutior of two large arrays requires an enormous number of
calculations.  If the function array 1s of size nxn then n* multiphications and additions are
required to calculate each point in the convoluted array. _Obvrously, the size of the filter
function must be kept small to obtain reasonable execut.on times.

The design of an enhancement function 1s most easily done in the Fourier domain.

{
it is well known that the response of a system to an impulse is simply the transfer function
of that system. A filter can therefore be designed to have a certain frequency response
by setting its impuise response to the desired frequency response.  This can be
accomplished by designing in the Fourier domain.  To start the design, a filter function
having a gain of 1.0 at all frequencies will be built.  This is simply an impulse function in

the spatial domain.  The Fourier transform of the impulse function is calculated and

produces a filter function in the Fourier domain that passes all frequencies equdlly with a

3
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gain of unity:  The array is then modified to exhibit the desired response of the filter and
then transformed back into the spatial domain to yeild the required filter function.

A filter array designed in the Foufier domain is of the same dimension as the

images to be filtered and is therefore much too large to spatially convolve with an image -

.array. The filter function must be reduced in'size by using a window function. A

. wmdow funcnom)sets all the data that i is more than a certain dlstance away from the origin

of the fnlter array to zero.  To smooth the data along the edges of the reduced array, a
wundow function will usually scale the data near the cutoff region (see Fig 4).
A program to convolve an image array with a smaller filter array was developed

and its speed was compared-to convolutnon in the Fourier domain for various sizes of
: ¥

=filter functions. When the convolution of two arrays is performed in the Fourier

domain. the image array and the filter array are of tne’ same size.  Inthis project images
are reduced to 128x 128 before they are transformed into the Fourier domain. At this

image size, a complete convolution requires approximately 150 secdnds.  This consists

of Fourier transforming an image. multiplying the transformed mégg with the filter

* function and then inverse Fourier transforming the result to produce the processed image.

This convolution speed is oonstant‘for all desired filter functions since all filter arrays
must be padded to a size of 128x 1"2$J_5efore convolution. |

"The spatial convolution program written on the 1BV XT uses image arrays of size
128x 1?.8 to allow valid execution speed comparisons between spatral?nd Fourier
convolution..  The filter functxoh size, on the other hand, is variable. By calculatmg the

Il

ttme requnred to perform each instruction in the convolution program its executlon speed

‘was estimated to be:

speed= {1 28)"n’(7_6x11 0-¢) seconds @)
where the size of the filter array is nxn. '
For filter functions of size less than 13x 13, spatial convolution was faster than

Fourier convolution, while for larger filter sizes; ‘convolution inthe Fourier domain was

faster. ~ For this reason, all filter funchons had to be windowed to a size smallier than

13x13 before performnng spatlal convolution in order to realize an advantage over

convolution in the Fourier domain.



20 .

Reducing the size of a filter array with a window function will usually modify its
frequency response.  Itis therefore useful to observe the effect of windowing on’vthe
frequency response of a filter.” By looking at the Fourier transform of the filter before
and after windowing, the change in the response of the filter can be observed.  Plate 3

. shows the response of a filter before and after windowing with the function shown
) ‘;%é,,'))ﬁ" .

below.

i

Figure 4

(x2+y?)"

As can be seen from Plate 3. windowing can appreciably change the response of a filter.

B. Fourier Domain

'Filtering is(é}asily performed&n the Foumir domain by multiplying the Ferier
transform of an image with a suitable two-dimensional function. - This two-dimensional
fuhctton must merély be of the same shape as the desired filter.  For example, an ideal
high pass-filter in the Fourier domain is of the form;A

B - fluv)=1 foru+v? >b
fluvi=0 forul+vi<b ’
where f(u.v) is the filter function a}nd_ b is the cutoff frequer;\cy. The filtering algorithm is
then |
ifu,vi=olu,v)flu,v) Jts)

The filtered image is then obtained by inverse transforming the rfasult.

Filtering in the Fourier domain can produce ringing in the output image if the filter

function is not smooth and continuous at all points.  This is demonstrated in Plate 4a by
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an image that has been filtered with a f.ilter function of the form
| fluvi=1 foru*+v: < 10.0
. flu,v)=b for u2+v? >10.0
Ringing can'be reduced by applying a filter to an impulse function and then

observing the amount of ringing produced by the filtering.  If any excessive ringing

" occufs, it can be reduced by limiting the extent of the ringing in the space domain using a

suitable window function. This windowed filter function is then transformed into the
Fourier domain and used as the new filter function. It must be remembered that

windowing tends to smooth the response of a filter and therefore a windowed filter will

usually differ from the original design. ‘Plate 4b shows an image that has been modified

~with a filter of the form

10.0 | - e e

1

I —

10.0 .. 60.C {u+v?)

Filter used to obtain Plate 4b.
P

The imagé obéerve'd in Plate 4c¢ has been‘filtered with a windowed version of the filter
which modified Plate 4b.  The extent of the impulse responée of the filter was limited by
a window function to amaximum of five pixels from the origin of the impulse.  The
resulting effect o} the windowed filter is different than the original filter. The response
of the filter after windowing can be observed in the Fourier domain, _
‘”E;%;\ To filter an image using‘Fourier techniques re;quired appréximateiy 150 seconds.
An FFT and inverse F'cal‘culation must be performed as well, as the actual filtering of the
transformed image. Two filter programs designed to operate in the Fourier domain

were developed for the IBM computer.  One program was a low pass filter which had
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Ringing in image produced by non-smooth filter

the response shown below.

1.O1

‘ K, = (v

[y

Frequency response of low pass filter program.

The constants K, and K, are entered when the program is called to allow for variable
cutoff frequencies and siope rates. 'The fow péss filter was not extremely useful for

this project since it is mostly effective on noisy images.
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A high pass filter was also developed. The shape of the filter is shown below,.

'

K, K, (Ui +v?)
Frequency response of high pass filter program.

The constants K, to K, are entered when the program is run, enabling the fiiter shape to be
altered. K, determines the amount of fow frequency attenuation, K, and K, determine the
cutoff frequency and also the slope of the cutoff Eegion. The value of K, determines

' A

the amount of high frequency boost.  After the filter has processed the Fourier

transform, the inverse transform is then calculated to yield the enhanced image.
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" Plate 4b: Image filtered by non-windowed rfunction

1

Plate 4c: Image filtered with a windowed version of function
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V. Edge Sl';arpening
The subjective quality of a slightly blurred image. or an image without distinct
edges, can be greatly improved by the use of edge sharpening algorithms.‘ The human
visual system is much more responsive to an abrupt edge than to an edge which gradually
changes from one grey level tg another [ 18].  Images with sharp edges tend to be more
pleasing to th% eye and therefore easier to analyze.  There are many techniques used to
enhance the é‘éges In an image and some of these will be discussed and demonstrated in
this chapter.
i
A. Derivative
Edges in an image can be detected by calculating the partial derivative-of the image.
‘The partial derivative df,‘y 1 dx will detect vertical edges while dfxy  Cy will detect
horizontal edges. Unbiased detection of all edges requires a rotationally invariant
algorithm. It can be shown that c?f,y/dx + df,y/dy is not rotationally invariant. it can
be made rotationally invariant by smquarmg both parts of the equation before the |
summation. thus | .
(dfxy! dx)’ +Hd fay ! DY) {e)
Wh}le this algorithm will detect and display the edges of an image. the subjective quality of
the dert\;atpve image is very poor.  Since only edges are present. much of the
mforrﬁation in the original image 1s lost.  The addition of the derlvative of an image to the
-original image will restore the lost information but the"edges will not be sharpened
effectively. This effect is demdnstrated in Figure 5. x
It can be shown that the Laplacian operator
| Gizdty X ey 1y’ (71
is rotationally invariant.
The addition of the Laplacian of an image to the original performs edge sharpening
‘while preserving the natural quality of the image.  This algofithm produces overshoots
on both sides of an edge causing the HVS to perceive the edge as being sharper., This
effect is demonstrated in Figure 6. |
The degree to which edgeé are sharpened by the Laplacian algorithm is controlled

by scaling the value of the Laplacian before adding it to the original image.  These edge
r

26
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Figure 5
Orignal Edge Derivative of edge _ Sharpened Edge
Edgé sharpening with derivative algorithm
Figure 6 »
Original  Edge Laplacian of edge “ Sharpened Edge

Edge sharpening using Lap/acian algorithm 3

sharpening techhlques enhance the high frequency content in ar image and therefore also
énhancgiany hngh frequency noise present n the original image.

A program which ca!culate;s the Laplacian of an image. ‘and then adds the result to
the original mage was developed and tested on the experimental systém. Plate
demonstrates the improvement that can be obtained with this algorithm..  The algorithm
was also épp!ied to the image of a transilluminated thumb.  The result, shown in Plate 6.
is not terribly impressive.  To sharpen the appearénce of the thumb, a great deal of -
emphasis had to be applied to the edge information.  This amplified the noise to such a
degree that it started to overwhelm the data and became noticeable before much
improvement was obtained in the sharpness of the image.

This algorithm Was then applied to an enhanced version of the tranéillgmmated
" thumb. The original image was processed with a filter designed to improve the contrast
in all areas of the image. The enhanced image was then sharpened with the Lablacuan

algorithm. As can be seen from Plate 7, the algorithmi did improve the subjective quality
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of the ymage.

For certain types of images. an improvement in the Laplacian algorithm can be
obtained by squaring the magnitude of the Laplacian at each point, while still preserving the
original sign of thé number.  This has the effect of increasing the weight of the more
distinct edges in relation to the fainter ones.  Since the magnitude of the noise is usually

small, the more pronounced edges are amplified more than the noise.

B. Edge éharpening by filtering

| Since the edge information in an whage is contained in the high frequencies, edges
in an iImage can be sharpened by bbosting the high frequency content of the image with
the use of a filter.  This was attempted by filtering in the Fourier domain.

If an ideal high pass filter 1s apphed to an image. the resulting image contains No
low frequency content.  This produces an image consisting only of edges and points,
giving 1t a wacshed out appearance. A more pleasing effect 1s obtained by leaving the low
frequency content intact and boosting the high frequencies. resulting in a natural but
sharper image.

Various high frequency boost functions were applied to a number of images.

The improvement in edge sharpneés produced by this method was not as impressive as
the improvement obtained with the Laplacian algorithm that was mentioned earlier. Plate
8 shows an image which has been sharpened with a high boost filter.  The amount of
time required to perform the filtering was quite long since it was done in the Fourier
domain. The Laplacian executed much faster and produced a better result on alt the

images that were processed.
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Plate 6

Transilluminated thumb

Image of thumb after laplacian enhancement
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Plate 7

Enhanced image of transil/luminated thumb

N

Edge sharpened version of the top image.
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Plate 8

Top. original image

Bottom. [/mage enhanced with high boost filter



VI. Contrast Enhancement ‘
A. Grey Scale Modlflcatlon | ' o ' f

A digital imaging System maps an object or scene into an array of digital numbers.

. The ideal system is linear and n'\aps each point in the scene into a point in the array with the
transfer fu'nction: e

ilx,yl=k*ofx,y)

where o(x.y) is the intensity of the scene at the point (x,y) and k is the mapping constant.

If asceneis of low contrlast,‘then the-image mapped into / will not use the full
dynamic range available and impro\/ements in the image can be obtained by using contrast
enhancement 'technique's.‘

The histoéram of an image denotes the number of times each possible pixel level
occurs in the image. Images that are of low contrast will exhibit a histogram with most
of the pixels concentrated over g small part of the avaliable range. Dramatic
|mprovements in image quahty can be gamned by modcfyung the pixe!s in the |mage sO that
its: hrstogram is: f/attened Thls is accomplished by changnng the value of each pixel in
themage Using a suitable mapplng function. . '

= elx.yl=hix, y)g(x y)
where hix, y) 1S the mappnng function, g{x.ylis the or|g|na| 1mage and elx,ylis the enhanced
|mage Flgure 7 dernonstrates the lmprovernent in the histogram of an image after a '
suutable mappmg functron is apphed to it
CA snmpi‘e/program that performs a lrnear mapping functlon was wrrtten The
mi‘nimum and rnaxrmum pixel values in the image that is to be contrast enhanced, is first

calculated.  Each pixel in-the irnaoe is then transformed using the algorithm

elx.y) =.(g(x,y)-minirange | (8

{max-minj
where minis the minimum pixel»v‘alue in the image g(x,y),ﬁmax is the maximum pixel value
in the image and range ie the available rangekin the output display system.- This algorithm
preads the pixel values of the rmage over the entlre range that is available. without loss of

information.  That is to say, the mapplng function always produces new prxel values

which are within the allowable range, which in this case is between the values of 0 and

0

»



Figure 7
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256, An example of the improvement possible in images of low contrastis shown in

Plate 8. This algorlthm does not work well on low contrast :mages that have afew

pixels with values near the minimum and maximum.  For example. almost no improvement

will be realized on an image that has almost all of its pixel values concentrated in the low

end of the available range if it has at least one pixel with a value near the maximum.

An interactive algorithm of the form

elx,y)=(gix,y-K )range (9

K=K}

ehmin‘atevs the problem of the previous algorithm.  Pixel values in the original image near

the maximum and minimum.will not prevent contrast expansion from taking place. The

constants K, and K, are entered when the program is.initiated.  The resulting image has -

the ipixel values which fell between K, and K, stretched bVer the entire available &ynamic

range. Pixels values orviginally?outs'lde the range of K;-K, will yield a new value which will

be outside the avai.I.abIe range of the system.

‘These illegal values must be set to eithgr

the maximum or minimum al'lowed by the display system, with-a resulting loss in

information.  This method Qgs the advantage'of allowmg the operator to expand the pixel

. u,,

values in any range desired. . -
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Another method is to determine the range in which a certain percentage of the
total number of pixels is contained and then expand this region over the entire available
output range.  For example, if the range containing 80% of the pi*els is to be expanded,
the following is done.  The constant K, of (9) is calculated so that 10% of all the pixels
are in the range between 0 andK,. K, is calculated so that 10% of all the pixels are in t‘he
range between K2 and the maximum value. The region K,-K; is then expanded over the
total available range.  This method has a longer execution time since the histogram of an
image must first be calculated before K, and K, can be determined. There is a.lso" loss of
mformétion in pixels with values that are outside the K,-K, region. ' This method has the
advantage of not requiring’K; and K, to be specified when the program is éntered. W

Simple contrast enhancement can be done in real time and is therefore a useful aid
when doing real time preliminary observations on a patient.  This can be done digitally by
programming the look-up tables of the video processor boards to perform the desired
mapping on the input irﬁage. ‘Images are then_énhancéd and displayed at video rates.

~ Simple contrast enhar;cement can also be performed using ahalog circuitry. A\n
analog video amplifier placed between the.vided camera and the image processing boards
will perform this function in real time.“ ~ If the noise level is low, analog enhancement will
usually br'oduce better results than digital contrast enhancement since more information is

actually obtained.

-~ B.Local Area ‘ast Enhancement
L S

o Often, a region of an image will be very dark, or very bright, in relation to the rest
%, -

Ny

~of the image.- In these areas, information is compressed over a small range of values.
tending to mask any detail. “Improvements can be obtained by enhancing the contrastin
these areas of the image, leaving the rest of the image alone.- This is called local area

contrast enhancement. ' |

Local area contrast enhancement is more difficult and time consuming than simple
contrast énhancementa An initial attempt at local area enhancement was made by dividing
an image into a numbef of local areas. The maximum, minimum and average pixel values
contained in each iocal area werfe then obtained.  The difference between the maximum

<&
pixel value and the minimum pixel value of each-local area was calculated and used as a
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basis to determine the amount of contrast expansion to be applied.in each local area.  *

The algorithm used to expand the contrast in each local area was

aix.y)= {elx, y)-avgi*range _ (10)
(max-min)

where max 1s the maximum pixel value contained in the local area. minis t_he minimum
pixel value contained in the local area and range 1s the range over which thé pixet values
are to be expanded. |

The results of this algorithm were unsatisfactory because contours were
produced along the edges of each local area. This algorithm also expanded the contrast
in each local area to the value of range. resulting in false contours being produced in areas
of relatively constant grey-tone.

In an attempt to ehminaté fhese problemé", the following changes were made to the
enhancement algorithm.  The size of each local area was reduced so that the total
number of local areas per image was greater.  The average pixel value In each local area.
requl.red by the expansion’algorithm, was-determined using an average of the pixel values
in the current local area as well as the average pixel valué in 48 né;ghbormg local areas.
The maximum and minimum pixel values in each local area were also calculated. An
averaée maximum-pixel value of alocal area was then calculated for each area by taking
the avera_ge of the maximum pixel values of a local area and 48 of its neighbors.  An
averagé minimum pixel value was calculated in the same way.  The pixel values in each
local area were then modifiedausing the algorithm |

g(x.,y)Z{e(x,y)-'Pavg}*K+1é8 (11

where Pavg is the average pixel value in the current locai area and 48 of its neighbors.
TRe-constant K performs the actual contrast expansion. In the preévious algorithm of {10
this multiplier was different for each local area and was one of the causes of the
contouring between local areas. B

| The average pixel value of each local area, Pavg. was calculated over 48 local
areas so that the difference in Pavg between two adjacent Iécal areas would be small.
'This was an attempt to eliminate contouring problems between local areas. From (11}t

can be seen that each pixel value is expanded around the average pixel value of the logal

area in which it is contained.  This is accomplished by subtracting Pavg from the pixel
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This diagram shows a local area and 48 of its neighbars. The
focal area contrast enhancement program divides the image into a
large number of local areas. The minimum. maximum and average pixel
values are calculated for each area. Average minimum, average
maximum and average average values are then calculated for each
local area. This is done by calculating the average of the minimum,
maximum and .average values of a local area and 48 -of—its closest
neighbors.

and then multiplying by the factor K. The contrast expansion factor, K, ‘de'termines {he
amount of contrast expansion that will be applied to each local area. | The constant of
728, in (11), effectively sets the new average pixel value in each local area to.128.  The
values of average minimum and average max/mum are used to calculate a maximum
alléwable expansion factor Kmax for each local area using the equation

Kmax‘: range/(max-min) - (12
where ‘range’ is the available range in the output system, max is the average maximum of
the current local area and m/in is thé average minimum of the current local area. The

standard expansion factor K is applied to all local areas except in areas where Kmax is

smatller then the value of K. " In these areas the contrast is expanded by a factor of Kmax.

’ \
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This is done in an attempt to keep most of the new pixel valges within the allowabie range
of the output system.  Any values that do fall outside of this range are simply set to 0 or
256. Plate 10 shows an image which has been processed using this method.
Contouring can be seen between local areas but it is fairly Iight.

The dif ference in the average intensities of various regions of an image can also be
reduced by filtering an image.  This is accomplished with a filter that attenuates the low
frequencies in an image, since it is the low frequency information that allows the average
intensity of various parts of the image to differ.  This low frequency attenuation
prevents one region,of an image from being much brighter or much darker than some
other region of the ‘image. If the filter also amplifies fhe high frequencies, then the
edges in the image will be sharpelned as well.

Trial and error was reaquired to.determne the filter shape that produced the best
results.  When the cutoff frequency was set too high or if the amount of low frequency
attenuation was too great. the resulting image appeared washed out due to lack of low
frequency information.  On the other hand. if too much low frequency information.was
left in the image, there was little improvement in the local area contrast.  If there was too
much high frequency boost, noise started to become a problem. |

The results obtained with this method are fairly good as can be seen in Piate 11.
The execution time of this procedure is quite long since the Fourier and Inverse Fourier
transforms of the image must be calc:ulated.. It has the advantage over the épataal

enhancement technique in that their are no local areas and therefore no resulting false

.
contours, ©

Piate 11 shows an image of a transilluminated thumb whlch_has been enhanced in
the Fourier domain using a suitable filter to vpe’rform local area contrast enhancement.
The high pas“s filter program described in the Fi/tering section of this thes_is was used
with the constants K,-K, set to 0.5, 5, 10 and 4.0 respectively.  The results obtained
using Fourier filtering were very similair to the results obtained with the use of the spatial
local area contrast program except for the minor contouring produced by the spatial
program. The spatial local area contrast program executes in approximately 25 seconds
while Fourier filtering ;takes_ about 150 seconds.  The spatial method also has the

advantage of being able to enhance 256x256 images while the Fourier method was limited
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to images of 128x128, when using the IBM XT computer.
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PLATE 117
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Image of transil/uminated thumb

Image filtered in Fourier domain to enhance contrast.
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Vil.  Deconvolution

All images acquired by a system are imperfect.  They will always be degraded to
some extent.  Hopefully. the acquired images will have enough useful nformation to be
of use. If an acquired image 1s considerably degraded restoration of the image can be
attempted if some a priors knowledge of the degradation s known.  With this a priori
knowle\dge the original undegraded image can be estimated from the degraded image.
‘Research to develop methods to restore an image quickly and accurately from a noisy
degraded image 1s being done at many institutions. ¢

If an imaging s‘ystem I's known to ha\)e poor high spatial frequency response then
~restoration could simply be the processing of the degraded image with a filter that
attempts to restore the high frequencies.  If there 1s motion blur in the degraded image
then restoration methods would try to reduce the effects caused by the motion

The degradation of an 1deal image fix yI to its degraded image glx.y} can be
mathematically modelled [ 18] as

gix yi= /{htx,yx y ifix yidx dy =+ nix yl (13
where hix y.x .y ) 1s the degradation function and nix.y) is the random noise If we
assume the degradation to be shiftinvariant then the degradation function reduces to
gix.y= // hix-x .y-y )if(x yldx dy + nix.y! (14

If there 1s no noise present. the degraded image 1s the convolution of the ideal
image with a degradation function. ' The degradation function s called the point spread
function (PSF).  The 1deal image can then be estimated from the d’egraded image by
deconvolution. It can be shown that the convolution of two functions is the mverge
Fourter transform of the product of ther Fourier transforms.  Therefore the Fourier
transform of (14), for the ideal case of zero noise, can be written as

G(u,V):H(u,V)F(u,V) (19) ‘

where Glu.v).H(u,v) and Flu.v) are, respectively. the Burier transfo—rms of gix.y). fix.yl and
hix.yl. Theoretically. the transform of the undegraded image Flu v} could be estimated

using

-

Flu.v) = G vI/ Hiu v SR AL-Y
To deconvolute a degraded picture, it would seén}; jéquires only to divide the

Fourier transform of a degraded image by the Fourier transform of the estimated PSF.
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This technique has several problems.  Division 1s undefined at points wherg the Fourier
transform of the PSE s zero, and noise in the degraded image can overwhelm the actual
data in the restoreJ image.

When deconvoluting continuous functions. undefined points can be set to zero
with no loss in information since the area in one infinitely narrow shice of an ntegral is
zero. Indiscrete deconvolution, loss of nﬁformatlon occurs since there is a finite area
associgted with each pomnt in the summation.

Noise in the image results in another probiem when attempting to inverse filter an
image. Often, the magnitude of the Fourier transform of an image Glu.v), will drop as
the distance from the origin in the uv-plane is increased.  The t.ransform of the héDISE
N(u.v). on thh other hand, usually drops less rapidly [18].  Therefore the quotient
Niu,v)/ Glu.v) has a tendency to Increase as the distance from the origin is increased.  Any
attempts to enhance information at spatial frequencies where Niu,v}/ Glu.v) 1s large results
in false contours and noise being produced in the enhanced image.  Many degradations
attenuate the high frequencies more than the low frequencies (focus blur. image blur) and
consequently compensating fo&thrs attenuation with inverse filtering will boost the htgh‘
frequency information and in many instances will cause excessive noise to be seen In the
output image.

One methoq of overcoming these probiems is by the use of an algorithm called
least squares filtering or Weiner filtering. It can be shown that to minimize the mean
‘squared error between the original undegraded image and the estimated restored image

e?zE{ﬂx,y)-ﬂg,y)}: (17)
requires a filter of the form |

Muvi= 1.0 Hiu.v) (18}
Huvi Hiuy) + S, (uvi/ S, vl

where Hlu " 1s the Fourier tr rm of the estimated degradation function and S..... and
S, are the spectral density of the noise and the image respectively.

The Weiner filter will produce a defined number at all points in the Fourier
transform o.f the restored image provided tHat a non-zero value for the spectral noise
density isused. It also:"prevents the noise in the image from overwhelming the data

when the estimated spectral noise density is as large or larger than the actual noise density

in the image.
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An attempt at restoring noisy degraded images was made using Inverse filtering.
Due to the complexity of the image restoration problem the amount of time spent in this
area was kept at a mimmum. !

The generation of noise data using a computer program is a complex problem
To deve: ;. programs which produce random numbers with the correct probability
statistics requires a large amount of effort.  To circumvent this problem and obtain notse
data quickly the video camera and processor boards were used to produce an array filled
with noise data.  Two images of anidentical scene were obtaned via the video
processor boards and stored in the computer. The difference between the two images
was then calculated and used as the noise array.  Defocused images of a constant
grey-tone surface were used so that any misalignment between the two images would not
be the main cause of any dif ference between the two |mages. The resulting array was
then used as the noise data z;nd added to images to degrade them.

To attempt image restoration on the IBM computer. programs were written o
calculate two dimensional Fourier transforms. inverse Fourier transforms and to multiply
and invert arrays Images were degraded by convolving them with a degradation array
and then adding a noise array to obtain a degraded noisy image.

Least Squares Filtering was first performed on an image by using an arbitrary
constant K for Sam ' Sgp 1N the Weiner filter a!gorurthm to yteid‘

Miuves 1.0 Hiu vl (19
Hiu vi Huwvr +K

This el:minates the need to have any statistical knowledge of the noise or of the image
The effect of the factor

Hiu v)
Hiu,vi +K -

Is to put a maximum imit on the value of 1/Hiu.vi. thereby reducing the effect of any
zeroes m Hu.v). The value of X which produces the best results for a given image 1s

determined experimentally.  The degraded image of Plate 12 was obtained by convolving

e
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an image obtamed from the video processor boards with the degr adation function shown

below . 1

0.0 0.0 0.0 0.0 0.0 0.0
0.0 1.0 1.0 1.0 1.0 0.0 i
0.0 1.0 1.0 1.0 1.0 0.0 J
0.0 1.0 1.0 1.0 1.0 0.0 |
0.0 1.0 1.0 1.0 1.0 0.0 .
0.0 0.0 0.0 0.0 0.0 0.0

Noise was then added to the degraded image.  As can be seen from Plate 12, the
restored image 1s an improvement over the degraded image. although it contains more

noise than the original degraded image.

To perform true Weiner filtering the spectral density array of both the xmags Z;:Qd :
the noise must be obtained.  The noise can be assumed to be spectrally white S
{Spmiu.vi=constant) if Sff (u.vi falls off much faster than Saaiu.vi 18], For the \jvork done
in this thesis this was assumed to be the case.  The spectral density of animage is the
Fourier transform of its autocorrelation array.  Therefore some measure of the
autocorrelation of the images to be enhanced. must be obtaned.  Obviously some types
of images will have dif ferent statistics than others.  For exar‘r'?'p’e a transilluminated :
image will have a different spectra! density than a motion degraded image of an outdoor 4
scene. v i

A set of images 1s defined as being homo'geneo’us if the expected value of eacm‘ ‘
pixel in animage. over the set of all possible images. 1s the same if the autocorre!ailon
function of the |mage; is transtation invariant.  For a real homogenﬂous random image
field. the autocorrelation function is ‘

Rep(abi=Eff(xray+bifix y)} {200

where E{ } is the expected value of arandom variable and f(x.y} is the value of the pixe! at
the point {x,y) in an image.  |f the random image field exhibits an even higher symmetry
such that the autocorrelation is a function of only one variable 'I', such that |:(a1+b1)?then it
1s homogeneous and 1sotropic.

To simplify the problem of estimating the statistical properties of the input image,

the random mage field was assumed to be homogeneous and isotropic.  An approximate

measure of the autocorrelation of the input images was obtained in the following manner
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The expected value of (20) for a degraded image i(x,y) and a given value-of a and b was

calculated by ték'i'ng the average of X y)*i(x+a,y+b) fd all values of x andy for which
ilx+a,y+b) is defined. This was done for values of a edd b such that 0<a<64 and
0<b<64 to produce an autocorrelatio‘h erray of size 128x128. since the image is assumed
to be homogeneous and isotropic.

’ A computer program was written for the IBM to calculate the autocorrelation array
of an image using the method descrnbed above: Each pomt in the autocorrelation
requlres between 4000 and 16,000 multuphcatrons and addmons resulting in a very long
executlon time for the program (approxnmately one hour). ) This is not unreasonable since
the same estnmated autocorrelatton array can be used for all images which are subject to.
the same degradatlon and exh|b|t similair ‘statistical properties. ‘

The fesultlng autocorretatlod array was Fourier transformed to produce the .
Spectral density of the input |mage. This spectral density‘was then used to Weiner filter
a degraded image. The.spectral'noise density was an arbitrary consfant experimentally
choosen to produce the best results. A program was 'writ'ten and develdped to perform
the Weiner filtering and the result is shown in Plate 13, It can be seen that no
_improvement was obtained with this method over the method used to obtain Plate 12*.

The reasons for this were not clear since it is reported in the literature »th‘at the use of the
Weiner filter using the spectral‘ density of the image should prod%c‘:gse ‘beﬁfter results than the
use of an e'xperlmentlally derived constant{ 18]. . The calculation df the autocorrelation
function of the inpui array may not have produced reliable results since only one image
was used fo‘r_.the calculation.  More reliable results may be.obFained by taking the
average autocorrelation of a number of images and using the Tesult to produce a spectral
image density‘ array.  Due to time limitations, this problem was not explored more fully.

While the Weiner filtering method.did r\\o’t give as ‘goo‘d arestoration as was
- expected, the restored images in Plates 12 and 13 sh.ow a fair ir;nprovément over the
original degradedimage. To use fhese restoration methods on actual images requires ad
estimation of the degradation that has been, applied to them. .This can be a difficult task A
inmany cases. In some instances, the PSF can be inferred from the under!ying physical
process causing the degradation, a defocused image for example. . if the degradation is

of an unknown nature or if the,underlying cause of the degradation is very complex, it may

»
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be required to estimate the PSF from the degraded image itself. While te determination
of the PSF of a degradation is an important pro.blem in regard to image restoration, it will

not be explored here. ‘ ’



’ VIit. Infrared Color

(‘»A Acquiring Colorv’ images
A transilluminated breast will exhibit differem abserpnon'characte'rlstucs at certan

wavelengths dependmg on the condition of the breast [ 15]. therefore itis useful to obtain
infrared color images. Three successive images of the same breast mumlnated with
different spectrums o'f hght in the near infrared can be digitally combined to produce a
color image.  This is accomplished by assigning one of the three primary colors to each
image and displaying the result on an RGB monitor.  The three images must be taken
quickly so that there is little or no movement of the subject while the images are being
captured. To accomplish this a filter wheel'was placed between the light source and the

fibre op‘ue bundle. Three bandpass,‘ﬁlter‘e are mounted In the wheei with center

" passbands of 650nm.800nm and 900nm. By rotating the filter whee!. the fibre optic

bundle successively delivers three diffgrent colors of ight to the breast.

To capture three nmagee of the breast with each image corresponc;ir:g to a
dif ferent se}_ectrum of ight the filter wheel must be synchronized to the video camera.
Some background information on video equipment Will firstbe presented to assist in the
explanation of this synchronization. '

<Most video equipment uses an interlaced format for acqmrmg and displaying an

image. ’A standard television image consists of 525 horizontal ines. Y]'hese fines are
divided into two fields. the odd field consisting of the odd numbered lines and the even
field cone%?ing of the even numbered nes.  When an image is acquired or displayed, the
odd field is first produced by SCah‘gi}hg all the odd lines sequentially.  After the odd field
has been completed, the even field.is scan'ned_ -This interlaced scan produces less
flicker in the output display system than a straight sequential scan of all 525 lines.  One
complete :mage is called a frame and consists of an odd and even field.

To acqunre an |mage from a video camera requires the dngmzatnon of both the even
and odd fields. Each field is displayed in 1/60th of a second for a total frame time of
1/30th of a second. The Hitachi KP- 120 video camera used in this research has a

resolution of 180 horizontal lines by 240 vertical lines and consequently does not output -

an even and odd field. A complete image is'scanned in one field time, enabling a .
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complete image to be digitized in only 1/60th of a second.  Theoretically each filter
néeds to illuminate the fibre optic bundle for a minimum of 1 /60th of a second to allow
the video processor boards to capture é compllete image. Unfortunately, the video |
processor boérds could not be programmed to acquire only one field of data. A
minimum of one frame could be captured at one time by the video boards, resulting in a
minim‘um'image acquisition time of 1/30th of a second. The net effect is that when a
freeze image command is sent to the video processor boards, two successive images
from the camera are digitized.  The data from the first image being written over by the

data from the second image. The scene to be digitized must be illuminated duri'ng the 17

0

- -milliseconds that are required to acquire this second image from the camera.

A finite length of time is required to allow the filter wheel to rotate from one filter
to the next when attempting tc acquire successive images with the use of the filter wheel.
Since one field of data is ignored by the video proéeséor boards, it would be theoretically
possible to use this interval to allow the filter wheel to rotate to another filter.  This
procedure was attempted but the timing requiremenis were very critical and image
acquisition could not be properly synchronized to the position of the filter wheel. It was
decided that additional time was required between the acquisition of successsve'images to
allow the filter wheel additional time to rotate from one filter to the next.  Since the

video camera continually transmits frames of data, it is not possible to control the start of

anew frame. If there s to be any delay between the acquisition of successive images. it

must be an integer multiple of one frame time. A delay time of any other length is not
possible since the video processor boards must wait for the start of a new frame bef;re
they can begin to capture an image.  The final design for the acquistion of color images
used a delay of one frame time, or 1/30th of a second between successive images. As
aresult, the filter wheel must complete one revolution in
3x(one frame time)+ 3x(one frame time)= 1/5 of a second

to yield a rotational speed of 300 rpm.

The filter wheel is rotated with a small d.c. electric motor and synchronized to fhe
vertical sync pulses of the video camera using a phase locked loop circuit. - This
synchronizatioﬁ aliows the video camera .to capture a complete irﬁage while a filter is in

position to allow light to pass through it, on to the fibre optic bundle. The
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synchronization also allows the computer to know which filter is currently in position.

A phase Ioék loop circuit is used to control the speed of the motor which drives
the filter wheel. A light emitting diode and a phototransistor mounted on opposite éides
of the filter wheel assémbly, detect each revolution of the filter wheel.  The pulses f‘r‘om
the phototransistor are converted into a square wave using a flip/ flop.  The phase
locked loop circuit synahronizes the square wave derived from the filter wheelto a 2.5 Hz
square wave derived from the vertical sync pulses of the camera.  The complete
operation of, this circuit 1s described in section 'C’" of this chapter. 4

The length of time each filter illuminates the 1/8 inch fibre bundie, when the filter
wheel is rotating at 300 rpm, was determined by observing the light emitted from the
fibre with the use of a phototransistor. = The signal from the phototransistor was
displayed on an oscilloscope and the length of time each filter illuminated the fibre optic
was recorded. A 1/4 inch fibre bundle was also ordered for use in this project but did /
not arrive In time to allow experiﬁwental v\ﬁk to be done withit.  Therefore the data for

the 1/4 inch fibre 1s theoretical whereas the data for the 1/8inch fibre 1s experimental.

1/8n. fiore  650nm - 4YH ms
750Pm -8 ms
850nm --%40 ms
174 n. fibre 650nm -- 28 ms
750nm -- 28 ms
850nm -- 28 ms

The data shows that the length of time each filter illuminates the fibre bundle 1s
greater than the required time of 17 ms.  Using the data for the 1/8 in. fibre, the
maximum phase difference between the filter whee! sig.nal and the vertical sync signal that
still allows the camera to capture a complete image, was calculated.  Figure 9 |
demonstrates that if there is more than a 6 degree phase difference between the
reference signal and the filter wheel signal, the proper filter will not illuminate the fibre
bundie for the total time required for the video camera and the video processor boards to
capture an image.

Originally, the acquisition of the three images required to produce a color picture,
was to take place in the following manner.  The filter wheel would be synchronized to
the reference signal to allow images to be acquired at the éppropriate time. The

—puter program that controlled the acqutsition process would wait until 'th(e filter wheel
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position signal changed its state before it would start acquiring images.  This change of
state sugniflés that the filter wheel is in position to allow an image to be acquired. The
computer would then command the video processor boards to acquire an image. When
one image was complete, the program would delay for 1/30th of a second to allow the |
filter wheel to rotate to the next filter.  The video processor would then be commanded
to acquire another picture.  This process would be repeated until all three pictures were
acquired.  This method of image acquisition depends on very tight synchronization
pbetween the filter wheel position and the‘reférence signal.

The“phase lock loop controlier (described in section C') was not able io achléve
the degree of synchronization between the filter wheel and the video camera that was
required for proper operation. A modification was made to the image acquisition
process and 1¢ the computer program that cqntro!s It to loosen the tming requzrememAs
A phototransistor was installed on the filter wheel assembly. beside the fibre bundle. to
detect the presence of light on the fibre bundie. The signal from this transistor is then
fed into the computer.  When an image Is to be captured the computer first waits for a
signal from the phototransistor mounted by fhe fibre bundle. signifying that a filter 1s
qulngmto‘posxtnon (hght 1s starting to fali on the phototransistor]. It then waits for the
camera to start a new frame. If the tme interval between when the filter first moves
imlo position anq the start of a new image frame by the vidicoh camera is greater thana
preset value (corresponding to about 6 degrees). the computer SIhﬁply walts for the next
filter to come into position and then repeats the process. In this manner, the computer
waits for the phase befween the sync signal and the filter wheel position signal to be small
‘enough to allow the acquistion of the images. ; '

The frame buffer of the video processing boards is capable of storing a5 12x512
image. Thus 4 complete images of size 256x256 can be stored n the frame buffer,
allowing four images to be acquired from the camera without the need of any data
t/ransfe'r between the video boards and the IBM computer.  Without this feature, it would
not have béen possible to acquire the three images fast enough to prevent motion of the
subject to become noticeable.

N The sensitivity of the total system changes as a function of the light spectrum used

1o illuminate the fibre bundle.  Thatis, the intensity of the image obtained by the system
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is dependant on the particular filter that is used to acquire the image. Thisis due to a

number of reasons.

1. The sensitivity of the video camera varies as a function of wavelength.

2. Each filter in the filter wheel attenuates the light emitted by the projector lamp to a
different degree.

3. The attenuation of light by the fibre bundle varies as a function of the wavelength of

the light.

4.  The light source has an intensity which varies as a function of the wavelength'.

This non-linear response of the system must be linearized by digitally compensating
each of the three images obtained with the use of the filter wheel. This is accomplished _
by determining the response of the system at each filter setting and modifying each image
accordingly.  Anmage of the light emitted from the fibre bundle is obtained in a dark |
room for each filter.  The intensity levels in the three images are then compared to each
other. From these levels. a compensation factor is determined for each filter. These
compenstation factors are rn)miplied to images that are to be combined to produce one
color image.  Inthis way. the three images obtained with the filter wheel are digitally

compénsate_d to produce a linear system response for all three filters.

B. Displaying Color ' .

) The use of the filter wheelallows three images, corresponding to various _
wavelengths of light, to be acquired quickly, By assigning each of the three pictures a
color {red, green or blue}, an infrared color picture can be created. The filters mounted
in the filter wheel absorb much of the light that falis on them because they aliow oniy a '
small portion of the light spectrum emitted by the source, to pass through (see Figure 10).
Filters with broader pass bands than the ones shown in Figure 10 would allow more iight
through and therefore would increase the sensitivity of the system.  Though the
frequency responses of the wider pass band filters would overiap. a color image could

still be obtained since the response of the three filters would peak at different

frequencies.
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Capturing the three ymages requ:réd to produce a color image was arelatively
straight forward problem displaying the resuiting infrared color image. on th'e other hand
was farly difficult with %he equipment avalabie for this project.  The AP-512 analog
processor video board s capable of driving a color monitor. but only 8 bits of data per
prxeilxs éva;lable to drive all three guns of the color monitor. This means that two.of the
color guns will have only 8 different intensity levels (3 bits of data! and one gun will have
only 4 different levels (2 bits of data). The imited number of intensity levels for each
color results in an unsatisfactory image.

. A dif ferent technique to display a color image was tried. | It displayed the three
pictures acquired with the use of the filter wheel in three sequential video frames. Each-
picture was displayed independantly by turning on only or;é of the color guns in the

-monitor and then outputting the picture associated with that color to the monitor.  This
resulted in 8 bits of data being used to display each color.  After one picfure was

displayed with the color it was assigned, the next picture was displayed.  This was done



for all three pictures and then repeated continuously.  As aresult, instead of the display
monitor being updated at 30 frames per second‘, it was in effect being updated at 10
frames per second (threé pictures each requiring 1/ 30 of a second).  This resulted in a
display of reduced intensity level and more importantly, intolerable flicker.

Another technique which displayed two colors in two sequential frames was then
tried.  This allowed each color to have 8 bits of data (256 shades) with the display being
updated at arate of 15 times a second. Althou%the flicker was still noticeable with this
technigue. it was much less annoying '

A technique that displays only two colors with 4 bits of data (16 shades) per color
was then tried.  Since there are 8 tr;;qit's of data available per pixel, the image could be
displayed at’sfandard video rates and therefo‘re no flicker.  This technique produced
contouring due to the limited number of shades for each color.

The obvious solution would be t'o obtain video boards capabie of driving a color
monitor with at least 5 bits of data per color and with 6. 7 or 8 bits being preferable. At
- the present this solution is relatively expensive but will become much cheaper as the price

of digital memory and related hardware continues to fall. ~ Since this solution was not
_available, the two color method which displayed each color in sequential frames was
¢hoosen as the . ternative.

Actua: - =d color images of the female breast could not be obtained since

access to a clinical setting was not availab! ransillumination images of other parts of

v .
the body. such as a finger or thumb, did not®ghibit any 'color’ when captured and
displayed using the technique described above. An image of a transilluminated breast is

required to demonstrate the infrared color technique.

C. Filter Wheel Controller

Thé rotational speed of the filter wheel is controlled with a phase lock loop circuit.
The spe(ed of the filter wheel is locked to a reference signal derived from the vertiodl sync
pulses of the video camera.  To assist in the explanation of the control circuit, the -
operation of a phase lock loop will be first described.

The typical phase lock loop circuit synchronizes a signal from a voltage controlied

oscillator, to an input reference signal.  This is accomplished by detecting the phase
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difference between the r‘eference frequency and the oscillator frequency. It the
oscillator signal Is leading the reference signal then its frequency 1s assumed to be too
great and 1s subsequently reduced by the phase locked loop circuit.  If the oscillator
signal 1s lagging the reference signal. then its frequency 1s assumed to be too low.  To
enable the controller to /ock on to the reference signal. the difference between the free
running frequency of the oscillator (oscillator frequency without feedback) and the
reference frequen@? must be smaller than the capture range of the phase lock loop.  The
phase detector circuit of a phase lock loop usually consists of an analog multipher that
multiplies the reference and oscillator signals together. ‘If the reference signal 1s
described by the equat}on A,siniw,tl and the input signal is described by the equation
A sintw .t then the multiphier witl yield

AA K¥sindinw -w itk ACA Kesintiw = w it
where w, 1s the oscillator frequency. w, is the input reference frequency and K 1s the gain
of the multiplier.  This signal i1s then low pass filtered to obtgin

ALA K*sinfiw, -w It}

It 1s this signa! that is then used as the input to the voltage controlled oscillator.

The fzulter wheel controller designed for this project does not employ a standard
phase lock loop integrated circlit. The'voltage controlled oscillator contained in a typical
mtegrated phase lock loop circuit 1s not needed for this project because it s required to
symhromze the f||ter wheel posmon ‘not a variable oscillator. to the reference signal.

The phase detectuon cnrcurtry ina pha§e lock loop chip Is also of mimimal value in this
application because the refgrence sugnal and the S|gnaja§'rorri‘- the filter wheel are both

square waves., f Multlphcat:b‘*h of t o quare wﬁkes Is eas:ly@c%pmpl|sg§du5|ng an

\2 . e 48 ‘_., r,

a light em|ttmg dtode (LED are mounted' n 'the fllter wheel assembly so that they are on

”"1

opposrte sides dff tha frlier wpeel A small hole lh thénfﬁter wheel that lines up w1th the

phototransnsor nd_/ ';D causes 1he photo trans:stor to produce a voltage spike for each
revolution of thé f‘fi.‘,:[? wheel The voltage splke produced by the phototransistor is

transformed m‘éo a"clean pulse by the Schmitt tngger c;lrcuut of IC 8¢ and then converted
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mto a square wave, Qs required as aninter face betwoeen the Sehmtt t |ggu‘r and the D
typo £ f (hb because the output from th‘n single supply op amp (Beh s not directly
compatible with the requirements of T1L logic. 1t the square wave produced by /1
(O that must be locked to the teforence signal.

The filter whoel is required to spimat 300 rpm or b revolutions per second. At
this speed, the square wave derived from the filter wheel has a frequency of 2.5 Hz and
consequently, the reference signal must have a frequency of 2.5 Hz o This s obtained by
dividing the vertical syne signal, winch has a frequency of 60 Hz, down to 220 Hz using the
divide by 20 cocut consistng of 1075 1, 2, 4aand b,

Latch Ha dotermines if the filter wheel signal is Iending o1 lagging the reference
ol The reference sianal ts fed mto the clock mput of the latch while the falter ignal
« o tod mto the data mput. When the level of the reference signal changes from tow 1o
ligh, the state of the filter signal 1s latched by ba.  If 1C Ha latches a high value from the
filtor signal, then the filter signal is assumed to be leading the reference signal. 1 it

latchens alow value, then the filter signal 1s assumed to be lagging the refereco gl

The exclusive OR gate (IC Gal s used as a phase detector. Hte cutbut o= high
Smeuer the filtor signal and the reference signal are at differentlouels THs vadth of
v from the phase detector are dependant on the phase difference betveeon the
Voo saats. The output of the phase detector is used te pulse voadth modulate the

cutputs oo the Iad lag detector to produce theg aks labe ¢ f D and P2

Ob amip Ba ntegrates the P11 and P2 s:gnalsar'ed from the oaace aotector
. r’('u‘f"y.w svnen P1as jow, signifying that the filter signal is leading the reference, the
coput voltaqes of the op amp s increased.  This causes the pulse wictiymoudclstor circuit
Py to lower the duty cycle of the voltage waveform sent to the motor consequently
stowong down the motor. P lhasnoeffect on the op amp when itis g - ’1L;f‘:':( Jiode
D ‘Nhen' P25 tugn, signifying that the filter signal is lagging the reference signal, the
Autout of the 1>1tﬁgr;tor is stowly decreased, increasing the sped of the motor P2 has
no affoc o ve op amn when it s low, due to diode D2.

Feodback resistor R3 on the integration op amp 8a s required for stabihity 1# R3

~mved from the circwt, the feedback capacitor C1 causes the op amp to act as an

gl

[RREETGH
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i
tor. it s output would be the integral of the phase differenad Rteveen the two
4‘.1'

»
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input signals as a function of time.  This was found to result in an unstable circuit with the

controller not being abI? to lock on to the reference signal.  The addition of R3 results in
atransfer funcgibn that is exponential.  If both inputs to'the op amp are o.ff, the output |

| eprnentially decays to its virtual ground value o&ié approximately..Z\/l. " When either P 1 br
. P2 are on, the output eprn‘entia!ly rises or falls to its maximum or minimum value.

The speed of the motor is céntrolled by pulse width mo_dulating the voltage across
its wa'ndings using a power transistor, An SG3524 pulse widt.r; nﬁodulatqr’ chip is'used to
produce the pulse width modulated signal re'quifed to drive the power transistor.  The
frequency of this signal s set using resistor RS and capacitor C2~and is approximately 1
Khz for the values shown in ‘tﬁe schematic diagram:~ The duty cycle of the signal
produced at pin 12 of the 35’24 depends on the voltage thatis abplied to pmv‘2 of the,
3524 This voliage 15 btimed from the integration op amp described earlier.

The.free running frequency of the filter wheel is first set by breaking the feedback

iiloop and adjusting R 9 tc obtain a speed of 300 rpm. The feedback loop is then “
reconne\,tod and varnablc resistors R1, R2 and R3 are adjusted to obtam optimum
performance. After adjusting the controller to obtam maximum performance it was
found to require approximately 3 seconds to 5ynchr5nize the filter wheel to the reference
frequency.  Tiraowoas adequate since the capture time is not critical in tTus vapphca.non. “
' The.phase difference between the filter wheel and the r‘efere‘r_\ce signal could not bn ke;;t
at a small enough vaive 1o allow me acquisition of »mages with the f|lter wheei. Asval
result, the cortoller is used to keep the speed of the filter wheel at 300 rpm and to
roughly. éynchronize the position of the fllter wheel to th'ek_reference signal.  The tlgnt
synchrdmzatndu required to obtain three images with'the use of the filfer wheelis | g2
accomghishes using'softevare. > This is explained in the section titled 'Acquiring Color

'

Images
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Table of Values for Fi'lgu“jre 11

R1--"200K N
R1 --- 200K n
R2 --- 200K 12

R3--- 200K ..

R4 --- 3.3K.n-

RH --- 2.0K.n
R6 --- 3.3M .
R7--- 100K n.
KR8 --- 100K ..
R9 --- 18K s
R10 -- 1.0K n.
CR11--100
R12 -- 1004L
R13--4.7.01

R14 -- 30K 1.
R15 -- 10K 52
R16 -- 10K .n
R17 -- 1.0K @
R18& -- 100 n
19 -- 5.0k
C1---1uf
C2---01uf

¥
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Conclusion S

(3] . : . *’ ¥]

The goal of this re:‘;earch project was to develop equipment capable of capturing,
processing an}j displaying transilluminated images of a female breast for the purpose of
cancer detection.  The equipment that has been develobed is capable of digitizing,
processing and displaying a transilluminated image. The image processing routines that

have been des crlbed are intended to prowde a good base for the continued developmef(\t

L

A
- and refmement of image processing routines for transilluminated images. :

“The system, on the whoio, sorforms quite well.  The time required to transfer an
Y ! ] ,

image from the video processor boards to the computer is about 1.5 seconds.  Images
. . i

can be :%t‘or‘ed on the hard disk of the computer in about 6 seconds.  The digitization of \
an mmage requires 1,/ 30th of a second.  The ohd state camera is small and fightweight
and provides 'adequat@ resélution Miost of thg image processing routines exeﬁut@ N a
reasonable length of time,

The 8087 math processor chip aliowed some rather complex algorithms to be
;,}u' tor n.1ed on the BN mlC\r}‘OC(JrTvu')ut{?r'. , M’v‘v/lthout this'chip these programs would have
e ron wa slon’ éndwould not have bean pracucal. I partllcular, the FFT programs would

net have been atte.mptédi.

I

he next step in this pr olectis 1o move the equipment into a climical setting to

evaluate its pefformance undar actual conditions. This will determina the value of the

ar qwaro and softvare and will sugaest methods of improving the current design of the

3
system.  One of the main concerns is to deternune if the I|g 1t level supphed by the fibre

optic bundle is intense enough to obtain an adaquate image of a transiluminated breast.
it the light level is too low there aré a ndmber. of modifications that can be made to the

system to increase its sensitivity. :

3

1" Amore ntense bight'source could be used to illuminate the fibre optic.
E

St . g . . | . .
Larger sizes of projector lamps are readily availablebut the size of their
source region also becomes larger effeetively hmiting the amount of

) \

S ligit that can be couplad into.the fibre bundle. A very bright source

vath a small active region is required for mavimum light coupling into the

“fibre bundle.  Thause of anarc lamp is one-possibility.
2o Adarge fibre cptic bundle veould allove maore ight to be coupled into it
S
t ' N ’ 64
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Fibre bundles larger than 6mm would start to become unvvieldy and
therefore would not seem to be an adequate solution.

31 Thetilters currently usedin the filter wheel attenuate the amount of fight

.‘consuderably because of their very narrow frequency response.
. Bandpass filters with a wider passband would increasé the amount of
light reaching the patient. »

41 The sensitivity of the camera coula be incfeased by placing a video
amphfier betvseen the camera and the image processing board;‘p This
rouid only be useful if the noise level is much lower than the data level.

- The amount of amplification that could be obtained before noise
pecome s a problem would have to be obtained experimentally.

oo Tne sensitivity of the camera could also be lmproved with the use of a
larger lensé: A £2.5 lens was used in this project. Larger aperture

s are readily available.

5y Lo e Lo oould alsn be delivered to the patient with.the use of muitipls

2o

fibre

fore pundies, They would not.be as bulky as one larg2 dian .
and dng also allow the breast to be more evenly illuminated.  The hont
to e nabier of fibres that can be used is set by the size of the filtarg
wlorheot. Al the fibres must be 1l!ummated while th@ Ulelite

coarer s ahtanmg an image. ) :

H

ors familiar vath thc use of transullummatnon imaging 15 required 1o
~ ”\

determine which oF the image processing programs that have been developed are of,

Input from do

value,  Sugaestone on how they can be improved-in terms'f being user friendlvin a

chifical erviroromen: oot als s be useful. This requires that the system be moved.to a

location that alip /w7 omisrastedin trans:llummatlon nmagmg easy access to the
aauipme;it

Improves rackanea of the complete system is also necessary to altov t sy s tem

to bo use 3 cath smenanem of effont At the present, the transportation pf all tre

oopment s A ater cumibersoms process.  The filter wheel and its controlier must pe

aasianed as one un oo ac to occupy as small'an area as possible and to be physically
o - «
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sturdy. The video processor boards, their power supply and their card cage must also
be put into one package. ' |

tmprovements in the acquisition of near infrared color images could be obtained

) . :

vvi‘th the use of a color video camera containing filters'in the near infrared.  This would
allow the acquisition and display of infrared color images at stanyard video rates.  Video
processor boards capable of digitizing and displayling color irﬁ'gqés.:w@uld also be
required. At the present time, this type of equipment is very_“.?-z{p;e‘rj;fve‘

This thesis was intended to provide a good basis for the‘ﬁl,nc;c;m»ivnued improvement

of the daphanogr aphic equipment that has been developed. Hoﬁefully it has met this

goal and will be of some use in the future in regards to using trangililumination imaging for

the detection of o ms) Cance
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