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a

Very realistic 1yntheuc images ‘can be produced usmg a computational devuce
such as a(dlgnal computer. The dupllcatlon of real |mages requires an understandmg
of the. computauonal nathrc of image generatuon and how these processe« can be

modeled on a such a devnce The quality of these lmages is related to the accuracy of

the model used to descnbc the mterncuon of ||ght physlcal objects, and the eye. This
* thesis presents an improved llghung model which includes global lighting contnbu~
" tioms in tbe diffuse hghtmg c:'opponent of a surface. “The eﬂiclent productlon of such

images is a major problem in the area of computer graphics, The rate at which theac

images can be generated 1s iu’mv&ﬂy using algorithms, data struc_tures. and archi-

tectures that capltalne on the coherence found in t,he nnage and parallelism inherent °

in the iuiage rendering operatlons An efficient object,/volume data. hlerarchy for the

 ray tracing based rendermg algorlthm is presented in this thesis. An eﬁiment position

,mdc“pendent smooth shading algorithm and several eﬂicnent renderlng techniques are

also presented.

‘

An |Ilumlnauon modef is developed for computer generated images of sunple sur-

%+ faces. This model vnews a surfac,e as possessing three major hghnng components Two

components are reflectfve terms, one term is wcnghted by theé color of the surface while

&>

the other term |s mdependent of surface color. The thlrd term is a transmlsslon com-

ponent ‘which is weighted by the interior color of the. object The model gaerally
accounts for any dlstnbution of hght energy from a surface. mdependently in each

term. The model is used to account for dlﬂ'u!»e lighting effects from pnmary and secon-

dary light sources. An efficient and eﬂecuve, lmplementauon of the model isl

developed, which ‘is based partly on a distributed ray tracmg algorithm.

i
g

The time required to examine the data primitives in a scene to produce an image

Abstract _ S
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is reduced by using an object/volumc data hwrarchy This hnerarchy divides the sccneA

by objects until a pomt is reached whcre the ob,ccu are consndercd a single part. “The
4 part ns)hcn -divided further uamg an act -tree volume b:enrcbx The resulung struc-
ture is robﬁst and requires mlmmal modlﬂcauon/ between frames m an ‘animation

sequence. The structure quuckly clunmates large portions of the data from consldcra-

tion by exploiting the spatiul ordering of ;he data and \mng bounding vol_umea,m the

- . :
same structure, >
.

A ray tracing algonthm based on the object/volume hlcntchy is deacnbed The
algonthm is deslgned to divide the ny tra,cmg t.:sk by assigning rays among many
processing clcmenu A simple mulu-processoﬁ lmplementatlon of this algomhm is

‘presented wherc each processing node contains its own copy of the data and repdering
i

code. This _systcm requires little interprocessor communication and- has cnough granu-

.

" larity to S‘pply sufficiently large number of processing-elements.

7 | »
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¢ Chapter 1

" Introduction o

P

1.1. Definition ofProblem

\ .

il

1.1.1. Int'roduction

Computer generated graphlcs first servcd to |mprove the mterface between man
and machine. lvan Sutherland’s classic paper publnhed in 1963 and entitled

E SKETCHPAD A Man- Machm:e Graphical Commumcalwn Syalcm [37] deﬁned the

‘.fundamentals of computer graphlcs that have remalned valid throughout the last 20
years of development and dwersrﬁcatlon in the ﬁeld
Research in computer graphlcs proceeded as. qurckly as equlpment to display com-

i

puter generated images became avallable The goal of much of the early research was

- .

to improve the quallty and effectiveness | tof mformatron presented to the user.

“

| Sutherland s srmple line dmwnngs were lmpfoved by Roberts [33] thh the first algo-
rithm to prevent lrnes from being drsplayed which are hidded from vrew Next slmple
line drawmgs were augmented wlth a capability for provndmg shaded images. The first
- shaded l‘mages were pnoduced using systems developed by M.AGI [25] and Appel [2].
| I;urlng the follouving years the r:egearch‘ cfforts 'in computer graphics divided ‘into )
interactive computer graphics and realistic image generation, although there ivsnstill

considerable overlap between the areas. This thesis addresses the latter area, realistic

\
-

image generation.

The two major problems addressed by this thesis are |mage quality and rendenng

IR

.9

_efliciency. An |mpr0\ ed llghtlng model is |ntroduccd to rnclude global llghtlng eﬂ'ects
in the dlll'usc lrghnng component of a surface. An object/\olume hlerarchy is intro-
duced to reduce the time required to render an lmage Using this hlerarchy a parallel'

ray tracing- algorithm is specified to eﬁ_iciently utilize all processors in a large,



.

multiprocessor system. Other techniques and algo;ithms are discussed that further
_rc‘duce_ image rendering time.
" 'i.1.2. A'pplications
a The ﬁrs’t 1ppllcat|ons to use |mages that” were .considered 'rcaliatc'c was the ﬂiglrt
’simulatiorindustrj’. ln 1967 General Electrlc built a systemi for NASA that was the
first one capable of producmg shaded images in real time [20], .[35]. This system was -
uscd t,o train pilots to fly both aircraft and spacecraft. Cathode ray tubes (CRT) /
placed over the windows of -a’ sunulated cockplt Computers were used to generate
images on these displays that were as similar as posqlble to what the pilot would
" expect 'to see in a real flight. Simila‘r shading techniques have found application in
~Computer “Aided Design ( CAD) The technlques are used to visually preserﬁ' dlﬂ'erent

parts and product designs to desxgners and engmeers for evaluatlon -

Research in realistic nnage generation progressed to a pomt where~ many objectsl

were SO accuratdy rendered that they appeared almost real. Several new apphcat.lons
for realistic unage 'genc_ratlon bega_n to appear. The first was in the advertlslng mdus-

try. Graphic artlsts were able to create 1mages of the products they uere' selling.in
‘new and lrnpressrve formats [17] As the graphics techmques improved, and the cost of
~ the equipment to produce these lmages;decreased, :;dvertisers started producing ani-
matxon sequences that consxstcd entirely of computer‘geherated realistic imagea [27].
bnrestncted by the physical limitations of conventlonal model building and animation
techmques a new class of logos and short advertlsmg segments appeared in the media.
In the last, few years the momon picture industry has begun to use realistic image gen-
eration to produce movie segments that" were impossible or xmpractlcal to produce any

other way.

.

Continued'improvements in the quahty and efficiency of realxstlc lmage genera- o

tion, plusa continued decrease in eqmpment cost, will open many new apphcatlon

3 ’



information the user can obtain.

arcas which can use realistic images. The most apparent of these is remote sensing

and medical imaging. A system capable of producing realistic images can bc interfaced
L]

to a convcutlonal scnsmg system Lhat uses X-rays, ultrasonics, or some other method

to detect unseen or -macccssnble objects. The sensor data would be converted into a

realistic image of the object under examination, greatly improving the amount of

I3
-

Realistic image generation can reduce the need to build physical models and pro-
totypes  in the architectural and’ manufactunng industries when such models are
rcqulred to obtain a visual prevnew of a design. Such tools reduce design time and pro-

L

duction errors.

1.1.3. Realistic Image Generation

A brlef outlme of the processes involved in realistic i lmage generatlon is presented

The intent of t,hls section is to ‘define the problem areas in realistic image generatlon

that this thesis addresses. - ;

The definition and manipulation of the geometric modéls used to describe a scené

were wxdely researched in the sikties and early seventles In 1983 Sutherland applied a

set of linear geometrlc operations to mampulate objects in a computer graphics sys—
tem. The three most common and widely used of these ‘transformatmns are rotations,
scalings, and translations. Roberts (34] appiied techniques _frdrn projective gec:met'r)r

to ‘ebtain a hdmog neous coordinate system that allows any eornbination of linear
tra'nsforma.tions to/ be represented by a four-by-four mat‘rix. The three di'mensional'

coordinates of the/model are converted to homogeneous coordinates by adding « fourth

weightihg factor [17]. It has been found that almost all geometric operations applied

[ . N . f

to objects in ¢cgmputer graphics can be represented by a system of transformation

matrices using homogeneous coordinates.
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Solid objects were first described lmng polygons. The polygons used in computcr
graphics are usually planar surfaces deﬁned by a list of nodes or edges [17]. This
object dcscrrpuon proved ﬂexlble easy to model, and simple to render. The success of

polygons as an effective modehng primitive in computer graphics was due in part to

) the work do,‘ne by Gouraud [20] and Bui-Tuong Phong (7] to SImulate a curved surface

wuth polygon meshes Their techniques require substantially fewer polygons to

approx1mate a curved surl'acc than. existing methods.
ngher order surfaces, such as quadric-and cubic surfaces, are also used to model

)objects in computer graphlcs (7). “When they are applicable, a single hlgh -order sur-

face can replace hundreds of polygons Wh:le}these surl‘a,ces are more compact than

_polygons, they are difficult to model and render Many rendering systems convert anch..

[ )

surfaces to polygon meshes before rendenng.

8

Stochastic modeling systems, such as particle systems [32] and fractals (8], have

‘been introduced to model natural scenes. Fractal systems have been used to model

rough and irregular"terrain such as mountains and coastlines. Particle systems have
been used to model complex structures such as grass. and fire. These models are com-
pact object representauons which are expandcd using a: random factor. The expanded
object has physxcal patterns similar to those found in a patural scene. Fractals are
often deﬁned and expanded into: polygons whlle particle. systems are defined and

expanded into lines. The.expanded data then i» rendered using the st,andard algo-

‘rithms. "

Substant,lal lmprovements in image quality were obtamed by the definition of new

lighting models to compute the shading values l’or the surfaces of anm ol)ject Bui-

-Tuong Phong {7): |ntroduced a llghung model in 1975 that approxxmated diffuse and

specular lighting effects on a surface. Many objects rendered usmg this model appear

almost,real. Further improvements were made by Blinn [5] to more accurately model

¥



thc specular llghung component of the surface In 1980 Turner Whitted introduced a

hglmng model that accounted for reﬂecuve 'md tramparcnt objects and included sha-
dows in a simple and elegant manner [42]. _To obtain the requtred lnforx(dauon from a
scéne, Whltted developed a hidden surface algorithm that traced rays of light in the
" gcene. This technique closely follows the convenuonal ray optics model used by physn-
cists [22]. |

Mapplug techniques were introduced by Blinn [6] and Newell (3] that 'added sub-
stantial surface detail at little additional comput,atlonal cost. Texture mapping
modifies the color of a surface and bump mapping modifies the surface normals Both
techniques have now become sytandard parts of realistic rendering systéms. | |

N

There ‘are still many images that cannot be rendered accurately using these tech-

mques Some of the hghtlng effects mlssmg from current |mages are accurate dlﬂ'use -

hghtlng, many frequency dependent cﬂ'ects, and hght polarlzatlon effects. Some pro-

gress has been made in a few of thesel areas,‘ but the results are often not general [26].

Current display Lechvnol‘\déies i)resent images produeed by t,he-cou{puter as an
arr"ayv of color values displajed on a CRT screen or etched onto film. The number of
individual locatlons required in the array to obtam an image of usable resolution lS
dependent on the phys:cal size of the dlsplayed image. lmages recorded on film are

often pro;ected onto a large movie screen and require arrays wnth up t,o 8, 000 by 8,000

(84Meg) values or pixels [17]. CRT dlsplays are much smaller requmng as few as 512

§

~ by 512 (256}\) plxels for a good resolutlon amage . The rendermg system is responsnble

for setting the color value of each pxxel on the dlsplay To. perform thls operatlon for

a smgle pixel, each data prlmmve in the scene must be considered in order to deter-

mine those Lhat can mﬂuence the final color of the pixel. The data pnmmves mnust be

sorted by dlst,ance from the vnewer a.nd those that are vnsrble to the user used to calcu-

late the pnxel value There can be thousands to over a million pnmlt,lves to consnder :

L)



per pixel in a high quality image. The key to efficient image rendering is to quickly
climinate large groups of data primitives from further consideration and to efficiently

~examine the data . primitjves which must be individually considered.
1.2. Research Topic S - .

1.2.1. Introduction’ ) -
4

The two major problems addrcssed by this thesis are image quality and rendering
eﬂiclency The issue of |mage quahty addresses the problem ‘of accurately modelmg
diffuse lighting eflects. The issue of rendering efficiency deﬁnes efficient data structures

for organizing the datain the scene.

1.2.2. Image Quality

A new lighting model 1is presented which includes lighting contributions from

secondary light sources in the diffuse lighting componetit of a surface. This lighting

LSS ‘/,,gmdel is more general than existing models and can be expanded to include other light-
4 .

ing effects. Each lighting component of the surface is modeled in a homogeneous

manner.

¢

The techniques and algorithxxis used to eﬂ‘eetiv__cly‘implement this- model are

»

presented. These techmques make use of a ray tracing algorithm which spatlally dlS-
tnbutes secondary rays to reduce the number of rays required to produce an image.

chera.l other methods of minimizing the number of rays traced are examined:

1.2.3. “:Da.ta Structures . : ”

A new data structure is presented that organizes the data into an object/volume

©

hior'irchv. During rendering the dnt:\ primitives that daq not affect (he final value of
H}e plxel are qu1ck|y éliminated from. consnderatnon The hierarchy is flexible enough

“to be used in an ammatlon system wrth little change inthe organization of data wnth

Ed
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in the hierarchy from frame to frame. ‘

cA
A p'xr.nllel ray tncmg algonthm 18 devcloped that is based on the object/volume
hierarchy . 'md can” be effectively implemented on a large numbcr of processmg ele-

ments by

ments. The algoﬂthm divides the rendering workload among processing elf
Irays. As a. scene maj contain millions of rays, the algorithm operates etﬁcneﬁly wnth 3
large number of processors. lt is shown that wnth suﬂiclently powerful proc
“commun\ication overhead is small and processor utilization over several fr

very neatly equalized. |

1.3. Synopsls of Thesis

R
J‘L-

The thesis is divided into four additional chapters Chapter 2 presents’
ground information related to t,he main research areas. Chapter 2 presents many of
the techniques used- to implement the models and algonthms of Chapters 3 and 4.
Several of Methods are original and are used to improve the overall performance
of the rendering system. As a result of this work a fully operational ray tracing sys- -
" tem has been |mp|emented and used to produce hundreds of unagesx

1

Chapters 3 and 4 present the work on. the hghtmg model and, the data hlerarchy
An attempt 18 made not to repeat information presented in previous chapters and
hence the thesis flows best if the chapters are read in order. Examples, results, and .
techniques introduced in earlier chapters are freely used in later chapters.

Chapter 5 presents the conclusions that were obtained from this work and possi-

ble directions for future research.



Chapter 2 ' ; o o

. Bnckgf‘ou.nd

2.1. Introduction

Physicists use two physical models to explain the nature of light and its interac-
tion with physical objects. The first model views light as an infinite number of rays

emanating from the light source and traveling into the environment [22]. As the light

-

rays encounter objects they are reflected, refracted, or both. At some point the light
rays may enter the eye of an observer where they are visually detected. By modeling
the ray as a stream of quantum particles, known as photons, all observable lighting

effects can be explained [23]. The second model views light as a wave emanating from

b

the light source and propagating .inte the environment. As the wave encounters

objects it is reflected, refracted, or’both, depending on the nature of the object and the
laws of classical wave mechanics. The wave properities of light can be derived directly
from Maxwell's wave equations for electromagnetism [30]. Due to the wave model’s

continuous nature and compact mathematical form it is often the preferred theoretical

model of light. - ‘ .

Due to the computanonal complexity of these models computer generated images

’

‘have historically been produced using simpler empirical models of light. These

simplified models do not directly account for all lighting effects. Recently, new modeis

‘ N N

have been introduced that are partially based on classical ray optics. One suck model

. known as ray tracing [42], includes several lighting eflects, such as refractions, in the
. & d

model in an empirical form. , . .

Some of the most realistic images produced by computer graphicsiresearchers are

’

those rendered using ray tracing algorithms (18], This realism is directly rejated to the

’

W'ablhty of ray tracmg algonthms 1o obtain giob'xl hgh(mg mformatmn from the scene
P

for use by complex lighting modcls Ray tr'\cmg based rendermg sysﬂ(md/rfroduce



images with the same level of gco'mc-tric co'mplcxity as carlier rendering systems but
’ !

ray traced images have greater liénting complexity. The lighting characteristics found .

in complex scenes, such as shadows, reflections and Lransparcncies, are modeled and

rendered using a my tracmg algorithm in an elegant, slmplc and effective manner, [12].

Ray tracing ﬂ;;orlthmq can accommodate any mcthod of object description where the

mtcrwctnon of a light ray and thc Obj(‘ct can be determined. The known properties

and capabilities of ray tracing algorithms encourage continued research in this area.

~

The rendering process consists of two major steps. One step is to find the surface
that is the closest to the viewer at some particular point on the display. The algo-

rithms used for this step are known as hidden surface algorithxns. The other step i to

it
-

determine tne‘ light intensity of this surface. Determining the intensity of a point may
require that the intennity of surfaces visible frn'm the'poinn in ope or more directilons,
be determined (global lighting). This requires that the hidden surface -and lighting
algorithms‘ be applied again. The most eflective hidden surfaée ‘ana lighting algorithms
for rendering. will vary depending on the type of surfaces in a scene. The ray tracing
hidden snrfacc algorithm and ray based lighting mode'l: e‘ﬁen.tivel'y render surfaces with

global lighting properities. h

The diﬂ'erent lighting models nsed to determine the intensity of a surface alje
examined first. Next the ray tracmg algorlthm is examlned in detail. Technlques for
texture mapping, bump mappmg, and smooth shading as they ;pply to ray tracnng sys:
tcms are dmcusqed Work has been done by other researchers that |mproves the: flexi-

,blhty and accuracy of the basic ray tracmg algont.hm The techmques of dlstnbuted‘

:ray tracing [12], beam tracing [24], and cone tracmg (1] are prcscnted

. The specd of the fay tracing algonthm can bc improved by using dat'x itructures .
that dllow large porLions of the image to be quickly eliminated from consideration dur-

ing the rendering process. ,Two such structures that . are discussed are ob«ject-baséd
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hierarchies and volume-based hierarchies. The efficiency of the ray tracing system can
- be further improved by the use of special purpose computer architectures. A parallel
ray tracing algorithm and the multiprocessor architegture on which it is implemented

w

is presented [10] (10].
2.2. Lighting Models

2.2.1. Introduction

The a‘n')bou'nt of visual information in an iﬁmge is determined by.tbe gcométric and
lighting complcxity offt‘he dbjoctsI in the scene. :Lighting models of varying complexity
and'accuracyv‘h:lsye. b,e’cn‘ l‘x‘se'd in rendering algorithms to capture the lighting effects

. present in a scené:': Simf;l.é Ii‘ghting' models can produce accurate images <;f scenes with
low lighting co\u’ib.lexif.y.' ’out scenes with-complex lighting charagteristics require more
complex, ax_:d often more costly, l.ighti;lg models.

T'his. section examines z;ev:'e/_ral '!igp'ting. _moﬁels in order of increasing complexity..

~Each médel can accurately .repre'sént a particular class of scenes. More complex
models inclu(iq‘a larger class of images ixhd thén a léufg‘e portion of the simpler models.
.Ali the models‘prcsentcd in this chapter are igién'si\tx Bascd. Color effects are obtained

.using the’ relative intensities of the three additive ‘primary colors (red, green, and

-

blde). Under some conditions this technique does not correctly account for frequency

]
1

based lighting effects.

2.2.2. Phon’g’ls Lighting Model
Mo.{t surfaces encountered in the real world have a l"a'rge lighting component that

diﬂ’usely reflects light.. Figure 2.1 shows a perfectly diffuse surface reflecting incident

light evenly in all directions on the lighted side of the suiface.

\
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Figure 2.1 Diffuse Lighting

The intensity of the reflection is dependent only on the intensity and relative
position of the light source to the surface: Light so:rce‘s directly above the surface
_havc the greatest rcﬂected mtensn,y As the light source moves to one side or the
other, the reflected intensity decreases. ThlS relationshlp, know as Lambert s cosine :

law {17], is shown in Equation 2.1.
ID = ILS KD Coa(e) . 2.1
where,

Ip = The reflected intensity of the di‘ﬁuse component.

I, s = The intensity of the light source.

Kp = The diffuse coeficient of the surface.

= A“The angle between the light source and t;he surface normal.

The diﬂ'ﬁse coefficient, Kp, is the percentage of incident light that is reflected
from 't,he surface in a diffuse manner. E)(amplf:s of surfaces with large diffuse
coeflicients include rocks, paper, cloth, and wood. Diffuse reflections are mainly due to
scattering of light in, and‘on,‘the surface. If the Sur'falce has different reflectances for

light of different frequencies the surface will appear colored [27]. In this model the



o

i)

I, = The amblent llghtmg value o

Lerm KD is the average reﬂect.ance of all frenuencies of llght,. The color of the object s
8 B , '
specified: as welght,s of the three addmve prlmary colors T-his approach determines a

él X

single in ﬁ\;lty value for the surface whlch is Welghted l)y the color of the object and.

llght source as a final step

nght can bexw;me l'rom many sources Objects that emlt llght are knoWn as

' prlmary llght, sources. nght is also obtalned through reflections from other objects in

(48

the scene. These object,s are consrdered to be secondary llght sources. The appllcatlon

of Equatlon 2.1 requires that each’ light source be modeled as a point. to corre&t’ly‘

I v

'd}etermlne the value of 6. anary light sources are often specified as point light

sources or approxn ated by several pomt, llght, sources when usmg thls model Secon- - .

dary light soﬂxrces are usually not consndered .

- Computer, unages produced usipg only Equatlon 2.1 appear harsh Thls is par-

tlally because t,he contnbutlons from the secondary llght sources are not lncluded
'The llght, from the secondary llght ‘sources oft,en is. approxxmated by assummg t,he
secondary llghtmg contrlbutlon is 1ndependent of direction and to have an average

color of whlte To account for llght modeled wrth this method a sunple constant term -

is added to Equatron 2. 1 This term accounts for dlﬁusely reﬂected secondary\ light
and as such is welghted by t,he color ‘of the surface. ‘Eq‘uation 2.2 includes an ambient

llghtmg term for modelmg dlﬂuse reﬂectlons from secondary light sources.

L,/""

Ip = IA.,:*' Is Kp C"?(yel)' - 2.2

where,

Y

-

.

L burfaces also reﬂect a componenL of 1nc1dent light in pearly a single dlrectit’;n

‘|relat|ve to the angle of lnc1dence Thls llghtmg component, known as specular light-

. ot

ing, 18 unaﬁccted by the color of the surface and retalns the color of the lnczdent light.

5 >
.
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Examples of objects that demonstrate this llghtlng eﬂect are the shmy spots on an

apyle the gloss from a ﬂoor and the reﬂecuon Irom glass. A perlect mirror. reflects

. ' »1 "
~ this llght in a smgle dlrecuon, whereas rougl'lxer surfaces reflect llght in a range of

]

- , /'

‘directions’ about the major reﬂect,lve axls The rou’ghness of the surface and hence the ~

‘spread of the light about the mam reﬂecuve dlrectlon has been emplrlcally modeled by
‘))_, . .@b, ?!)'

a cosme function raised to a power [7] The lugher the power, the more perfect, the .

reﬂecpiou. Tlns model has ‘0o, theoreucal bases, yet produces reahstlc specular .

reflections. The amount of specular light reflected l'rom a surface is given by Equatlon

/ 2.3. : _ 1\, h«

T _ » oo

TN E Is = sk cos™(d) . o A 23

where, . .

I = The intensity of the specular light reflected towards the viewpoint. = R
‘ 'K = The specular coeflicient for the surfice. 2o _ "

.¢ The angle between the viewer and. the reflective direction. R

‘n= = An exponent controllmg the spread of specular llght

o

The term K 5 i the percentage of llght specularly reflected from the surface. As

»

with Equatlon 2.1, Equatmn 2.3 accounts for llght from a smgle pe&gt light source

i
>

only.

The amblent dlffuse and specular components of a surface are combmed mto a

0

single equatlon that is krown as Phongs Lighting Model 7. Flgure 2 .2 shows the =

relevan't parameters requlred to determme the dlﬁuse and specular components of a. ,

-

surface for this model.
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Figure 2.2 Phong’s Lighting Model - - -
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¥

Equatlon 2.4 13 Phong s nghtlng Model including the ambnent diffuse, and spec-

ular components The terms have been modified to include contrlbuuons from multl-

e

ple point light sou_rces by summlng the individual llghtlng contrlbutlons

- N

L. N . - NL, ) ~
] = IA +‘KD 2 I," COS(Q.') + KS 2 1" COS'(‘b.‘) ) 2.4
Tl Ca=t : ’

where, - ce

-

N, = The number of light sources.
"I, = The mtensnty of the it light source..
= The angle between the. surface pormal and the i llght source.

¢, = The angle between the viewer and the i* reflective direction.

. Phong’s llghtlng model is used in scanllne rendering systems with satisfactory
| results. Simple improvements to the model such as varylng the mtensnty of the llght
_source based on the distance the light source is from the surface, and the lncluswn of
an amblcnt llghung component that is unwelgbted by the color of the surface, have -
been used, but only slightly improve the quahty of the final lmage 'Phong’s model

produces accurate images of a large’ class’ of scenes. - The only lnformauon requlreg to

apply this model is the intersecting surface, ,to obtain the. golor of the object, and the



i ' . ’ LS

location of the point of interest on the surface, to determine the values of the cos(8)

’ ad:i coal(¢).

2.2.3. Torrance-Sparrow Model

| A theorehcally based lighting model for reflective surfaces was proposed by Tor-

‘

rance and - oW {39] in 1967 to explain the off-specular reflections from roughened

surfaces. This model was adapted to computer graphlcs by Bllnn [5] in 1977.

The surface of the object is modeled as a collection of microscopic facets, eich

; .
acting as a mirror. The specular component is due to mirrors thit reﬂect light directly
. towards the viewer. The diffuse componeut, ofa surface is due to scattering and multl-

,

'ple reflections between facets. Figure 2.3 shows a surface .using this model. Two

’

facets, a and e, are reflecting specular light@owards the viewer.

-

. , | o ; View
Light Source 3:?\— ' o Point

Facets.

Surface
. AN

t

Figure 2.3 Torrance-Sparrow Model

Each facet has a lo‘eal normal. The percentass of facets wlth the appropriate nor-
mal wlnch will reflect light towards the viewer ;sl modeled vlnth a simple Gaussxan dis-
tribution that, is'a functlon of the angle between the viewer and the normal to the sur-
face. The amount ol' light reﬂected and absorbed by a l'acet, is modeled by the Fresnel

“ reflection law [39] Thls part of the model accounts for the near perfect reflections

l'rom facets when the light |mp|nges at a low angle Also considered is the amount




“lighting model.
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that a facet shadows or masks another facet. Blinn [5] defines and presents formuld-

i

tions for each of the parameters of the Torrance-Sparrow model as applied to com-

puter graphics. The reader is directed to Bllnn s paper for l'urther details.

The Torrance-Sparrow model is more accurate t,ha.q Lhe model presented by

©

Phong and is nicely based on a theoretical model of the surface The most notable

unprovement,s occur when the light stnkes the surface at shallow angles The

Torrance-Sparrow model as deﬁned by - Blinn, only mcludcs the lighting contnbutlons'

from the primary _point llgbt sources in the specular lighting term.

2.2.4. Whitted’s Lighting Model - |

" The models presented thus far are used to prbduce realistic images of a large class
of objects. These images contaln only point light sources and surfaces wnth diffuse and
.specular components‘»The interaction of light between ob]ects is llmlted to a simple

background value wnh two lmportant exceptlons Techniques exist for mcludlng sha-

-~ dows [14] ‘and. nonrefractive transparent objects [7] in such scenes towaln greater '

' .reallsm Further techmques are now presented that lmprove the' degree that ‘the

_interaction of light between objects is modeled

e Work by Blinn and Newell [3] and Whitted [42] improved the specular term of the
llghtlng mod;l by including the lighting contribution from secondary llght sources in
the -scene. To obtaxn the required lnformatlon for his lighting model Whitted
developed a ray tracmg algonthm Whitted's algorithm traces light rays from the eye
into the scene creating reﬁectxve and transmitted rays when striking a surface. The;
extra rays are requlred to determine the global llghtlng tontribution to the lntensny of.

a pomt onh a surface. A compl-ete dlscussmn of ray tracing algonthms is presented in

Section 2.3. Figure 9 4 shows the .diflerent rays and parameters used in Whitted's
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v Transmitted Ray (T) . S
Figure 2.4 Whitted’s Lighting'Model
The direction of the reflective ray is a function of the angle between the viewer
and the normal to the surface (a). The direction of the transmitted ray is a function
of the index of refraction of the mateﬁal on both sides of the surface and the angle a, ' 2
Whitted’s lighting model is shown ix Eciuation 2.5. - : .
- ) N ' - ' v o
1 = IA + KD ‘Z_’I.' COJ(e") + KRR(Q) -+ KTT(Q) ' ) 2.5 : ‘ :

" where,

Ky = Reflective coeficient of the surface.
R(d) = The intensity in the reflected direction from a surface.
K = Transmission coeflicient of the surface. - o .

T(a) = The intensity in the transparent direction into a surface. . . . . -

+ The first two terms of Whitted’s lighting madel account for the diffuse com-
ponent of the surface.. These diffuse terms. are identical to Phong's'Lighti’ng Model.
‘The last two terms of Equation 2.5 model surfaces v.which reflect or transmit light in a

single direction. The model accounts for contributions from secondary light sources so
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‘accurately that images of these objccts are clearly/vlslble on the reﬂectlve surface and

/
'

objccts behind a transparent surface are correctl/y distorted.

- - ¢ i /-

2.2. 5. Dlﬂ'use nghtmg o . o . .

The hghtrng models used by Phong, Torrance-Sparrow and Whitted accounted
- N . J

for the: effects of secondary light sources in the diffuge component with a simple con-

stan *term A- radmsxty method was proposed by Goral Torrance, Greenburg, and
), "o ! r

Battaile [19] to more accurately account for the contrlbutlons from secondary Ilght
sources i’n the diffuse lighting calculatlons ‘These lighting eﬂ'ects mclude soft shadows

and color bleeding between nearby surfaces R // /

s o/ / 1

Goral, Torrance Greenburg, and Battaile deﬁne the amO}fnt of. lng}(t which leaves*

a surface as the sum of the hght emltted from the surface/and as of all the llght

reﬂected from other objects in the scene whlch falls on the surf' e. The sum of the
reﬂected Ilght s welghted by the reflectance of the surface The light emltted hy the
other objects in the sceneis, in part, dependent on the llght elthted from the_surface

_under consideration. Thls results in a COmplex mter-relatlonshrp between objects.

“The intensity of a surface in this model i3 shown in Equation 2.6.

.

1=E+KD§:F,,1 C 2.8

1'1

»

where,

I, The intensity of surface e , ' s

E = The intensity of the llght emitted from- surface -
: KD] = Diffuse vcoefﬁcwnt of surface 5.

Ng = umb(‘r of <urf'\ccs in the scene.

7

Fi;= Fraction of llght |eavmg surface § and falling on surface j.

1)

o



; strlkes the hemi-cube. If the object is hidden from view th

19

" The calculation of the form factor F;, was improved by Cohen and Greenburg

[ﬁl 1] to more effectively model complex environment_s.

To detcrmme the objects that reﬂect llght towards a partlcular s.urface a heml-

‘ebe is constructed around the surface. The objects in the scene are pfojected onto the

hemn cube uysing a standard hldden surface algorlthm For each pl'Oj cted object a form
I'actor is calculated to determine the percentage of hght radnatm l'rom the object that

“will be no projected

|mage on the hemi-cube and the form factor is zero. These yalues are used in Equation
w,(
2.6 to determine the amount of light radiating from he surface. This process is

repeated'for each surface.
* The result of this'procedure is a set of equati ns that must be solved simulyne'—
ously There is one equatlon for every surface Each equatlon has a term to lnclude

contnbutlons from each surface in the scene. If Ns is the number surfaces in the scene

’

then a matrix solution of the equations requires a Ng by NS matrix. A single lightmg

value is obtamed for each surface by solvmg this set of equatlons ‘If the light lntenslty

is to change across a surface as is common for smoothly shaded |mages, the surface

must be dwnded into several smaller pleces lncreaslng the numb}/r of equatlons Whlle

v H

the generat}on and solutlon of these equatlons is costly, the resultmg lighting solution

0y

is valid for any viewing posltlon» but must. be recalculated if any objects are moved.

The model cannot account for reﬂectlve transparent or specular llghtmg eﬂects in the

K

scene.

A snnllar dlﬂ'use lighting model Was developed by lehnta and Nakamae [28]. Prl-
mary light sources are treated separately to allow pomt light sources to. be used. To
determine 'the objects w,hlch reflect secondary light to a particutar surface a hidden

surface algarithm similar to a shadow algorithm is applied. A set of equations, identi-

cal to Goral, Torrance, Greenburg, and Battaile is obtained and solved. - 3
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2.3. Ray ;I‘racing '

2.3.1. Introduction

The,ray tracing algorlthm plays on rmportant role in rcallstlc lmage rendeting.
T‘he first step of the ray iracmg algorithm is the generation of initial rays The number
and direc.tlon of the initial rays is dependent on the focation of the viewer, the direc-
tion of view, the ﬁeld of view, and the geometrlc complexlty of the scene. Each’ ray is

~

eﬂ'ecuvely compared with each primitive to find the closest pnmmve to the orlgm of o
the ray that in’tersects the ray. Secondary ra;'s are generated to obtam shadow infor-
mation and global lighting lnformamon for reﬂectlve and refractive surfaccs Conven-

tional lighting models, smogoth shadmg, and .mapping_algorithms can be apphed to the .
nformatlon ‘collected by the ray tracmg algorlthm More powerful lighting models

that, use distributed ray tracmg tcchmqucs [12] can account for eﬂects such as penum-

bra shadows and motion “blur. R

2.3.;2. Initial Ra.y Goncration a’.nd Aliasing

A set of mmal rays are generated with their origin at the view point and directed

to pass’ through the |magmary dlsplay polygon Rays are dey»bed by several

methods One method used is to represent a ray in its parametnc form. This form is

qnucularly convemcnt. bdcause the value of the parametnc variable is lmearly related

to the distance from the ongm of the ray. Equatlon 2.7 is the parametric form of aray
originating at point P, and passing through point’ Pl. S

R(t)=(1— t)Po*+ t P, 2.7

H

where,

R(t) = A vector rcprescming a point at ¢ along the ray. . ‘ |

t = The parametrlc variable.

P,, P, = Two vectors representmg Lhe origin and a pomt along the ray.
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The vectors R Po, and P, have three components in a threc dimensional coordinate

A

qystem The posmon along the ray is dctermlned by the value of . Thc value of R(t)

lis Py when ¢ is zero and P, when t is one. Equation 2.7 is valid for positive values of

, N . . . 3 . i
t. Negative values indicate positions behind the origin of the ray.

The first step in the ray tracing process is to define the view. T(: view is
» specnﬁed with five parametcrs The first parameter is the location of, the v:ew-pomt. in |
three ghmensmnal space. The second and third parameters are. the direction of the
view and the direction considered up. These parameters are speclﬁed with direction
cosines. The Iast two parameters are the field of view along the z axis and the aspect
ratio of‘ the display polygon. These two parameters deﬁne the shape and sjze of the
" |viewing pyramxd The field of view and the aspect ratio alteratively can be specxﬁed as
two viewing angles one along the z axis and one along the y axis. Figure 2.5 shows one

: delﬁhit'ion of the variables required for the viewing parameters.

~ Scene

Field
of View
~View 0,
Point
' i; ' o ' Direction
‘ ' of View

Figure 2.5 Viewing Parameters

The display polygon shown in Figure 2.5 is obtained by' usi‘ng the five viewing

P,

Up Direction

parameters and an arbitrary distance from the viewpoint. For convenience the display
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P

polygan’ 1s phced such that the distance from the viewpoint to the center of lhc .
display polygon ig one. It is useful to represent this polygon parametnca‘lly ()nco the

v

four corner points have been determined a parametric equation of two vanablcs can be .
defined as shown in Equation 2.8. A : ) ,
P(u,v) -'(‘l ~u)(1—-v) P+ (1~ u)v P+ u(l —v)P +uvPh, 2.8

where,

u,v = The parametric variables.

¥

P,, P,, P., P; = The four coruer points of the display polygon.

The values of u and v range from zero to one inclusive. In many instances the (iisplay
polygon must be divided into smaller pieces. This is done by simply specifying ranges
for parametric values u qnd q. |

The ray tracing.' algorithm will pfoject an ipage onto the display polvyg;)n. The
display -polygon is mapped d,irec;tl'y.y,o the display device or raster file for presentation/
or storage. The aspect, ratio of the display polygon is identical to the intended map-
ping area on- the dlsplay. Frqquently the display polygon is mapped to the ennre
display. The display and raster file are configured as an array of n by m square pixels
of equal area. Rays are traced from the viewpoint- through the display polygon to

obtain the intensity values for each of these plxels.

Ray tracing is a sampling techmque and hence errors will result if insufficient
samples are taken. According to sampling theory [13] the mtensny of each pixel

should be set to a Weighted average of all the sampled scene intensity in and“arqund

¢

" the pixel. The sampling pattern is designed as to minimize the visual errors observed

on the display.

Sampling errors occur when the image contains spatial frequencnes that are more

,

than half the sampling rate. These errors are apparent in the ﬁnal image as noise or

A e
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. alnqmg eﬂecy}s Aliasing effects occur where the image contmns hlgh freqiency com-

/
sampled in a rcgular pattern. /\Insmg crrors are also known as the

3\

staircase or jaggcd line eﬂccts Physncally, aliasing effects occur when only part of Lhe o

pixel, 9 covqred by the ob]ect "Depending on where: the sample is taken the objcct

* may, or’ nray not, be mcludcd in the ﬁnal mt,cnsnty calculauon for the plxel The,

amount of error in a plxcl s value can be rcduccd by- oversampllng the plxel with more

, rays An eﬂ'ectWe pattern for sampling an image is to sample Lhrough the corners of

~

the pixels as mappcd onto the dlsplay polygon cheral oversamphng patt.erns at vary-

ing rates are shown in Figure 2.6. A welghtmg function is applied to thc sample points

s

to determine the ﬁnal mtensnty of the plxel

No Oversampling Ovcrsampléd at 4 Oversampled at 16

Figure 2.6 .Overs;mpling Pixels

The sampling pattern also can be stochastically determined using a Poisson-dis-
tribution or by jittering a regul:;r sampling pattern. The sampling error that results
from undersam plipg will appear as noise effects. These errors appear as small spots in.
the final image [15]. Many viewers find this type of sampling error less annoying than

aliasing effects.

Oversampling is necessary only in the areas of the scene where there are high fre-

quency .components, such as along the edges of objects. The oversampling rate can be

controlled dynamically by creating ov’crsampling:rays only when a large difference is
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/
found between '\d].lccnt nmple valueﬂ This requires an initial pattern of rayﬂ to be
traced to dctcrmlnq whox:(' overﬂmphng is required. Often a qmglc ray is Lr.u‘od per

pixel to obtain this iniLial sample.

I

Another form of sampling error occurs'when small objects appear and disappear
from frame to frame in an animation seQuence as thcy are struck or missed by rays.
This eﬂect can be ¢€liminated by tracmg one addnt:onal ray to the center of each object

and using a dynamic sampling procedurc to reduce,.samphng errors.

2.3.3. Primitives and Intersection Algorithms

The object closest to the origin of the ray that intersects the ray, 13 dctcrminod'
by comparlng the ray to each pnmltlve in the scene. F|rst, it must be determined if
the ray mtcrsects the primitive. This operatlon\can be performed at varying levels
and degrees of certainty. The cxact’, point of intersection with the primitive must be
known for each primitive which intersects the ray. T‘his point is required to determine

which primitive is closest and is used to ‘perfoi'm shading and mapping calculations.

There is a series of tests that can be used to eliminate large groups of primitives '
from consideration. These are fail-only- tests and do not guarantee that the ray mter-
sec’ts the remaining primitives. These tests often rely on the data being orgamzed in
some particular fashion and hence require some degree of preprocessing. The detallg of‘
these tests are examined shortly. The algorithms us,‘gd to determine the exact point of

intersection for individual data primitives are considered first.

‘The most common and versatile primitive ig.‘the planar polygon. Non-planar
polygons can be used but often present serious problems when viewed from an angle
where they appear folded. Meshes of polygons are used to approxlimate _objécts to any
desirc:d degree of accuracy. For man-made objects, simple polygon meshes oftdh
describe the object exactiy.~ Theré are two ﬁlain methods used ‘to describe a p;)lygon.

The first method uses a list of points and edges to delimit the polygon. The second




]
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method is a parametric representation identical'to that used for the display polygon.

Polygons which are described by their edges caﬁ take on several forms. One
efficient method is to store all the uni(.mc nodes or corners of the polygons in a linear
list. The polygon is defined as a list of noge§ which are connected by edges which out-
line the polygon. The last point of t list is assumed to be connected to the first to
close the polygon. To intersect a ray with a polygon described in this manner the ray
is ﬁl;st intersected witkrthe plane of the polygon. The plane of the polygon is defined
as the plane where all the data points reside and can be determined from the list of

nodes in the polygon using Equation 2.9 (4].

N )
A""Z(yi"yin)(zd'*'z.'n) 2.9a
1=
N -
B = El(z.'— zi ) (7 + Tiay) 2.9b
4 N ) )
C“Z(Zi".’n)(!ﬁ"‘y.‘n) 2.9¢
LD .
D=—-(Az;+ By + Cz) 2.9d
1y

Wherc, . v

A, B; C, D = The coefficients of the plane equation.

N

l

The number of nodes in the polygon.
z. = The x coordinate of point s.’

y; = The y coordinate of point i.

z; = The z coordinate of point i.

When the value of (i + 1) in Equation 2.9 is larger than N it assumes the value of 1.
" The coefficients of the plane equation are ofted normalized so that the terms A, B, and
C represent a unit normal to the surface. The plane equation is determined only once

for each polygon and is stored with the description of the polygon for easy access.

13
b
«-‘5‘
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Tlxe descrlptlon ol' the ray given by Equation 2. 7'is used to mtersch“ Ythe plane

The reSult of this calculatlon is the parametnc value of along the ray whore Lhe

. ’ ’
polygon. and Lhc ray intersect. Thls value is found usmg Lquatlon 2. 10 ’ =

w

.

. ('APO‘+BP0+CP0+D)- :
t=— : : — - 2.10
(A(Py, = Pp) + B(P, = Po)+ C(P - Py)) '

~ B -t

>

If the denominator of Equation 2.10 is 'zero' the ray is parallel to t,he:‘b'la’ne.":" lf Lﬁhe"’

4

» value of tis. negamve the lntcrsecuon occurs behlnd the orlgln of the ray and i3 dlS- ‘

] -

carded. If_tis posmve and smaller than the value of t for the closest pnmmve found

' -

‘80 ‘far a se ond test must be done to determlne if the ray intersects the plane lnsnde or

| outsnde the perlmet,er of the ‘polygon.

i .

To determlne if the ray intersects the plane |n51de the polygon lt, is both con-

r

venlent and efﬁcnent to pro;ect the polygon and the intersection pomt onto one plane

! Py

of the coordmate axis. The three planes of pl’OJCCtIOIl are the z=0,y= Ov 2=0

planes Thls projectlon .involves sunply dropplng the coordmate component that is

) -equal tU“Zero on thls plane. The pro;ectlon pla.ne selected should have the largest pro-

jected area of the polygon to obtam the most accurate calculatlon and avoid smgulan-

7

tles Such a plane can be found by determxnlng which component of t,he normal to the

polygon 18 Lhe largest 'E-lle fiormal for the polygon is the vector of the first three terms

ot ~ of the plane equatxon df A is larger than B and C for a guven polygon t,he prOJectlon

plane would be z = 0 Figure 2.7a shows a ray mtersect.mg a polygon and its prOJec-
tion onto one of the coordinate planes. e

o

«€

Ty
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Figure 2.7 Ray Polygon Intersection
. _ .

To determine if the intersection is inside or outside the polygon, an ‘afl'iit,rary ray
is drawn from the intersection point on the projection plane as »dexﬁonst,rated in Figure

2.7b. This ray should be chosen pérallel to one of the coordinate axis for eﬂici@:ncy,

- Each edge is considered to be a ray with P, at one end and P, at the other. The ray is

S

then compared to each edge using Equations 2.11a and 2.11b. These equations assume’

~ the projection was on the z = 0 plane.

by = (Pox" Ly+t(P,_—Py) | - 2.11a

o N - .

‘l., (1, PO,) t (PI, Poy) » ?.llb
where, - ’
t, = The distance along the ray where it intersects the edge.

t, = The distance along the edge when it intersects the ray.
I., I. = The intersection point on the plane.

27y
; ~3
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« Py, P, = The end points of the edge under test.

L 9

If t, is less than zero than the ray intersects the edge behind the origin of the ray and

/

is ignored. I t, is leas than zero or greater thap one “then the ray -intersects the edge -

" outside its’length: and no mtersectlon i3 counted The ray is compared to each edge
and the number of intersections counted. 1f there. are an odd number of intersections
_the point of intersection ig; inside the‘polygon, T-his algonth’m requires the polygon be

N

planar and pon- folded Thein are several snmllar methods used to determine if the

&
as a plane that is perpendlcular to the polygon. If the ‘intersection pomt is on the

same side of each plane it is inside ‘the polygon. Another’ method tranélates the

polygon and intersection pomt such that tl]e intersection pomt is on-the origin. The x
\

\

axis is used to mtersect, each edge An odd number of 1ntersectlons indicates the inter-

5ectlon pomt, is lnsnde the polygon

L

vThe' second method of polygon mtersectlon requ'n'es all polygons to be four snded

Iy

and represented in parametric form. Only polygons of four or fewer sides can beé gen-

erally repr-esented parametricallx. ‘The' four nodes are used to parametrically deﬁne

the polygon using Equatlon 2. 8 The mtersectlon ol' a. ray thh a parametncally

" defined polygon begins by mtersecblng the ray wnth the plane of the polygon to obtain

_the intersection point. The equatlons to determine the parametric values of u and v

from the parametric equation and the intersection point were derlved by Ullner [40] as
1Y v
part of the deSIgn of his parallel ray tracn

~operations lncludmg a square root. If the‘values of u, and v are both between zero and

one, the mtersectlon point is inside the polygon. The parametric values of the polygon

L

-obt: un(‘(l by this algorithm are often used later d\mnr' the mappm"\oper"mons

3 ’
Higher order: surfaces sucll as quadncs and cubic surl’aces are also used to model
i
'objects. A single such surface can “often replace hundreds of polygons lQuadnc
« R @ :

i

g machine. Thé equations require numerous

[ JE
ntersectlon pomt is-inside t erimeter of t,he polygon One method treats each edge . *
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surfaces are second ,order surfaces of three variables.’ Exalnples of quadric surfaces are
- spheres and cylinders. Cubic surfnces are third order surfaces ol" three variables.
Cubic surfaces are an extension of splmes and can be defined so that they smoothly
join into meshes [17] These surfaces can be described bomogeneously and delimited
by, planes or defined as patche,s and represented parametrically. The homogeneous
form is simpler to intersect with a ray lmt‘ie is diﬁi'cult»t«o join two such surfaces
‘sm(mthly. Parametr’ic.ally' defined surfaces are morekdlﬁicult to-intersect and, in the
case o’l'cubics, have no closed form solution, but are easy Lo model. In practice quadric
surfaces are represented homogenously whereas cubics are defined parametrically. For

a further definition of ‘these surfaces the reader is directed to the text by Foley and -

e
VanDam on interactive computer graphics [17).

) . ,
Any primitive can be used to describe an object as long as it can be intersected

- with a ray, such that the relative distance from the origin of the ray to the pointvwof

‘intersection can be determined.

' "2 3 4. Secondary Rays and Lighting Trees ' ' '

m~

)-t\

Secondary rays are generated when a ray mtersects an object. These rays ori-

=
; e

"‘ginate at the point of intersection on the surface and are dlrected lnto the scen_e to
obtam the global lighting information. The number, type, and direction of the secon-
~ dary ra.ys is dependent on the llghtmg -model used and the characterlstles of the sur-
face. The evaluation ol' the surface mtensnty using the lnformatlon collected by the
rays s vnewed a8 traversmg a lighting tree that ‘contains the points of ray-surface
mtersectlons at the nodes and represents the rays as links between nodes. The types
- of secondary rays- and Lhelr l'unctlons are presented ‘ﬁrst followed by a discussion on
evaluation of the lightin)g trec. | o :’
T‘he‘ first secondary ray generated is often the shadow ray. ‘éhadows g’r_e.atly
: ._irnprove_ ;he realism of the-scene being rendered and are used eﬁ(te'nvsively in many‘

4
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rendering systems. Shadows are caused by. objects that block a particular light source
from making a contribution to the intensity of a point on the surface of an object. Let

the variable S, assume the value zero if there is an objcct between ‘the* intersection

point and the light source ¢ and assume the value one ‘oth’erWise. Whitted’s lighting,

model, given by Equation 2.5 can be rewritten, as'shown in Equatioxi 2.12, to account
u"’:i%;’ N ' . N
N for svhadows.

\o - N '
* v

- 3 NLS . » .
I=1,+ Ky, Sil cos(8)+ Kg R(a)+ Kr T(a) 2.12

i=1

The value of S;is dgtermined by generating a secondary ray from the point of intersec-

tion to each light source as demonstrated in Figure 2.8.
3 ‘ :

1 . N

L

) Light Source
«View Point : o :

Primary Secondary
Rays Shadow -
. Rays .

v o

> Figure 2.8 Shadows

The shadow ray is traced until a primitive is found that the ray intersects, the

ray t‘ra‘cir-lg process is then stopped and S, for this light source is set to zero. If no
'pri.milive 1s found tha& intersects the ray ‘then &, is set t.o one. The poinL Pyin I"'i.gu‘re
2.8 is not in a shadow whereas point P, is in the shadow of the box. From this pro-
cedure it can be seen that scenes with many shadows bmay be rendered more quickly

-

!



- than a'comparablé scene with few-shadows.

If the SUrface is reflective or transparent secondary rays are generated to obtain

\ \

the lighting, mformatlon for these componénts of the hghtmg model Flgnre 2.9 shows
several surfaccs that require both reﬂectlve .and transparent rays to be traced. The
'sphere"ls-partlally reflective and partially transparent whereas the two boxes are only

“

‘reflective.

View
Point

— » r

Figure 2.9 Reflective and Transmitted Rays

N The 'direction @f the reﬂectlve rays is such that the angle betWeen the normal and
the incoming ray, and the normal and the reﬁectcd tay, are of the same magnltude but
of different signs. The transmitted ray is deﬂected depending on the index of refrac-

tion of the material on both sides of the surface and the angle between the normal and
the mcomldg ray [42].
The reflective and transparent rays may strike other snrfaces causing miore rays

to be gerieratqd. Figure 2.10 shows a partial path of a ray and the virtual lighting tree

* , which would be ¢created. The creation and evaluation of this tree is considered next.



Light o
Source ’ Lighting Tree

View
Point

Figure 2.10 Ligh'é'ing\;l‘re'e ’

" The root of the tree is the origin in épace of the initial ray (view»point}). At the
/

comph:tlon of the rendermg process thls node will contain the final color value for the
initial ray. The intensities returned at each point are the |ntcnsmea of the three prl-.
mary colors (red, blue, and green). An incident ray is generated I/'rom the root node in
the desired sampling direction. If this ray, or any other ray, does not intersect an
object, a background intensity value is ret.urned to the node ﬁhere the ray originated.
If the incident ray intersects a surfvace, one or more secondary rays are generated. One
~set of secondal;y rays are the shadow rays which .‘are generated from the intersection
point to each light source. These rays return a pass-fail result indvicating if there is an
object between »tlvle light source and the inten;elction point. To generate the remaining
secondary rays (if any) and to calculate the shading values, the normal to the sur.fafce.
must be determined. The. calculations required to find the normal to the surface‘are
dependent on the type of :;urface (pélygon,..qu‘adric, etc.) and any smooth shading or
bump r_nap;;ing algorith:m used. If the surface is nonreflective and opaque, the inten-

sity of the surface is calculated using the surface normal and the desired lighting

‘model. This intensity value is returned to the parent node. If global lighting
. {

§
N
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. N . L R "' . . " .
information is required, as is the.case for reflective and transparent surfaces, secondary

Y Lo -
rays are generated in the appropriate directions. These secondary rays are traced in

the same manner as the incident ray. When the results from the rays are returned,
they are used to complete the lighting calculation. The intensity values are returned

to the parent node. The lighting tree is an integral part of the ray Lracing process and

_is'generated and evaluated recursively.

An examination of Figure 2. 10 reveals that 'tbc total number of rays due to a sm-
gle incident ray can groﬁ exponentlally with the depth of the tree depending on the
complexity of the scene being rendered. Smaller virtual lighting trees require -fewer
rays to be traced thus improving the speed of the rehdering process. .The kéy to limit-
ing the size of the tree is to reduce the number of reﬂectlve and transparent rays
traced. As mentioned earller, rays are not traced if t.he surface has no reﬂectlve or.
transparent component. Physncal observatlons of real scenes which contain many

reflective and transparent objects, suggests that after about four or five réflections or

-
-

about sevc\n\ traﬂsbare‘nt .obje.cps there is little more aﬂditional information to be
obtained. (This is mainlyldu'e to the .Adistortion_a’nd reduc'tion of light intensity. A ray
‘tracing system can take advbant.age of this observation by limiting the depth the light-
iﬁg ‘tree. As the lighting tree is expanded; the percentage of poésibie contribution to
the intensity of the root nod'e‘,.is ‘passed with each sccondvary ray. ’Iq‘heée values aré
obtained from the inéomi'ng percentage and the coeficients for the reflective or tran-b
sparent lighting components. lf' the in'cideutf 'r-ay strikes a surface which is770%
reﬂ?ctive and I?O% transparéﬁt then the value .7 is passed with the reflective ray. If
the reflective ray strikes a surface which i—s 50% reflective then the value o"fﬁ.35 is
passed with the next reflective ray; Once this value icaches some minimum amount,

or the number of rays reaches some maximum depth, no further secondary rays are

generated.



2.3.5. Smooth Shading
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A smooth surface can be simulated from a mesh of polygons using some type of

curved surface simulation algorithm. The first such method was proposed by Gouraud

[20] and bas become known as Gouraud shading. The first step in Gouraud shading is

to set the normal values at a node of a polygon to the average of the normals of all the

polygons that contain this node. This procedure is shown in Figure 2.11a.

Intensity

Qr

Polygon
- Normal

Average
Normals

(a) - , (b)

Average Normals . - - Normal Interpolation

Fig{xre 2.11 Smooth Shading

To determine the intensity of an arbitrary point on the polygon, Gouraud first

determines the intensity at the nodes of the polygon using the average pormals and the

desnred lighting model. The intensity of an arbitrary poixft on the polygon is a linear "~ -

interpolation of the intensities at the,nodes-as demonstrated in F:gure 9. llb

Gouraud’s model requlres t.he light source to be suﬂicnently far from the surfacé

that the angle between the llght source and the surface of &he polygon can be con-

sidered a constant at any point on the surface Phong [7] improved on Gouraud Shad-

ing by interpolating pormals rather than intensities at the intersection point to ov

er-

come this problem. Duff [16] presented work that generalizes the determination of the



normal at an arbitrary point on the polygon based on the normals at the nodes and a .

predefined function which nced not be linear.

The values obtained using Phong or Gouraud shading are dependent on the o_rfcn-
tatlop__vof the polygon is space. As the polygon is rotated, the pair of edges used to
interpolate the value at a single point may change causing noticeable discontinuities in
the lighting intensity of the surface. 'Further, the interpolated curvature of the
polygon in a mesh can change abruptly across the surfa.ce‘.resulting in single.frame

shading discontinuities. These effects are most apparent if the polygon has more than

four edges.

A met,hod of smooth shading that uses a normal located at the approximate
center of ‘the polygon, in addition. to the normals stored at the nodes was constructed
as part of this thesis. The value of this center normal is the average of the normals at
the nédes of the polygon. The normal at an arbitrary péint on the polygon is a'lin'ear

v‘average between the center normal and the normal at the edge of the polygon which
falls on a straight line between the center normal and the intersectiom point. ‘This

technique is shown in Figure 2.12

Node Normal

\ N
Center\
o .
Normal Intersection
Point
' .

Figure 2.12 Smooth Shading With Center No'xl-ma.l

The center normal is used in the calculation of the normal at all points on the
surface of the polygon. Since the center nori‘n%thc average of the normal at each

node of the poly'g‘bn, the curvature of the polygoa is more evenly distributed across the

’
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surface than with Gouraud or Phong shading. Further, the averaging algorithm is
independent of the orientation of the polygon in space thus eliminating the abrupt
intensity changes (Mach Bands) which occur during an animation sequence using

\

Gouraud or Phong shading techniqués;

2.3.8. Texturing and Bump Mapﬁing

Texture and bump mapping are two powerful ‘gm‘phics techniques that cz;n add
considerable visual complexity t.o an image at a low computational cost (3. Texture
mapping involves modifying the intensity of a point on the sur'féc'e, whereas bump
vmapping involves changing the surfacé pormal. Each surf;;Ce in the scepe may be tex-
ture and bump mapped based on a predefined xﬁapping l:unction. The function used
for mapping can be analytical, such as the first few terms of a Fouri;r series, or an
array of data'values. Two dimensional mapping values are usually a function of the

" position of_ the intersection point relative to the boundaries of the surface being

Q
mapped.

Texture mapping ié; ap;alied at each node of the lighting tree when the surface
found at that node has been specified as being textu;ed mapped. The lighting int;an-
sity of the node is first determined in‘the regular fashion described earlier. For ivm
dimensional 't,exture mapping, the Irocation of the point of iutersec}ion on a surface’
relative to the surface boundaxl'vies is often obtained from the values of paramet;ic vari-
ables. If the surface initially was described parametrically, these values are already
available. If not, and the surface is e’q[u'lvalent to a patch, the parametric v.élues can
be obtained in a similar fashio.n to thé'mctﬁéd Ullner used to find the v and v values
from the corners of a polygon {40]. The parametric values are used to index into a two
dimensioual array or are used in some other type of function to obtain the mapping
value. The mapping value is used to moaify the intensity values at the pode, usually

as a weighting function. The mapping array is often-an iinage that has been previ-
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ously rendered or digitized with a camera. The Mnage in the mapping array will
appear as though it was painted onto the mapped surface. If the map has color infor-

mation then there is one set of mapping values for each of the three primary colors.

Bump mapping is performed in a similar fashion as texture mapping except the
normal to the surface is modified based on the mapping function. The mapping value
is used to rotate the normal to the surface. This affects the direction of the secondary |
rays and the intensity of the surface. The resulting effect in the image appears as a

rough or bumped surface finish, such as a tiled wall.

. oA
Three dimensional texture mapping has recently been proposed by Peachey [29].
The texture function is applied based only on the position of the intersection point in
-
three space. A three dimensional map is used for this purpose. If the surface is cut or

molded, the texture will correctly run through the material, such as for wood and mar- "

ble.
2.4. Distributed Ray Tracing

Distributed ray tracing was first introduced by Cook, Porter and Carpenter [12]

in 1984. Distributed ray tracing spatially or temporally distributes rays to obtain a

; X
p

different range of infortation from the scene then would be determined normally. The
technique effectively renders lighting effects such as motion blur and penumbra sha-

-

- dows.

The principle behind distributed ray tracing is to modify the usual direction of a
ray, based on the lighting effect desired. Often, more rays than the number required
for sampling are g’enéiatcd by the distributed ray tracing algorithm. These extra rays
arc incident ray or secondary rays. The extra rays‘are traced to di‘ﬂ"e.rent parts of the

"scene, as is the case for penumbra shadows, or during different times, as is the case for -

motion blur.
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One application of this algorithm is to obtain penumbra shadows. Rather than
tracing onc ray to the center of each light source, a group of rays are sent to different
parts of each spherical light source. Figure 2.13 shows two of the secondary rays used

to test for shadows from a point on the surface.

View %/__ Light
Point AT Source
. /;’
Incident : ,/’ Distributed
Rays G Secondary
' <’ Rays
" lobject

Figure 2.13 Distributed Ray Tracing

Along the edges of the shadow of an object, some of the secondary tays miss the
object and strike tﬁe light source while others are blocked. When the rays are aver-
aged to obtain the final pixel vélue, the shadow will‘appear lighter around the edges of
the object resulting in the penumbra effect. The degree of ihis effect is dependent on
the placement of the ijecfs in the scene and the size and location of the light source.
Further examples and details can be obtained f.rom the paper by Cook, Porter, and

Carpenter [12] on distributed ray tracing.

2.5. Beam and Cone Tracing

Beam tracing is a variation of ray tracing which takes advantage of the spatial

*

coherence of rays. This technique introduced by Heckbert and Hanrahan [24] builds a
'\ N
. . "JS;{S
beam tree while rendering the image. The initial betatn is the viewing pyramid. The
first node of the beam tree contains the intersection of the viewing pyramid with the

objects in the scene. Secondary beams are created for reflective and refractive sur-

faces. The data primitives in the scene are limited to polygons, and the secondary

,
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beams are the shape of the intersection of the beam and the polygonal surface from
which they originate. A linear transformation is used to modify the data in-the scene
so that the secondary beam views the world as a reflection or transparent image
viewed from the surface. The transformation of the scene for transmitted beams must
be approximated with a linear transformation. Beam tracing has limited application

duc to the use of only polygons and the inability to include all mapping techniques.

Cone tracing was introduced by Amanatides {1] in 1984. Rather than trac';ng a
ray from the eye through the pixelsv on the display, a cone is traced that covers most of
the area of the pixél. This procedure reduces the aliasing problem that occurs with
point sampling Lechniqués by samf)ling the entire pixel area. The intersection calcula-

tion of cones with objects can be quite complex. Cones will fragment and distort dur-

#

ing reflections and refractions, _fur kohcomplicating the calculations.

o,

2.8. Data Hierarchies

The ray tracing algorithm, along with other hidden surface algorithms, can be
" viewed as a sorting problem. This appfoach to anal&zing hidden surface algorithms
was presented by Sutherland, Schumaker, and Sproull {38] along with a taxonomy of
ten hidden surface algorithms. The key to reducing the time to sort data during
‘rendering is to take advantage of severai types of coherence in the image at several
stages along the rendering pipeline. The efficiency of the rendering procedure can be ‘
further improved if some of this sorting can be done before the rendering process

begins. This is a major function of data hierarchies.

Earlier work by Clark (9] created a data hierarchy that was designed to improve
the efficiency of the clipping process. Clark’s hierarchy allowed objects outside Li]e )
vi'cwing pyramid to be quickly eliminated from consideration and eliminated sub-pixel
detail f;om being re;dered. Further work by Rubin and Whitted [36] examined data

hierarchies which would eliminate large portions of the image from consideration
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and volume based data hierarchies are now examlned
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-during the ray tracing pgoceSs These technlques were lmprovcd and expanded by
Glassner [18], Weghorst, Hooper and Greepburg [41] and Cleary and Wyvrll [10] in

order to more eﬁimently construct and traverse these structures The two main tech- '

" piques used to subdnvnde the data into a hnerarchy are based on the volume of the

scene (volume hierarchies) or on the local coherence of pnm!tlves (ob;ect hlerarchres)

”

Several factors aﬁect the appllcatlon and eﬂectlveness of daba hnerarchles The

“.initial 'consideratlon is the tlme and space requlred to construct the hlerarchy If the

rendering package IS part of an ammatlon system as 18 often the case, the robustness

of the hlerarchy is of concern. The hlerarchy 1 ro’bust lf it requlres little moditication

between fWeS\OI an apimation sequence Some hlerarchles must be rebuilt if an
object is moved ¢ or modlﬁed A secom nsrderatlon is the speed at which the hierar-
chy can be traversed durmg rendermg under many scene conditions. Rendering

eﬂic1ency has been the major concern in the design of a data hlerarchy The object

8

2 8 1 ObJect Hnerarchles
AN

The constructlon of the object hlerarchy 18 consndered from the'bottom up.. The
snmplest objects are defined as a collectlon of prlmltlves at the lowest object nodes of
the hlerarchy Slmple,objects are those “which are not. usually decomposed Examples -
of low level objects are bolts table legs, a leaf on a plant and a handle on a drawer ‘

This is the only place in the object hlerarchy where data pruhmves are stored. More

‘ complex objects are deﬁned as collectlons of several snmpler objects Examples of spch

objects are trees desks and cars. ThlS bulldlng process contmues until a.ll the scene is
contalned under a slngle node of the hlerarchy (the: root node)‘ Ob]ect hlerarchles are
-graphs ‘where common ob]ccts such as a mndo“ in an office @%&ddln@;.' I~ L\‘ll.’lra‘(l
-between many higher level objects To be able to share objects each object node con-

tains a transformation matrix for each chlld Flgure 2, 14 shows a partial object hlerar-
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chy of a car. The windows used in the doars of the car are identical but in different
locations. Only a single window node is peeded as they are translated to the proper

positions for cach door by the transformation matrix at the parent node.

Figure 2.14 Object Hierarchy,

To determine the first objéct the ray strikes, the root node of the object hierarchy
is examined first. Beforé the rendering process is started, bounding volumes are
created and stored at each node of the object ﬁierarchy. These volumes eﬁclose' all the
data below the node in the hier‘archy.’ When a nédc is visited by the rendering system.
the current .ra_\" is test‘,edbfér int,efsec-t?on with the bounding v'olumcs‘ at the node. If

" the ray faxls to mtersect any one of the bounding volumes at a node then the ray can-

“t 6]

‘pot possibly intersect any of the data thhm the bounding \olume and the hlerarchv
below this node caln’b? ‘pruned. A further discussion of bounding volumes i3 presented
later.

lf the ray infersects the boundi;lg volume atxa node, each child of the node must

be examined. This process continues until all the nodes have been visited or culled. In .

-~
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many cases, only one object node which®ontains data primitives will pass the bound-

ing volume test. Each data primitive in such a node, is examined to find the primitive
. :(gt : '

‘which intersects the ray and is closest to the ray's origin. Once this primitive is found,.

v

the traversal operation is complete. If several objects in the scene are placed one in

¢

. .. 7‘
front of each other, then the ray may intersect the bounding volumes for each. In such -

cases. there is more than one object node which contains data and passes the bounding .

R

volume test. In this case each data primitive in each of these nodes must be tested to

determine the single primitive which is the closest.

Part of the animation sequence involves moving objects within the scene or

P

adding and deleﬁng objects between frames. lTo facilitate object motidn an extra
transformation matrix is stored at each objecf node of the hierarc-'hy. I’I‘-his matrix is
applled bo the node at whlcb it 18 stored and to all descendants. During rendermg,

composxte transformation matrix l; kept with the ray. This matrix is mmally set to

the identity matrix. When each pode is visited the ‘transformation matrix stored at
o .
the node is concatenated with the matrix stored with the ray. As the ray progresses

down the tree it accumulates all thc transformatlons from the higher level objecbs

When bounding volumes or data are tested, the composite transformation matrix 18
P8
applied first. The matrix can be applied to the data or its inverse applied to the ray.

The result is identical, and i.rphe latver case. ma¥ result in simplier calculations. The

power of this su'uc\'ure can be demonstratcd with 3 sxmple example using the car

‘1/

.shown in Figure 2. 14. If the car is to be'mmed five feet forward the animations sys-
tem would updatg tbe Lransforma}.lou matrix at the node marked car. During traver-

sal, this mau& z,s applled to all descendants of the node and as such, each plece of the
car'wxll move ﬁvc- feet forwards Finully. objects are added to. or delm(‘dr from. the

hierarchy b\ simply making or breaking the appropriate links between nodes.
_, o
The construction of the object hierarchy is done manually. The designer models

the physical relationship of objects using the approprizg -parent-child.relationships.
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The traversal of Lher object hierarchy is summerized in the algorithm shown in Figure
2.15. The routine Travcr.;c calls the routine Object_Traverse for ech ray.
Traverse() { .
For( Each R‘a‘y in Image ) {

Current_Pra;mitivc = NULL; Ray.Mat?fz,# Identity;

Objcct__Tﬂiverac[Root, Ray}; N
Yy | S ST »
'Objccl_Travcrac/O_bj,Rd. v

Ray.Matriz = Ray.Makr.'z '_od,c; fatriz;
Iff Ray Strikes Nodc.Boundin\g_V{)lumc‘.’s Xt
For( Each Child of 0b ) { |
Il Ch.'ldrc_n are Object Nodes ) {
Ray Matriz = Ray.M;tktriz ¢ Node.Child.-Matriz;

4 0bjcct;TravCrac(Obj,lfay);
} Else {
For( Each Primitive in Child ) {

If{( Rc;y Intersects Primitive ) And

ﬂ( Primitive ia Closer Than Current_Primitive )
Cur“rcnt‘_,Primitivc = Primitive;
Y hboh

Return Cutrent.__ Primitive;

Figure 2.15 Object Hierarchy Traversal
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2.6.1.1. Bounding Volumes

®Bounding volumes are used to cull as much of the hierarchy as possible. Bound-
ing volumes that tightly fit the objects they cog&aih are more eflective for pruning the
hierarchy than loose fitting volumes provided _the)l are not, too dilﬁcult to test for
interiection. Simple volumes. such as spheres and boxes.. of(en fit loosel) around the
data but are simple to test for ray mterSecuon ‘vuch volumes are often used as pref-
iminary tests More elaborate bounding \olumes sucb as elhpsonds can be used, ‘bu‘ﬁ

their advantage 1s dcpeudent on the tlme requlre(ll to intersect the volume relative to

the time required to traverse the blerarchlcal structure below Lhe node \'\veghor:t

Hooper, and Greenburg [41] present an analysis of the eﬂ'ect ol’ the fit of 3 boundmg

volume to the data on the efficiency.of the traversal algorithm.
o | 5,
2.6.2. Volume Hierarchies = . . .

1

Volume based blerarclnes lelde the entire \olume in the scene into recursnel)

\; o

smaller subvolumes. The scene \olume cap be dlv:ded into equal area subvolpmes or
divided into unequal volumes baﬂed on the local complexny of Lhe 1mage The advan-

tage of volume based hier‘archnes is the known ordermgramong volumes Volumes are
. , _ . ‘”i
visited in the order Lhe ray intersects them during rendenng '

3

All the space 1n the scene lS dlrectlv ‘represented 1n. the volume hxerarchy Thus 1S
in contrast to object hlerarchles where only ‘the space containing objects is

represecated. Figure 2.16 shows a scene .v'olume that has been “divided into a two

dimensional array’of subvolumes. Lo
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Figure 2.16 Regular Volume Based Hierarchy

Constructiép of the volume hierarchy begins by examining the data to find a
minimal box. aligned with the coordinate axis. which contains all the objects in the
scene. If the number of “primkitiv,‘es in this volume exceeds some limit (usually 4 to 30)

\ .

the \olume is subdivided, often into an oct-tree structure. The initial volume 1s

divided into elght subvolumes about the center of Lhe ongmal volumc with Lhe new

v\olumes aligned with the coordinate axis. Thls prOCedure crcates elght equal subvo-

iumes, each of \which conLams only the primitives in the scene that are in their part of
the orlgmal volume. Each ol’ the subvolumcs then are lndnndually examined. If the

\olume requires subdnls:on the same procedure is applied. With the volumes aligned

‘ wnh tbe coordmale axis, it is relatively easy to clxp and split the pnmmves that

occupy two or more volumes. The \subdi'vision process is repeated till a minimum
volume size is obtained. The subdivision process can be designed such that each
wolume 18 dnlded if there is any volume which contains an excessive number of primi-

,

tives [10] [40]. This results in a regular structure where each volume is of the same

size. Such hierarchies are referred to as regular volume hierarchies in this thesis.

Alternatively, the volume division could be based on the number of primitives con-

. tained in each volume independently [18]. This type of volume hierarchy is referred to
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as an adaptive volume hierarchy in this thesis. A construction tree is built by the
adaptive volume hierarchy to rccord how the hierarchy was created. The advantages
and disadvantage of each method will become apparent during the dlscussnon of the

traversal stage of the rendering system.

Tra?ersing the volume hierarchy begins by determining the volume where the ray
_originates or the ﬁ'rst volume the ray intersects. If a -regular» hierarehal structure 18
used, the initial volume is direetly calculated from the description ol' t,heiray, si”ze of
’ Lhe-l]iel'archy, and the degree of subdivision. The irregular hierarchal structure, intro-
duced by Glassner (18], uses a hash table and a consteuction tree to find the initial
vvolumc.‘ The ID of the volume the ray originates ls found using the construction tree.

The data primitives in the volume are accessed using the hash table.

If an intersecting primitive is found, the traversal operation is complete and the closest

primi&ive in the volume returned. It is the ordering of the volumes that guarantees

that no other pnmmve which intersects the ray can be closer. If the ray does not

1

a . Ad
The data primitives in the initial volume are tested for intersection with the ray.

'mtersect a pnmltlve in the original volume ‘the next volume the ray enters is deter- ~

mmed and éxammed The next volume the ray enters is determined d'u_'ectly when
usmg a regular volume hierarchy. The ladaptive volume hierarchy must first find a
point in the next volume and use the coustruction tree to obtain the ID of the volume.
The hash table is used to access the data stored in thls volume. This overhead is the
‘major cost of using- the adaptive volume h@rarchy The cost of using a regular hierar-

-ch_v is the space needed to save pomterw 10 empty volumes and the tlme requlred to

traverse these empty volumes durmg rendenng Under optimal coudmons ‘a primitive

is found in the first volume visited. This -sui-= in a constant time algorithm. These -

algorithms are discussed further in Chapter
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Buil’{_fﬁerarchy(Data} {
| Cr]:catc Initial Volume_List With One Volume Contain Entire Scene;
Set Minu_Volumc; Set Maz_Primitives;
. Build_Volume(Volume_List);
}.‘ ‘
Build_Volume(Volumme_List) { | /
If((A‘ny Volume Contasns More Than Maz_Primitiv/And
{ Volume Sizc > Min_Volume ) J
For{ Each Volume ) { ' .
Clip About Volume s Center into Esghl Sub- Volumca
Replace Volume thh Eight New Volumes on the Volume List;
}
Build_Volume(Volume_Liat);
P}
Traverse() {

oo y
For( Each Ray ) { )

While( No Intersecting Primstive Has Been Found ) {
, Find Nezt Volume Ray Enters;

Find Cloaeat Intersecting Primitive In That Volume,

Py}

Figure 2.17 Volume Hierarchy Construction and Traversal

t

The algorithms used to create and traverse the regular volume hlerarchy are sum-

m:mzod in I'lgnro 917 The initial data is passed to the routine Bmld_}herhrrhy

\

E4
where the original volume and subdivision termlnatlon crlterjlz are set. The data are

then recursively subdivided ;by' the routine Build_Volume until the termination criteria
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14 satisfied. The routine Traveraeis used to traverse the hierarchy.

If objects are moved between frames of an animation sequence, the data in the-
volume based hierarchy must be, resectioned, moved, added, or deleted. This pro-
cedure will often result in more empty volumes and some over-crowded volumes. As a

result, the entire volume hierarchy is usually rebuilt between each frame.

In general, object hierarchies are more robust than volume hierarchies. During an
animation sequence, the transformation matrices at each node in the object hierarchy
provide sufficient flexibility so that the data hierarchy can be used as is.. Volume

hierarchies are usually rebuilt whenever an object moves from oune volume to the next.

Volume hierarchies are generally more efficient to traverse than object‘ hierar-
chies. Only the \'(;Iumes the ray enter; are examined. These volumes are examined in
such an_order that once an intersection is found in a volume, the search can be ter-
minated. Object hierarchies require a graph to be traversed. If a ray inter.sects a

bounding volume at one node, all children of this node must be ex[;anded.

2.7. Multiprocessor Ray Tracing

The regular volume hierarchy described e;srlier has been used by Cleary (10] and
Ullner [40] to define a parallel ray tracing algorithm. Each researcher-has éroposed an
architecture for implementing their algorithm. §imulations performed by Clcary show
that little .i's gained by using a three dimensional array of processors over a two di‘in\gn-
sional array. Further, the tﬁree dimensional array presents difficult implementation

problems. A two dimensional parallel ray tracing architecture is examined here.

Figure 2.18 shows the organization of a two dimensional array of processors. A
host computer with a disc and a frame buffer is connected to one of the processors to
send and received the data. The structure is based on a regular volume hierarchy.

Each processor is assigned one of ‘the subvolumes shown in Figure 2.16.
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Figure 2.18 Parallel Ray Tracing Array

Each node is initially loaded with the rendering code by a serial line or the code is
‘passed from one processor to the next using the communlcatlons lines between each
processor (see Figure 2.18)... The data are loaded into the first processing node by the
host. This processor clins the data against its assigned subvolume anc; passes all the
data that falls to the night of Aits subvolume to the processor on its right. The part of
the remaining ‘;lata that falls below the assigned subvolume is passed to the processor
below " The data left, in the processor 1is the only data that falls in the assngned subvo-

lume of that processor. This process is repeated at each node until all the data has

been distributed.

Ideally the view is located such that an equal number of incident rays enters each
subvolume from the front or back faces. Each processor 1s then required to trace the
same number of incident rays which helps e&ualize the processing load. Each processor
then begins testing the initial rays against t,.he pi'imitives stored at its node. If a ray
fails to intersect any primitive in a node, the ray must exit the assigned subvolume of

the processor through a side of the volume. /If the ray passes through.a side that is



50

connected to 3 ncighboring processor then the ray may still intersect a primitive and
this ray 1s passed to the neighboring processor for intersection testing. If a ray strikes
a surface, secondary ‘r:nys are generated. These secondary rays are intersected with
each primitive in the node and processed iAn the same fashion as the initial rays. A
- message system 18 ;xscd to keep track of rays, and is responsible for passing final pixel

values back to the host.

The processors that contain the light' sources or complex parts. of the image are
responsible for more work than many of the other nodes. Also, if the view is sﬁch that
initial rays enter only a few processors, many processors could remain idle throughout,
the entire rendering process. Ullner [40] discusses some methods of reducing this prob-

lem-but the results are not effective in the general case.
Jem

2.8. Summary

-

Thvis chapter presented several algorithms, techniques. and architectures used for
generating‘realistic computer images. The previous work on lighting models, data
structures, and parallel ray tracing forms the foundation on which the research in
‘Chapters 3 and 4 i3 based. The opher topics discussed in this chapter ogtline the pro-
cessing and data requirements of the ray tracing task. Apy improvements %o the ray

_tracing system must carefully consider these requirements to obtain eﬁéctive results.
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Chapter 3

Lighting Models

3.1. Introduction : :

Most scenes encountered in the real world consist primarily of surfaces with large

diffuse lighting components [19]. Examples of such surfaces include walls, toth,

i

bricks, rocks, and paper. If two diffuse surfaces are brought near each other one can

often see some of the color from one surface in the other. This occurs because a diffuse

surface acts as a secondary light source, reflecting some of the light that impinges
”

upon it. This light in.turn illuminates the second object.

A highting model is developed in this chapier tha§ includes lighting contributions
from global light sources in the diffuse lighting calculation for a surface. The diﬂ'\;se
contributions from the. primary and sefondary light sources .. - nsidered separately.
Primary light sources are modeled as point light sources and ur contribution to the

diffuse component determined using Lambert's cosine law. The contributions from the

secondary light sources to the diffuse component are obtained with a ray tracing algo-

rithm. It is shown that this model is more efficient and more general than existing pro-

.

posals.

An algorithm for the efficient implementation of this model is presented. - This

method uses a distributed ray tracing algorithm to sample global light sources. Distri-

buted ray tracing reduces the number of rays-that must be traced to obtain an image -

with tolerable sampling errors.

Diffuse lighting effects play a major role in natural scenes. The effects range from
<oft shadows and color bleeding between surfaces, to projected light from a mirror or
through a glass lens. The effectiveness of the new lighting model using the suggested

implementation techniques is discussed and example images are presented.
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3.2. Improved Lighting Model

The intensity of a point on a surface is the integral of the light energy from all

directions about the point on the surface, times a weighing function. In nature the
PR

0
il

weighting function is dependent on many factors including the location of the light

source relative to the surface normal, the frequency of the‘light, the direction the sur-.

1

facé is viewed from, and the physical compg;‘%ition of the surface material. A general
and complete lighting model ‘that is combrutationally feasible does not yet exist.
Current lighting 'models-diﬂ'er in how they include various weighting factors or the way
they account for light from different directions around the surface. The new ‘lvighting

model /prc‘scutcd in this chapter obtains global lighting contributions for the diffuse

component of a surface in a new manner.

The lighting models presented in Section 2.2, and the new lighting model
presented in this chapter, use a weighting function which is dependent on only a few of

the possible weighting parameters. The weighting function is ponsidered to be depen-

1 '

dent only on the location of the viewer and light source relative to the normal of the

N
F A 4

surface, and the color of the surface and the light sources. Tl)e color of all d‘b,;ects and

green, and blue). All color effeets are limited to the interactibn'of;glfeéc“«‘\irﬁl,’t‘:lésﬁi

Ry

Is=1Ip+ Ig + I

where,

I; = The intensity of the surface.

The diffuse component.

o
[

= The reflective lighting component.

Py
=]
}

I; = The transmitted lighting component.

"



‘The first component, known as the diffuse term, accounts for diffuse reflections
from a surface due to all light sources. ‘The intensity of this light is weighted by the
color of the surface and the color of the Iigxt sources. The second component, know as
the reflective term, is also a reflective component. This term is independent of the
color of the surface, but is ‘wcightled by the color of the light sources. The third term,
known as.thc transmitted or transparent term, accounts for light that is transmitted
through the objc,ct;. The light in this term is weighted by the:color of the interior of
the object and the color of the light sources. The division of the reflective term into a

diffuse and specular component is exploited later in this chapter to improve the overall

eflectiveness of the lighting model.

. .

The new lighting model obtains the required lighting information from the
description of the scepe using a ray tracing algorithm. The lighting information 1s col-
lected into a lighting tree and thg lighting model applied to each node. The ray trac-

ing algorithm and the application of lighting trees is described in Section 2.3.

The intensity of any given point on a surface is a function of the light falling on

the point from all directions. The reflective terms account for light from above the
. : : . *
surface while the transmitted term acc’oﬁnti{for light from below the surface, The

contributions from these light sources:;‘z'rre obtained by tracing rays from a point on the

£y

surface in many different directions. Equation 3.2 is the new lighting model using ray
S ‘

traced terms.

Nep Nrg Nt ‘
1=ZRDWRD+2R5WRS+ET,~WT 3.2
-1 ! N ¢ gl ' '

where,

| = The intensity of a point on the surface.

Ngr, = The number of diffuse reflective directions tested about a point.

Rp = The lighting value found in the ¢** diffuse reflective direction.

i



Ny = The number of trandmitted directions tested about a poimt. -

: ponent,

Wy = The wcignt of light energy found in the it diffuse feflective direction.

Ng. = The number of specular reﬂec‘tive_directions tested about a point-®*

[y

Rs = The lighting \alue found in t& specular reflective dlrectlon .-,

1 ! : " '
We, = The welght of llght energy found in the ih specular reﬂective direction.
' 3 :

4

. !

T, = Th'e‘lighting v:;me found in the i transmitted direction. ~

Wy = The weight of light energy found in the f‘" t;ansmittﬁ direction.
The sum of all the diffuse weights W, is the ‘diffuse coefficient of the surface.

i . i ‘
@ ' S

The sum of all the reflective weights W is the reﬂectivec\\(‘)‘eﬁi&ci’en_&‘/g{,,ﬁﬁgsurface.
The sum of all the transparent weights WT is the transparent coeﬁicnent ol the sur-

"'w

, i : ,
‘face.. The sum of the diffuse, reflective, and transparent,coe_fﬁcxents is less,@han or

equal to one if the surface does not emit light.
. ?J . ) ey

oo

Dlﬂ'use hghtlng is conceptually simple, but, the interaction of diffuse light between

“several objects can result in complex hghtlng eﬁects The basic properities of diffuse
- hghtlng were introduced ‘in Sectlon 2.2. "An lmportw addmon to t,he basic hghtmg
k model mtroduced in thls chapter is the definition of a feasible and eﬂectlve method of(

|mplementatlon The lighting model descrlbed by Eqnauon 3.2°is modified by consnd-

-ering the hghtmg eﬁ'ects from secondary and primary light sources sepa.rately ‘This

Lechmque ray traces only the contnbumons from secondary hght sources and uses con-

Ventlonal models to include the hgbtlng contrlbumons from the prnmary hght sources, -

The convenuonal models such as Phoug’s Lighting Model [7] are very efficient in the

ev ijus on of prlmary Tight squrces. (onsndenng the pnmdrv and secondary light

sourccs\s\ep:srutelv is a particularly useful lech-nxquc when applied to the diffuse com-

ponents of a surface The application of thls idea to Lhe diffuse component 18 exam-

=

- t
. @

ut does have applications. to the reflective and Lransmltted lighting com-.

=
.
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the resulting model.

ined here. «

The diffuse component of Equation 3.2 is divided into two parts.’ Equ:\ni’on 3308

""R

Nep Ny ;
I = I\D 2 Il ('08(6 ) + ’\D E RD H’R + 2 R(‘ “R + 2 T “T 83
1= 3! L)Y =1, [ ’
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where, . . ‘ v s

“Np, = The number of point light sources.

8, = The angle between the surface normal and the i** light source.

‘f; = Intensity of the i* light source.

Kp = Diffuse lighting coefficient of the surface.

The diffuse Lerm of Equauon 3 2 is replaced by the first and second terms shown
in Equation 3.3. The first term of Equation 3. 3 models the diffuse hghtlng contnbu-
tions from the primary light sources, while the second term models diffuse hghung con-
tributions from secondary hght sources, While the second term of Equation 3.2 aﬁd
3.3 'app'e;r similar, ‘the value bf the vériable NRb is substantially smaller in the new
equation to produce the same image because primar? light sources are not included in
the term. This'eﬂ'ect is discussed in’ delt.ail in Section ‘3.5. The value '?)f Kp ;vas fac-

tored from ‘the diffuse weights in the second term so that it ]cou‘ld be insured that the

" sum of the weights of the ray traced light sources, Wg, and the point light source,

-

. / ‘
cos(8,), is equal to one.

The new lighting model differs in three wa)s from the models presented in Section
2.2. First, the contributions from mdlwdual secondar) hght sources, lndepeud(’nl of

the ty pe of 11ghl source (diffuse, reﬁectne clc ), are l}chuded in the dlﬁuse Ilghtlng cal-
1 "

culations bccond an arbnrary number of secqndary r’ays can be generated from any

incident . ray dependmg on the geometrlc and, hghung complexny of fhe scene. This
1

iy CE o i ) v
L \ . . -
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~copstant term. L'sing these assumptions and _51mp|lﬁcahons E quatlon 3.3 recfuces to

~where.

)

Tt

. N" :
wecand feature is required to accurately account {or contributions from sccondary hight

<ources in the diffuse component of a surface. qnd 1]]0vs for gloss md other highting

- ,\,

features in the reflective and trapsmitted components. 'i' inally. each component of the
hgbtmg model is modeled .in a slmllar way. This model. while including more lighting

effects thao previous modelﬂ does not lnclude all lighting effects. The most notable

-~

effects missing from this model are wavc interference. true spectral effects, polariza-

tion, and O'bjectwphosphorescence.) o
. . : . .
. . - . ~ - . o
All of the lighting models described in Section 2.2 are viewed as special cases of

i

Equation 3.3. For example, to obtain Whitted's lighting model first assume that all

curfaces are perfect reflectors and trapsmitters of light. Perfect reflectors -and
. ,?) B !

1

transmitters require only a single secondary ray to be traced to accurately account for

secondary lighting contributions. The values of NR and Ay for the reflective and the

transmitted terms of Equauon 3.3 are both one. The reﬁectlve weight WR lS equal to

the reflective coeficient of the surface and the transmitted weight Wr is equal to.the - T

. % -
transphrent coefficient of the surface. W hnued also approximated the dlﬁuse lighting

term by onh conmdermg the contributions from prlmarv pomt light sources and used, . -
L o

”

an ambient hghung factor to accoum for the diffuse hght from all secondary hght

w—,u ;}

. &
sources. The seconddlﬂ'uqe l)ghmng term of -Equation 3.3 is replaced wnth an ambient

the following. , ’ , . o

NPL . ’ N
; I = AD E ]L COJ(O ) + IA + RS A-R + TS K’T' 3.4
/ =1 ' ' ]
|

I, = Ambient lighting value of the surface.

Ky = Reflective lighting coeflicient of the surface.. - o

e ’ ’ . @
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A 7 = Transparent lighting coefficient of the surface.

F.quation 3.4 s identical to Whitted's lighting model described in Section 2.2.

Phong's hghting model can be obtained directly from Whitted's model in a similar

4

manner. . ‘ .
Fquation 3.3 requires tbal each object in the image be divided into primary light
sources aud qecondan light sources. Each of the primary light sources are approxi-

.m-d with one or more pomt light sources. Each of the point light sources are

modeled using Lamvbert s cosine law. This insures that the primary light sources are

" pot sampled by the ray traced terms. The effects of the se‘condary light sources on the

intensity of a surface is,more‘ pronounced if the secondary light source is close to the

object. The effect of distant objects is minimal. By.reducing the strength of a diffuse

©Q

ray based on the dlstance it travels beforestriking an objcci the eﬁect of distance

ob;ec{s 18 mlmmned This has the added benefit of reducang the size of the hghung

tree.: The loss of the contribution of the distant objects is compensated by the addi-
tion of an ambient lighting value. The size of this parameter is usually less than five
percent of the total diffuse compohnent.

The capabilities and effects of Equatlon 3.3 are, best understood by exammg its

ablhty Lo render lmages of \arymg lighting complexntles The dlscussmn of such «

images will hlgbhght the eflect of each term ahd variable in the equation on the

images. This discussion, and the images produced using this algonthm are preseméd

in Section 3.5. Before presentmg and exammmg these lmages the selection cof direc-

=

tions for the dlﬂ'use secoudary rays and several”nmplementauon Lechmques for the

i K
o s . 4

model are presented.

S _
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3.3. Secondary Ray Distribution
The information collected by. a ray iS’dividcd into geometrlc and llghtmg informa-
tion. Geometric: mformauon is concerned with the loczmon of dlﬂ'erent surfnces in the

<

N
‘scene. Lighting information 1s concerned w:th the locauon aud charactenstics of the
’ 2

vRCAR 10D e S e e S T

light sources in the scene. Samphng errors result when an insufficient’ hghtmg or
‘X

geometnc lnformat,lon 13, obtalned in a pwrtlcular area of the scene. Dynamlc sampling

A Y B

) tec’}hniques .are used to abtain greater mformauon o complcx areas of the image but

these methods require some initial set of rays to be'm"aced to determine the areas

where further sampling is necessary. Each ray of this iﬁi_tial set should be directed

sucb that eac{gﬂ E)}ptalns an equal amount of information. The distribution of diffuse

rays. baqed on: the lighting information obtained. i3 examined first.
g ¥

Lambert s cosine law relates the amount of light energy received by the surface

relative’»to the location of the light source. Equation 3. 5 is Lambert's cosine law.
3
. Ip = 1 cos(8) - : 3.5
where, i& : - .

'
.

e &%

L}
|

= Angle between &l;ﬁ@surface pormal and light source.

&

I = Intensn.y of the llgbt source.
Ip = Dlﬂuse intensity of the surface

Equatio‘n 3.5 shows that rays close to the surface normal pass more energy to the sur-

.

face. The vector ﬁeld of this energy results’in a sphere resting on the point of intersec-

tion o‘)j‘ the surface of the object. A two dimensional cross section of this sphere 15

shov.n in Flgure 3 1a. Each of the diffuse rays tan be viewed as passing lhrougf‘lit

center of a sphencal cone. This cone 1s located inside the sphere with ats tip at the
south pole of Lhe sphere and terminating at the surface of the sphere. Each-cone_.

should be of equal volume so Lhat each ray represents an equal amount of light energy.




This requirement tends to cluster rays near the surface normal.

¢

’I‘he ini(ial sct of rays also can be distributed such that ‘they obtain equal .

~amoums of geometri¢ mformatlon Each ray. should sample the same amount of scene

volume. That Is. cach of the diffuse rays should ‘have the same . solid angle. The

geometfic requirements result in a dlﬂ'ercnt sct of initial ray directions thati the ones
. defined by lighting requirements for any given number of initial rays. The determina-

tion bf the optimal distribution proved to be a non-trivial mathematical problem and 1

is beyond the scope of this thesis. An alternative solution is examined next.

The weight passed with each diffuse ray is determined by the amount of lighting

aformation the ray has been assigned. The lighting tree is trimmed when the weight

of a ray falls below some minimum value as described in Section 2.3. To reduce the

" height of the tree, each diffuse ray is directed such that each has the same initial '

weight. 'I_‘he direction of the initial set of diffuse raysis primarily dependent on equal-
izing the lighting information. There are mahy poséible patterns where each diffuse
ray has ghe same weight. A patt‘erﬁ musi be chosen so the geometric informahiou ¢ol-
lected by each ray is similar. = :

In order to insure that the rays are evenly directed into the scene several simplify-

ing assumphons were made. First, it was assumed that Lhe rays would be distributed

o

in several unique bands.’ These bands, shown in Flgure 3.1b. are divided by dashed

lines. Rays are directed through each band but rays m‘ﬂlﬁerent bands are never in the

‘.
.

same plane.

Assume that there are 25 secondary rays available for redirection. By experimen-

tation it was determined that five bands. with the first band containing a single ray

and each other band containing <ix rave each, produced satisfactory fﬁg.

Modifications to this scheme, such as five bands each containing five rays, ‘had lit-t-le~

effect on the final image. This indicates the actual dlstrlbutlon was not critical and any
- : . e
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~dary diffuse rays.
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reasonable geometric distribution can be used.

The anglc;s betwl'g'n the normal and ;;leray.-;in a given band are the same. Within
a band the rays ax;e ev;nly dist,ribut(;d around the surface normal and each band 13
oﬂ'sc‘(’ from the nexi shéb that no two rays are diréétiy above each other. Figure 3lc
sho.w’.s‘a top view of the rays for two lévcls, each containing six rays. le‘;yiv'ing the point
on the surface. The volume of a given band can be repreqentcd by th'e’diﬂerence of
(%o spheri;'al conc.s as shown in Figure 3.1b. The angle between the normal and the
rays in each band was determined such that ull ra'j's in each band represent the same
lighting intensity. If there were nine diffuse rays i in all, and one band contained three
of these rays, L‘he \'olume of this band would be one lhlrd of the total volume. An ini-
tial sct of ’\ umt vectors are calculated once at the start of the rendering secession,
where N 1s the pumber of initial secondary diffuse rays desired. The set of unit vectors
are determin'cd r,elat.ivé to an assumed surface normal. on the +y axis. These unit vec-

tors must bc rotated so that the + y axis comc1des with the pormal to the surface at

any particular lﬂnt,erSecuon point. The rolated set of unit vectors is used as the secon-

o

A

Level 0

Level 1
11('\ €

(@ | | SO

Figure 3.1 Secondary Ray Distribution”
. e )
Toring rendering. |f the%ﬂerence b«twmn Ywo secondary dlﬂ'nso FAvVS 18 l;xr;:f'r
than a limit which is a funchd’n of the wmghl of the mcommg ray. an cxlra ra :

traced betwcén t‘bemA L ;,- o Lo

i
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»

This entire technique can be :;pp’-to the highlights found on glossy objects.
The cflects from the primary light sources can be modcled with a cosine function’
raised to @ power and the contributions from secondary light sources ray traced using

an appropriate sampling i)auern. '

" 3.4. Implementation

Loy
‘\I\

The' followmg |mplementauon techmqueq are designed to reduce the time rcquired
to render a particular lighting eﬂ'ec.t thus enhancmg the cﬂecnvcness of Lhe algonthm
Complex lighting effects require more rays to be traced to obtam an image with toler-
able sampling errors. The following Lechniqugs reduce the number of rays generated
for a parti;ular quélity sgengL |

The ray min-imizationw 't.e'cl‘l;liques‘ déscribed in Chapter 2 involved noti tracing
secondar) rays whncb coatribute an lnsngniﬁcant amount to the intensity of the initial
incident ray. Thls includes not tracing reflective rays from matte surfaces (no

LS

reflective lighting component), not tracing transmitted rays on opaque objects, and not

_tracing diffuse ray from non diffuse surfaces. These basic techniques also ‘eliminates

rays which have undergone multiple reflections, refractions, and diffuse reflections.

A second technique discussed in Section 2.4 involved insuring each ray traced

obtains the most information possible. If a surface has both diffuse and reflective com-

ponents, the inforpation obtained by tracing a ray in a particular direction can be of .
use in both terms. As an example, if a ray is traced for the reﬂective component, the
data obtained can be used for one of the dlﬁuse rays. The only dlﬂerence between the

dlﬁuse and reflective components is the weighting values. The welghmg values for

edch component are summed and a single weight appllcd to the ray.




3.4.1. Distributed Rny Tracing

To improve the range of information obtained by each ray, parts of Equation 3.3
are implcmf‘n((‘d u'nng a distributed ray tracing 'tlgornhm 'I hlq method, introduced
in Chapter 2, redirects some of the secondary rays from their normal reflective or
refractive directions. Applymg this technique to Equation 3.3 can drastically reduce i
the. number of secondary -rays reqmrgd per incident ray to adequately sample the

secondary light sources around the surface. This section will examine the application

of distributed ray tracing to the ray traced diffuse component of Fquation 3.3. Co

Each pixel in the scene is oversampled at a minimuﬁx rate to obtain an imitial
scene sample. The pixel then can be viewed as being divided into an array that is @
sut‘)pixels wide and b subpixels high. Rays are tracedtl\xrough the corners of a subpixel
to reduce the sampling errors. It is assumed that the filter function ;ppli;d to each
pixel-includes contributions from all incident rays traced wi.thi‘n a pixel. The number
of secondary diffuse rays generatedJ from all the incid(fnt rays which pass through a sin-

gle pixel is "YRD (a + 1)}{b + 1), where N,{i) is the number of diffuse directions tested

L] -
per intersectioq of a ray with an object. Each of these rays are directed into different
areas of the image to obtain the greatest range of lighting contributions from all secon-

dary light sources. This technique allows the value of Ny to be small and still have a
Rp

sufficient number of directions tested for the diffuse component. ,éf‘;&
. B

3.5. Results

eqfahon 3.6a is the new lighting model and l‘quahon 3.6b is \\ hnced 9 l|ghtmg

model. They are presented here for reference

Vet R, *
s = hy I, cos(8) + Z I(D HR Y
: =1 ' =1 [
'VP b - "‘A
1= Ky, E I cos(8)+ [, + RyKg+ TsKrp 2 - 3.8b
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The image produced using the new lighting mode] clearly shows m:;ﬁ_v diffuse
lighting effects. All of the following images were obtained using the lighting models
shown in bEquations 3.6a and 3.6b. The implemén;atiohs techniques presenteq in this
chapter and in Chapter 2 were used to implement the models. AII‘Lhe images were
rendered on a Vax ll/:.'RO computer with a float)ng point accelerator. The images in
Plates 3.1 and 3.2 wege rendered at a resolution of 512 by 512. The images in Plates

3.3. 3.4, and: 3.5 were rendered at a resolution of 512 by 384.

-

T‘he image shown in Plate 3.1a 1 a sﬁnple empty room ﬁr;t introduced by Goral,
Torrance, Greenburg. and Battaile [19] to show difluse color bleeding effects.
\\'hitted':; lighting model was used to render the image in Piatc 3.1a. The ray traced
terms of Whitted's model are not used as there are no reflective or refractive surfaces.
The ambient |ightingv fgctor 13 set to account %ot} 30 percent of the diffuse component of
each surface. The diffuse coetﬁ_cient for the primary Iigﬁt sources is set to account for
70 percent of E’hé total diffuse component. The light source is in the center of the
'image, just in front of the room. The diffuse lighting eflects from the primary light
source is accurately rendered using Whitted's lighting model. The back wall, which is
pcrpendlcular to the light source 1s the brightest. The four side walls show a smooth
shading effect, being brighter in the front where the angle between the surface normal
and the light source is smaller than in the l_)ack. The diffuse lighting effects missing
from f’late 3.1a are the diffuse lighting contributions from the secondary light sources.
These should appeat as two main lighting effects. First, the side walls of the roog;
should be slightly br‘ighler in the back due to the light reflected from the back surface.

Second, there should be some color bleeding from the walls where they join. »

The image shown in Plate 3.1b was rendered using the new lighting model. The
diffuse coefficient of the su"rfacue was set to 70 percent. The reflective and transmitted
terms were not used as the scene éoutains no reflective or transpar,ent: surfaces. Only a
single diffuse ray 13 Lfaced for each incident ray (N, = 1). By oversampling the image

W
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At 4 rate of sinteen and using a distributed ray tracing algorithm. twenty five differeut
diffuse directions were examined to determine the intensity of a cach pixel The image
e Plate 2 1b s brighter 1o the back of the room due to the contributions from secon-
dary light sources in the diffuse lighting calculation. An additiopal diffuse effect 15 the
color bleodir}g on the floor from the walls  This bleeding effect 18 present at all corners

of the room. These are the same effects obtained by Goral. Torrance, Gireenburg, and

Battaile using the radiosity method described in Section 2.2. The image 1o Plate 3ib

took twice the computing time as the image in Plate 3.1a.

A second example of the performance of the new lighting model is shown in Plates

3 92 and 3.2b. Figure 3.2 is a top view of the scene repdered in these plates.

&+
L L.ight
_%/_ e Sources T %/_—
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»
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'Figure 3.2 Diffuse Lighting on Blocks

The backs of the large blocks on the right and left of the scene are colored red
and green rf;spectively. The smaller center block 13 placed back slightly from the front

blocks. A large reflective sphere is placed behind all the blocks so that the viewer can

e e
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e that the back of the blocks are colored. The blocks are illuminated from the back
with the two light sources as shown. The fronts of the block receive no direct illumi-
nation. The image tn Plate 3.24 was rendered using Whitted's lighting model. Each of
the diffuse surfaces have z;n ambient coefficient of 30 per.cent and a diffuse coefficient
for the primary light sources of 70 percent. The front of the blocks in Plate 3.2a have
po direct illumination aﬁd the intensity of the surface is due completely to the con-
stant ambient term. This gives the blocks a washed out appearance. The image in
Plate 3.2b was rendered using Lhe new lighting model. The diffuse coefficient is set to
70 percent. Only one diffuse ray is generated per incident ray and the image is over-
«ampled at a rate of sixteen. *The image 1n Plate 3.2b has a much richer lighting
effects. The front of the blocks are now brighter near the béttém due to the secondary
light obtained from th\e floor. The center block shows bleeding effects from the back of
the two end blocks. The right side of the.center block is tinted red ffom the back of
the right block, and the left side of the center block is tinted green from the back side

of the left blo;k.

3.5.1. Proposed Diffuse Test Image

The diffuse lighting effects shown in Plates 3.1 and 3.2 were obtained at the small
cost of tracing a single extra ray per incident ray. The diffuse reflections between
objects can quickly become much more complex tha:n the pre- ous exax;lples showed.
The sceune used in the next three plates was designed to have a large ra’nge of diffuse
lighting complexity. This image is used to study the eflectiveness and limits of the
new lighting model. Before discussing the images shown in these plates, the exact

geometry of the scene is described.

The scene consists of a large room contaihing (w0 objects, the viewer. gnd the

light. source. The room s 16 units wide, 8 uﬁiﬁs high, and 24" units deep. The walls,
e

n
floors. and ceiling are perfect diffuse reflectors. The color of each of the walls the




floor, and the ceiling is listed in Table 3.1.
B Room - , j *
Surface Size Color Lighting ¥ .
Floor 16x24 | .8R .8B .8G 7 Diffuse I
Ceiling 16x24 | .25R .25B .8G | .7 Diffuse ]
Left Wall 6x24 .8R .25B .25G { .7 Diffuse ]
Back Wall | 6x16 .8R .8B .8G .7 Diffuse ]
Right Wall | 6x24 .25R 8B .25G | .7 Diffuse ]
Frogit Wall | 6x16 .8R .8B .8G .7 Diffuse ]
N v Box ]
Surface Size Color Lighting ?__~
Floor 1x4.6 .8R .8B .8G .7 Diffuse ]
Ceiling 1x4.6 25R 8B .25G | .7 Diffuse ]
Left Wall 2x4.6 25R 251 .BG .7 Difluse ]
Back Wall | 1x2 .8R .8B .8G - .7. Diffuse ]
Right Wall | 2x4.6 .8R .8B .8G .8 Ref .2 Diffuse ]
. Ball ]
Surface Sise |’ Color Lighting .
| Ball Dia 1.5 | .8R .8B .8G .7 Tran .3 Diffuse 1.8 Index
Room - Middle of Back Left Corner 1s The Scene Origin |
Boz - Rot -22 Deg About y (RHR), Center (14.74z, -1y, 8.25:) |
Ball - Center (14.5z, -1.5y, 9.52) ]
Light - Center (122, -1y, 222) ]
Viewer - Center (81, -1y, 23z), At (8, -1y, 12z) ] ;
Aspect Ratio - §/8, Angle of View - 90 degrees

Table 3.1 Diffuse k'I;est Data

The room contains two simple objects. The first is a glass sphere with a diameter

of 1.5 units. The sphere is centered on the floor 14.5 units from the back wall and 9.5

units from the left wall. The sphere has an index of refraction of 1.8 and is 70 percent
transparent and 30 percent diffuse. The second object is an open ended box. The box
is 2 units high. 1 upit wide, and 4.6 units deep. The box is centered 14.75 units from
the back wall and 3.25 units from the teft wall. The box is rotated 22 degrees about

its center exposing the open face and the right wall (-22 deg about the y axis using the
<)

right hand rule). All the walls of the box are perfect diffuse reflectors except the right
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wall which is a mirror on both sides. The mirrored wall is 80 percent reflective and 20
H

percent diffuse. The light soi&ge is a white pein*ourcc located 2 units from the floor,
12 units from the left wall and 99 units from the back wall. Finally, the viewer is
located 8 units 'fronw;bhe left wall, 23 units from the dback wall, 2 units from the floor.
The dirc¢tion of view is the center of the room and down one unit. The aspect ration

is 4/3 and the full angle of view is 90 degrees. These values are summarized in Table
3.1. The scene was designed such that the lighting effects are strongly interrelated and

a«omplcx.

Plate 3.3a is this scene rendered using Whitted's lighting model. &‘he sphere and
the far right wall are visible in the reflection in the mirror on the side of the box. The

box cast a shadow on the left wall. The interior of the box is obtains only a sliver of

K3

dlrect, lllummatlon from the light source. The vnew through the glass sphere is a dis-
corted vte:v ‘of the _mnoom. The scene contains many errors resulting from not mcludlng
global i’:_i(:g.hxti}ng‘eﬁevets in the diffuse lig‘hting c‘alculations. The first of these effects is
the Iaﬁ‘cvl.(‘ ‘;of."color bleeding between joining surfaces. This effect should be most

apparent in the open box and along t,he lef.t, wall of the room in the shadow of the box.
Anotbe,r mISSlng lighting eﬁect occurs in the shadow of the sphere. Glass objects ¢

g 2

do net cast regular shadows- and many researchers omit shadow from glass objects. If <,
. 5\
y

the dlﬁ'u%e Ilghtmg was correctly rendered the light passing through the sphere would W
f)e focused mto a spot whose size 18 dependent on the index of refraction of the glass,
k v‘ Iocauon of the sphere and location of ‘the surface. This shiny spot from the sphere

g ‘,’;‘sh“o,,"uld\ be vgsnble in t};e reflection of the sphere in the mirror.

« - A similar effect should occur in the area in front of the mirror on the box. This
arca “should be substanually brighter due to the extra light obtamed from the mirror. ,
'I‘h'iys Iighb is, in part, from the objects in the room, but also from the primary light

source. Each point in front of the mirror which can see the light source in the mirror

*
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will be’ ll)()llL twice as bright as the areas which onl\ obtain a single conlrlhulio‘n l'rom

P
‘the llght source. "l‘hls diffuse llghllng eﬂ'ect is similar to the effect of a pro;ector on a

screen: Ihe llght reflected from Lhe mirror will fall on the sphere and the sphere

should cast another shadow and l'ocus pomt to Lhe right.

o

Plates 3.3b, 3. 4'1 and 3. 4h are images of this scene produced uslng th(’ new light- ’

LN

ing model. Plate 3. 3b was rendered at-an oversampling rate of one. Thls resulted in

, \'"‘nl) four dlﬂerent dlﬂuse dlrecuons bemg tested for each plxel The dlﬁll‘i& lighting

the secondary llght sources. The areas around Lhe sphere and the box all have sotne...

eﬁ'ects in this plate appear as, multlple reﬁectlons and not as smooth dlﬁ'use lighting. '

Thls’ plat,e shows the general area’and color of the dlﬂ'use llghtmg contrnhuuon from

K

.dlﬁuse reﬂecuons appearlng There are further diffuse eﬁects along the corners of the s

room. Even at the low sampllng rate used for ths image the diffuse effects in the back

‘corners of the,room look reasonable.

Plate 3. 4a was rendered at an: oversamplmg rate of four. This resulted in nine

dlﬁerent dlﬂ'use (;llrecuons belng tested per plxel The dlﬂuse llghtlng effects no. longer -

look llke muluple reﬂectlons but the sampllng errors are very: pronounc\ed The dlﬁ'use ,

llghtlng eﬂects along the hack wall look reasonable and the dlﬂuse eﬂ'ects along the left

” _Wall of the robm are smoothlng out, The_ dlﬁ’use eﬁect around the sphere and the box

k4
A

are stillqun:e ‘poor. R : ’ e - B | N

Plate 34b was rendered at an oversamplmg»rate of snxteen This'res'ults inb

twenty ﬁve dlﬂ'erent dlﬁuse dlrectlon helng tested per lncldent l'ay The snmple d|ﬂ’dse

49

eﬁects such as the color bleedlng in the corner of tﬁe room appear smoothly shaded'

;

but many other dlﬂ'use eﬁects stlll‘lhave samplxng errors. Further increases in the sam-

'pling rate to reduce these sampllng erTors should be done hy mcreasmg the number of

-
-,

diffuse rays t,r'aé‘ed per lncldent ray. Th.ls w1ll cause the extra rays to be generated

47 -, .
LY

where the sampling errors exist.

©
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H\ changing the number-of dlﬂ'uw rays gen(rdted per incident ray from one to

two. fifty different diffuse, d&ectlon% are, (ested per pixel. 'Ihe image in Plate 3.4b
‘ requnred over 10 mllllon rays Lo trace. The sampling efrors sbould beg;n to disappear
completely before 100 mllhon rays are’ traced. but . po such test image was rendered.
One last ipteresting dlﬁuse hghung effect which occurs in tbw set of images 1s found in
‘the shadow of i,he box on the left wall and floor. Thecolor bleeding effect on the ﬂoor

between the wall and the box appears stronger further from the wall Thisieﬁect is
" due to the contribution of secondarv light from the lllumlnattd paruof the w#ab&";e
Lk
vt Fhia P
the <badow The area of the floor away from tbe wall receives more of this i th%n

’

1 he ﬂoor nexl to the <hadow ed wall

v

<&

. 5 The bright spot 'int‘lt‘le shadow of the glass sphere and the bright area in front of

theé’mirror never'really started to appear as thedsam'oling rate was increased.’ There is -
some hgh; on the floor in front of the mirror, but thls is due to the diffuse component

of the mirror and not due to the llght reflected from the mlrmr These effects are -

mainly due fo a brlght hght source vsluch as the prlmary light source, |llum|natmg the

R

surface m’ more’ t@"n% waywl%\g%se of thegsurfacevm front of the mrrrd# the
surface receives hgl@ drrectly from the hght source and also. as a-reflection from the
mirror. Thls second contnbuhon was never reahzed because the hght sources are

modeled as. pomts and the dlﬁ'use rays can never stnke them. To snmulate ths eﬂcct a

s r N ’ i )

L whlte sphere is placed around the pomt light source $o that Lhe dlﬂ'use rays. have a
Ty Y .

bright object to indersect. S Ny o .

.

N . . \

o Plates 3.5a and 3.5b %ere rendered with Lh'is spherical light source. Plate 3;53

was rendered with an overgamphng rate of four and Plate 3.5b was ‘f-endered w;th an
o . o S - )

oversamplmg rate.of srxt,een Notice the spots whlcb are appearlng in the atea in front

] e B , -y -
. of the mlrror as exPect,ed Also notlce the spots appearlng i other areas all a.rouad o

5 Aleiieay v5¢
the scene. These other spots are due to a d:ﬁ'use ray. from a point on the surface th\q
ung the lrght source, which is now represented with the sphere. The contgi})utlon of

P
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‘ f,g% '

“in the following chapter.

the ptimary hght'source at these lQr.mons 1s being counted twice’ once m(h ;ambert’s
cosine law by the first term of Pquallon 36a and once b\ the ray traced dlﬂ'us( hght-

ing term . The cosine function could be eliminated so that lhere would be only one
4

a [}

cout.ri‘bu‘tion,“bul an Unreasonable number of diffuse rays would be required to.obtain a

smootbh ‘i.h\adcd |m.xge (bl“l()l]‘i) prerlmemq with this technique using an oversam-
pling rate of %lxteen resulted in very dark images. The second approach is to divide

the scene into primary and secondar_v light sources and insure each source is counted

only once.

This is the motivation used to construct Equation 3.6a. The mirror-in this scene

is a bright light source whicb"cannot be described 53 a collectionbf point light sburcc:«'.

N -

This diffuse hghung effect from the mirror and ‘the spherc cannot be. included in the
'lmage b\ Equatlon 3. Ga w:thou( degradlng the eqt@uon 10 a massne samphng func-
~uon A thlrd possible solution to this problem is to trace ray from multnple sources.
One meth’bd would be to trace ,r'ays from the vngwer,;-aud the light so&es indepep-

cu

dently and merge the results. This approach is the topic of further research. '

.

~3.8. Summary L C S

’

The llghtlng model presented in tbls chapter ‘models the three main hgbung com-

ponents of a surface in a simple and uniform manner. Several lmages were presented

)

which showed that while the model does include many diffuse lightipg effects it is not
the final answer to this })tOblem. This m'_ode.l renders i}rlageé more accurately then was

possible with previous models. ’ ' (&

Technlques were lnt,roduced to r‘;duce the number of rays traced by the rendenng

system to obtain Lhe hghtmg lnformatlon required by this model The eﬁectlveneqs of"

\

the mo"del' is related 'tofthe time required to produce Lhel_'lmage%p Further and more

powerful methods of reducing Vhe rendering time of a ray tracing sys%te'm are presented

i : . . ’ ) ) . é o ;@

. % e:L‘:'r

ey

ht]



R
g "
oo -l

COLOURED PICTURES
Images en couleur :

2 vl’ |
Y
P ‘m
Toa
’
¥ &
o ) ]
' < v
kl
: D Plate 3.1b ) ’
v N ” . . ’
. , ,

H
e

K]



-~ e

o

. COLOURED PICTURES
Images en ,ﬁouleqr

.

.

4 . Plate 3-2b

N

ff_; Plate 3.2 Diffuse Lighti

-

ng Plate 2

‘.

72

hd



I3 . ..
L .
h - . R e et
. "

COLOURED PICTURES:
1mages en .couleutr

v

# . Plate3.3b N

¥

. .
T Spe #

A . .
s - . Plate 3.3 Diffuse Li’ght=ing,l’_l§_t'e‘3

..

Te



‘COLOURED PICTURES
v Images en couleur

T " Plate3.4b

- . . : o o N

. N ’ ‘
N . .

LT . ) : i | :

TR . . S Plate;3.4 DiffuseLighting Plate 4@;; SR N

.



" ' i s S

» COLOURED PICTURES -
Images en couleur

-3
o

Booe n

CL | s "  Plated.ba - _ .

R N | - ' .. Plate3.5b \ T
. Plate3s Diffuse Lighting Plate3. .~ - ,
’ ° ) . - ‘ ‘ M ‘ : . - . ‘ »‘
S / A o “
) e
W o .
SN '
) . . )



Chapter 4
o Data Hierarchy

4.1. Introduction

% ¢

Ray tracing 1s an attracfive solution to the hidden surface problem as it naturally
accounts for many 1mage features such as glolnl lighting eﬂf'cts, shadows, and tran-
sparent ﬂb,jech Ra‘y tracing algorithms must consider mch data primitive in the
scenc to ﬁéd the visible prlmltne for each ray. This process can be excvssi\'e!)' slow

.V':v“umbcr of rays requlred to render an image and the large nuinber of

(ht a prlmms es used 'f& doﬁne a ‘i(‘(‘n(‘
(R ] B
‘ 7* J Yw . *

The% factors used to improve the efficiency of ray tracmg algorithms 18 to’

prcsor& w'£age before rendermg and to take adv antage of both image and frame to

frame cei!ht nce. The level of ctﬁcnency obtamed i3 dependent on the type of prepro-

V ”u“’
) cesslu,g performed on tbc data, the type of traversal algorithm used during rendermg

g \ %d »thc*number and type of framcs required. The data h1erarch|es and travenal algo-

hﬂ&w presented in Section 2.6 possess many of the properties necessary for thl\§ pur-

A V .

Y . SR : \
TR A . . \
N . (',.,5' * , . \\

¥ y e . o N . 3
h«A“M\lst data luerarchy and traversal algorithm is presented in this chapter as\\im

alternatlve'to“exmtmg proposals. This hierarchy is more ﬂemble smaller, an ows

ot o v ) . A B .. .

improved traversal speed over existing data structures on most images, especially the }
" o v !
class of images that contain large empty areas.

\ . {

v’ . ' e

A parallel ray traeing algorithm is deﬁned using the new hierarchy. A multipro- /: .

cessor ray tracing system .is mtroduced that is based on the parallel ray tracmg algo-
“tithm. This ray based sy$tem offers greater rcndermg eﬁicnency dver exnstlug -parallel:

’ : N : - [

ray tracing systems by improving processor usage and minimizing interprocessor com- ;

' N ' 3 i ) - i

munications. - , ' ‘
) :

O



4.2. Object/Volume Hierarchy ° : '
The standard object based and volume based hierarchirv on which this work s

based were presented in Section 2.8, These structures used bounding volumes and

data ordering to reduce the time required to find the closest primitive which intersects

%,a ray. ,A new hierarchy is constructed which combines the strengths of object and

- .
¥ . . . . . . .
volume based hierarchies 1ato a single structure. This new hierarchy is called an

object/volume h;c_ra”rchy to reflect this combination. *

The most \mble fcature of the object/volume hierarchy 1s the use of an ObjCC(

3

based hier:srr'hy al the upper lmolw of the structure and a volume based hlerarchw at

N
't.he lowcr levels. Figure 4.1 shows the geueral structure of the hierarchy. The object

ba\ed section of the Obj(’Ct/V()lllmC hierarchy is similar to the object hierarchy dis-

cu%ed in Section 2.6 Wnth some changes to the scope of the hlerarchy and its traversal.

»

The.- volume based sections of the object/volume hlerarchy is substantially different

) '~e:hlemrch|es presented in Section 2.6 and is discussed in greater detail.
v '1 Bt i ) N
Thc CO[HLH]'C‘[IQI] of the object/volume blerarchy is presented first. Thls is Tol-

3

lowed by the algorithm used to traverse the hlqrarchy.

T 4. 2}\ Construction .

The construcmon of the object and volume based sections of the object/volume

hierarchy are presented independently. The ‘construction of the object section is

presented first.
$ A

3 L]
\ ”

- .y S‘“
: . “
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Figure 4.1 Design of the Hierarchy

4.2.1.1. Object Hierarchy
The initial construction of the object hierarchy is done manually. This gection
presents the construction of the object hierarchy from the bottom up. The simplest

»

objects in the object hierarchy are collections of primitives which remain geometrically

-

N * § . : . . . .
fixed relative to each c?her. Such a collection of primitives is referred to as a part.

Complex objects arew’c{nmtructed as collections of these sim le parts. The classification.
plex obj < ple p .

¥

of a group of primitives a- a part and the collkction of different parts into objects is

pendent on the scene being rendered and the requirementsof the animation

s

. -
sequence. This procedure is demonstrated with a simple example. ™
: ) ‘ ‘ '

Sl

+



Consider the collection of primstives wsed to deseribe a car The designer of Ulie.

hivr;sr(:hy plans to leave the car parked during the entire antmation sequence  The
designer knows that the ear will be placed on %()lll(" street and possibly 1ts size chaunged
to match the physical description of the street, but the car doors will not be opened,
the wheels turned. or any other part of the car moved relative to iself. The entire car
is then considered 51 angle part and stored as a leaf node of the object hierarchy. The
next higher le wl object cmlld be a road, with a street and several cars as children: In
another rendering situation the designer know-s that the wheels of the car are turm-d

and the doors are opened and closed at some point during the animation sequence.

The designer then makes each door and wheel a separate part. The description of the

car is a higher level object consisting of the wheels, doors, and the body of the car as.

its children. The car is then included in the l:;rger hierarcbkical description "of the

‘scene. R

The dnﬂ'erent parts of the cir are moved using the transformation matrixes stored
at each object node as dwcuwod D \ecllon 2.6 for conventional object hierarc hies.
Simpler objects are collected into larger objects until all the objects in the scen¢ are

-

copvained under a single object pode known as the root. The resulting object hierar-

chy may contam large leaf nodes such as the car. If this node is visited during render-

ing each of the primitives must be ested for intersection with the ray, requiring cop-

sidgrable computation. To reduce this mterse.ctlon time, the leaf nodes of the object

+

‘hierarchy are subdivided further into the volume based oct-tree structure described

v

pext. The relationship-between the object and volume based sections of the hierarchy

is shown in Figure 4.1.

»
.

Object h;erarchles were shown to be robust structures 1n bectlon_z 6 Thlpg,
a7 ped

perty 18 preserved in Lhe object, hlerarchy descrlbed\in this section. QbJe(;L'»hd;_‘
-, ' .

»

obtained thc;‘ir robustness frd;m Lhe tran%formauon matrices stored at each n§:°
. - b 'L .

a) 1;‘\

the independence of one node from the next. Between frames of an animation sequence

< - ‘ -

Noa
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(he transformation matrices at the objects nodes are modified to move items, and the
’ L hink4 between object nodes created or deleted 1o add or remove items. The construe

~ tion procedure outhned this section requires object nodes to be used for all p;\

that have some degree of independent motion. This insures that transform

.

matrices and object node hinks are available for upd: ating, creating or deleting »

necessary locations during the animation sequence.

The objgct hierarchy contarns other structures, such as bounding voluu‘i;a%which

are used durigg rendering. These items are introduced and explained as requ®ed dur-
M X ‘{“.1 . .

ing of the traversal algorithm.

%

. Q' -
Jng the ‘dise
~

4.2.1.2. Volume Hierarchy

.

(3 . The construction of the volume hierarchy is presented from the top down. Fach
' A o o .
* of the teal nodes of the object hierarchy are divided into individual volume hierarchies.

]

This section will examine the construction of the volume hierarchy from one of these

leaf nodes. An actual tree containing interior #hd leaf nodes.is created by this process.

. 4 4 . N
The part stored as a leaf node of the 6bject hierarchy is subdivided into an

volume based oct-tree structure. The first step in the construction is to examine the

part to determine-the center of the dait.a and the smallest bounding box which encloses

,
f

. / .
the eqtire part. A decision then is made to dctcrminc if this volume requires subdivi-
v >~ : ‘
‘ sion. This decisfon is based-on Lhe size of the volume, the number of pnmlt.lves in the

.

. vofume, or a combjpation of botﬁ,. The intent of this decision is to reduce the number

of primitives in a singlé volume to a manageable level. 'l‘he"optimal size of a volume 18

a funcuon of the amount of processmg and storage overhead required for the hierarchi-

K

cal xt;hlcture created from Lhm« vnlume roh’tne to the time required to %lmply intersect

< . TR & S S o
28 ) W, : ook { i i v
“the- prlmllxw\ in thie 3olumc d’!}rm“g f‘nd’t"rmg": e L B :

LIRS
K3 R :
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If thet vélume requires no further subdlvmon then Lhe data are left as a leal node

I3
v

PR to the volu'me hier‘archy. Otherwise.the data are divided into cight equal subvolumes
. .

v N .

. o

L 2
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. | o
about the center of tln- imtial vplume. /\w»l;’ﬁerlor node iy created :m(l,(‘:trh subvolume
is conpnected as o (lnl(l to this Illt(‘rl()l’ node. Kach (‘hlld containg ()ulv the data whl( h
. B . 5 kd .
falls in its assigned .-mbvolumv. IFor cac ‘af the subvolumes, Lhe data are examined
again to find the C(‘uu‘ r of the (hm and the minimum bounding box in an analogous
- manner to th(‘v’crv.\tlon of the initial volumc A decision i lnd(l(‘ to determine if each
subvolume requires subdivision and the process is recursively repeated. A tree is
created by this process. The root of the tree is connected as a leaf node to the object

hierarchy. The leaf nedes of the volume hicrarchy contain the data. Figure 4.2 shows

. a sample object/volume hierarchy.

The clipping and traversal calculations are simplified if the bounding boxes are
aligned with the global coordinate axis.- This can be done by requiring the boxc.o be
aligned with the‘coor{mate axis ;vhen they are created or by including*a Lrans’form/a-‘
tion matrix with the box which will realign it with the coordinate axis when requited
[31]. The advantage of the second approach is that a smaller box may be found, thus

| potentiality improving the rendermg specd This must be weighed against “the time
required to transform the data, ray, or box at different points in the rendering process.
Complex animation effects, such-as motion blur [12], can require numerous transforma-
uo'ns to be done. The bounding boxes used in this thesis are all aligned with the coor-
dinate aXis but the*best method for a given application is dependent on the avaxlable
hardware and animation eﬂ'ccts‘requirrd.
.
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f“igure 4.2 -Object/Volume Hierarchy

> The relatlonshlp between the chlldren and the subvolumes they represent must, be\_ .

"
°

'preserved so that the structure can be properly traversed durmg the rendermg process -

bl

The center of the data at a node is- uqed as the orlgm of the local coordlnate system for

t.hat volume node. This system is allgned with the global coordmate axis. Table 4. l

shows which child of a given node contains what subvolumes of the lelded vol’ume .

:
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* . - ' |
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relative.to the lgcal ¢oordinate system.

- .\ .

- chd JoJ]i]z2[3]4a]slel7
x - Origin |+ | + £ - 1-1-1-
y-Origin |+ |+ |-} -4+ 1+ L~ 1-
L - Ongin +-1-1+1- + o B
Ta.ble 4.1 Volume—Child Relationship .

.

Figure 4.3a shows a Lwo dimensmnal v\lew of a part that has. been subdwided

*

using the regular volume hierarchy [40] or the adaptive volume' hierarchy [18] intro-

" duced ‘in’Seetion 2.8. Figure 4.3b shows the ‘same. part subdiv\nded usmg (he

~

object/volume hierarchy. . /

Initial
Volume

C S Birst

Subdivision

B . Second _
|- Subdivision -
| L/t )|
(a). | *(b)
Conventional oy New
- Hierarchy ‘ Hierarchy
Figure 4.3 Data Subdivisiort .

!‘
& The mmal volume |s represented by the root of all three hierarchies. This volume
s subdiVlded about the center creating four equal- subvolumes (eight for l,he three

/‘

dimensional case). ‘Lhese

The conventional volume hierarchies then divides each of

! ¢ - . .
subvolumes into four -identical volumes. This results in sixteen equal size volumes

%
s

s ot sl o

le new hierarchy re—examines the data in each subvolume and defines a smaller -

/

'vl,oluine if possible. volume is then lelCled into four equal parts. This

This smaller



.
/ * '

results in sixteen unequal size subvolumes. The process continues using the subdivi-

. sion criteria for each hierafch')' until the data are completely subdi'vidcd;

One.of the key fcatures of the volume secuon of thebobject/volume hierarcBy is
that each volume node is subdmded about the center of the data at that node. This
approach reduces the amount of empty area expllcnly representcé m.the\hnerarchy and
Lends to evenly. lelde the data between éach child. This can be seefl in Flgure 4.3.
The empty areas on each side of the elhpsc are included in the second subdlvmon in
the conventional volume hierarchies but gliminatcd in the construction of t.he volume

. N . : \
section of the object/volume hierarchy. L

The size of the objccﬁ/volume hierarchy. will be the nearly the same size or
smalfer than the regular and adaptive volume hierarchies if the scene has opcﬁ spaces

and compact objects. If the scene is very complex with little open space the ovethead
~

’

than the conventional volume hierarchies.

The- three different construction techniques used for each volume hierarchy
requires three different traversal algorithms. The traversal of the regular volume
hierarchy, the adaptive'volume hierarchy, and the object hierarchy was introduced in

Section 2.6. The trayersal of the object/volume hierarchy is presented next.

4.2.2. Trayersal

The main benefits of the iject/volu,me hierarchy are exploited by the traversal
/ v

algonthm used in the rendermg process The hierarchy is traversed to find the data

pnmmve which intersects the ray and is closest to the ray's ongm This operatlon is

examined in detail in thns section.

~

To reduce the time required to traverse the hﬂlerarchy,‘la‘rgé portions must be

eliminated from consideration early in the'search. This is partially done with the use

of bounding volumes at each node of the hierarchy. If a ray does not intersect the.
[} : . :

<G

“)

84
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incurred by the ‘objéct/volume hierarchy may cause the hierarchy to become larger

v-!;‘i

]
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tives below this node in the hierarchy. The construqtlon and types of "bounding

volu:ﬁes was introduced in Section 2.6 and is exammed f\u'ther ,

»

‘Traversal begind by intersect

ing the ray wuth the bounding volumcs at the root of

the hierarchy which i is always an objcct ‘node. If the ray fails' to intersect any of these

boundmg volumes the ray. will not intersect any df the data primitives below this node

and the traversal process terminates and\returns a fml The intersection test with the

is not necessary.

- bounding volumes at this level need only be pass-fail as the exact point of interséction

i

If the ray intersects all the bounding volumes at the root node then each of t,he

\

children of that pode must be tested. The boundmg volumcs at each ch}w are tested

[
for intersection with the ray and

thgse failing the test ignored. There usually will be'

énly a few children whlch pass the bounding volume test. The objects. represented by

these passing nodes are found one

in front of the other along the path of the ray. It is

always assumed the ray will mtersect one of these objects first. The pomts of mtersec-

tion of the ray wnt.h a boundmg volumie of the passing object nodes are found and the

‘

nodes >sorted by d|stance from the ongm of the ray. The closest object node is

boun(ling volumeﬂ at any node then it cannot possibly intersect 1;\')' of the data 'pril‘n'i- o

expanded ﬁrst The result of expanding this node can be a fail, indicating the ray dnd ‘

not lnterscct, a,ny ‘of the data below this node, or a pass and the exact, point of intersec-

tion with an object.‘n:tu.rned. If

expanded If a pass is rcturned t

the next node in the sorted list is from the ongln of the ray. lf the intersection point is

a fanl is returned the next pode in the’sorted list is

his intersection point is compared with the distance

-

closer than the next node the node need not be cxpanded because any primitive which

intersects the ray inside the boundmg volume cannot be\cfoser than the current pomt

lf there are any remalmng volum

es on the sorted list t,hey are also discarded for the :

same reasons. The only time more then one object nodc\wxll be expanded at any level

|s lf ‘the objects are on t.op of each other While this situation is quite possible, it is

W
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. unhkely Thls algonthm is used until the volume hlerarchy is r(ached\ On the average

. only one node is expanded at any level and thus only one volume hwrarclly wnll be

-

traversed.

]
LM

The vl)lumes whlch contain data in a volume lnerarchy must be cotmdered in the
rﬂ i

oL

same order that a rx encounters them wlule traveling through the scene. Ullner [AO]
~)olved this problem by using a regular valume hierarchy where every volume w of
|dent|cal size. The first and next volumes the ray enters are dlrec'.iy determlned'amd
visited. Glassner [18] solved this problem by using a hash table to find a volume given
“its name. The name is found from any point in the volume by traversmg a tree which
contains the information on how the hierarchy was created. Glassner finds the next
.node bv finding the point. tne ray leaves a volume and adding a small increment which
is hall' the snze of the smallest volume. “The new ponnt. |s guaranteed to be in the next
volume. The name is found and the volume located. The algont.hm presented for the

object/volume hierarchy will consider each of these nodes in the same order the ray

encounters them, but will actually visit very few of the nodes. ' _ . 3

4

The nodes of the volume hierarchy contain bounding volumes identical to those
used in the object hierarchy. The ray is tested ugainst the bo'ﬁnding volumee at the‘
root of ‘tl:e volume hierarchy. If the ray passes the bounding volume test one or more
of the children wnll be expanded. As mentloned earlier, the clnldren must be expanded

in such a manner that the data nodes stored as leaf nodes of the hlerarchy are con-

" sidered in the same order as the ray vmts them. To determine which child node to

expand first a companson is made between the origin of this node and the current ray. N
Based on this comparlson the child specified by Table 4.1 is visited. If there are no |

" intersecting prlmm:es found in the hlerarchy below t.lns child, the next subvolume the.
ray enters is determmcd The ray WI" enter a new subvolume when it crosses any of

"the planes of the local coordinate system. As there are three such planes, up to three

more subvolumes could be visited. Determlnmg the next subvolume to visit mvolves
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intersecting each plane with the ray and using the results to specily the next child.

The intersection calculation is quite simple if the ray has been normalized to the local
- ) S

coordinates of the node. This calculation is further simplified because the planes ar?r

aligned with the local coordinate axis: The following equations are used to intersect

!' . .
the ray with each plane. : . w
) Plz‘ Pll ,. Pl'
: 4= Y= P, - P P
’ Pz,"Px, 2, = T, 2,’P1,
where,
t,.t,.t, = The paramemc value along the ray

P,',P,',P,' = The origin of the ray.

' ‘ o
Pg‘,ng,Pgl, = A poinl, ilong’the ray.

87 -

\f\ '

The values of ¢ are compared to find which plaﬁe, if any, the ray crosses ﬁrst. If the °

denominator of any of these equations is zero then the ray is parallel to thc plane and

t is undefined. If t,he value of t is undefined or negative the ray does not cross thc-

appropnate plane The next subyolume entered is dependent on the current subvo—
" lume and the order n which the planes are crossed. This calculation can be performed
by adding an index to the current volume and taking mbdulo 8 of the result. Table 4.2

contains the mdexes to be added to the startmg subvolume to det.crmme the next

* volumes to be vnsnted For example, if the lnmal subvolume to vmt is chlld 3 and the

¥
relatlonshlp betwecn the values of tist, < 1y <t,, then line 11 of Tablc 4.2 is used. If

no intersecting primitive is found by expandlng the first chlldolthc‘;econd child is
determined by adding 4 to the number of the first child to obtain the child numbered
7. If no mtersectlng prlmmvc is found by expanding thns child, the third child to
expand is obtained by adding 2-to the number 7 obtain the number 9 and taking

modulo 8 for the child numbered 1. If no intersecting primitive is found from the

expansioh of this node, the last volume node"to expanded is obtained by adding 1 to
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the last child number of 1 to obtain the child numbered 2.7_

/8

Ay Ly ¢, ‘Relation Second | Third | Fourth

 gpdefined undefined | undefined na na D3 na

undefined | undefined | =0 na 1l na na

{ undefined =0 undefined na 2 na na

=0 undefined | undefined na 4 na na

undefined }. 20 20" t, <t 2 1 ‘na

undefined | 20 =20 . t, <t 1 2 ' na
' 2 0 | undefined =0 t, <t 4 1+ | na “
20 undefined 20 t, <t 1 4 . Da
. 2qQ. | =20 undefined t, <t 4 2 na
T 20 =20 | undefined t, <t 2 4 na
20 z0 T 20 t, <t, <t | 4 2" 1 E
L 20 20 - 20 L, <t <ty 4 1 2 4
‘ 20 | .=0" 20 L, <t <t | 2 4 1
) 20 |- 20 4] =0 6, <t <t | 2 1 4 Z
20 20 =0 o, <te <t | 4 2 , 3
2.0 20 20" |t <, <ty 1 2 4

Table 4.2 Next Child Index ,
The a.lgorith;’n_s' used to traverse the object/volume hierarchy are summarized in
. . /\\ » “:‘i
Figure 4.4. The routine Traverse is used to traverse the‘entire hierarchy for each ray. %
L " The routine Object_Traverse is used to traverse the object hierarchy and the routine ‘?;
- . . ) ) . B J T"
Volume_Traverse is used to traverse the volume hierarchy. 3
. o :
The algorithms used to, create the object/volume hierarchy are summarized in '
 Figure 4.5. The init,i?l data is read by the routine Build_Hierarchy and the object sec-
’ tion of the hierarchy is constructed. The*data is th;n subdivided recursively by the

routine Build_Volume till the termination criteria is satisfied. , A S
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Traverse(){.
Add, bcl;lc, and Update'.Objcct Hierarchy:
For( Each Ray in Itage J{
Cuqnnl_}’n"m = NULL; Object_Traverse(Root,Ray);

| 2 I A
. e
’ Objccl__Trcveuc(Obj,Rcy)(
If{ Ray Strikes Boundfng Sphere ) { S :
' '
Il Cluldren are Object Nodes ) { : o -t *. ) L

Inlpncct Rny With Bounding Sphere for Each Cluld ,«&(5
Build Sorted List of Children By Dulanc_e;
While( There is Another Chi Closer then Current_Prim |
Objecl__Travcne(Obj,Rcy;X '
} Els2 { . ‘ . : \> :
: Volumc_Travenc( Obj,Ray); ~ "
yryry o ' ,
Volume_ Travcnc(Olu,Rcy){ - ’ /

If( Ray Strikes Botmdmg Sphcrc ){ o | .
If{ Children are Volume Nodes )
While( No Primitive Has Been Found Which Interaects The Ray

In a Child Node ) {

Get ch.l Volume The Ray Will Enter;
Volumc__Tr_avcnc{cht_Volumc,Ray);
} Elu.{ . .. | | )
Check All the Data Find The Closeat Primitive

Py bod

Figure 4.4 Traversal C‘ode

~ -
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Huild_.llicrarrhyh {
‘(Yeate I‘fo‘ol Object {Vodc,‘
For( Each Object Input ) {
Make dbjecl Child of Root;
Set Maz_Primitives;
.For( Each Part in Object ) {
Busld_Volume(Part);
Make Volume Child of Part;

1

r )

Interactively Arrange Object Hierarchy;

’

}
ém‘ld__Volumc(Volumc) {
If{ The Number of Primitives in Volume < Maz_Primitives:) {
Clip Data About Center into Eight Sub- Volqmcn
For( Each »Sul.J- ‘;olumc H
‘Busld_Volume(Sub- Volume);

Make Sub-Volume Child of Original Volume;
Y} ' /

» Filgure 4.5 Construction Code

Due to the use of bounding volumes at each node of the hierarchy, very few leaf

nodes which contain data will ever be visited. If the ray misses all of the objects in the

scene, no data primitives may be tested at all and few interior nodes will be examined. -

f the ray does strike ah object, chances are good that only the nodes on a direct path
from the root to the node containing the data primitives for this object will be exam-
ined. The envisioned use of this structure is that the construction of objects into a

volume hierarchy is done only once when the object is originally created. For a given
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animation sequence, the designer will build an object hierarchy using these objects

from aiibrary.

The advantages of this structure over existing proposals is analysised in detail in

the followiﬂg section.
4.3. Analysis

4.3.1. Intrc;duction‘

" The efficiency of the object/volume“ h\;e;archy and traversal sigorithm is depen-
dent on the applications to which they are being applied. This analysis will assume
that the desigz_xer is producing several images of a particular scene from different view-
ing positions or will add, \dcletc, or move objects between several frames. This is the

standard procedure in anilﬁ;tion systems but is also useful in single frame rendering as '

it allows the designer to rearrange the image until the desired effect is obtained.

. The object/volume, hierarchy presented in this chapter is compn'red to a standard
object hierarchy [41], a regular volume bierarchy [40], and an adaptive volume hierar-
chy [18];, The two criteria used to compare these hierarchies are the size of the hierar-

L}

chy and the total rendering time.

" 4.3.2. Hierarchy Sise

The size of a hierarchy is defined by the number and type of nodes and the
pumber of bytes used to store these nodes. By their definition, each hierarchy is con-
structed in such a way that the final configuration of the hierarchy is dependent on the
scene being rend::r{d., Without a general method of classifying and e;alnating images
based on their geometric complexity an analytical comparisod of these hierarchies is
impossible. To substantiate the following analysis three test i.mages were constructed.

These images are shown in Plate 4.1 and Plate 4.2.
1
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COLOURED PICTURES -
images en coulesur

Plate 4.1b - Primitives

Plate 4.1 Test Images - Plate 1
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COLOURED PTICTLRES
tmages en couleur

G4

Plant

. Plate 4.2 Test .Imsges - Plate 2

The images were selected to be representative of those images produced by graph-
ics researchers and to have varying degrees of geometric complexity. The image shown
in Plate 4.1ais a room‘ with several small complex objects at various locations. The
majority of; the room is open ®nd quit; simple. The image shown in Plate 4.1b is a
simpleﬂscene with many evenly distributed objects of very low geometric complexity.
The final test image, shown in Plate 4.2 is a reasonably complex scene, with large com-

plex objects in the center areas.

-~

In the actual implementation of the four hierarchies, the imla‘ge ,data‘is pot stored
at the lca; nodes of the volume hierarchy but as simple objects. These simple objects
are linked Logetbcr into a list of objects. The leaf nodes of the volume hierafchies con-
tain pointers to the data in this list, whereas the leaf nodes of the object hierarchy
point to one or more of these simple objects. The size and type of each of these simple

3
objects for the three test images is given in Table 4.3.




tions fo

method used. Fo

-

The efficiency of the intersection, shading and mapping calculatio

The size of a polygon is dependent on th

center normal (3 floats)

Table 4.3 Test Data Distribution

is precalculated and saved. For each node of the polygon the

coordinates (3 floats), normal (3 floats),

by storing precalculated values with the data primitives.

" the size of the data primitives for polygons and quadric surfaces.

r the polygons and first derivatives for the quadric surfaces. "“Table 4.4 contains

i

Test Image 1 - Beach House Test Image 2 - Primitives
Name Size | Color Name Number | Size Color
Room 14P | white | Floor 1 1P | white
Sky IP | blue Sky 1 1Q | blue
Girass 1P ecen | Spherest 7 1Q | various
Center Table 70P { brown | Boxes P 0 various
Dish 360P | white | Pyramid 3 5P | various
Sand 2P | tan Total 66
1 Water 3P | blue Test Image 3 - Plant
Left Table 180P | white Name Number | Size Color
Right Table | 180P white | Leafl 8 294P | green
Vase 80P | red Pot 1 280P | brown
Glass 360P | gold | Dirt 1 30P | black
Bowl 260P | blue Stem 1 36P | green |
Frames 80P | brown | Corner 1 4P | white
Title 87P | green | Total 2708
Total 1658 P - Polygons, @ - Quadrics

ns is improved

These include plane equa-

e number of edges and the shading

r each polygon the plane equation (4 floats), center (3 floats), and a

and edge information (4 floats) is precalculated

and saved. The size of a quadric surface depends on the pumber of planes used so del-
imit it. The quadric surface itself requires ten coefficients (10 floats) for its description
and four coefficients (4 floats) for the first derivative (normal). Each plane requires the

four coefficients for the plane equation (4 floats).
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Linked Object List for Test Images |’
. Image | Objects  Total Ssze '
b Image 1 .14 208,436 Bytes ,
/- Image 2 19 8,884 Bytes s, o
Image 3 12 286,128 Bytes N J
Le ' ) ‘ \
! ‘ "Node Sizes . ~ \\,
’ , Hierarchy Type Size'
. Object ™ ‘Interior | 88 Bytes
) 3 Rf(ghlar%lume | Leaf - T141‘4'834,«33
Adaptive Interior/Leaf 24 Bytes
' , o Object/Volume | Object Interior | 88 Bytes
— - Object/Volume | Volume Interior | 24 Bytes .
. - | Object/Volume | Volume Leaf A 20 Byte:aO
’ . Primitive Storage Size
Primitive Type ' Space . n | Comment

200 Bytes for 4 edges
152 Bytes for 6 planes .

40Nj+—40, N'is # of nodes A
16N+56, N-is # of delimiting planes

’ Po!ygon
Quadric

~ Table 4.4 Data and Node Si‘zéﬁ{ |

. -
-

thle object, hyarchles are often consrdered graphs itis inefficient to unplement
them in t,hls form uﬁless specnal hardware is ﬁvallable Durmg rendermg a composite .

s

transformamon matnx 18 requnred for each node If the object hxerarchy is a‘graph

there are rn};%ly paths t,oba smgle node and hence many pQSSlble composxte matnces
o To keep trac«!k of the composite transformauon matrix in a graph structure two 4 by 4

" matrices are requlred to be multlplled each’ tlme an ob]ect node is wsnted by a ray.
The matrlx then is apphed to the data or lts inverse a.pphed to the ray. By restrlcung‘v‘
t,he hlerarchy to a tree these- matnces can be determmed at the start of the rendermg'
process Thls requires some of data to be dupllcated but i3 well worth the price. The

size of each prlmmve ‘and the Space requlred to store each of. the images 18 llsted n

Table 4.4. The values in thls table are sllghtly smaller {han expectcd due to Lhe shar-

S _‘mg_of nodes andedge:un polY&onal meshes. The storage requnred for the image data 13; '

common to each of the four hlerarchles
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N -
" The space required to store sach type of node is examined now. This section will

assume that spheres are the only bounding volume used. The space required to store a

bouudmg sphere simply rcqmres the center (3 ﬂoats) and the radius (1 float) of the

sphere to. be stored. The space required to store an object node is the space for the
baundmg sphere, the space for one local transformauon matrix (16 ﬂoats) a pointer to

the first child (1 long) ‘and a pomtcr tafa mblmg (l long). By restnctmg the object

‘hlerarchy to a tree, an olyject node simply points to a lmkcd hst.;ol‘ children. The

sibling pointer is used to link the children.

_The storage required for the volume node in a volume hierarchy varies with the

. different types of volume hierarchies. All the leaf volume nodes contain a list. of

pomters to’each of the data primitives in the list of simple objects which have some

N part in the leaf node’s assngned volume. The regula.r hierarchy contalna leaf nodes wathf

' these pointers plus an array of pointers to each of the leafl nodes. "The adaptive hierar-

} .. 8 .

. chy uses a hash table to find the leaf node whxch contains t.he requlred data, The

..recommended snze of the hash table is 1000 entries. An auxnllary tree is use,i to save

the-data on how the tree was constructed and contains both lnternal and/ leaf nodes

o J

Each node conpsist of a size (1 long), center (3 ﬂoats) a pointer to a c/hlld a mblmg

_pointer, and a ﬂag mdlcatmg if the node was subdnvnded The lntenox/' volume node of

the object/volume hierarchy contains storage for a bounding sphere a mtenor/leaf

»ﬂag, a pointer to a Cl’llld and a sxblmg pointer. The leaf nodcs of the object/volume

.hlerarchy contam a boundlng volume and a pomter to a list of data pomters The

1

space requnred for each of ‘these nodes is summanzed in Table 4.4. ) /,/

e
e

- Data structures were bullt for each of the test |mages using the four: hlerarchles

. dess:nbed The volume based hierarchies were built with ten, fifteen, and twenty five

prl,mlt,lves maximum per volume as the subdivision criteria. The number and type of
each node is listed in Table 4.5. The total values do not include the space for the

linked list of simple objects. = v o ' ,

N
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=~ ~Object Hierarchy
: Image | Obj Nodes | Obj Pnts Size
1 15 14 1,376 Bytes
\\ 9 20 19 1,836 Bytes
. 3 13 12 1,192 Bytes
Regular Volume Hierarchy
Image/Cut | Emypty Vol | Full Vol Data Pnts Total Size
1/25 10,820 1,347 13,836 " 104,012 Bytes
1/15 13.623(est) | 2,000{est) | 25,000(est) | 162 ,492(est) Bytes
1/10 16,683(est) | 3,000{est) 50,000(est) | 278 732(est) Bytes ’
2/25 146 197 269 2,448 Bytes '
2/15 934 278 | 350 3,448 Bytes
2/10 356 373 445 -4.696 Bytes
3/25 1,794 1,581 17,388 183,052 Bytes
3/15 1,794 1,581 17,388 "83.052.Bytes
3/10 2.456{est) | 2,457(est) | 300 OOO(cSt) . {ff.rLi2M(¢$’t.);Bytes ,
‘ Adaptive Volume Hlera.rchy D .
Image/Cut | Nodes Data Pnts_| Hash Tbl i '.;-‘ 'Dmal Size | -
1/25 1,327 11,345 4,000 | -81,228 Bytes e
1/15 2.600(est). 1 20,000{est) |. 4,000 | 148 400(est) Bytes
1/10 - 5 200(est) 35,000{est) 4,000 | 68 800(est) Bytes |
2/95 37 141 | 4,000 15,452 Bytes .
2/15 62 196 4,000 | 6,272 Bytes |-
2/10 114 258 . | 4,000 | 7,768 Bytes
~ 3/25 824 8,021 4,000 55,860 Bytes
3/15 1,776 11,681 774,000 | 93,348 Bytes
3/10 3,100(est) | 20,000(est) | 4,000 158,400(est) Bytes
Objeét/Volume Hierarchy .
lmagc/Cul Ob] Nodca Intersor Vol | Leaf Vol | Data Pnts } T&(%z“c
1/25 53 278 3,067 .| 20,420 Bytes
1/15 (5 146 753 . 4,816 39,148 Bytes
1/10 15 206 1,569 6,948 67,596 Bytes
2/25 20 0 1 58 2:012 Bytes
2/15 20 0 1 58 2,012 Bytes
2/10 ° 20 0 1 58 2,012 Bytes
3/25 13 188 1,110 8,994 63,832 Bytes
3/15 13 497 2,803 14,017 | 125,200 Bytes
3/10 13 953 5,656, 21.677 | 223,844 Bytes

Table 4.5 Hierarchy Sises
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The size of the object hierarchy is the smallest of the four hierarchies. This result

4

was expected due to the minimal structure used to build the object hierarchy.

The size of ﬂxe reguiar volume hierarchy is strongly influenced by images which
contain primitives of vastly different sizes. The scene in Image { and the scene in
Image 2 both have artificial "hpriu‘)ns. Thig means -that there are some large objects,
such as a sphere or a polygoxi, on which the majority of the objects are pléced. Thé
large objects are severalio’rders"» of magnitude larger t_h.e'n the smaller 6bjects in the
scene. Fhe initial vol.umg of the regular volume hierarchy must enclose‘ vthe‘entire
_’scene including these Iaréé object‘s During subdivision many subvolumes are cre;ted
before the small complex objects begm to be subdlvnded Further, the large objects are
subdivided into many small pieces by this process. Thc figures in Table 4.5 show how
extensive this pt:oblem is. Nearly 90 pcrcent of the subvolumes for Imagc 1/25 (the 25 .
is the subdivision criteria) dre empty. For the smaller subdivision rates (15 and 10) for
Imagc '1 there was insuﬂic’ient stack sp )e on the computer to .complete the division
process usmg the regular volume hlerarcﬁy The values for the last two division levels
were estlmated by considering the size of the smallest object. cqxnpared to the size of
the initial volume and using data obtained from the subdlvmon of the other l;Ierar-
chies. The regular volume hierarchy is the latgest of the four hlerarchles on Image 1
due to the empty volumes and repeated subdivisi‘on of the large polygons. The size of
the regular v-olume hierarchy was similar in size to the other hierarchies for Image 2.
' ‘lf Image 2 was subdivided further (to a level 6f'5)‘, the size of.the,; regular volume
hierarchy would start to grow quickly. There are no very l#rée primitiv.es in Image 3

/
and the amount of space required to build a regular volume hierarchy for this image is

'similar to the other velume hierarchies. Not until the last subdivision level did the

regular hierarchy begin to grow qulckly The last subdwnslon level for Imagc 3 usmg

the regular volume hierarchy had to be estlmated due to stack overﬂows

-]
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The adaptive volume hierarchy eliminates empty volumes by dividing nodes indi-
vidually, based on the numbe;,of primitives insifds\them'. The adaptive hierarchy is
smaller than the regular volume hierarchy for the first image due to the elimination of

the empty volumes and the reduction of the number of times the ‘l'arge polygons are

subdivided: About half of the space saved is used to support the construction tree and’

1

hash table used to find volumes. Even withi this reduction, the last two subdivision
levels for Image 1 and the last subdivision level of image /mage $ had to be estimated
due to stack overﬂows The adaptivc'volume hierarchy does not showAe pattern of

sudden growth when the voluu;e size becomes small that was apparent for the regular
. \\ R
volume hlerarchy - \

AN

N

\

- The object/volumc hierarchy \§ the most stable of the volume hierarchies. The

stability and small size of the object/ olume hierarchy is due to thc subdnnsron pro-

cedure and the tendenaes of objects to bxxcompact and regular. lmgnlar objects will

\ .
cause the performance of t.hc object/volume i{lerarchy to degrade. The object/volume

hierarchy is less then one third the size of the regular and adaptive volume hlerarchles

on Image 1. The object/volume hierarchy is also‘k\u\naller than the regular and adap-

‘tive vollime hierarchics on lmayc 2. The 6bject/vollrine hierarchy is twenty five per-

cent larger than t,hc adaptive volume hierarchy on lmagc 3 This image has less open

area than the other Lwo test images and as such each hxerarchy divided the data in a

very similar manper. The object/volume hierarchy is larger in part due to the over-

¢

head required to store the bounding volumes at each node.

'4.3.3. Rendering 4

‘The total time involved in producing a sequence of frames is dependent on the

number of frames, the complexity of the scene, and the type of data hierarchy and

traversal algorithm used. The total time for these operations is reflected in Equation

4.1
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Tr=3 Tr+ 3 Ty 4.1

where, 7
T, = Total system time.

Np = Number of frames rendered.

Tp = The time required to render frame s.

Ny, = Number of times the hierarchy is rebuilt. -

o

Ty = The/time'rquxired to rebuild hierarchy 1.

The.first term represents the rendering time rvhereas the second term is the time
requlred to build the huerarchy Historically the main research eﬂorts have been
directed to, reducmg the rendering tlme This work chrrectly assumed that the con-
struction of the hierarchy.always takes less then ten- percent the total rendermg tune .
Continued reﬁnements to the rendering algorlt.hms and apphcatlons of apecml purpose
hardware have decreased the rendermg time to the point that the construction of the-
hlerarchy cannot be ignored. The construction time of the four hlerarchles is con-

\

sidered first.

4_.3.3.1; Construction

The time req}nred to construct a hlerarchy is (}\pendent on the scene belng ren-

dered. For volum based hierarchies even small changes in the scene, such as changmg

“the size of a roomi, may cause objects to be subdivided which were not divided before.
The lack of any /formal method for classifying or evaluating the geometric complexity
of a scene prehi its a epmplete analytical analysis of the time required to traverse each -

hierarchy. The three test images introduced in the previous section are used to sub-

stantiate the nafygis presented next.

Each algorithm will construct. the hierarchy from the initial linked list of simple

objects as /described earlier. . The object hierarchy is considered first. "Beca\rse the
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construction of the object hierarchy is done manually, the time varies greatly. Equa-
tion 4.2 is the time required to build the object hierarchy.
Ne,

2 Ty + Ts+ No Ty 4.2

1=-] -

where,

To = Total _objcct cénstruction time. :
Nc = Number of children 6! object node s. s
" JL = The time.rcquired to build a link t.o a node.
Ts = The tiinc required to arrange the object nodes.
| No = Number t)f object nodeés. 4 ' \\
Ty = The t.'lme requlred to initialize the transformation matn&g
| \

The time required to build ihe?links betwecn object nodes and the ;.ime rcqui‘l:ed

to initialize the tralxnsform:s‘tion matrices is a fair estimate of the time required to
_update the object hierarchy bgtwegn frames. The processing requércti o determine
what updates to make between ffames can be substahtial, but t;his computation is

independent of the liieraréhy used and beyond the scope of this work.

The time required to creaw«the object hlerarchy for the three test unages is listed

in Table 4.6. Nearly all tbe time was spent in user think time. The time required to

bu:ld the links between nodes and update the trans,format.lon matrices is very small,

-

usually a few milliseconds.

The time required to build and update the objéct, section of the object/volume
lncrarchy is sunllar to the object hierarchy just discussed. The following analysxs of
the volume based hlerarcbnes w:ll lgnore the time requlred to build the object section

\\ o © " of the object/volume hlerarchy. 'f‘* time will be included in the final analysm
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Volume Hierarchies h
Image/Cut | Regular | Adaptive Obj/Vol ObJ/ Vol Update| . .,
1/25 93.1s 86.7s ~ 1848s ,Zlms
1/15 . 160s(est) | 150s(est) | 32.8s 249 ‘
1/10 275s(est) | 260s(est) 47.7s 2.4ms
2/25 9Ols 868 .20s 3.2ms
2/15 1.46s 1.27s .20s 3.2ms
2/10 2.71s 167.53 .20s 3.2ms
.3/25 71.2s 58.72s 58.5s ' _2.1ms
3/15 98.7s 03.8s 86.1s 2.1ms
3/10 lOOs(est.) 140s{est) | 120.4s 21.ms
) Object Hiertrchy , ,
Function _Parameters [ Image 1 | Image £ | Imege 3|
Object Const T, =3.6us, Ty=157us | <300s | < 200s | <380s
Object Update N,,N_ see Tbl 4.5- 2.7ms 3.2ms 2.6ms

Table 4.6 Construction Til;l{ngq
The construction of t.he volume based hlerarchles proceeds aut.omat.lcally and is
dcpendent on the size, shape, and locatlon of objects in the scel{e The time required
to construct a volumc hlemchy is mainly dependent on the number of volume nodes
created and the amount of prunmve clipping that occurs.. Equatlon 4 3 is the time
required to build a volume hierarchy

-NVT,_)}:TC»,TAU, - 43

i=1

where,

T, = Total volume construction time.

Ny = Number of volume nodes. . - N
" T, = The time required to build link nodes.

. T'C" = The time required to ‘clip the data for node 1.

TAUX = The time required to build any auxiliary structure.

The first term of Equa.tlon 43 is the time requlred to bmld a link to each vdumc
node created. This lncludes volume nodes whlch contain data and interior volume

NS
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noclc« The second term rcpreschta the clipping'-timc. The time required to clip the

data for c';ch volume node is compllcatcd by the use of a progressive clippihi algo-

. mhm to subdivide the data and the fact that some of the volume nodes may be Nn.c-

\

rior nodes. The last term includes the time required to build any auxiliary data strue.
B “ \
tures such as hash tables and tree structures. ) . S

The time required to construct the regular volume hierarchy, the adaptive volume

hlcrarchy, and the object/volume hlerarchy are listed in Table 4.8 The timings for all

three test images using the termination criteria of ten, fifteen, and twenty five primi-

tives per volume is given for cach hierarchy.

The tlme required to build the object hierarchy is the one of the Iongcst of the

four hierarchies. Thls is completely due to the time required to mtcracuvely eonstruct

_ the hierarchy. The time required to actually build links and reset transformntiona

matrices is very small. The interactive construction occurs only once, at the start of
an animation sequence. The time required t6 update the object hierarchy between
frames ia so small that the total construction time over many frames will be the smal-

v

lest of all four hierarchies.

The time required to construct the volume hierarchies is very similar. Most of
the time spent conmstructing the volume based hierarchies is used to clip the data.

While one hierarchy may have more or larger volumes, the amount of actual data

clipped is more or less the same. This factor accounts for the similar construction

times, cspecmlly on Image 3. ‘Fhe construction time for the bbjcct/volumc hierarchy
for Image 2 is less than the other hlcrarchlcs because no clipping at all was required.
The design of the object/volume hierarchy resilted in a more compact structure being
cfc’;ted for )mayc 1 than was :creat.cd by the other volume hierarchies. This resulted in

lower construction times for the object/volume hierarchy. ’

Another key factor to observe is the object/volume hierarchy is not rebuilt
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between frames of an animation SQQI'IOW‘ Fhis is due to the object based section at

the top of the object/volume hierarchy. The upéaté'times for the object/volume

hicrarchy are listed in Table 4.6, As discussed earlier, the other volume hierarchies are

rebuilt between most, if not all, t.h; frames. Thit_cy.al time spe\yl#t shilding‘ a hierarchy
!

sal time is presented.

l
cn

for an amimation sequence i3 examined after the analysis of traves

4.3.3.2. Traver-nAl

The time required to traverse each hierarchy is dependen ot
dered and the ability of the hierarchy to quickly eliminate large " rtions of the data

from consideration. The absence of a method ngI* $evaluating the
; B

geometric complexity of images prohibit? a c'omplc° “
traversal times. The test images introduced earlier are used to substantiate the follow-
ing analysis. |

Thcf traversal of the object hierarchy is considered first. The tilme required to L/
traverse the object hierarchy is dependent on the number of object nodes visited and
the nqmbcr of data primitives tested. The time requiredto test an 6l;jcc‘t node is the
sum of the time required to test the bounding vgllime and to follow the link to the
child. The time to test a primitive is dependent on the type of primitive being tested.

Equation 4.4 is the time to traverse the object hierarchy.

-

.To= No(Tg+ T, ) +NpTp ’ 4.4

where,
3

~

T, = The time to traverse the object hierarchy.
N, = The number of object nodes visited.
Ty = The time to test a bounding volume.

T, = The time to traverse a link.
i

Np = The number of primitives tested.
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Ty = The time Talest a primitive

Table 17 contagfs the htim(' rtf(]llir;‘(l to traverse the object hierarchy for vie three
test images 'l'h(; tighe to t(-.yﬂt the bounding volumes is quite small. Most of the aver-
«al time is spent intersecting data prir;lit.iw's. The vgl\nt‘s in Table 4.10 are per ray
AV erages. ’ R

Object hierarchies perform best when the simplest objects contain very few primi-
tiv‘osk':m(j only one node at each level passes the bounding volume test. This'is the case
for most of the rays traced in /mage 2. The value of Ny is larger but few of the visited
object nodes were cver expanded. The average time to trace a siﬁgle ray is Lbekbest of
all the hierarchies on this«tcst image. In /mage 3 the ot;jccts are large and overlapping

causing many,objects to pass the bounding volume test at each level. Due to the large

number of primitives tested per ray the timing values for this image are very poor.

Each oi' the three volume _hierarchie,s have_stfcngtixs whi¢h reduces some part of
the traversal time. The rcgular volume hierarchy reduces the overhead to find any
volume to a simple and dircéi calculation. If an intersecting primitive is found in the -
first vol‘ume tested, this method can be considered a constant time algorithm. Thc
adaptive volume hierarchy assumes that a faw rays may travel througb several empty
volumes before entering a volume with data and intersecting a primitive. The adap-
tive s_\"stem .climin:\tes most of these empty volumes at the added-cost of qtraversing a
simple tree to find the next vol.ume. The object/volume hierarchy a;ssumes Lbai afew
rays will travel through some einpty‘ volumes and some volumes with data before
entering a‘volume whcre\it str:lkcs a data primit‘ivel The object/volume hierarchy elim-
inates most of the empty volumes and prunes volumes that contain data the ray does
not intersect using bounding volur_ne:ﬂ. Based on these obqbr\;mionﬂ a scene can be con-

structed such that any one of these hierarchies will out perform the othcrs The Lhr}oe

test images were constructed to be representative of actual images and not to shoi thc



strengths of a particular algorithm

o

1O

B Object Hierarchy
fmage | Ny [ (Ty*+ T )1 Np Tp Total Tima
1 17.97 .153ms 260 | .303ms 81.5ms
2 20.0 .153ms 492 | .303ms 4.55ms
j 16.9 153ms 712 | 303ms | 218ms
Regular Volume Hierarchy
Image/Cul Ny Ty Np Tp T, | Total Time
1/25 10.4 .102ms 314 .303ms 0 | 96.2ms
1/15 11.0(est) | .102ms | 265(est) | .303ms 0 81.4(est)
1/10 13.0(est) | .102ms | 200{est) | .303ms 0 61.9(est)
2/25 4.18 .102ms 42.1 .303ms 0 13.2ms
2/15 5.33 .102ms 39.6 .303ms 0 12.5ms
2/10 6.17 102ms | 36.7 303ms | O 11.7ms
3/25 4:39 .102ms 32.3 .303ms | -0 10.gms
3/15 5.17 102ms | 296 |.803ms | O 9.49ms
3/10 8.75(est) | .102ms 27.0(est) | .303ms 0 8.86ms{est
Adaptive Volume Hiefarch .
Image/Cut Ny Ty Np. Tp Ty Total Time
1/25 42.1 216ms 296 .303ms | 05 98.8ms
1/15 60(est) } .216ms | 250(est) .303ms | .05(est) 88.8(est)
1/10__| 80(est) | 216ms | 180{est) | .303ms | .05(est) 1 71 9est)
2/25 2.84 .216ms 39.4 .303ms .05 12.6ms
2/15 4.97 .216ms 37.4 .303ms .05 ' 12.3ms
2/10 6.91 .216ms 3l .303ms .05 10.9ms
3/25 40.7 .216ms 20.1 .303ms .05 14.9ms
3/15 .49.8 216ms | . 18.8 .303ms .05 16.5ms
3/10 60.0(est) | .216ms | 17.0(est) | .303ms .05(est) 18.2(est)
. Object /Volume Hierarchy
Image/Cut | Ny Ty Np Tp Ty Total Time
1/25 247 | 245ms | 54.0 | .303ms | 2.75ms 25.41ms
1/15 369 | .245ms | 43.2 | .303ms | 2.75ms 24.8ms
1/10 551 | .245ms | 33.6 | .303ms | 2.75ms 26.4ms
2/25 1 245ms |- 4.92 | .303ms | 3.06ms 4.80ms
2/15 1 245ms | 4.92 | .303ms_| 3.06ms 4.80ms
2/10 1 245ms | 4.92 | .303ms | 3.06ms 4.80ms
3/25 132 | 245ms | 1.8 | .303ms | 2.59ms 19.2ms
3/15 54.5 | .245ms | 17.1 | .303ms | 2.59ms 21.1ms
3/10 67.1 | .245ms | 15.0 | .303ms | 2.59ms 24.2ms

Table 4.7 Traversal Timings
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Figure 1 6 show three rays cut,crilng a subdivided object. Ray 1 strikes an objeet
in the first volume tested, ray 2 travels through a few empty volumes before striking
an object or lmviné the hierarch.y, and ray 3 pass through empty and full valumes
before striking an object or leaving the hierarchy. The relative performance of the
volume hicrarchies is dependent on the pnumber of occurrences of these three types of

rays. Due to the time required to intersect a ray with a primitive, there need not be

many occurrences of ray type 3 tp justify the use of the object/volume hierarchy.

B | '
. ' ' : ' Bounding
Object \»\L Volume
oindilindial B
/ ]

1
1

- ”"'
. .— Ray 2
(]
t

_____ u
[] \S
. ubvolumes
)\ '

Ray 3 Rayl

Figure 4.8 Volume Culling

The time required to traverse the volume based hierarchies is dependent on the
pumber of volumes visited, the number of primitives tested, and the overhead incurred

while traversing the hierarchy. Equation 4.5 is the time required to traverse the

. . —
volume hierarchies.

»Ty = Ny Ty + Np Tp + Tp 1.5

where,

Ty = The time to traverse the volume hierarchy.
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N, = The number of volume nodes visited.

The time required to determine the next volume. .

~3
Z
]

‘The number of primitives tested.

=z
"

Tp = The time to test a primitive. ‘ .

The time to perform any overhead.

:\
N
I

The timings for the three test images with ten, fifteen, and twenty five primitives
per volume as the cutoff point during construction is listed in Table 4.7. The values

are averages on a per ray basis.

The optimal performance of the regular volume hierarchy was never quite realized
due to how large th? hierarchy grew as the volume size was decreased. The time to
find a volume for the regular volume hierarchy is reflected in the term Ty. This hierar-
chy requires no further operations to find a volume and as such the time to perform
the overhead is zero. The performance of this hierarchy on Image 3 was the best of the
four hierarchies. This was due to the large number of closely spaced primitives in the
image and the fact there was little empty space. The performance .of the reéular
volume hierarchy on /mage 1 was quite poor. This was because a large number of
primitives were vvcomp‘ared to each ray. Many of the raybs passed th‘rough volumes but
did not intersect an objéét (type 3, Figure 4.6). Even with further subdivision it is

doubtful that the performance of the regular volume hierarchy would match that

obtained by the object/volume’hierarchy.

The adaptive volume hierarchy nevei' out performed all of the other hierarchies
on a particular image. The timing values for the adaptive volume h.ierarchy compared
favorably to the best timing value for the other hierarchies on all images but Image 1.
The cause of this poor performance was due to rays passing through volumes wly

contained data but where the ray did not intersect a primitive.

The key factor to notice for the object/volume hierarchy is that in all cases the
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My ] : - . .
number of primmvcs Lested per ray is always less shan or e(‘lual_t.o the other hicrar-

. : % ‘
e higs. If complex data primmlves are used t,hen an object/volume hierarchy 1s

‘M B

nranfeed to out perform all the other hlenarchies on nearly any image. With the
srmple prlmitives used in the three test, lmages the object/volume hierarchy out per-

. formed the otherdiierarchles on Imagc 1. Thls was dlrectly due to the culling, by the .
. b

bounding volumes of volumes through which the ray p,assed but did not mtersect, the

)

v ‘ obJect The performance of the object volume hierarchy on Lh.e ot,her images compares
. very favorably with' the best times obtamed for that image. ThlS 18 especr@lfy trué for

{mage 2 whete t,he performance was nearly 1dentical to the object, hierarchy

.

The t tal system time over hundreds of frames clearly favors the obJect/volume
hieﬂrfarchy The hierarchy need not be rebuilt between frame\ savmg the constructlon
time lncurred by the regular volume hierarchy and the adaptlve volume hierarchy. It
is also efficient to Lraverse on most images unlike the object hierarehy For a low
reeolution image of 128 pixels by 128 plxels the tlme required to render the image is
vabout the samel as the time required to construct the hierarchy This makes the con-

; Strnction of the hierarchy between frames a major concern. For high resolu_tion

o images, the construction time 13 neghglble unless the specxal purpose archltecture,

presented in t_,he next section, is used. This architecture is consrdered next

4.4. Ray Tra.cmg Architectures .

B

The models and algorit,hms presented in this and previous chapters improve the

-’overall performance of the ray tracmg system, but furt,her improvements in rendering

veﬂifciency are necessary. These improvements are realized by t,he application of special .

purpoSe architectures. =%
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4.4.1. Introduction

multiprocessor ray tracinggeaxg},em that is based on a new parallel ray tracing |
algorit,bm is introduced. This ray:'ba"?le(l System offers greater rendering eﬂicienfy over
,enstmg parallel ray tracing systems by lmprovmg processor us‘age and ‘minimizing
mterprocessor commumcatnons Before presentmg&thﬁs structure the resource require-
ments of the ray tracmg system is exammed This analys:s includes all tbe rendering
procésse’i};such as shading, mapping, and l/O’.g;\,

4.4.2. Resource Requirements

[}

¢

‘The computer resources reoui: ! by ray- tracing sysbems are examined in L‘hxee
groups. These are .procesaor- requirements, storage reqbirements (both disc and main
memory)" and /O requiremeol,s.

The resource requirements were determined experlmentally uamg the algorlthms

G
and Jmplementatlon techmques descrlbed in the prevnous chapters. These algorlthms

have been shown to produce superior images more eﬁicnently than_otbe‘r ray tracing

systems.

4.4.2.1. Prqcessor Requirements
! »

Table 4 8 cont,alns a proﬁle of tbe amount of processor time spent on all opera-

tions of the rendering process that requlre more then on;half of one percent of the ’
N

Mg

total processor time. The three test lmages mtroduced/n the prev lous sectlons were

used to obtam these values. Each 1mage was rendered at'a reso/l/u»tlon of 256 by 256
. ) 3

pixels wnth no anti-aliasing. The volume size was set to a maximum of 15 prlmltlveS’
per yolume to obtain maximum rendermg efficiency usmg.the object,/volume hierarchy.
All code was written in the C pro_gramjm'ing langoage and‘exelcute(l on a VAX 11'/'78,0
with a ﬂoat,mg point accelerator The . tlmxng values were obtained using a program

called gprof written by S. Graham P. Kessler, and K. McKusnck [21] The timing
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P
values presented in Table 4.8 include all the rendering operations and system over-
head. These value will be slightly larger then the timing values presented earlier due

to the inclusion of the system overhead.

‘

Routine Image 1 Image 2 : - Image 3 .
Calls Time(s) Calls. | Time(s) Calls Time(s) | Avg(sec
plrace 783868 1256 254802 131 578364 1293 - .00182
gtiace 0 0 272242 252 0 0 .| .00092
otrace 2410506 430 | 4166057 632 2876956 467 .00019 :
virace 1542403 296 534051 122 2139110 467 .00017
ndmult 1719298 - 244 1068102 152, 1225832 175 .00014
sqrt " | 277821 66 738951 | 175 | 344267 | 82 - | .00024
render 1 41 : 1, 41 ' 1 41 : 41
wpizel 66049 41 66049 41 66049 41 00062
teval 66247 40 105615 | . 65 ' 90413 47 .00058
shade . . 66247 35 105615 687 90413 55 .00060
mknode 95655 19 114553 26 14655968 | 30 ,00021
readd 1 9 . 19 1 1| 5 | 28437
mmult_ 47 a2 83 | 18 132 | .31 ) .00217
fpizel 1 1 -1 1 1 1 1
misc na 260 pa 267 Da . 480 ‘na
Total 45m 30s(2730) 39m 53s(1973) 52m 59s(3179) | 43m 47s

Table 4.8 Processor Timings

The function of each of the routines listed in column one are described next and

summarized in T:able 4.9.

The intersection of fays with primitives is dividéd into two main ro.u't_ines. The
routine pirace intersects 'a ray with all the polygons in a leaf voluine ﬁodé. The rou-
tine gtrace int-ersects a ray with all the q,ﬁadric surfaces and their bour{ding planes in a
leaf volume node. The function sqrt is called by gtrace to perform a square root opera-

tion as part of the intersection calculation of the ray with each quadric surface.

The time rcquirod to traverse the object/volume hierarchy is reflected in several
routines. The time to traverse the object section of the hlerarchy is represented by the

routine otrace. The t,lme reqmred to traverse the volume section of the hierarchy is
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reflected in the routine virace. These times include the time required to intersect the
bounding volumes. The time required to normalize the ray to the local coordinate sys-

tem at each node is reflected in the routine ndfult.

The routine render’is responsible for generating incident rays while the rout\ne
sh responsible for generating all secondary rays. The routine shade calls mkno
as pai . of the shadow testing process. The routine feval evaluates the virtual lighting

tree created by the ray. tracmg process to obtain t,he partial plxel values. The routines
[// N
’ rende(kahade and teval call the agrt routme to perform part of thelr function, The

routme wpizel collects partial pixel data into plxel values. The time required to per-
form dozens of other operations required by the ray tracing system is included under
misc. This includes routines for @mooth shadjng, bump mapping, texture mapping,

and system lnmahzatlon

Ta.ble 4.9 summarizes tbe list of routines shown in Table 4.8 and specifies their . '
function.
(\
Routine | Description )
plrace lntersects a ray "and all the polygons in a leaf node
girace Intersects a ray and all the quadric surfaces in a leaf node.
otrace | Traverses the object hierarchy. '
virace Traverses the volume hierarchy (see also ndmult) _ -
ndmult Normalizes a ray to local coordinates. . ’ ' N r
sqrt A square root function. ‘
render =~ | Generates the initial rays. \
Awpizcl | ‘Averages subpixel values and output final pixel values.
teval Traverses the lightiggtree. H
shade ‘Generates all second®#y rays and builds light tree. 35
mknode - | Obtains memory and initializes nodes. '
readd °~ | Read image data.
mmult Performs matrix multiplication.
fpizel Dumps final raster to the display or file.

Ta.ble 4.9 Rendenng Routines

Table 4.10 presents a summary of the operatlons llsted in Ta.ble 4.8. These
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figures show that the intersection calculations and traversal of the hierarchy persist as
the most computationally intépsive task. Included, in Tabl¢ 4.10 ‘are the eflective

num ber of primitives in each image before and after the construction of the hierarchy.

.// )
Function .. Image 1 Image 2 Image 3
| . Time(s) { % | Time(s) | % | Time(s) | % | .
interacction | 1256 | 46% 448 23% | 1293 | 1% |
traversal 970 | 36% 906 |[50% 1091 34%
others 504 | 18% | 619 32% 794 | 23%
Primitives ‘
R initial 1,638 58 2,708
final 4,816 58 14,017 '
’ 7

Table 4.10 Timing 'Sahmmary

. 4.4.3. Storage Requirements

Table 4.6 lists'the amount of space required to store the object/volume hierarchy
for each of the three test images. This includes all of the storage for heagiex_'s‘a'hd links.

The storage requirements for the rendering code is also given.

, Node/Image | Total Size(bytes)
’ [ Imagel 947,584
Image 2 10,896
Image 3 411,328
code 194,416
- data overhead 15,796 '
raster 196,608

" required for the raster is dependent on the resolution of the image. The size of the ras-

Table 4.11 Hierarchy Storage Requirements

The ray tracing code requires little space and has modest storage requirements. A

copy of the raster is normally kept in memory at all times to allow the i'ay tracing sys-

tem quick access to the raster for the filtering operations of -anti-aliasing. The space
N :

ter listed in Table 4.11 is 256 by 256 by 3 bytes.

h‘\«/
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The amount of space required to store the object/volume hierarchy and bump

“and-texture maps can become a problem if there is insufficient main memory available -

“in the computer system. Fortunately, not a_ll the d>at'a' n_c;ed be present in main
memory during the cntire‘rendcring.process to obtain satisfactt;rj resﬁlts.. The sec-
tions of the hierarchy traversed by a gi;'en ray are similar to the sections visited by
subsequent rays. The bsections of -ihe hierarchy common to two subsequent rays ahd
the total percenta.ge of the hierarchy. traversed by a given ‘Fray.is dépeﬁdenﬁ on tl;e.

image coherence in the scene belng rendered and the pattern in which the rays are

traced. Table 4.12 shows the average amount of active memory reqmred during Lhe

A

rendering process for the three test images. These values were obtained over ten
-second intervals. On the average, 10K bytes of new pages were reqmred every '60

“seconds. ‘The rays are traced systematlcally st.art,mg at the lower left .of the dlsplay

“and proceeding up.the display on a single z subpixel line. This prqgedure is repeated

-~

for each z subpixel line from the left end of the screen to the right.

Table 4.12 Active Pages

This coherence also holds for texture and bump maps. These maps can be large,
as described in Chapter 2, but because the maps affect only certain areas of the screen
at a given time, only the sections of the map required for the general area being ray

traced need be present in main memory.

Image | Total Size | Active Size | o e
1 654,404 73,281 . o ‘
2 417,716 66,332 '
3 818,148 101,918

A

i
O
4
%
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4.4.3.1. l/O Requnrements

The l/O requirements of the ray tracing system mvolve the \Joadnn of the (htd

hierarchy a and appropriate maps into memory: and the final output\of the raster to a

\

frame buffer or file. The size of the input data I'or the three test \mnges is \d» in

Table 4.11. The amount of time requlred to read in the data and &ut.put the raster

\

unage 18 hsted in Table 4:.8. The tune to read the data is reﬂected in \,he routin
d \

' & rcadd and in the routine mlmodc The readmg of the hlerarchy involves the izllocatlon :

of memory and bunldlng links between nodes. An lmproved implementation of Nm rou-

tines for inputing the data, which include -a memory management syst,em, é\ould
: \ e
. improve the efficiency of this process. The time required to out,put, t,be ster 18

t'reﬁected in the routine fpizel. These figures show that less then one pefcent of~the

' rendermg tlme is spent performmg I/0. i desxred ‘the output of the raster can be

N done one plxel at a time. This would require three bytes of 1/O about, every 40ms. | \

4.4.4. Multlproceuors

lrnprovrng the efﬁcxency of the hardware components can only lmprove the speed

of the rendering 'process up to a pjomt. Further, and possible extensive speed up; will
occur with the use‘of multiprocessor systems. The key to how many processors can be
applied to the problem is dependent on how the ray tracmg task is divided. This sec-
‘tion will present a parallel ray tracmg algonthm that divides the rendering task by
. roys. It will be shown that di‘viding the rendering'task by rays has eno.ugh granularity
" to obtain nearly optimal, processor utilization. * It ‘will also be shovrrx that eﬁ'ect.ive

implementations exist for nearly any number and size of processing nodes.
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4.4.4.1. 'Pa"ra'llel Algorithm ' ; :

[0
il

to lmprove the performance of a given appllcatlon aare excesalve lnterprocessor com-.

munlcatlons and lack of enough problem granulanty to apply the requlrcd numb’er of

'proces__sors to the task. The ray tracing algorithm gresented earlier possesses the neces-

' sary properties to overcome these bottlenecks.

- Incident rays are the initial rays th’a(. originate at the location of the viewer and

pass through the corner ol’ each pixel on the dlsplay The results obtained by- t,raclng a

- ,;

glven lnCIdent, ray, and all secondary rays that are generated are completely mdepen-\
dent of the results obtamed l'rom other mcndent rays. The number of incident rays

_ requlred to produce a satlsfactory image ranges from just over a quarter million to

w
several mllllon The ray tracing algorithm introduced in the previous. sectlon is con-

verted to a parallel ray tracing algorithm by dlstnbutlng the tracing of incident rays .

among several processors.

‘ ‘lByfA"dividing the rendering task oy incident rays, as few as one ray could be
assigned‘t.oeac'li processor. This would utilize millions of processing clements in paral-
lel for a singleuimage. Whil‘e’ tracing an incident ray, no communication is required
between any processors. The only communlcalion required is tHe aesignment of rays

and the ﬁnal collection of results.

intersect any primitive in the scene. This requlres that each processing node have

access to all the image data. If the processing nodes are large enough, all the image

~data can be stored at each node. If the node is not of sufficient size, the locality of

memory r'e.fcrenc_e properity of the ray tracing algorithm can be exploited by ope of

several methods to share the'data between the processing nodes.

‘ N . "
/
Concept,ually, an incident ray and-the secondary rays that are generated can®

&
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4.4.4.2. Multiprocessor Architecture . .

" A.multiprocessor ray tracing system using. the parallel ray tracing algorithm

“described earlier is proposed. It is @sumcd that each processing node has enough pri-

.-

mary and secondary memory to store the entire description of the scene, rendering

code, and associated system support routines. The use of small processing nqdes i3 not

.

addressed by this thesis. A host computer is used to control the multiprocessor sys-

%
 tem. The host computer,is the source of the image data and rendering code, and the

destination 6f-the final pixel values. The purpose of this section is to show the power
of the parallel ray tracing algorithm and does not attempt to completely define a mul-

tiprocessor system.

The basic layout of this system is shoWn in Flgure 4.7. A global communications

_system, such as a simple net, is used for all commumcauons It is shown that thls sim-

4 g

‘ple communications system can support the communication neéds of a large number of

processing nodes. The 'precise pumber of processors that.can be supported before

'ekceedinvg the bandwidth of the net is determined shortly.




118

-Disc |- Host '

I ] .
Frame Py Po s soe Ro
Buffer
, Py Py, eee P, .
: : . |
N [ ® []
I X ° 1
] 1 ]
Pro | | P coo P

Figure 4.7 Multiprocessor Architecture

L

Four simple commands are used to control tmre system. Each command is

16 bits long. The first two bits are the command code and the last 14 bits are the pro-

~ cessor ID. With this format 16,384 processors can be individually addr_cssed. The four

commands are load code, load data, load display polygon, and return result.

Each processor has a small amount of code locat,ed in read only memory to recog-
nize the load code command The host, initializes each processor node by sending the"

load code command followed by the rendering code. The format of the rendermg code

begins with a four byte word count to specify the length of the code then a four byte

address to specify where the code should be loaded, and finally the code The render-
ing code is common for each processor and as such the host broadcasts the code in
parallel to all the nodes. Once the code is loaded, each node begms executlon starting
at the. address where the code was loaded. Usmg an 8 Megablt net and thc rendering
system described earlier, the code initia}ization phase will _transmlt, 194,424 bytes of

rendering code in 194 seconds. There is no contention for the net during this phase of

the operation.
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Next the data is loaded into each processor node by the host. The host transmits
‘the load data command and then the image data. The format of the data is th'c same
as the code fqrmat. A four byte count is sent first to specify the length of the data fol-
lowed by four byte address to specify where the data is to be placed. This data is also
common to all processors :;nd can be loaded in parallel. Included in this data is the
display polygon and the resolution of the system. For discussion purposcs it is
assumed that Image 1, which was described earlier, will be rendered. The loading of
the 247K b):t,es of image data will require .247 seconds. bThere is no contention for the
net during this phase of _thé pperation. ’

’ . )

Next, each processor is assigned 1 section of tﬁé initial display polygon to render.
The display polygon is described paramctrically as discussed in Section 2.3.‘ The d;ta
requlred to specify a section of the display polygon requires parametric values of the
upper left and lower rlght, hand corners of the subdlsplay polygon. Two bytes are used
for each value, thus setting the maximum image resolution to 65,536 by 65,536 pixels.
The host processor sends‘ayoad &iaplay polygon command to each processing node one
‘at a time. The ID section of t,bejcommand is u;ed to indicate the target processor. The
total message length is 10 bytes. Assume that there are N processing nl\Sdes, then the
time required to assign work to all the proceséo_rs is 00001 N seconds. Actually, if the
number of processors 'is known, and each brocessoi is assigned a particular position
" (first, second, third etc.) then each processor; can determine the fsi'ze and location of its

own subpolygon. This command will be included for clarity due to the small amount

of overhead it requires, but will be dropped later.

Assume l;or the md;rxent, that the image is to be rendered at 1024 by 1024 pixels
apd that each, section of the image is as complex as another. These assump’tions are
examined in detail later. This means all processors will finish at about the same time,
offset oTJTy, by the different times at which they were assigned their section of the

display polygon to render. When a processor finishes a tracing a ray, the net is used to
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“send the final pixel values to the host. The processor node checks to see if the net is
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»

r d issues a result command. The format of the pixel is two bytes for each pixel
v‘“ ‘ . 5 .
s . v ' . ’
coordinate and three bytes for the pixel value. The total message length is 9 bytes
]

. which requires .000009 seconds to transmit.

The Lransmissi&g of result’g back to the host will cause contention on the net.

Clearly, groups of results should be sent to reduce the chance of collisions. A faster "

«

net and a packet protocol can also be employed. These questions are beyond the scope
of this thesis. It is assumed that there are no collisions or errors and the results are
sent back one at a time. It is not difficult to design an actual system using a faster net

and’larger packets which will exceed the total bandwidth of this idealized system.

-~

" Each processor can trace a ray for this‘rm«gl! in .04 seconds as shown in Table
4.8. Under optimal condmons 4,444 processors can transmit pixel values over the net
in 04 seconds. The total time to render an image under these conditions wnthout

exceedmg the bandwidth of the commumcatlons system is glven by Equauon 4.6.

D . .
T=TC+T,,+NT,,+—N’—‘-TR 48

where,

T = Total rendering time.
T, = Time the transmit the code.

T, = Time the transmit the data.

-

Tp = Time the transmit the pixel data.
Dg = The resolution of the image.
Tr = Time to trace a ray.

A = The number of processors.

o
\ . . . .
Using the valugs obtained earlieX the total time to produce the first image of a

animation sequence with 4,444 processors is 9.92 seconds. This is a speed up of 4228

)"f:,
Lok
%
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times. The subsequent images of the animation sequence do not require the data or
code to beyegransmitted and the updates between frames were sent }vitvh the initial
data. The time required to produce these images is 0.4 seconds which is a speed-up of
1444 tim(‘;:

The host system is required to simply route the i'ncom\ing pixcl values into the
frame buffer. ‘The rate at which the pixels are teceived with 4444 processor nodes is
one every 9 microseconds. This is well within the capabilities of current computer
Lechnol‘égy. If a faster net is used, and more processors added, the loading of the

frame buffer will become a bottleneck in the system. This should occur before the

number of processors is increased a full order of magnitude.

If the scene is larger, the time to transmit the image data will increase. An image
containing a 100 million bytes would require 100 seconds to transmit. As the complex-
ity of the image increases the time to trace a single ray slowly increases. Image 3 con-
tains over 100 times the number of primitives as Image 2 yet the time to trace each ray
increased only 1.3 times. An interesting properity of this architecture is that as the
time Fequired to trace‘ a ray increases, each processor will pug less de_mc.‘and on the net,

and bence more processors can be applied to the task without overloading the net.

There may be some unevenness in the manner in which a processor node returns
pixel values which-can cause contention on the net. This effect is due to the complex-
ity of the image being slightly different from one pixel to the next’ A several pixel
buffer at each processor node may be required to keep the throughput constant. With

a maximum processor system, a slightly larger buffer may be necessary.

It was assumed that each processor would complete its task at about the same”

time. Images do exist that are simple in one section but complex in others. The per-
formance of the parallel ray tracing algorithm was shown carlier to be near}y indepen-

dent of image complexity and as a result, changes in the geometric complexity of the
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image will not drastically change the time required to trace a ray. If the fighting com-
plexity of the image is different from one section of the scene to another there can be a

major difference in the time required to trace an incident ray to completion Ff(ﬁﬂ'(?ﬂvnt

parts of the scene. \

In the worst circumstances, one processor can take much more time to complete
its task than the other processors. There are two methods to reduce the chances of
this occurring. One takc:; advantage of image coherence and the other takes ;\dVan-

-
tage of frame to frame coherence. The methods can be used together, but for clarity

will be described individually. The fraxh‘t,o frame coherence method is presented

first.

When a processor finishes a subpolygon it can immediately start on the second
frame of the animation sequence. Once the host has received all the data it expects
from a processor for a given framé, it can assume the processor will automatically start
on the next frame. Rather than tracing the same subpolygon, the processor will do the
subyolume directly to the right. This can Be directly calculated frofn the i)revious sub-
polygon by assuming that each processor received the same size ;‘;;ec,e. If the current
sub[;olygon was on the right edge of the main display polygon the processor indexes
down a row and over to the left. If the current subpolygon is in the bottom right
corner of the main display polygon the upper left hand corner should be useds During
the rendering of an entire animation sequence, if there is a particularly difficult section
of the image, each processor will have rendered part of this section an equal number of
times, thus more evenly distributing the processing load. This technique is only
effective if the image is similar from one frame to the next. It shpuld be nc;ted that if
the image is not to similar frc}m one frame to the next, then the changes in the images
itself will help even the load. It would be most unfortunate if the complex part of an

image happened to follow a particular processor as it moved from frame to frame thus -

reducing the total efficiency of the systﬂem, but this is not seen as a difficulty. This

-
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scheme incurs no communication overhead and negllglble processor overhead

The sccond method dlvrdes the initia) display polygon into 64 N subpolygons k

.‘w here N is the number of processors. Each processor is assigned a set of 64 subpo-

‘ lygons to render. The value of 64 was chosen by assuming that the ‘slowest processorv 1s

~ rarely more then 64 times slower than. the fastest processor When a processor has. .

completed one subdisplay polygon from this set the next subdlsplay polygon is

automatlcally determlned and started. The distribution of the set of subpolygons ren-- -

. dered by a processor is: such that they are evenly ‘distributed across the scene. This

insures that if one partlcular part of the unage is complex, all processors will render

ome of part the complex area equalizing system load This techmque takes advantage

of . image coherence 'that is, the observation that an image changes little from one ;

~point to the next Agarn it would be most unfortunate if the complex parts of an -

rmage happened to be in all the locatlons a processor rendered but thxs is not seen as a

drlﬁculty When combined wrth the above frame to frame coherence techmque This

scheme also incurs no communlcatlon overhead and has negllglble processor overhead.

<
4.5. Summary A t g,

An object/volume data hlerarchy, was introduced in this chapter which was

shown to be smaller and easier to render for scenes with large open areas. ‘Based on
4 &

this hierarchy a: parallel ray tracmg algorlthm was presented which divided the render-

_ing task by rays. It was further shown with a snmple multlprocessor archltecture that

the new parallel ray tracmg algonthm has sufficient granularlty and mrmmal commun-

' -lcatlon overhead to eﬁectrvely apply a large number processmg elements
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Chap.t“er 5 ’
~ Conclusions .
51 Vintro&uctivon L - ) N
The initial intent of t;his research was to study architectures for graphics systems.
It was dete;minéd early that‘t,he scope of tixis re‘search would be limited to ray tracing
’ machines. This approach was taken in part due to‘the power of the ray tracing algo-
rithm é.nd;'/iﬁ' part because ~of the subétantiai anjount_of existing ;eseav‘rch on sca line |
rendering Systemvsll. \ | g
An important step in this research was to examine in detail, existing graphics |
techniques and ray tracing algorithms. To obtain a déep.understandi’ng of these algo- -
rithms, and to build a testbed in which simulations cduld,;‘tbe’ designed, a ray tra;cing
based rendering’pacl('age was im'pl‘emkent,edy. Su‘ch.a task is knontrivial; thus each algo--

rithm _'was carefully analyzed before implementation. Several considerations were

made before an algorithm was chosen based on the original goal of this research.

-

®. (Can the algorithm be divided between multiprocessors with minimal com-
munications?

@ Is the algorithm able to be divided into small enough pieces such that an arbi- -

trary number of processors can be assigned to the task?

e  Will the algorithm exe in parallel with other processes of the rendering

system?

® Can the algorithm be divided into many small repetitive tasks for possible

implementation in VLSI? L
rmpment A PO
it was found that the algorithms described in much of the published work did not

. ) . . - Iz » ‘ . . - ov \
meet these criteria. As a result, several important areas were eéxamined and new

models and vélgorithms obtained.. The next three sections summarize these

124
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contributions.

.

Also during this process many minor algorithms and tcchmques were developcd
when existing solutlons were unsatisfactory or where there was no publlshed work on
the subject. The most important of these is a smooth shadmg model for polygon

meshes and an intersection algorithm for polygons.,.

The smooth s a.dmg algorlthm |nt,roduced in Chapter 2 uses an additional normal
: Iocated at the approXimate center of the polygon to determme the normal at an arbl-
| trary point on the sufface of the polygon. The value of this normal is the average of
the normals at all the nodes of the polygon The method presented for obtalnmg the
norrnal of an arbitrary point on the polygon uses thrs center norrllal in all calculations
and as such distributes the curvature of the polygon in é more even manner than pre-
vimrs algorifhms. This met‘.hod'also trses thé normal fonrnd. a}ong the edge that is in
liné' with the gkn’ter pormal and the in‘t,er‘s_ection ﬁoi-nt. Hence, the normal w"alucs’are
completely indéju:ndeﬂ?of»the location of Lhe“pdlygon,in space. This 'sqlves a standing -
problem of varying shading d@r‘ing animation sequences. The calculations for the new

algorithm‘ are both stréightfdrward and simple.

The intersection algorithm for polygons i,n‘@oduced in Secﬁon 2.3 is valid for
“polygons wnth an arbitrary number of s:des The calculation is much simpler than the
method used for polygons in parametric form. By prOJchmg the three dlmensxonal
problem to a two dimensional surface, :ubstanmgl cp,mputatxon is saved. The calcula-
" tions performed for each edge of theypol}ygorlk ar;e identical and simple. This sugéests»a

VLSI implementation would be feAsible.
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lmage errors can become apparen)tnf l’,he ‘image 13 un
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5.2. Lighting Model To
The lighting model presented in Chapter 3 models the diffuse, reflective, and tran-

sparent lighting components of a surf%e in a simple and homogeneous manner. The

model also accurately includes lighting contnbutlons from all llght sources in the

>

intensity calculation. This was demonstrated by using the model to include contribu- .

tions from secondary light sources in the diffuse lighting calculations. Within the con-
structs of this model ot,her lighting eflects such as internal illumination can also be

included Previous lighting models do not accurately lnclude lighting contnbut,lon

from all llght sources and they model each lighting component of the surface in a

_ dlﬁerent manner. This model is also simpler and more general than the prevnous

models used to mclude global lighting contributions in the dnﬂ'use lighting calculation.

The model was |mplemented using a dlstrlbuted ray tracmg algonthm employlng
selveral technlques to reduce the number of rays traced. By using a ray tracmg algo-
lthm, the model can be applled to any scene and primitive description amendable to
standard ray tracing algorithms. Because ray tracu’ pomt sampllng technlque
‘sampled. The model mlnlm-

izes over sampling by independently v‘vgrymg the samplmg rate for each llghtlng com-

{

ponent of the surface.

]

5.3. Obje.ct/jVolume Hierarchy.

The data hierarchy presented in Chapter 4 is a more efficient structure to traverse.
for a scene with large open spaces than existing proposals. It is a two-level structure.
The top level is an object ba.sed hlerarchy t.hat gives the entire structure robustness by

the use of transformatlon matrices at each node. The object sectlon of the hierarchy is

also a graph where common objects are shared thus reducing the size of Lhe hlerarcby

The bottom sections of the hlerarchy are volume ba.sed An actual _.hierarchy is

constructed and traversed in such a manner that the leaf nodes cont.alnmg the image .

4
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v

data, are considered in the order the ray would encounter them in a standard volnme
t A

hierarchy. By consndermg t,he nodes in this manner the traversal can be termlnated
\

when the first intersecting primiti'\"e 13 found The volume hlerarcby is traversed such

4 that bounding volumes can be used to prune large portxons of the tree from considera-

tion. . This is a more effective procedure than convenuonal volume hierarchies when

el the ray passes through many volumes but does not strike an object.
W ‘ ! ‘ u

5.4. Ra.y Based Architectures

1

A ray based parallel ray tracing algorithm was presented in Chapter 4. Thls algo~
rithm possesses several properties that make it a prime candidate for a multlprocessor
implementation. It was shown with a simple example that the communtc)atlons .
required ;be‘twe‘en lerge processing nodes executing this algorithm are almost negligible.
As such, thousands of. processors can be applied to the task nsing only a simple com- -
munications system lta was also shown that the processmg load can be evenly dlstrl-
buted among processors wnth little overhead by taking advantage of image and frame

cohereiice. "

EY

5.5. Further Work ‘ | . ,

" Several interesting proi)lems, which could be the topic of further etudies,' became
apparent during the course of this research. The li'ght,ing model "presented in Chapter™
3 can be expanded to include* prismatic lighting eﬂects This would present some
interesting lmplementatlon difficultiés due to the vast number-of rays that would be
required to carry the’ light frequency mformatlon Several interesting possrbllltles to
attack thns problem include multiple source ray tracing and beam tracing. Also, the
generahty of the lighting model can be tested by including other lighting eflects and

determining their impact on the implementation Lechnlques

The design of a ray tracing architecture, based on the algerithms described in this

e
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thesis, contains scveral areas which can be researched further. The parallel ray tracing

[

algorithm was shown to require a very small worklng data set at any give time. This
‘property can y be exploited to apply small processing nodes to the task and share data
‘between nodes Where the image data is stored and how it is shared between proces-

sors can be a toplc of furt,her work. Possible solutnons include processor arrays, shared

disks,. and m ultlple nets.

v

" As the number of processors which can be applied to the task increases, the

". bottleneck at the frame buffer becomes an important factor. Further work is required,

to distribute the frame buffer between processors or on multiple nets.
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