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ABSTRACT

As the public and governments become more concerned about
the environment, it is becoming ever more important that the
engineering community be able to accurately predict the
consequences of a spill. Upon review of the problem, it was
felt that one of the most fundamental characteristics of a
spill that an engineer would be interested in finding is the
initial velocity of the spill slick front. To &o this,
modifications were made to Benjamin’s (1968) model of a surge
front and O’Brien and Cherno’s (1934) spill slumping model,
which were then combined tec produce a spill initiation model
capable of predicting both the slick velocity and slick
thickness.

To test the accuracy of this model, comparisons were made
with data obtained from the University of Alberta, O’Brien and
Cherno (1934), Middleton (1966) and Keulegan (1958). Based
upon this analysis, it was found that the model has an average
absolute error of approximately nine percent. In an attempt
to further reduce this error, the effects of induced flows in
the ambient ahead of the slick front were also considered.
The results from the analysis suggest that the effects of
these induced flows can be safely neglected under most

conditions.

iv



ACKNOWLEDGEMENTS

I would like to take this opportunity to extend a special
thank yvou to my supervisor, Dr. Rajaratnam. If it was not for

his support, trust and guidance I am not sure that I would

have undertaken this work.

The number of other people to whom I am indebted are too
numerous to mention. Thus, I would like to extend a broad

thank you to all the students in the lab and the remaining

staff making up the hydraulics department. I could not have

done it without yocur support.

v



TABLE OF CONTENTS

ABSTRACT . . . ¢ ¢ o « o « o o o =« <« =« =« =

ACKNOWLEDGEMENTS e e e e e e e e e e e e .

TABLE OF CONTENTS . . . . .« « « =« =« =+ =« - =

LIST OF
LIST OF
LIST OF
CHAPTER
CHAPTER

2.1

2.2
2.3

SNoyUl s

ey NN

CHAPTER

-1
.2
.3

CHAPTER

P-nbtbobtbm U-’UJ‘JJ
N whe

o S
(e oJEN le)

CHAPTER
5.1
5.2
5.3

TABLES e e e e e e e e e e e e e
FIGURES . . . . « « « =« « « « =« =« =
SYMBOLS . . . . « « o o « « =« « « =
1: INTRODUCTION . . . « - +« =+ =+ - -

2: LITERATURE REVIEW e e e e e e
Introduction . . . .+ + « « .« o+ - .
General e e e e e e e e e e e e .
Models . . e e e e e

2.3.1 Phy31cal Models .
2.3.2 Order of Magnltude Models .
2.3.3 Analytical Models . . . . .

Initial Spill Slumping . . . . . .
Induced Ambient Velocities . . . .
Head Simulation . . . .« « .« .« « .
Sunmary e e e e e e e e e e e e

3: SPILL HEAD SIMULATION « e e e .
Introduction . . . e e e e .
Development of Head Model . e - .
Summary . e . e e e e e e e e .

4: FLOW INITIATION WITHOUT VIRTUAL MASS

Introduction . . . e e e e .
O’Brien and Cherno Model e e e s e
Modified Model . . . . <« +« « « «
System of Equations . . . . . . .

Data Sets . . .
4.5.1 Unlver51ty of Alberta Data
4.5.2 O’Brien and Cherno‘s Data
4.5.3 Middleton’s Data . . . . .
4.5.4 Keulegan’s Data . . . . . .

Results of Analysis . . . . . .

Design Figures . . . . . « . .+ .

summary e e e e e e e e e

5: VIRTUAL MASS . . . . .« . .
Introduction . . . . . . . .
Theory . . . e e e e e e e
Exact Solutlon e e e e e e e

vi

iv

vi

viii



5.4 Approximate Solution

5.5

CHAPTER 6:

Summary

SPILL INITIATION WITH VIRTUAL MASS
6.1 Introduction e e e

6.2 Model Development-

6.3 Model Confirmation

6.4 Su inary

CHAPTER 7:

REFERENCES

SUMMARY

-
-

vii

79
84

85
85
85
91
96

97

102



Table

Table

W NN

Table

Table

> =y [y 1 1nY
[

Table

n

Table 4.6:
Table 6.1:
Table 6.2:

Table 6.3:

University of Alberta Data

O’Brien and Cherno’s Data

LIST OF TABLES

Middleton’s Data . . .

Keulegan’'s

Summary
Summary
Summary
Summary

Summary

of
of
of
of

of

Data

Model Results

Error Statistics .

Virtual Slick Parameters

Error Statistics .

Model Results,

viii

t=5 sec

55
56
57
59
61
65
88
92
93



LIST OF FIGURES

Figure : O’'Brien and Cherno’s Model

Figure Abbott s Model

Figure : O’'Brien and Cherno’s Modified Model

Evolution of Box Model
Figure : Definition of Flow Areas

Figure

Model of Moving Spill Front . . .

[N I ¥ - U VS S (O R

2
2
2
Figure 2.
2
3
3

Figure : Model Spill Front Brought to Rest .
Figure 4.1: Time Evolution of O’Brien and Cherno’'s
Modified Model . . .

Figure 4.2: Time Evolution of Proposed Model - e ..
Figure 4.3: Velocity Comparisnns Between Measured and
Predicted Values . . e e e e e e e e e e
Figure 4.4: Variation of Relative Slick Thickness with
Relative Depth for Various Values of ‘r’ .
Figure 4.5: Variation of Relative Slick Velocity with
Relative Depth for Various Values of ‘r’

Figure 5.1: Induced Flow in a Still Ambient

Figure 5.2: Arrangement for Simulating Induced Flow

Figure 5.3: Similarity Condition . .

Figure 6.1: Proposed Model with Virtual Mass

ix

[
159

o
tJy

to
~J

390
38

39

46

49

64

67

69
73
74
81

87



LIST OF SYMBOLS

Symbol Description

a - acceleration (ie. F = ma)
- thickness of slick

b - a generic model scale (O’Brien and Cherno)
- an integration limit
- virtual thickness of a slick

b, - virtual thickness of ambient irtrusion

b, ~ virtual thickness of spill slick

c, - opposing ambient flow velocity

C, - velocity under spill

d - depth of ambient

Ad - surge height in front of head

g -~ acceleration due to gravity

g’ - modified gravitational constant

h - thickness of slick (Abbott)
- depth under slick (Benjamin)

h, - thickness of ambient (Abbott)

h, - thickness of front of slick

Ah - height of the surface of the spill above the
ambient surface elevation

m - mass (ie. F = ma)

m, - virtual mass associated with the passage of
the head

r - density ratio (ie. p_/p)

- radial coordinate
s - salinity (ie. G, - G,)

t - time
- elapsed time of spill event

t. - time at the start of experiment



At

e z

< g 0 w oz

<

time step

average fluid velocity
instantaneous ambient velocity
velocity of front of slick

coefficients in gquadratic equation
(ie. ¥y = Ax?*+Bx+C)

net unbalanced force

densimetric Froude number
specific gravity of denser layer
specific gravity of lighter laver
fluid depth

depth of ambient (Barr)

slick thickness (Benjamin)
original spiil depth

similarity criterion (Barr)

similarity criterion (O’Brien and Cherno)
coefficient (Abbott)

modified similarity criterion
total kinetic energy

length of lock (O’Brien and Cherno)
diameter or width of slick (Fay)

total accelerated mass
non-dimensional coefficient

pressure at point ‘i’

volume flow rate of spilled material
average fluid velocity

volume
velocity at which mass ‘M’ moves at

initial velocity of saltwater front
surge velocity (Keulegan)

xi



< BT & <@ =

T

radial velocity component of ‘V’
angular velocity component of V-
velocity of ambient intrusiocn front
velocity of spill head

velocity of slick head

distance of head from source
rectangular coordinate along channel

penetration distance of ambient

penetration distance of slick

rectangular coordinate perpendicular to bed

slick thickness as a fraction of

original spill depth

the

- ambient intrusion thickness as a fraction of
the original spill depth

unit weight (ie. Yy = pg)

angular coordinate

ratio of densities (Abbott)

doublet source strength

kinematic viscosity

density of heavier layer

density of spill

difference in layer densities (p-p.)
density of lighter fluid (Keulegan)
density of heavier f£luid (Keulegan)
average of layer densities (Keulegan)
density of water

net surface tension

velocity potential lines

xii



ry, 0y
Ty, 0,
Xy Yy

Xy Yy

streamlines
unit weight
cylindrical
cylindrical
rectangulayr

rectangular

(O’Brien and Cherno)
coordinates of hea? oo bi=t
coordinates of virtual d&:iulet
coordinates of head doublet

coordinates of virtual doublet

xiii



CHAPTER 1

INTRODUCTION

In the process of developing scientific theories, perhaps
the most difficult task that a researcher must first
accomplish is to determine the fundamental assumptions upon
which that theory or model wilil be based. As the model is
developed, many of these constraints will become obvious since
they are the result of explicit simplifications necessary to
arrive at a workable solution. However, there are also
implicit assumptions that exist due to an unintentionally
biased view of reality. One such assumption that is commonly
made in the field of engineering £fluid mechanics, 1is the
assumption of single layer fluid systems. In actual practice,

though, truly single layer systems rarely exist.

On the surface, such a statement may appear unwarrditted;
so let me illustrate with an example. Let us consider the
classical hydraulic Jjump. As most hydraulic engineers

realize, the sequent depths for such a situation can be easily
determined through the application of continuity and momentum
equations to the control volume containing the hydraulic jump.
The question to be asked, though, is upon what basis can we
neglect the air overlying the jump? In most cases, a formal
acknowledgment of this assumption is never made and to answer
the question, a stratified flow analysis must be performed in
which both the air and water layers are considered. It can

then be shown that for large density differences between the
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layers and with the surface layer at rest, the equations do
reduce to those of a classical hydraulic jump.

There are, indeed, many other examples of multi-layer or
stratified flow systeﬁs. Before we look at other examples,
however, it may ‘be wuseful ¢to first establish a working
definition of what a stratified system is. For the purpose of
this work, it will be assumed that a fluid may be considered
stratified if it can be divided into distinct layers on the
basis of differences in the parameters describing the flows.
The significance of this definition is that it does not
restrict our view of stratified flows to just those that
possess density stratification.

To illustrate ‘.ne significance of the above definition,
let us consider an example. In the analysis of jets and
plumes, the common approach is to start with the Reynolds
equations and to simplify them to the point where they can be
solved for the parameters of interest. 2n unfortunate side
effect of this form of analysis, is that it tends to produce
a narrower view of such flow systems and extracts them from
any continuum to which they might belong. If one views such
flows as being examples of momentum stratified flows, however,
it becomes clear that any general analysis for jets and plumes
should also be applicable to any flow expansion including
hydraulic jumps.

In addition to momentum dominated flows, there are many
other areas of practical sidnificance where the concept of

flow stratification is important. For example, River and
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Coastal engineers must commonly deal with the problem of
sediment transport, an example of flow stratification produced
by non-uniform sediment distributions. Meteorologists must
commonly face the problem of density stratification in the
atmosphere since this is responsible for frontal systems and
temperature inversions. Environmental and Water Resources
engineers also must deal with the problems of density
stratification since this strongly affects the ability of
fluids to mix together. Examples where this occurs are in the
discharge of <cooling water from generating stations,
industrial discharges, and spills.

Of the above examples, it is in the analysis of spills
that this work will concentrate and it will be assumed that
any release of a finite qguantity of one fluid into another
will constitute a spill. Using this definition, it becomes
clear that the analysis of spills may be applied to a broad
range of flow systems including chemical spills (both ligquid
and gaseous), turbidity currents, and dam break problems which
include lock exchange problems.

From a review of the literature, it appears that there
have been few comprehensive attempts to understand the
mechanics of spills and as a result, there are few tools
available to engineers for the modelling of spills. Of the
tcols available, most seem to be rather complicated and in a
developmental stage making them unsuitable as practical
engineering tools. Thus, it is the purpose of this work to

provide a basis upon which a complete spill model, suitable
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for practical use, could be built. Specifically, we will be
concerned with the mechanics of flow initiation, and will
attempt to provide a model framework which will meet the

following objectives:

- an attempt will be made to keep the
physics of the model sufficiently simple
that most practicing engineers will be
able to easily understand the concepts
and equations.

- the development of the model will be
modular in design to simplify the
updating or extension of the model.

As was stated previously, one of the most important and
often most difficult activities of a researcher is to present
all the assumptions upon which their model is based.
Therefore, before proceeding further, the following are the
global assumptions upoir which this model will be based.

Stratified Flow: It 4is assumed that the
spilled fluid produces a stratification
within the ambient fluid and that the
ambient is not stratified in any other
way .

No Mixing: It is assumed that at no point
along the interface between the two
liquids will any flow entrainment or
mixing between the fluids take place.

No Surcharge: It is assumed that both fluids
are 1in hydrostatic equilibrium at the
base of the spill.

Wide Rectangular Channel: It is assumed that
the spill occurs in a rectangular channel
of sufficient width that any possible
wall effects may be neglected.

Occupies Full Channel Width: It is assumed
that the spill occupies the full channel
width and is essentially one-dimensional
in nature.



CHAPTER 2

LITERATURE REVIEW
2.1 Introduction

After reading the general introduction to this work, many
individuals may be asking themselves the guestion

"Tf this is a work dealing with the initiation of
flow in a spill, why worry about stratified flows?"

The simple answer to this question is, of course, that spills
are an exanple of stratified flows. If this 4is the only
reason that comes to the readers mind, however, then careful
consideration should be given to this review and at least some
time invested in reviewing the more important articles
mentioned. This is necessary because to appreciate the
mechanics involved in spills, be it the slumping of the
initial spill volume or the development of the head, it is
essential to have a general understanding of .;ulti-lavered or

stratified flows.
2.2 General

The area of research which attempts to understand
stratified flows is very broad. To achieve a comprehensive
literature review, it would be necessary to scour che
literature in the fields of Classical Physics, Mathematics,
Meteorology, Geoloc,, Mechanical Engineering, and Ciwvil
Engineering as a minimum. Althcugh it is beyond the scope of

this work to provide such a review, it is possible to develop
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an acceptable ‘feel’ for this body of knowledge by referring
to a few of the classic works in this area.

In any general discussion of stratified flows, there are
at least four works that the reader must review if a broad
understanding of the field is sought. These are the works by
Harleman (1960), Turner (1979), ¥Yih (1980), and Bo Pedersen
(1986) . Although it 1is certainly beyond the scope of this
work to provide a review as extensive as that provided by
these authors, following the format of Harleman’s (1960) work,
an attempt will be made toc provide a brief overview of some of
the more fundamental areas in the subject.

Harleman’s (1960) work begins with a discussion of a
simple two-layer stratified flow to show that in some
situations, stratified flcw equations are very similar to
open-channel flow equations; the only difference being that

the densimetric Froude number ‘Fr’, defined as

u
Fr = —— (2.1)
VE%I
where

must be used instead of the ordinary Froude number. In these
equations, ‘U’ is the average velocity in the layer, ‘p’ is
density of the denser layer, ’'Ap’ is the difference in layer
densities, ‘g’ is the acceleration due to gravity and ‘H’ is

the thickness of the layer. Rajaratnam and Powley’s (1920)
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work expands on this notion to extend previous work performed
by Rajaratnam on hydraulic jumps to hydraulic jumps in a
stratified environment with the surface layer at rest.

Pursuing the work of Harleman (1960}, an introduction to
uniform stratified flow is presented. To illustrate, he uses
as an example a gravity current flowing over the bed beneath
a still ambient. Neglecting the possibility of Dbed
entrainment and taking into account the effects of both bed
and interfacial shear stress, he develops a generalized form
of the Chezy equation used in open-channel flow. In
developing this expression, an analogy is made to flow between
parallel plates in order to simulate the interfacial shear
stress. For a more complete discussion of the modelling of
interfacial shear stress, the reader is referred to the work
of Bo Pedersen (1980).

Of special interest to Coastal Engineers is the gravity
current that transports sediment. These currents are commonly
referred to as turbidity currents and may be made unsteady due
to the suspension of bed sediment into the current or the
deposition of sediment being carried by the current; a
phenomenon studied by Middleton (1966, 1967), Bo Pedersen
(1980) and Pallesen (1983). In both Bo Pedersen’s and
Pallesen’s work, several field case studies are reviewed in an
attempt to further +nderstand the mechanics of turbidity
currents.

Another broad class of stratified flows that Harleman

(1960) addresses in his work, are the nonuniform flows. A
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classic work in this area is that done by Schijf and Schéonfeld
(1953). In this paper, a closed system of differential
equations is developed to describe a two-layer stratified flow
system that is nonuniform in nature. By investigating the
characteristics of the system of eguations, it was found that
four kinds of waves were possible. One set of waves are
identical to those predicted for an ordinary one-layer system
(referred to as ‘external’ waves), and the other set is unique
to a two-layer system (referred to as ’‘internal’ waves). To
illustrate how these equations might be applied to engineering
problems, the authors use as examples: exchange flows,
internal hydraulic jumps, and salt wedges in rivers without
tides.

An alternate method of analysis that may be used to solve
problems involving nonuniform stratified flow was presented by
Yih and Guha (1955). Following Hayakawa'’s (1970) procedure
for simplifying the integral equations developed by Yih and
Guha when applied to an internal hydraulic jump, Rajaratnam,
Tovell, and Loewen (1991) were able to solve for the seqguent
depths of the stratified system even when both layers are in
the motion and the density difference between the layers is
not small. When one of the layers is at rest, the seque- -
depth equations reduce to a form very similar to Belanger’s
equation with the exception that the densimetric Froude number
must be used instead of the ordinary Froude number. In the
case of very small density differences between the layers, the

equation becomes identical to Belanger'’s equation.
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If the reader is interested in the behavior of salt
wedges and related phenomena, in addition to the very Lrief
treatment given by Schijf and Schonfeld (1953), an excellent
introduccoxry reference is that by Keulegan (1966). In this
work, Keulegan summarizes his findings from a series of
experimental studies designed to understand the nature of salt
wedges and lock exchange problems. Another interesting work
related to this same area 0f study is that done by O’Brien and
Cherno (1934). In this work, a very simple spill slumping
model is used to estimate the initiation velocity of the spill
and some information is presented to indicate the reduction of
velocity at the spill head with distance.

Returning once again to the work by Harleman (1960), a
good introduction is presented to another major area of work
in stratified £flow; the area of internal wave motion.
Internal waves are those waves created at the interface
between two stratified 1liquids. In Harleman’s article,
specific attention is paid solitary internal waves as well as
the relationship between internal waves and surface waves,
illustrating the significance of the relationship with
practical examples. For the reader not familiar with waves in
general, Keulegan (1949) has written an excellent article
describing the fundamental characteristics of both free-
surface and internal waves.

In situations where the waves produced at the interface
are severe, wave breaking may ocCur which leads to interfacial

mixing. In the article by Harleman (1960), the definitions
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for critical flow are presented beyond which mixing is likely
to occur. In general, i1if viscosity 1is neglected, the
interface stability is described by a modified densimetric
Froude number, but when viscosity *  not neglected, a form of
Reynolds number also becomes impo: cant. If tihe reader is
specifically interested in the mechanics of interfacial
mixing, reference should be made to the landmark paper by
Ellison and Turner (1959) and an excellent summary of
pertinent literature is provided in the work by Turner (1979)
and Bo Pedersen (1980).

Related to the topic of interfacial mixing is the topic
of diffusion in stratified flow. Following the summary
presented by Harleman (1960), it appears that the difference
between the two is in the nature of turbulence associated with
the phenomena. In the case of interfacial mixing, the
turbulence of interest is the macro scale turbulence created
by the interfacial shear stresses which produce breaking waves
along the interface. If this process continues, a two-layer
system may eventually be converted into a three-layer system
with the third layer being produced by the wave mixing at the
interface.

For diffusion, however, the turbulence of interest is the
small scale turbulence that may exist in the body of the flow.
This turbulence acts upon the interface in a much more
localized fashion, creating small cusps along the interface
through which streamers of the other layer fluid enters and is

mixed with the body of the turbulent layer. In the works by
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Harleman (1966) and Pallesen (1983), the reader will find a
much more detailed discussion of this process as well as a
discussinon of experiments conducted to simulate it.

When attempting to numerically analyze diffusion in
stratified flows, the convection-diffusion equation is used.
This eqguation is not applied to the entire multilayer system,
but 1is rather applied to the layer into which fluid is
diffusing. In nature such a system most commonly occurs in
estuaries where, due to the turbulence in the fresh water
flow, the concentration of salt is homogeneous at any section.
This allows for the one-dimensional convection-diffusion
equation to be used in the analysis. Whether an unsteady or
steady analysis 1s performed will depend entirely on the
iength of the mixing zone compared to the intrusion distance
of saltwater resulting from tidal effects. Once again, the
reader 1is referred to Harleman’s (1966) work for a more
complete discussion.

A final topic that seems to have received a great deal of
attention in the general stratified flow literature is that of
selective withdrawal of fluid from stratified systems. In the
article presented by Harleman (1960), there is a brief
discussion of the literature considering specific points of
withdrawal within a stratified fluid, such as when attempting
to simulate the selective withdrawal in reservoirs. If the
reader is interested in a more comprehensive review of the

subject, reference should be made to the work of Yih (1980).



2.3 Models

By now one should have at least a general appreciation of
the depth which exists in the area of stratified flows. It is
inportant to realize that in the development of models to
simulate stratified flow events, many of the preceding general
areas of study may need to be considered. For example, in the
development ¢f a complete spill model, an unsteady analysis
would need to be performed since the slick becomes thinner as
it spreads, interfacial mixing may be significant if the spill
is spreading rapidly, and knowledge of fluid extraction in
stratified flows will be necessary if the spill is to be
cleaned up.

Over the years, many different models have been created,
of which, only a few will be reviewed here. With the models
selected for review, it is hoped that the reader will gain an
appreciation for the different techniques that have been used
to simulate spills. In reviewing these techniques, it was
found that basically three different modelling philosophies
exist: physical models, order of magnitude models and

analytical models.

2.3.1 Physical Models

Some of the earliest models created to understand spill
-and lock exchange phenomena were implemented as physical
models. O’Brien and Cherno (1934) created such a model in an

attempt to understand the nature of the exchange flow created
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when locks are operated in coastal areas. Following the
definition sketch in Figure 2.1, we may develop the following

expression for the initial velocity ’'V,’ of the saltwater

= s |—995__ (2.3)
ve t\JZ(G1+G2)

if we adopt a simplified slumping model in which it is assuma2d

front

that the inflection point on the interface (point O) always
occurs at mid-depth. It should also be noted that in eguation

2.3, ’s’ is the salinity, defined as

5]

= G,-G, (2.4)

and ‘G,’ and 'G,’ are the specific gravities of the heavier and
lighter fluids respectively.

In order to compare the model to the prototype, the
authors first developed a simplified model law based upon a
similarity condition ‘K’. In order to develop an expression
for 'K’, the authors considered the ratios between the model
and the prototype of the following gquantities: horizontal
dimensions, vertical dimensions, velocities, time, and
salinity. By using equation 2.3 as well as the one-
dimensional Navier-Stokes equation, it was possible to show

that the scales should be related by the following expression

—_—Y = 85 = Y
b, b, b2 (2.5)
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in which ‘b’ indicates a scale defined by the following
subscripts:

velocity scale

time scale

depth scale

salinity scale
longitudinal length scale

Fuoag
T TR A

With these scales it is possible to show that

K= _EL (2.6)

d°’s

5

in which ‘L’ is the length of the lock. O’Brien and Cherno
described equation 2.6 as the simplified model law since it is
assumed that the viscosities are approximately the same in
both the model! and prototype (ie. b,=1).

Another interesting set of papers which attempt to solve
the exchange flow problem using physical models are those
authored by Barr (1963, 1967) and Barr and Hassan (1963). In
the first paper of this set (Barr, 1963), the author reviews
the literature on exchange £flows and establishes the
definitions which will be used in future papers. Of special
note in thig paper, is the attempt to distinguish between
exchange flows which initially occupy the full depth of flow
(referred to as 'exchange flow’) and exchange flows which
initially occupy only a fraction of the initial flow depth
(referred to as ’‘dam-burst analogy exchange flow’). Although
the differences in physics between the two were not addressed,
this does appear to be one of the first papers to consider

exchange flows which do not occupy the full flow depth.
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Another interesting aspect of Barr’'s (1963) paper is that
he suggests the criterion for similarity between the model and
prototype (for convenience referred to as *'J’) is
VIE _ (2.7)
v
in which ‘H’ is the original spill depth, ‘v’ is the kinematic

viscosity of the spilled material and g’ is as defined in

egquation 2.2. Thus, we may write
g’ = gs (2.8)
as an approximation t£o equation 2.2. If ‘s’ is the salinity

as defined by equation 2.4, we may rewrite equation 2.8 as

ygs#® _ (2.9)

v

Retaining both ‘g’ and ‘v’ as variables in the development of

O’Brien and Cherno’s criterion for similarity, equation 2.6

becornies
___LV___ = K’ (2.10)
Jgsd®

in which K-’ is the modified dimensionless similarity

condition. If ‘H’' is equal to ’'d’, equations 2.9 and 2.10 may

be combined to form the following relationship

d T ——
o4 (2.11)

where, as before, ‘L’ is the lock length.
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It is interesting to note that the two criteria for
similarity are not the same. The reason for this is that in
the work by Barr, long flumes are used with a lock length
equal to one half the flume length. Thus, when his
experiments were conducted, he could safely neglect the
reflection of the surge of the back wall of the lock. In
O’Brien and Cherno’s work, however, locks of only a fraction
of the length of the test flume were used making it necessary
to include the additional scaling factor ‘L/4’.

Thus, it can be said that this set of papers is an
extension to the previous work by O’Brien and Cherno (1934).
In the first paper, the emphasis 1is on reviewing past
experimental results, paying particular attention to the work
of Keulegan. In the second paper, the authors explain the
nature of experiments that they conducted and comment on the
structure of the flow with emphasis on the entrainment
phenomenon associated with the head. In the third and final
paper, the author considers lock exchange experiments in which
short locks (ie. experiments similar to those of O’Brien and
Cherno) have been used and alsc explores other aspects of
exchange flows such as the effects of surface tension and

cross sectional geometry.
2.3.2 Order of Magnitude Models

In order of magnitude models, the researcher typically
relies upon his intuition and general understanding of the

physics of the problem to develop approximate relationships
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describing the features of interest. Perhaps the best example
of this approach in the area of spill modelling is that
provided in the paper by Fay (1969).

Briefly stated, Fay approximates the spreading of a spill
by assuming that only four major forces are involved in the
phenomenon. He assumes that two of the forces act to spread
the spill and two act to resist the motion of the spill. By
setting each driving force against each resisting force, he is
able to develop flow regimes in the spill event, each governed
by a simple egquation.

For driving forces, Fay reasons that only forces
resulting from slumping of the spilled fluid (gravity force)
and surface tension (surface tension force) are of importance.
Opposing these forces, he feels that only fluid inertia
(inertial force) and fluid wviscosity (viscous force) are
significant implying that this model only applies to buoyant
spills. For dense spills, an additional term accounting for
bed friction would need to be added. If it is assumed that in
the surface tension regime, viscous forces are much larger
than inertial forces, only three distinct flow regimes are
possible: Gravity-Inertial, Gravity-Viscc 3, and Surface
Tension-Viscous.

For an instantaneous spill of finite size, where 'L’ is
the diameter of the slick; g’ is as described in equation 2.2;
‘vV‘,’p’and ‘G’ are, respectively, the volume, density and net
surface tension of the spilled fluid; ‘t’ is the elapsed time

of the spill event; and ‘v’ is the kinematic viscosity of the



19
ambient; it is possible to describe the three regimes as

follows:

Gravity-Inertia

L = Yg'ves (2.12)

Gravity-Viscous

L = | gVPEES (2.13)
\’0'5

Surface Tension-Viscous

o2¢e? (2.14)

If the initial spilling of fluid occurs over a long
period of time, a model assuming a continuous discharge should
be used. For this situation, assuming the spill point is
stationary, if ‘L’ is now the width of the slick; ‘Q’ the
volume flow rate of the spilled fluid; ‘u’ the velocity of the
ambient; ‘x‘’ the distance from the head to the source; and all
other variables are as described previously, Fay has developed

the following equations to describe the spreading regimes:
Gravity-Inertia

L = g0z (2.15)



Gravity-Viscous

4‘
I = g/QZXI.S (2.16)
v0.5u3.5

‘[ o2’ (2.17)

If the reader is interested in a much more theoretical
development of equations 2.12, 2.13 and 2.14, reference should
be made to the paper by Hoult (1972). Starting from the
generalized Navier-Stokes equations, the author shows that the
equations developed by Fay (1969) are similarity solutions and
compares the theoretical results to both laboratory and field

observations.
2.3.3 Analytical Models

Since the subjiect of stratified flows is typically only
discussed by academics and researchers, most of the models
that have been created to simulate the growth of slicks
resulting from spill events are analytical in design and rely
heavily on the methods of calculus to solve the problem. As
an example of how these technigques are applied to spills, let
us refer to the set of papers authored by Abbott (1961).

In the first of these papers, Abbott considers a spill

which is spreading in the Gravity-Inertial regime. It is



21
assumed that the spill was instantaneous in nature, occurred
in a long, straight, uniform channel and occupied the entire
channel width. By also assuming that the pressure
distributions in both lavers are hydrostatic, and using the
variables as defined in Figure 2.2, the continuity and

momentum equations for the slick are:

_g_g+h%+ug§=o (2.18)
du Ju ch oh, _ (2.19)
%"”'&*g('é}*?i)"o

and for the denser ambient are:

odh du dh ‘

—_—* by —_2 = 2.20

ac h'ax T Ueax ° ( )
du, du, oh, on) _ (2.21)
kG *“-—a;*g(ax * é})“’

By writing equations 2.18 to 2.21 in matrix form and
solving for the eigenvalues, Abbott is able to show that the
system has four characteristics; two associated with the upper
layer and two associated with the lower layer. He then goes
on to show that if the lower layer is very deep, the equations
decouple and, from the equations for the lower layer, proves
that

aho - ah 2 22
= 3% (2.22)

it
>
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If equation 2.22 is substituted in the momentum equation for

the slick, the following equation results

L udl . ga-1»E -0 (2.23)

It is interesting to note at this point that equations
2.19 and 2.23 are identical to the equations presented by
Hoult (1972) for flow in the Gravity-Inertial regime. This is
an important observation since it implies that Hoult’s work
only applies to spills spreading over a deep ambient; a fact
not obvious from Hoult’s discussion.

Proceeding now to Abbott’s second paper in this series,
it is here that he attempts to solve the reduced system of
equations from the preceding paper by the method of
characteristics. In his first attempt, he assumes a boundary
condition at the head identical to that used in classical dam-
break theory. This predicts the thickness of the slick
reasonably well except in the vicinity of the leading edge.
Since the velocity of the front is strongly dependent on the
thickness of the front, this produces a frontal speed that is
greatly in error.

In his next solution attempt, Abbott assumes that the
following equation, in which ‘K’ is a constant, may be used to
describe the relationship between the frontal height ‘h¢’ and

velocity ‘u¢’

u, = K/Gh; (2.24)



Once again using the method of characteristics, he arrives at
a solution which implies that the front of the slick is
similar to a square wave and that the body of the slick is of
uniform thickness. This solution does not simulate the
gradually varied nature of the body of the slick, and although
his analysis indicates that 'K’ should be one, experiments
support a value of two.

In his final solution attempt, Abbott acknowledges the
existence of a head at the front of a slick and uses the
following equation, in which ‘K’ is an empirical constant, to

relate head speed ’‘u;’ to head thickness ‘h;’

u, = K/g@-A)k; (2.25)

To determine an appropriate value for ’'K’, Abbott performed a
series of experiments from which a value of unity was chosen.
It should be noted that the apparatus used 1in these
experiments produces a steady, uniform slick. For this
reason, great care should be exercised if this value of ‘K’ is
compared to that found by other researchers. Most researchers
use lock exchange experiments which produce unsteady, non-
uniform slicks.

Before discussing the final paper in this series, it 1is
interesting to consider the question of why this technique is
not capable of predicting the head velocity without using some
form of empirical calibration. Although this point was not
discussed by Abbott, it would seem that the most likely cause

is that there is a discontinuity in the slick thickness in the
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vicinity of the head. Behind the head, the slick has a
finite, reasonably uniform thickness and preceding the head,
the slick has a thickness of zero. Thus, because of this
discontinuity, calculus does not apply in this region.

In the final paper of this series, Abbott essentially
repeats the analysis performed in the first two papers but
this time considers a spill spreading in an axially symmetric
fashion. If the reader is interested in these forms of
spills, reference should be made to Hoult’s (1972) paper as
well as a paper by Lister and Kerr (1989). In the latter
paper, the authors consider the motion of axially symmetric
viscous gravity currents at the interface between two fluids.

Before moving on, attention should be drawn to three

other papers of note. The first is by Fannelop and Waldman

(1972); a classic paper in this area and one of the major
references used in Hoult’s (1972) work. The second is by
Puskas, McBean and Kouwen (1987); one of the few papers to

consider a stratified flow between two fixed boundaries. The
third is by Reed, French, Feng and Knauss (1990); an excellent
example of the type of complexity that can be built into spill
analysis models.

At this point it may seem that there have already been
numerous attempts at developing spill simulation models and
that yet another attempt is unwarranted. As was mentioned
earlier, however, most of the present models are really only
suited for academic use. Since it is the practicing engineer

who must solve most spill problems, there is a real need for
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a model designed to be used by this audience. Thus, this work
attempts to provide one of the fundamental modules that should
be incorporated into a finished model. This module deals
specifically with initial spill slumping, induced velocities

in the ambient fluid, and the simulation of the spill head.

2.4 Initial Spill Slumping

It was found that there is very little literature devoted
exclusively to the mechanics of £luid slumping. Of course
every spill model does simulate this process, but in most
cases the phenomenon is handled implicitly since the governing
equations are differential in nature. To stay within the
mandate of this work, however, it was felt that a model based
upon integral procedures would be more appropriate.

One of the few models found that met this criteria is the
model used by O’Brien and Cherno (1934). Since the dynamics
of this model are presented in a later chapter, only a brief
description will be supplied here. BRasically, the model
simplifies the geometry of the event shown in Figure 2.1 to
that shown in Figure 2.3. By conservation of mass, it can be
said that fluid volumes ‘A’ and ‘B’ must be equal, and since
Newton‘s second law (ie. F = ma) must also apply, we may say
that the change in net force between any two times must be
equal to the change in momentum of the fluid system. These
two conditions are sufficient to describe the slumping event.

Another form of slumping model, common in the development

of heavy gas spill models, is the ‘box’ model, an example of
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which is presented in the paper by Bradley, Carpenter, wWaite,
Ramsay and English (1983). Considering Figure 2.4, it can be
seen that the main difference between this type of model and
that used by O’Brien and Cherno is that the spill is always
assumed to have a box shape. In fact, it can be said that
this is a simplification of the previous model since when
volume ‘A’ in Figure 2.3 occupies the upper portion of the
original spill volume, O’Brien and Cherno’s model will predict

that the spill has a ‘box’ shaped cross section.

2.5 Induced ambient Velocities

It should be obvious to all readers that as the spilled
fluid slumps and spreads, the ambient fluid will be pushed out
of the region in front of the slick, and will fill the space
vacated in the slumping process. What may not be obvious,
however, is how to quantify the effects of these motions on
the system.

On the surface, it may appear that the previously
proposed slumping model takes this into account since in
Figure 2.3, continuity dictates that volume ‘A’ must be equal
to volume ‘B’. This is, of course, a true statement, but it
does not account for all the mass induced into motion.
Referring to Figure 2.5, it should be clear that there is also
mass induced into motion through regions ‘C’ and ‘D’.

The analysis of the fliow in regions such as ‘'C’ and ’'D’
is made difficult due to the two-dimensional nature of the

flow. Although in many cases a researcher may be justified in
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neglecting these flows, care must be taken since even if a
filuid has a small velocity, if the mass is large, the momentum
may be considerable.

It is precisely this problem that Vallentine (1965)
addresses, compensating for the induced mass with ‘virtual’
mass. Although the method of analysis will be discussed more
fully in a later chapter, briefly stated, the method involves
determining the total kinetic energy of the fluid displaced by
a body due to the body’s motion. From this, it is possible to
discover the ’‘virtual’ mass that must be added to the body
such that, if induced flows were neglected, the new system
would have the same total kinetic energy as the original
system.

If the reader is interested in pursuing the subject of
virtual mass, there is a discussion of this concept in the
work by Bai (1977). Since this paper deals mostly with the
virtual mass associated with wave motion, it was felt that the

treatment presented by Vallentine was more appropriate.

2.6 Head Simulatio:x:

Alt¥ough a great deal of research seems to have been done
in this area, in general, most researchers seem to have been
interested in either the shape of the head, the velocity of
the head, or the stability of the interface behind the head.
Let us first consider the shape of the head.

Often, the head is very distinct and considerably thicker

than the body oi the slick, and depending on the head velocity
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and density difference between the two fluids, considerable
mixing may occur along the trailing interface. Of the people
to consider this problem, one of the first was von KAarman
(1940) who showed that the leading edge of the slick should
form an angle of 120 degrees with the interface over which it
1s progressing. This analysis was pursued by Benjamin (1968),
who developed an expression for the shape of the leading edge
of the head using the method of conformal transformations. A
good review of the experimental literature concerning head
shape is presented by Middleton (1966) who shows, using his
own experiments, that the leading edge is not smooth but has
a series of small waves propagating along it produced by the
high stress area near the tip. For comparison, the reader may
be interested in the results of Keulegan (1958) who also
investigated head shape.

As the slick advances, it must expel ambient fluid from
its path. In Middleton’s (1966) paper, a good description of
the f£luid motion in and around the head is presented with some
discussion of the apparent mixing in the wake of the head. It
is explained in Middleton’s paper that the mixing in the head
wake was so severe that it was impossible to determine the
thickness of the current behind the head.

The phenomena of head wake mixing has attracted
considerable research attention in an effort to understand its
governing mechanisms. In addition to the work by Ellison and
Turner (1959) considerable work has also been done in this

area by Britter and Simpson (1978, 1979) and most recently by
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Buhler, Wright and Kim (1991). In these papers, the authors
use a unique experimental apparatus to simulate the head of a
gravity current. With this system they were able to produce
a stationary head from which they could observe more closely
the structure of the head. Based upon theoretical and
dimensional arguments, plots were then made of the
experimental results in an attempt to develop correlations
between the apparent governing parameters. In general, it was
found that the height of the head and degree of mixing behind
the head was strongly dependent on some form of densimetric
Froude number and to a lesser degree, some form of Reynolds
number. For a more complete discussion of the effects of
Reynolds number, the reader is referred to the work of
Keulegan (1958).

When considering the velocity of the head, perhaps the
most extensive work is that done by Keulegan. In addition to
this work, Middleton (1966) has also done a series of
experiments which investigate the velocity of the head
produced by density and turbidity currents. A good summary of
the findings of the various researchers is supplied in the
papers by Benjamin (1968) and Huppert and Simpson (1980).

In general, the velocity of the front of a spill will

follow a relationship of the following form
v = cyg'h (2.26)

where ’C’ is a "constant" of proportionality, g’ is as defined

in equation 2.2 and ‘h’ is a representative depth. Although
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many investigations have shown that the velocity should follow
an expression of the above form, a particularly interesting
treatment is presented in Benjamin’s (1968) paper.

There are at least three major problems associated with
expressing the head velocity relationship in the form defined
in equation 2.26. Firstly, as 1is stated in Benjamin’'s
discussion, there is little agreement as to what should be
used as the representative depth ‘'h’. Although 1t is common
to use either the total depth of the ambient, the depth of the
slick, or the depth of the head, few researchers report all
three values making it difficult to compare results.

The second major problem is that many researchers do not
stress that the constant 'C’ is not a constant but depends on
the regime (eg. Gravity-Inertia) that the slick is in. This
point is addressed by Keulegan (1958) when he establishes his
"specific law for saline fronts®". In his treatment, he shows
that the constant has a Reynolds number dependency since his
work follows the fronts into the Gravity-Viscous regime. Most
researchers, however, are only investigating the Gravity-
Inertial regime and hence they find 'C’ to be a constant. in
general, a value of 1.07 is typically given to this ®"constant?®
in accordance with the work by Keulegan.

The final major problem with equation 2.26 is that it
assumes that bed slope has no effect on the frontal velocity.
This factor was investigated by Middleton (1966) who found
that although in some cases, as the slope increased, so did

the constant ’‘C’, in other cases, the slope seemed to have
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little effect. For a more thorough discussion of the effect
of slope on the motion of & gravity current head, the reader

is referred to the work by Britter and Linden (1980).

2.7 Summary

Before proceeding further, it should be stressed that the
purpose of this review has not been to provide a comprehensive
treatment involving all the literature that might be relevant
to this work. The body of literature is simply too broad to
make this possible. Instead, I have attempted to cover all
the major areas that might be related to a spill spreading
model, placing emphasis on a few representative papers so that

the reader may expand on this review when felt necessary.



36
CHAPTER 3

SPILI. HEAD SIMULATION

3.1 Introduction

After reviewing the literature, it became apparent that
one of the major features associated with a spill is the
development of a head at the beginning of the spill. Th. s
phenomena has received a great deal of research attention
since, in some situations, it can be significantly thicker
than the rest of the slick. Because of its potential size,
many investigators have raised questions as to whether the
head is the controlling feature of the spill. These same
individuals point out that for spills with large heads, the
wake area behind the head may exert a considerable drag force
on the spill. Furthermore, some researchers have shown
evidence that there may be a significant degree of entrainment
associated with the head; another factor that may exert a
considerable resistive force on the spill.

Although it is beyond the scope of this work to try and
provide a detailed, comprehensive model of the head region, it
would seem that any model would be negligent if it ignored
this feature altogether. For this reason, we have decided to
use a rather simplified model for the head based on work done
by Benjamin (1968).

Benjamin’s model was developed to analyze the shape and
manner of progression of an air pocket formed when the end of

a completely filled, horizontal pipe is removed. He shows
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that the leading edge of the pocket must develop at the angle
calculated by von Kdrmdn, and using conformal transformations,
establishes a relationship for the profile of the head.
Although it is not necessary to go into the detail that
Benjamin did, an attempt will be made to follow his method of
analysis to develop the final form of the head synthesis

equations used in this work.
3.2 Development of Head Model

The model used in this work is a simplified model in
which it is assumed there are no losses associated with the
head and that there is no difference between the head
thickness and the mean spill thickness. wWith this in mind,
let us now consider Figure 3.1.

This figure presents a view of the head region of a spill
of mean thickness ‘H’, density ‘p,’, and mean spill velocity
'V,’, advancing over a still ambient »f density ‘p’ and mean
depth ’d’. The depth under the spill is ‘h’ and the height of
the "bow wave" created in front of the spill is ‘Ad’. To make
this system easier to analyze, we will now bring the spill to
rest by imposing an ambient flow velocity ‘c;’ equal in
magnitude to the spill velocity but opposite in direction as
shown in Figure 3.2. If the velocity created under the spill
is ’‘c,’, an expression for ambient continuity between sections

A and B is shown below

c,d = c,h (3.1)
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If we now apply the Bernoulli equation between points A
and O, assuming no losses, we find

2
__-n-d+_c_1_=._PQ+ (d+Ad) +_Vzg. (3.2)
Y - 2g

Since the pressure at both points A and O is atmospheric and
point O may be considered a stagnation point, eguation 3.2 may
be simplified to the following with the aid of the continuity
equation

cZh?
2gd?

Ad = (3.3)

If we now apply the Bernoulli equation between pcints O

and B, once again assuming no losses, we find

2
£9+(d+Ad)+zz9_'=£_B,+h+£.2_ (3.4)
Y 2g Y 2g
Using the continuity equation and assuming
Py = p,gH (3.5)
equation 3.4 will simplify to
o2 = 2gApH (2.6)

p

Substituting equation 3.6 into equation 3.3, we discover

Ad _ Ap h3H
d p 4
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In equation 3.7, the density difference ‘Ap’ is defined as

Ap = p-p. (3.8)

Returning now to the continuity equation, we may develop
an expression for the spill velccity (i.e. c;) if we also make

use of equation 3.6. The resulting equation is

o = B 2gApH (3.9)
1 A P

Before this expression can be evaluated, we must first develop
an expression for h/d. To do this, let us write the momentum
equation for the flow between sections A and B as shown below:
2 2 .
pg—%f- + pcid = p.gHh + pg—%— + p.g% + pcsh  (3.10)
If we use the continuity eocuation to eliminate the spill

velocity, we arrive at the expression

gd((dz—hz-Hz) —2%'-1'111) (3.11)
2(d-h)h

\Y
]

We now have two independently developed expressions for
the velocity under the spill; equation 3.6 and equation 3.11.
If we equate these two expressions, we will arrive at the

following relationship after some manipulation

(_1_ - M)hz + | 4ApH | 2p. H h + HE 1 =0 (3.12)
d? pd® pd? pd? d?
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Remembering the relationship developed for Ad, equation 3.12

can be further simplified into the following form

-~

h\2 P. K| b 11 H? |
2V 22 =l +4{= - =JAd+ — -1 =0 (3.13)
@) (@) w2z - Qs 7

Equation 3.13 is almost in a form suitable for solution
by the quadratic equation. To complete the conversion, we

must make use of the relation

Ad _ _ EH(A
=0 r)d(d) (3.14)
where
r =P (3.15)
)

If we substitute equations 3.14 zand .15 into equation 3.13,

we will develop the following expressior

h\2 H{ h) H* Ad

2V L o(2-1) 2 [£)Y 2 _ a4 = 3.16
() (r)d(d)+ - -4 1 =0 ( )
Equation 3.16 is in the proper form for solution using

the quadratic equation. It is interesting to note that if H/d

is in the order of zero, the solution to this equation becomes

by
il
’_\

(3.17)

which allows equation 3.9 to reduce to

c, = VZgUI-0VH (3.18)
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Equation 3.18 is interesting in that it is precisely the
equation recommended by wvon Kérman for the velocity of the

head of a spill.

3.3 Summary

In this chapter we have attempted to develop a simple
relationship to describe the vel ocity of the head of a spill.
Using energy principles, we arrived at equaticn 3.9 which, in
conjunction with the solution of equation 3.16, determines the

head velocity since

vy = c, (3.19)
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CHAPTER 4

FLOW INITIATION
WITHOUT VIRTUAL MASS

4.1 Introduction

Up to this point, most researchers have studied the
behavior of slick dynamics after the initial spill slumping is
complete and the maximum velocity has been reached. Very few,
however, have attempted to describe the dynamics of the spill
during the initial moments when the spill volume is slumping
and the slick is experiencing an acceleration up to its
maximum velocity. It is this region of flow initiation that
we will attempt to describe in this section. In developing
this aspect of the model, we will make use of an earlier model
presented by O’Brien and Cherno (1934) which appears to have
produced reasonable results. We will also assume in this
development that the spill is buoyant, that there is no
surcharge associated with the original spill volume, that the
slick advances down a long, wide, rectangular channel, that no
reflection of the front occurs, and that the effects =~f

induced velocities in the ambient may be neglected.
4.2 O0’Brien and Cherno Model

As was stated in the 1literature review, the model
presented by O’Brien and Cherno was originally developed to
investigate the behavior of saltwater entering fresh water as

the result of locking operations. The model produced was on=
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of the first models developed to explain slick growth and
resulted in the following equation to predict the initial head

velocity 'V '

! ds

- g (4.1)
V t e L}
. ‘\J 2(G,+G,)
In this equation, ‘s’ is the salinity defined as
s = G,-G, (4.2)

where ‘G,’ and ‘G,’ are the specific gravities of the heavier
and lighter fluids respectively.

izt us now explore the formulation of equation 4.1. At
its most fundamental level, this equation is developed from

the expression
= ma (4.3)

net
which may be rewritten as

Froe = —£(mVs) (4.4)

Continuing with the analysis, if ‘@’ is the unit weight

of water defined as

w=p,g (4.5)
with reference to Figure 4.1, we may write that, at time t,

F =wG1—§' —(I)Gz— (4.6)
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which, remembering the definition of salinity, may be

rewritten as

F = WS— (4.7)

Considering now the mass which is accelerated by the
unbalanced force expressed in equation 4.7, if we first
convert Figure 2.1 to the more idealized form expressed in
F.gure 4.1, at time t_+At, it is easily seen that one
possible description of this mass is as expressed in the

following equation

(4.8)

If we now define 'V, '’ as

= dx
v, T (4.9)

after substitution of this equation as well as equations 4.7

and 4.8 into equation 4.4, we arrive at the expression

dZ [} d d?( 1
WS — = ._d G. + G. —_—f 4. O

We would now like to integrate equation 4.10. After the

first integration, we find

.gt=ﬁ1_G_2 dx (4.11)

in which, C, must equal zero, since at t=t,=0, x=0. If we now
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perform the second integration, we find after simplification

= '_L‘S_ (4.12)
X = %t (G, + )

After applying equation 4.9 to eguation 4.12, we find that

that

equation 4.1 is produced.

4.3 Modified Model

Since in the previous chapter we were able to develop an
expression describing the head velocity, if we were now to add
one more degree of complexity to O‘Brien and Cherno’s model,
we would still be able to maintain a closed system of
equations. From the preceding review of their model, it
should be apparent that one of <he more restrictive
assumptions they use is to assume that the inflection point
on the interface always occurs at mid-depth. Although in some
situations this may true, it would seem that, in general, the
depth of the inflection point should be one of the properties
predicted by the model.

To do this, let us first modify Figure 4.1 to the form
illustrated in Figure 4.2. From this figure, it can be seen
that we have added two important improvements to the original
model. Firstly, we have assumed that the original spill depth
might not e equal to the depth of the ambient. This allows
the model to be amendable toc more than just lock exchange type

flows. Secondly, we have assumed that the slick thickness
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S0
may not be equal to one half the original spill depth. This
adds generality to the model and increases it’s predictive

characteristics.

Following O’Brien and Cherno’s analysis procedure, we may

write that at time t,

H? (H,-AhR)?
Fnec = P g 2 - ————2——-

(4.13)

Since at point ‘P’ the two fluids must be in hydrostatic

equilibrium, it is easy to show that

rH, = H, - Ah (4.14)

if we remember that ’‘r’ is the density ratio as defined by
equation 3.15. We find, after substituting this expression
into equation 4.13 and simplifying, that

p.(1-r) gH?

= (4.15)
net 2

Let us now turn our attention to describing the change in
momentum which is produced by this unbalanced force. From

Figure 4.2, it can be seen that at time t,+At, the accelerated

mass ‘M’ is
M= p,(Xa+XgaH, + p(X +X5)BH, (4.16)

The momentum ‘MV’ associated with the mass ‘M’ is

MV = p,(Xp+X)@H Vg + p(Xy+X)BH,V, (4.17)



51

Before solving equation 4.17, it is useful to note that

= 9% (4.18)
AT g
dx,

- (4.19)
Vs dt

Since during the slumping process, the volume of spill that

slumps must be replaced by ambient, we may say that
X,BH, = X;aH, (4.20)
which may be rewritten as
X, = -%xs (4.21)
Taking the time derivative of this equation, we arrive at the

following expression which relates the two head velocities

'V’ and ‘V.’
v, = %Vs (4.22)

If we now substitute equations 4.18, 4.19, 4.21 and 4.22

into equation 4.17, we will find that

adXs

eH, dXg
= —tx 7S il 4.23
MV p°(¢+p) B XS dt + p(a+B)XSHo B dt ( )
which may be rewritten as
aH, dX
MV = p(a+B) (1+1) B xs_a?s (4.24)
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To determine the rate of change of the momentum 'MV’, we must
take the derivative of equation 4.24 with respect to time.
After performing this oreration, equation 4.24 becomes

d _ &H, d dXs) (4.25)

Continuing with the analysis, if we substitute equations
4.15 and 4.25 into equation 4.4, we find that

H _  «H, df, dXs (4.26)
pag(l_r) —2— - pT (a+p) (1+I) a—t(xs—a?)

After integration, this equation simplifies *o

Xs =t

J rgH,(1-r) (4.27)
2(1+r) (a+B) «

Since the velocity of the slick head ‘Vs’ 1is described by
equation 4.19, if we substitute equation <4£.27 into this

equation and perform the derivative, we find that

v =\J rgH,(1-r)B (4.28)
s 2a (a+B) (1+r)

Realizing that
B=1-a (4.29)

equation 4.28 may be simplified to

v =\J rgH,(1-r) (1-e&) (4.30)
S 2a(1+r)
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4.4 System of Equations

With equation 4.28 it is possiblzs to create a closed
system of equations from which we may determine the initial
velocity of the slick head Vg’ if we already know the density
ratio ‘r’ of the fluids, the original spill deptt ‘H_ ‘' and the
depth of the ambient ‘d’. In addition to eguation 4.28, we
will also use from the previous chapter equations 3.7, 3.9 and

3.16 which may be rewritten as

Vs g,/'z"g_(l_—r)a'H (4.31)

- —B *+ {B*-4AC (4.32)
2A

Qly

in which

A=1 ~a(1-7) F (4.33)
a
B =2(2-r) & (4.34)
d
eH.
LA (4.35)
c (d) 1

4.5 Data Sets

Now that we have a closed set of equations to predict the
velocity of the slick head, it remains for us to test the
predictive capabilities of the equations. To do this, data

sets from the following sources were selected: University of
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Alberta, O’Brien and Cherno (1934), Middleton (1966) and

Keulegan (1958). Since each of these data sets has some
unique feature associated with it, a brief discussion of each

data set will Dbe presented before proceeding with the

analysis.
4.5.1 University of Alberta Data

This data set is the only set that seems to truly fit the
model being develcped. These experiments were performed in a
rectangular flume 32.2 cm wide with a lock chamber at one end
of the flume 30.1 cm in length. The experiments involved
placing hot water in the lock and after removal of the gate,
the slick spread over a cold water ambient. The lock gate was
held in place with two small side boards and the length of the
flume was sufficient that after release of the spilled
material, the slick did not reach the end of the flume.

The results from this set of experiments are summarized
in Table 4.1 and from these results, two  important
observations can be made. Firstly, since the spilled material
is hot water which spreads over a cold ambient, this data set
is comprised of buoyant spills. Of the four sets of
information considered, this is the only one which considers
buovant spills. Secondly, it is important to note that the
lock depth in these experiments is much less than the ambient
depth. Once again, of the four sets of data considered, this

is a feature unique to this data set.
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{ Table 4.1: University of Alberta Data “

M“—-
ambient Spill Density Spill
Run Ratio Velocity
Sp. Depth Sp. Depth o (m/s)
Gr. (m) Gr. {m)
116 .992 .065 .999 .237 .993 .044
117 .992 .070 .998 .237 .994 .044
118 .991 .115 .998 .237 .993 .061
119 .991 .110 .999 .237 .993 .056
120 .993 .080 .999 .356 .994 . 044
121 .293 .075 .999 .356 .995 .040
122 .989 .110 .999 .35¢ .990 .06¢
123 .985 .110 .999 .356 .987 .080

4.5.2 O0’Brien and Chermo’s Data

This data set was created from the information supplied
in Table 1 on page 589 of O’Brien and Cherno’s paper and is
one of the two data sets that O’Brien and Cherno used to
validate their model. The experiments were of a full depth,
1ock exchange type in which saltwater was released from the
lock to spread under a fresh water ambient and were performed
in a flume 24.4 feet long, 0.5 feet wide, and 1.25 feet deep.

The wvalues cbtained from O’Brien and Cherno’s work is
summarized in Table 4.2. It should be noted, however, that
the parameters listed in this table are slightly different
than those shown 1in O’Brien and Cherno’s original table.
Since their model used salinity as a parameter, they did not

include the specific gravities (or densities) of each layer;
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important parameters in this model. Thus, it was necessary to

use the following expressions to obtain these values

= S(1.+.99
G, 2(1+2V3_) (4.36)
G, = G,-s (4.37)

Once the specific gravities are known, the density ratio ‘r’

can be found by simply taking the ratio of specific gravities.

I Table 4.2: O’Brien and Cherno’s Data
Ambient Spill Density Spill
Run Ratio Velocity
Sp. Depth Sp. Depth ‘x (Et/s)
Gr. (ft) Gr. (ft)
A-2 .990 1.20 1.019 1.20 .972 .595
A-5 .997 0.890 1.027 0.80 .971 .416
A-6 .997 0.40 1.029 0.40 .969 .298
A-25 .995 0.42 1.025 0.42 .971 .297
A-23 .992 0.41 1.024 0.41 .969 .298
A-14 .991 1.20 1.023 1.20 .969 .532
A-10 .994 1.20 1.017 1.20 .977 .436
A~-4 .996 1.20 1.011 1.20 .985 .379
A-12 .994 1.19 1.057 1.19 .940 -912
A-13 .986 1.20 1.087 1.20 .907 .995

4.5.3 Middleton’s Data

The data gathered by Middleton is summarized in Table 4.3
and was obtained from the data supplied in Table 1 on page 536

of Middleton’s original work.
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" Table 4.3: Middleton’s Data “

Spill

Ambient Spill Density
Run Ratio Velocity
Depth (m) Depth (m) ry’ (m/s)
[ 1 .200 .200 .894 .234
2 .200 .200 .891 .250
3 .200 .200 .821 .291
4 .200 .200 .812 .298
5 L .300 .900 268 |
" 6 .30, .300 .898 .270
K .300 .300 .812 .363
| s .300 .300 .816 .358
e .200 .200 .892 .210
I 10 .200 .200 .894 .207
I .300 .300 .894 .290
12 .300 .300 .892 .250
13 .200 .200 .810 .288
14 .200 .200 .820 .266
e .302 .302 .818 .356
I 16 .302 .302 .822 .339
I}‘37 .203 .203 . 887 .230
18 .203 .20° .805 .313
| 10 .199 .199 .898 .213
lt 20 .199 .199 .818 .282
21 .302 .302 .911 .237
u 22 .301 .301 .812 .355

This data set is very unique in that Middleton designed

the experiment to

currents.

To do this,

investigate

the

behavior

he used a basic full depth,

of

gravity

lock

exchange apparatus in which the flume was 5 metres long, 0.50
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metres desp and 0.154 metres wide, with a lock created at one
end by inserting a rectangular box fitted with a sliding gate.
In these experiments, the ambient was salt water and the lock
was filled with a slurry mixture of small plastic beads and
water. Since the plastic beads had a specific gravity of
1.52, it was necessary to stir the mixture in the lock prior
to lifting the gate to ensure that a suspension was created.

In creating Table 4.3, 1t was necessary to convert
between parameters supplied by Middleton and the parametza2rs of
importance to the present model. To do this, two important
observations had to be made. Firstly, in Middleton’s Table 1,
there are typographical mistakes in the column headings. Any
time that ‘Ap’ is written, ’‘Ap/p’ was meant. Secondly, in the
parameter ‘Ap/p’, ‘p‘ is the density of the saltwater, which
in this situation is the density of the lighter f£luid. With
these observations, it is very easy to show that the density

ratio ’‘r’ may be calculated using the expression

T Bp (4.38)

4.5.4 Keulegan’s Data

The data provided in this data set is only a fraction of
the total volume of data that Keulegan gathered in his
experiments. Once again, these experiments were of the full

depth, lock exchange variety in which saltwater, released from
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the lock, was allowed to advance under a fresh water ambient.
Although the exact dimensions of the flumes and locks are not
known, it is known that more than one flume was used. For the
first six runs in Table 4.4, the flume had a width of 0.229
metres and for the remaining seven runs, a flume with a width

of 0.113 metres was used.

l Table 4.4: Keulegan’s Data l

Ambient Spill Density Spill
Run Ratio Velocity
Depth (m) Depth (m) ‘r’ (m/s)
T .455 .455 .991 .104
u 2 .455 .455 .991 .103
3 .455 .455 .980 .161
4 .455 .455 .963 .221
5 .455 .455 .928 .335
6 .455 .455 .890 .429
7 .112 112 .994 .044
8 .112 112 .989 . 062
E .112 .112 .978 .087
I 10 .112 112 .960 .126 |
T .112 .112 .934 .156
I 12 .112 112 .885 .220
EE .112 .112 .849 .250

As was stated,

fraction of the data gathered by Keulegan.

Unfortunately,

it was only possible to use a small

in

the presentation of his results, there seemed to be a tendency

to only illustrate the results in graphical form and only

provide a limited guantity of

information on

each figure
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describing the basic characteristics of the fluids in each
experimental run. As a result, it was necessary to combine
measured data from some figures with listed information
provided in others in order to compile a data set with enough
information to be used in this model.

To obtain the information in Table 4.4, for the first six
runs, fluid information was gathered from Table 1 on page 29
of Keulegan’s work and for the remaining seven runs, fluid
information was obtained from Figure 1. For all runs, initial
velocity information was measured from the data presented in
Figure 7. In manipulating this data into a form suitable for

this model, it was important to realize that

v, = .| 2P gy (4.39)
P
in which
Ap _ P27P:
py pl"'pz (4'40)
2
Since our model requires the density ratio ‘r’, it is a simple

matter to transform equation 4.40 into the following form

(4.41)

——~
N
+

DH:

< 3

h
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4.6 Results of Analysis

The information in the preceding tables was used as input
data to the system cf equations presented earlier. This
system of equations was entered into the simultaneous equation
solving package TKSolverPlus with the results being listed in
Table 4.5 and the agreement between predicted and measured
slick head velocities illustrated in Figure 4.3. It should be
noted that the percent error illustrat=d in Table 4.5 was
calculated using eguation 4.42. Using this definition., a
positive error is associated with a predicted velocity greater
than the measured velocity. It is felt that this method makes

it easier to appreciate the significance of the error.

Pred vel - Meas Vel

Meas Vol * 100 (4.42)

$ Error =

| Table 4.5: Summary of Model Results l

Investigator Run Predicted | Measured Percent
Velocity Velocity Error

O’Brien and
Cherno
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It is important to note that in Table 4.5, the velocities

are reported in the same system of measure as was usad by the
original researcher (ie. ’'ft/s’ for O’Brien and Cherno’s data
and ‘m/s‘ for all others). Although this may cause some
confusion, this method was chosen since it is consistent with

the input data reported earlier.

Table 4.5: Summary of Model Results (Continued) |

Investigator Run Predicted Measu;ed Percent
I Velocity Velocity Error

University of 116 0.048 0.044 9.0

Alberta 117 0.047 0.044 7.1

118 0.063 0.061 3.3

119 0.061 0.056 9.0

120 0.049 0.044 11.2

121 0.047 0.040 16.5

122 0.074 0.069 7.6

123 0.084 0.080 5.6

Keulegan 1 0.100 0.104 -3.7

2 0.099 0.103 -3.8

3 0.149 0.161 -7.7

4 0.204 0.221 -7.7

S 0.289 0.335 -13.6

6 0.362 0.429 -15.6

7 0.041 0.044 -7.8

8 0.055 0.062 -11.4

9 0.078 0.087 -10.7

10 0.106 0.126 -15.8

11 0.133 0.156 -14.9

12 0.184 0.220 -16.6

13 0.213 0.250 -15.0
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“ Table 4.5: Summary of Model Results (Continued) I

Investigator Run Predicted | Measured Perxcent
Velocity Velocity Exrror
} idleton 1 0.235 0.234 0.5 |
2 0.238 0.250 ~4.8 “
3 0.313 0.291 7.4 Jl
4 0.322 0.298 7.9 JI
5 0.279 0.268 4.0 ﬂ
6 0.281 0.270
7 0.394 0.363 1
8 0.389 0.358
9 0.237 0.210 12.9
! 10 0.235 0.207 13.7
11 0.287 0.290 -1.0
J 12 0.290 0.250 16.2
13 0.323 0.288 AJ
14 0.314 0.266 18.0
15 0.387 0.356
16 0.383 0.339 13.1
17 0.245 0.230
18 0.330 0.313
19 0.230 0.213
20 0.314 0.282 11.5
21 0.263 0.237 11.2
22 0.393 0.355 10.8

When reviewing Table 4.5, it is interesting to note that
for Keulegan’'s data set, the theory consistently under
estimates the head velocities. The reason for this becomes

apparent when one reviews the technique by which Keulegan
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obtained his estimates of the initial velocity. Although he
gathered his basic data using the same procedure as the other
researchers (ie. recording the time required for the front to
pass measured points on the side of the flume), his first data
point was obtained at a distance of up to twenty lock lengths
away from the lock gate. He would then take this data and
plot it 'V,/V' versus ‘L/H’. By drawing a best £fit line
through this data and extrapolating back to the zero axis, he
obtained the values plotted in his Figure 7. It can be seen
in many of his figures, however, that this procedure under
estimates the wvalue of 'V,/V_ ’, resulting in an over
estimation of the initial head velocity 'V, '.

In light of the observation regarding the manner in which
Keulegan arrived at his estimate of the initial velocity, it
was felt that summary statistics of the calculated error
should consider the effect of Keulegan’s data set. These
statistics are summarized in Table 4.6, and from this table it
can be seen that if one considers the absolute error,
Keulegan'’'s data set has only a small effect on the final

statistics.

| Table 4.6: Summary of Error Statistics l

Statistic Actual Absolute Comment
Error (%) Error (%)

With Keulegan’s

Data

Average 6.74 8.38 Without Keulegan'’s
std. Dev 6.57 4.27 bata




4.7 Design Figures

Since in practical design, engineers often require a
mechanism for arriving at an approximate first guess of the
final answer, an attempt has been made to summarize the
results of this model in design figures. Although there are
many parameters that could be summarized in such figures, it
was felt that under most situations the parameters of greatest
interest would be the slick thickness and the velocity of the
slick head.

The first of these figures, Figure 4.4, attempts to
summarize the change in slick thickness for different values
of the density ratio ‘r’ and for different initial spill
depths ‘H,’. One interesting feature of this plot is that, as
the density ratio becomes smaller, the slick thickness also
reduces for all values of the initial spill depth. Although
on the surface this may appear false, since in a classic dam
break problem the negative surge has a definite thickness, it
is important to realize that a classic dam break problem 1is
fundamentally different from this spill model.

Since this model assumes the fluids will experience the
same hydrostatic pressure at the bottom of the gate, as the
density ratio approaches zero, it becomes impossible for there
to be any penetration of the spilled material into the ambient
(Refer to equation 4.15). In a classic dam break problem,
however, there exists a definite difference in hydrostatic

pressure across the base of the gate and, thus, it is possible
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to have a lock containing a fluid of considerably smaller
density than the ambient.

The second design figure, Figure 4.5, attempts tro
illustrate the change in relative head valocity with the
density ratio ‘r’ and the initial spill depth H . If the

relative head velocity is defined as

Vs

Vi=__1Ys
Jo(i-ryd

(4.43)

to be consistent with Keulegan’s definition, it is interesting
to note that for large density ratios, the maximum relative
velocity does not occur when the initial spill depth is at its

maximum.
4.8 Summary

Within this chapter, many things have been accomplished.
We have reviewed the development of O’Brien and Cherno’s spill
initiation model and have shown how this model can be
generalized to predict slick thicknesses. Using the head
development model based upon Benjamin’s work, we have managed
Lo create a closed system of equations, and using four diverse
data sets, we have shown that this model is capable of
predicting slick head velocities within (on average) ten
percent of the measured value. Having proven the validity of
this model, we then created design figures which will allow an
engineer to easily arrive at reasonable estimates of both the

slick thickness and the slick head velocity.
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Before continuing to the next chapter, there are a few
additional points that should be discussed. Firstly, it 1is
important to note that this model typically over estimates the
velocity of the head. Since in most situations this will be
.consideraﬂ a conservative estimate, it builds an implicit
safety factor into an engineers calculations.

Secondly, since many of the data sets were derived from
dens= spill data, it could be argued that they-should not be
used to test the wvalidity of the nmdel since the model was
developed explicitly for 'buoyant spills.  If we were
considering large travel times such that bed friction might be
significant, this criticism would Acertainly Ee valid.
However, for very short times, the fricﬁion must be small and,
therefore, there is 1little reason to expect there to be a
difference between dense and buoyant'spills in the initial
stages. This position 1is confirmed by the consistent
distribution of errors in each data set.

Finally, it should be made explicit that the velocity
predicted by this mcdel will only be maintained until the
intrusive front of ambient fluid penetrating under the
original spill volume reaches the end of the lock. When . he
end of the lock is reached, there will be a sudden decrease in
driving head and an accompanying dramatic decrease in slick

head velocity.
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CHAPTER 5

TN . MASS
5.1 Introduction

As was seen in the previous chapter, the present model
seems to over predict the velocities of the head. Althouch on
average the magnitude of the error is certainly within
acceptable limits, the model would be more generally accepted
by both the academic and practising engineering communities if‘
the error were somewhat smaller. Thus, to decrease the error,
we must attempt to broaden the modél by including significant
features that, up to this point, ruve beeﬁ neglected. One
such feature is associated with the modﬁliing of ths induced

flows in the ambient ahead of the spill front.
5.2 Theory

As was briefly discussed in the literature review,
vallentine (1965) has described a method for determining the
momentum associated with the induced velocities in an ambient
produced by the passage of a body through the fluid. In the
example that he presents, he simulates the velocity field
produced in an ambient by ;he passage of a circular cylinder
by modelling the cylinder as a doublet. By determining the
total kinetic energy of the fluid displaced by the cylinder,
it is possible to determine the ‘virtual’ mass that should be
added to the original cylinder to compensate for the induced

velocities in the ambient.
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5.3 Exact Solution

Following the procedure used by Vallentine and referring
to Figure 5.1, it may be possible to estimate the virtual mass
associated with flows induced by the head of a spill if we
assume that the profile of the head is approximately that of
a quarter circle. Since we would also like to have this model
agply in situations where head thickness is of the same order
as the depth of the ambient, we must also develop a method for
simulating the effects of the bhed. Using the technigques of
hydrodynamic¢s, this can be accomplished by using a virtual
doublet as illustrated in Figure 5.2.

Now that we have a conceptual model for describing the
induced welocities ip the ambient created by the passage of
the spill head, let us now attempt to develop the eqguations
which describe this model. For a doublet, the egquations that
describe the streamlines ‘¥’ and velocity potential lines ‘&’

are as follows:

? = -Esing . (5.1

® = -_%Cose , (5.2)

where ‘W’ describes the source strength and ‘r’ and ‘0’ are
the cylindrical coordinates of a point of interest.

In order for a doublet to.model the effects produced in
;he ambient by a moving head, we must first relate the

velocity of the head 'Vy’ to the doublet socurce strength ‘H’.
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To do this, let us consider a situation in which the head
(modelled as a cylinder) is at rest and the ambient is flowing
around it with a uniform approach velocity of 'V,’. For this
case, the following equations describe the streamlines and

velocity potential lines

v, a?

4 Sin® (5.3)

V,rSin® -

v,a?

@

v,rCosf + Cos® (5.4)

in which the first terms represent a uniformly flowing ambient
and the second terms represe .~ a stationary cylinder within
that ambient.

If the ambient :1g uow =rought to rest, the first terms in

eqg:xs raen 5.3 and 5.4 will disappear leaving us with the
2
w=_ﬁGaShw (5.5)
r
Vy a2
e cost (5.6)

These equations describe a cylinder of radius ‘a’ mosing with
a velocity 'V,’ through a staticnary ambient. By comparing
these equations with equations 5.1 and 5.2, it is immediately

apparent that
p = vV, a? (5.7)

which is preciselyw the expression we need.
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In our situation, however, we have two doublets; a real
doublet representing the spill head and a wvirtual doublet

simulating the bed. Thus, the following equations represent

our system

¥ = —Vhaz(iLSin9H+ JLSinGJ (5.8)
Ty Iy

® = Vkaz(iLCos6H+-¥LCosea (5.9)
Ly r,

in which the variables are as defined in Figure 5.2.

In examining equations 5.8 and 5.9 it becomes immediately
apparent that they are defining the flow field relative to twc
origins; one associated with the wvirtual doublet and one
associated witiah the real doublet. To relate these two

origins, we must uvuse the expressions

X, = X, (5.10)

cy, = Y, (5.11)

By using eqguations 5.10 and 5.11 as well as the general

expressions

>
"

r Cos6é (5.7

~
]

rsin® (5.12)

which transform polar coordinates into cartesian coordinates,

it is possible to show that the general stream function and
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velocity potential function for the induced flow region may be

rewritten as

ri + 4dr,Sin®, + 4d?

—V,,a2( rySind, ) (5.14)
\

2d
T2 + 4dr,Sin6, + 4d?

(5.15)

. Vhaz( r,Cos, ]

ri + 4dr,Sin6, + 4d?

With equations 5.14 and 5.15 we are able to describe the
induced flows in the ambient in terms of streamlines and
velociiy potential lines in a cylindrical coordinate system
relative to the head of the spill. However, since we would
like to develop an expression for the total kinetic energy
associated with the induced flow, we must first be able to
describe the induced velocity field in the ambient. The
theory of hydrodynamics allows us do this by wusing the
following relationships to determine  the radial ‘V,’ and

angular ’‘Ve’ component velocities

v, = 2@ (5.16)
or

= -2 (5.17)
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By applying these relationships to equations 5.14 and 5.15, it
is possible to develop the following expressions which

describe the component velocities at any point in the induced

flow

( CosO,,
|

{5.18)
(
(rZ - 2r, + 4d?) Cosé,

\ (i + 4d(r,SinB, + d))?

Sin9,
Ve= - VaZ{—- h]

(£.19)

azlrﬁsin63+-4d(rﬁ4-dSinOH)
l (r; + 4d(r,SinB, + d))?

The next step in determining the wvirtual mass of this
system is to determine the total kinetic energy ‘KE’ of the
induced ambient fluid. In general, the kinetic energy of a

fluid element of mass ‘m’ and velocity 'V’ is described as

KE = %mVZ (5.20)
in which 'V’ is the resultant of the component velocities and

is defined as

|

(5.21)

V= vi+

LY
N

To determine the total kinetic energy, we must perform an

integration over the entire induced flow region. This 1is

-2
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possible if we rewrite equation 5.20 in the following form

in
- 1.7 (P (5.22)
KE = zpfx faVrdrdBH

in which ‘b’ is the boundary described by the equation

b=—si__r%;, (5.23)

At this point it is worth noting that the expression
described by eguation ©.22 1is very difficult (1f not
impossible) to solve in an exact fashion. Since any solution
will require numerical integration, it is felt that this
violates the stated mandate upon which this model is being
developed as it adds an order of complexity not appreciated by
many practising engineers. For this reason, we will now
attempt to develop an approximate model to describe the

‘virtual’ mass associated with the induced flow.
5.4 Approximate golution

In the development of this approximate solution, we will
still use the approach described by Vallentine and will follow
the exact solution up to the development of equations 5.18 and
5.19. Before proceeding further, however, it is useful to
observe that in equations 5.18 and 5.19, the first terms
describe the velocities created if the spill occurred over an
infinite depth, and the second terms modify the result to

reflect the effects of the boundary. Furthermore, if it were
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not for the terms representing the effects of the boundary, an
exact solution to equation 5.22 would be possible. Thus, in
the development of this approximate solution, we will attempt
to remove the second terms from each of these equations.

To do thixz, we will make the assumption that flow over a
deep ambient and flow over a shallow ambient are dynamically
similar. In addition, we will assume that the induced
momentum in a shallow ambient will be eqgual to the induced
momen-um in an infinitely deep ambient if it can be shown that
the kinetic energy of the fluid crossing a geometrically
similar section in each system is equal. This situation 1is
illustrated in Figure 5.3 and, for convenience, let us find
the kinetic energy through the section at 9, equal to 3m/2.

Let us first consider the situation where a spill has
occurred over an ambient of finite depth. Since there is no
radial component to t - .ocity vector ‘V’ when 8, is equal

to 3®/2, orily equation 5.19Y is required to completely describe

the velocity profile. Substituting for 6, in this eqguation,
we get
1 1
v=V,=Va%*l— + ——=— 5.24

To determine the total kinetic energy of the £fluid

passing through this section, we will use the expression

= 1,1% 5.2
KE zpfav dr (5.25)
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If we substitute equation 5.24 into this equation and perform
the integration, after some simplification, we will arrive at

the result

kg = L paiN,ze (5.26)
2 O
where
N = d3_a3
3a3
1 2d-a) d-a a-d
= < 5.27
* z(ln( 2 )+ 2 a—2d) ( :
. {a-2d)3+d?
3d?(a-2d)3

Let us now consider the case of a spill with head
thickness ‘b’ occurring over an ambient of infinite depth. As
before, when 6, is equal to 3n/2, there is no radial component
to the velocity and the velocity profile is described by the

equation

bz
V=%=-}—2'VH (5-28),

Substituting this expression into equation 5.25 and performing
the integration with the upper limit now equal to infinity, we
arrive at the following equation which describes the total
kinetic energy of the fluid passing through the section per

unit width of flow

KE = %%i’vf, (5.29)
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If we now equate equations 5.26 and 5.29, we find that

(5.30)

Equation 5.30 1is precisely the expression we were
atrempting to create and allows us to replace a slick of head
thickness ’‘a’ spreading over an ambient of finite depth with
a slick of head thickness ‘b’ spreading over an ambient of
infinite depth. Thus, if we use ‘b’ as the effective head
thickness, we may use a single moving doublet to model the
induced flow in the ambient due to the passage of the head.

For a single moving doublet, the stream and velocity
potential functions are as defined by equations 5.5 and 5.6 1f
ra’ is replaced with 'b’. If we substitute these expressions
into equations 5.16 and 5.17 and perform the differentiations,
we will arrive at the following equations which describe the

radial ‘V,’ and angular ’‘Vy’ component velocities

v,b?

vV, = - ——Sin@, (5.31)
r
2
v = - 22 cose, (5.32)
IZ

Using equation 5.21, it is now possible to show that the

magnitude of the resultant velocity 'V’ is described by

vV, b?

(5.33)
72

vV =
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To determine the total kinetic energy for this systemn,

let us first rewrite equation 5.22 as

3%
= 1 ("2 y2 (5.34)
KE zpfbf“ v2rdo,dr

Substituting equation 33 into this expression and performing

the integrations leads us to

KE = _21_91;132‘,;} (5.35)

Comparing this expression to that of equation 5.20, it can be
seen that the ‘virtual’ mass ‘my’ that must be added to the
original spill mass to compensate for induced velocities in

the ambient due the passage of the head is

bz
my = £72- (5.36)

5.5 Summary

With equation 5.36 we have an estimate of the ‘virtual’
mass which must be added to the original spill mass if the
effects of induced velocities in the ambient are to be
compensated for. In the development of this equation, we have
departed from a rigorous mathematical treatment with only
numerical solutions, to a simplified approximate model which

has an analytical solution.
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CHAPTER 6

SPILL INITIATION
WITH VIRTUAL MASS

6.1 Introduction

In chapter four, we developed a version of the spill
initiation model that seemed cavable of predicting the inibial
velocity of the spill, on average, to within nine percent of
the measured value. Although not discussed at the tipe, ©ne
possible cause of this error is the fact that jndvCed
velocities in the ambient, ahead of the slick, created by the
passage of the head were neglected. Furthermore, since as the
spill sliumps there will be an intrusive surge of gmbient
material into the body of the original spill volume, tf'®re
will also be induced velocities in the spill ahead of this
ambient intrusion that were not accounted for. It is tpe goal
of this chapter to incorporate the effects of these jndtcCed
velocities into the earlier spill initiation model and to

estimate the importance of this effect on the pxgdifted

initial slick velocity.

6.2 Model Development

To compensate for the effects of the induced velocities
in the ambient, the typical prcocedure is to calcylat® &
‘virtual’ mass which must be added to the original masg of the
moving body such that both the original and adjusted systems

contain the same total kinetic energy. A more thorlugin
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discussion of this concept was presented in the previous
chapter and it 1is from this chapter that we will extract the
equations used to model the virtual mass.

In general, the virtual mass associated with the induced
velocities ahead ©f a slick, created by the slick motion, is

described by the equation

nﬁ,=.EE£f (6.1)
2

in which ’'b’ is the ’‘virtual’ or equivalent head thickness
regquired to conveért a slick advancing over an ambient of
finite depth to ©One advancing over an embient of infinite
depth. To determine the magnitude of ‘b, we will usé€
equation 5.30 in which ‘N’ is a scalé factor described &Y
equation 5.27. In both these equations ‘a’ is the original
thickness of the slick and ‘d’ is the depth of the ambient.
As wae mentioned earlier, when a sSpPill Volume slumps -
there are two advancing ’‘slick’ fronts. One is created by the
advancement of the spilled material over the ambient, and the
other is created by the advancement of ambient material under
the original spill volume. This situation is illustrated in
Figure 6.1 and associated with each front will be some
quantity of virtual mass. If ‘bg’ is the virtual thickness of
the spill slick and ‘b’ is the virtual thickness of the
ambient intrusion under the spill, Table 6.1 summarizes the
values of ‘a’ and ’'d’ that must be substituted into their

respective defining equations.
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| maple 6.1: Summary of Virtual Slick Parameters l

Slick a e

Spill, b, oH,
l Ambient, b, BH, oH u

As was done in the flow initiation model which neglected
virtual mass, this model will be developed following the
procedure of O’'Brien and Cherno (1934) . This model is based
upon equation 4.4 and since Figure 6.1 is identical to Figure
4.2 at time t,_,, equation 4.15 will still describe the net
unbalanced force ‘F...’ in equation 4.4.

It is in the description of the total mass "M’ induced
into motion that this model will differ from the previous
model. Referring to Figure 6.1, it can be seen that one

possible description of the mass induced into motion is

nhZ
M = (pa(XA+XS) aHs + p 4 S)
(6.2)
.nbz
+(P(35+X3)ﬂ5;+ ELZ—ﬂ)
If the total momentum associated with this mass is 'MV’, we

may write an expression for the total momentum as follows

2
MV = (p.(xA+XS) aH, + p’;bs) Vs
(6.3)
p.nbj3

+ (p (X+Xs) BH, + ) A
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Since equation 4.4 requires an expression for the rate of
change of momentum, it is necessary to take the deviwvative of
equation 6.3 with respect to time. If we perform this
operation and substitute equations 4.18, 4.19, 4.21 and 4.22
into the resulting expression in order reduce the number of

parameters, after simplification we find that

%(MV) _ pl(a+p) (1+1) aH, d(x dXs)

B de\"° dc
d?x
dt?

(6.4)

+ .%(Bbé + rabj)

After substituting this expression and equation 4.15 into

equation 4.4, we find that

p.g(i-rw  p(a+P) (1+r)aH, 4 dXs)
- s7dt

X
2 dt
d (6.5)

a2 X,
de?

+ .g%(pbg + rabj)

Continuing with the procedure described by O’Brien and
Cherno, if we are to develop an expression for the initial
velocity 'V’ we must first find an expression for the slick
penetration distance ‘X,’. This can be done by integrating

equation 6.5. After the first integration, we find that

rg(l-r)Ht _ ala+p) (1+r) , dXs
2 B s dt

dX, (6.6)
dc

i A )

+ Const
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However, since at time t, (ie. at t=0) the spill has not vet
started to spread, the penetration distance ‘X;’ must be zero
and the constant in this equation must also be zero.
After the second integration, equation 6.6 becomes

rg(l-r)Ht* _ a(a+B) (1+1)
4 2P *s

% ez , (6.7)
+ m(ﬁbs + rabj )Xg

+ Const

in which the constant must be zero for the same reasons as in
the previous equation. This equation can be easily solved for
Xs using the following form of the quadratic equation

_ —-B+/B?-4AC
X = =7 {6.8)

in which

A= al(a+P) (1+r)

2B (6.9)

- T
B = 4BH.(BD§ + rabj) (6.10)
c = _Ig(l"l')H,tz (6.11)

4

Using the definition of the initiation velocity 'Vg’ supplied
by equation 4.19 and the simplification offered by equation

4.29, it is possible to show that
rg(i-r)H,t
v, = (6.12)

2yB%*-4AC
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In examining equation 6.12, it 1is interesting to note
that all of the effects of the virtual mass are contained in
the coefficient '‘B’. Thus, in situations under which the
virtual mass is not important (ie. B=0), we would expect
equation 6.12 to reduce to equation 4.30. After some work, it
can *:= shown that the reduction does occur, implying that

equation 4.30 is a special case of equation 6.12.

6.3 Model Confirmation

To test the predictive capabilities of equation 6.12, we
used TKSolverPlus and the same data sets that were used to
test equation 4.30. These data sets have been described
previously end, &% a group, span a very broad range of
experimental coundéitions. Since i.uwsr is also a parameter 1in
this equation, it was necessaxry ¢co cest the model for
different assumed slumping times. For convenience, times of
1 second, 5 seconds and 10 seconds were chosen. The results
of this analysis are summarized in Table 6.2.

With reference to Table 6.2, several observations can be
made. Firstly and perhaps most important, is that in terms of
absolute error, the addition of virtual mass has changed the
average error over all data sets by, at most, approximately
one quarter of one perceint. This would seem to indicate that
in most situations the effect of virtual mass can be safely
neglected.

The second interesting observation is that it appears

that the errors are converging towards those for the case in
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which wvirtual mass was neglected. Although perhaps not
obvious, this is expected since for very large spill durations
the effects of the virtual mass must approach zero and the
predictions of the two models must converge.

An observation that can be made that was not expected 1is
the fact that the effect of the virtual mass is not a maximum
at the shortest times. From Table 5.2, it appears that for
the times used, the maximum effect occurred when the duration
of spill slumping was 5 seconds. This suggests that it does
take some time for the effects of the induced fliows to become
fully developed. Of coarse one must be careful in drawing
such conclusions since the effect may not be common to all

data sets.

| Table 6.2: Summary of Error Statistics A l

Statistic Actual Absolute Comment
Error (%) Error (%) ]

Average 2.93 9.22 With Keulegan’s
“ Std. Dev. 9.71 4.21 Data, t=1 sec
“ Average 7.46 8.64 Without Keulegan’s
[ staoev. | ses | awa | P TR )

2.85 9.29 with Keulegan’s
std. Dev. 9.79 4.20 bata, t=5 sec
Average 7.37 8.71 Without Keulegan’s
std. Dev. 6.09 3.96 bata, t=5 sec |
Average 2.54 9.14 With Keulegan’s

Data, t=10 sec

sStd. Dev. 9.78 4.31
Average 6.96 8.51 Without Keulegan's
l Sstd. Dev 6.37 4.08 Data, t=1i0 sec
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a time of 5

seconds seemed to produce the largest change in the average

absolute error,

listed in Table 6.3.

As in Table 4.5,

the units

a summary of the results from this run are

for each

velocity are consistent with the original measurement system.

{ Table 6.3: Summary of Model Results, t=5 sec j
Investigator Run Pred Meas Percent Error
Vel Vel Error Change
University of 116 0.044 9.0 0.0
Alberta 117 0.047 | 0.044 7.1 0.0
118 0.063 0.061 3.3 0.0
119 0.061 0.056 9.0 0.0
120 0.049 0.044 11.2 0.0
121 0.047 0.040 16.5 0.0
122 0.074 0.069 7.6 0.0
123 0.084 0.080 5.6 0.0
Keulegan 1 0.100 0.104 -3.6 0.0
2 0.099 0.103 -3.8 0.0
3 0.149 0.161 -7.7 0.0
4 0.204 0.221 -7.7 0.0
S 0.289 0.335 -13.6 0.0
6 0.362 0.429 -15.6 0.0
7 0.041 0.044 -7.8 0.0
8 0.055 0.062 ~-11.4 0.0
9 0.078 0.087 -10.7 0.0
10 0.106 0.126 -15.8 0.0
11 0.133 0.156 -14.9 0.0 |}
12 0.184 0.220 -16.6 0.0 "
13 0.213 0.250 -15.0 0.0 “
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| Table 6.3: Summary of Model Results (Continued)
Investigator Run Pred Meas Percent Error
Vel vel Error Change

Middleton 1 0.235 0.234 0.5 0.0
2 0.238 0.250 -4.8 0.0
3 0.313 0.291 7.4 0.0
4 0.322 0.298 7.9 0.0
5 0.279 0.268 4.0 0.0
6 0.281 0.270 4.1 0.0
7 0.394 0.363 8.5 0.0
8 0.389 0.358 8.7 0.0
9 0.237 0.210 12.9 0.0
i0 0.235 0.207 13.7 0.0
11 0.287 0.290 -1.0 0.0
12 0.290 0.250 16.2 0.0
13 0.323 0.288 12.1 0.0
14 0.314 0.266 18.0 0.0
15 0.387 0.356 8.8 0.0
16 0.383 0.339 13.1 0.0
17 0.245 0.230 .7 0.0
18 0.330 0.313 .5 0.0
19 0.230 0.213 .9 0.0
20 0.314 0.282 11.5 0.0
21 0.263 | 0.237 11.2 0.0 |
22 0.393 0.355 10.8 0.0 _J

In calculating the error in this table,

used equation 4.42.

we once again

This method has the advantage cof using

the sign of the error to indicate whether the model was over

or under predicting when estimating the head velocity.
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To illustrate the effect of virtual mass, the "Error

Change" column was added. This illustrates the magnitude of
the change in absolute error between the cases when virtual
mass is included and when it is neglected. If the change is
positive, this indicates that the addition of virtual mass
caused the model to produce a larger absolute error thin 1f

the virtual mass were neglected.

L_ Table 6.3: Summary of Model Results (Continued)
Investigator Run Pred Meas Percent Error
vel Vel Error Change
O’Brien and A-2 0.553 0.595 -7.1 -4.1
Cherno A-5 | o0.438 | o0.416 5.2 0.2
A-6 0.319 0.298 7.1 0.0
a-25 | 0.317 |0.297 6.7 0.0 |
A-23 0.324 0.298 8.6 0.0
A-14 0.578 0.532 8.7 4.5
A-10 0.495 0.436 13.6 5.8
A~-4 0.406 0.379 7.1 6.8
A-12 0.787 0.912 -13.8 -2.1
2-13 | 0.989 | 0.935 5.7 1.8 J!

One of the most interesting features of Table 6.3 1s that

only O’Brien and Cherno’s set of experiments seem to show a
significant change when the effects of virtual mass are added.
At this point it is difficult to explain why tiis has occurred
since the data set is not significantly different from that of
Keulegan, and yet predictions based upon Keulegan’'s data are

little affected by the virtual mass.
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6.4 Summary

The purpose of this chapter has been to incorporate the
effects of ‘virtual’ mass with the flow initiation model
developed earlier. Although it appears that in most
situations the virtual mass can be safely neglected, it was
found that under some conditions the effect may be
significant. This is one area that should be investigated
further since it is not obvious which combinatibn of physical
parameters is responsible for this finding.

Also, before clesing, it is interesting to note that one
should really not have expected the effect of virtual mass to
be large. Since the quantity of virtual mass must be of the
same order of magnitude as the quantity of mass contained in
the spill head, the effect must be very small since only a
very small percentage of the total mass of the system is
contained within the head. Although it can be argued that for
very short spill slumping times a significant portion of the
accelerated mass is in the head, it is doubt ful that this

model is applicable during these very early stages of slick

development.



Q7
CHAPTER. 7

SUMMARY

This chapter is the final chapter in this work and,'as
such, offers us an opportunity to review what we have learned
from the previous sections. Starting with the introduction,
an effort was made to emphasize the importance of careful
scientific method and the application of appropriate levels of
technology to the proposed scolution of a problem. Throughout
this work, considerable effort was made to 1illustrate all
assumptions upon which the model development was based, and to
restrain the development within guidelines that would allow an
average practising engineer to follow the development.

Next came the literature review. Within this chapter, an
effort was made to development in the reader an appreciation
for the broadness of the field in which spill simulation
techniques typically rest. From the material presented, it
should be obvious that the model presented in this work 1is
definitely one of the simplest in existence since it is based
on large scale physical parameters and neglects many of the
potentially complicating factors such as interface stability,
mixing across the interface and the effects of the wake regicn
behind the head. In spite of these simplifications, the model
still presents excellent predictive capabilities suggesting
that the factors mentioned &Y be of little importance during

the period of initial slumping and flow development of the

slick.
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After reviewing the literature, we then presented the
technique by which we modelled the head of the spill. This
technigque was based on the work of Benjamin (1968) and
extended Benjamin’s theory for a general two layer system with
a free surface. In the process of extending the theory, a
simple relationship was developed to predict the rise in f£luid
elevation ahead of the slick. This was an unexpected bonus
and may have applications in other areas of engineering.
Once we had a method of modelling the head, we then went
on to simulate the slumping process of the original spill
volume. The technique used was based upon an approach
developed by O’Brien and Cherno (1934) to estimate the
behaviour of salt water released from locks in the form of
lock exchange flows. In our development, we extended ©’'Brien
and Cherno’s theory to allow the thickness of tha slick to be
one of the parameters predicted by the model. Prior to this,
the model assumed that the slick was equal in thickness to one
half of the original spill depth. By using data sets obtained
from the University of Alberta, O’Brien and Cherno (1934),
Middleton (1966) and Keulegan (1958), it was possible to
compare the predicted values of the initial head velocity with
the measured values. From this analysis, it was found that on
average, the absolute error of the model was in the order of
nine percent.
In an attempt to explain the cause of this error, it was
felt that the effects of the induced flows in the ambient

ahead of the spill front may be significant. These effects
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were modelled using the ’virtual’ mass technique described by
vallentine (1965) . Once the equations describing the virtual
mass were obtained, the virtual mass was added to the previous
slumping model and the resulting model was again compared with
the measured values in the data sets. L.used on this analysis,
it appears that the effect of virtual mass can be neglected in
most cases. It is interesting to note, however, that in
O’Brien and Cherno’s data set, significant changes did occur.
Since this data set is very similar to that of Keulegan, it is
difficult to say at this time why this result was found.
Since it appears that virtual mass may have, under some
situations, a significant effect, this is one area where it
may be fruitful tec perform additional work. In addition to
this, other areas where additional research could extend this

model are:

- in the spreading behaviour of immiscible
fluids. Although this model will probably
still show good predictive characteristics, it
should be tested against data sets and expanded
if necessary.

- the slumping behaviocur of dense spills should
be investigated further. although the data
sets used in this study suggest that the
equations do give an acceptable description of
dense spill flow initiation, it may Dbe
instructive to develop explicit equations for
this situation.

- the theory could easily be expanded to include
non-rectangular <cross sectional geometries.

This would be e first step in analyzing
spills in irrigation canals, small streams and
pipes.

- since many spills are not confined by channels,
it would be very useful to expand this model to
include axially symmetric spreading.
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- since one of the primary assumptions in this
analysis has been that the spill will not
possess any driving head in excess of that
based upon a hydrostatic equilibrium at the
base of the spill, this 1is another area where
research could be done. The results from this
analysis would be particularly important in
predicting the initial growth of tanker spills
and plunging spills (ie. the spill initiated
from some distance above or below the ambient’s
surface) .

- work could be done to specialize the equations
for the situation in which fluid elevations are

equal on each sids o= the barrier separating
the spill from the ambient.

The final suggested research topic may be particularly
important when attempting to simulate the results from lock
exchange experiments like the ones conducted by O’Brien and
Cherno, Middleton and Keulegan. In the description of their
experiments, each researcher stated that they started their
experiment with equal depths of fluid on each side of the
gate. This violates the assumption of hydrostatic equilibrium
at the base of the gate and may be one of the major reasons
why the models developed in this work over estimated the
initial velocity of the slick.

As one final comment before closing this body of work, it

should be stressed that this an engineering model. Many

individuals may express concerns that interesting features
have been left out of this model that, for correctness, should
have been included. Ifmthis were physics, where the mandate
is to attempt c6mplete understanding of all processes, this
argument would be wvalid. Howevér, this is engineering. Our

mandate is to develop understandable models that an average
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practising engineer can use safely. The models developed in

this work are simple, understandable and conservative in their

estimates; the key qualities that a good engineering model

should have.
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