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ABSTRACT

Improper management of labour resources causes major problems for companies
working on multiple industrial construction projects. To address these problems, an
integrated framework is developed based on a five-step knowledge discovery in
data model. The framework transfers existing multidimensional historical data from

completed projects into useful knowledge for future projects.

First, a synthesis of previous research is presented. Second, an inclusive analysis of
the industrial construction domain is performed. Third, the concept of predefined
progressable work packages is introduced to address issues in current data
management practices. Fourth, a prototype data warehouse is built using the
snowflake schema to centrally store the data, produce dynamic reports and
exchange knowledge. Fifth, data mining techniques are applied to extract useful

knowledge from three sets of real projects data.

Results show that the developed framework is capable of transferring previously
unanalyzed data to valuable knowledge that significantly improves current

resources management practices.
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CHAPTER 1: INTRODUCTION

1.1 BACKGROUND

Construction sector is fundamental to any national economy. It is a major
contributor to any country’s Gross Domestic Product (GDP) and an indicator of its
economy’s prosperity. Construction sector includes: commercial, residential,
infrastructure, and industrial type projects. Manufacturing, chemical processing, oil
production, refineries and electrical power plants are examples of industrial
construction projects. In Canada, more than $230 billion was invested in industrial
construction in 2007 (Statistics Canada, 2008) and a rapid growth of 34% in the

capital spending was recorded (Industrial Reports Inc., 2008).

Industrial construction projects share many similarities with other construction
projects; however, they also have characteristics that are specific to them. Due to
the specific nature of the final product, this type of construction projects is known
for being more complicated, utilizing more sophisticated management tools and

paying more attention to safety and environmental concerns.

Industrial construction projects involve large number of stakeholders with different,
sometimes conflicting, interests. Stakeholders include owners, Project
Management Teams (PMT) engineers, suppliers, fabricators, constructors,
environmental and other governmental agencies, plant operators and maintainers

and general public.



These projects typically start without a complete scope definition and the “rolling
wave” planning technique is used to develop the project’s scope and detailed plans
as an iterative process while projects progress. When the economy is fast-paced,
most of these projects are fast-tracked, i.e. activities within the project take place

concurrently not sequentially.

Nearly all industrial construction projects are performed as a set of smaller projects,
each of which is performed by a contractor. These smaller projects are referred to
as “internal projects” in this research. These contractors include Engineering,
Procurement and Construction Management (EPCM) offices, fabrication shops and
module assembly yards. Contrary to construction sites, which are temporary set-
ups, these contractors try to maintain their workforce in order to be able to compete

for new projects.

These contractors are producing various services and rely solely on a continuous
supply of projects to generate their revenues. Contractors utilize different types of
resources to produce their final products. These resources can be classified as
capital, materials, equipment, labour, facilities and information (Kerzner, 2006). In
this research, the term “resources” is used to refer only to labour resources in
contracting companies. Construction Industry Institute (CII, 1987) identified labour
resources issues as one of the major reasons for cost overruns in industrial

construction.



1.2 PROBLEM IDENTIFICATION

As aresult of the previously mentioned challenges, many of the recently completed
mega industrial projects faced considerable scope creep, significant schedule
delays, and severe budget overruns. In Alberta, mega oil sands projects reported
$7.3 billion dollars overruns within three years and none of them was completed on
schedule (Alberta Economic Development Authority, 2004). Jergeas and
Ruwanpura (2008) found out that unrealistic cost and schedule baselines
accompanied with lack of complete scope definition are some of the main factors
driving the cost overruns in Alberta oil sands mega projects. With the cost of lost
production, each day in schedule delay represents a huge hidden overrun and a

major loss to the project owner.

One of the major causes of schedule delays and budget overruns in industrial
construction is the improper management of labour resources (Jergeas, 2008).
Labour resources is the most difficult to manage due to the human factor. It also
leads to loss of profit for industrial owners and contractors, decreased client
satisfaction, inability to compete in the market and damaged reputation of the
industry. It also generates intolerable levels of stress for team members who always
feel incompetent and incapable of achieving success in their projects. Contrary to
materials, labour resources cannot be bought instantly when needed. The required
hours to complete a task are uncertain because of issues with productivity. Labour
productivity is impacted by the learning curve, fatigue, boredom, team harmony,

team leadership skills, weather and many other factors.



Contractors manage multiple projects in a changing environment using the same
pool of resources (Tharachai, 2004). According to Huemann et al. (2007), the
number and the sizes of the projects are constantly changing in this environment.
The supply of projects is dependent on market conditions, which are difficult to
predict. This dependency causes significant uncertainty and makes it very difficult
to estimate the required amount of hours to complete the expected projects

(workload) and the necessary resources to perform this workload (capacity).

Some contractors try to utilize commercially available software such as Primavera,
Excel, Access or MS Project to forecast their expected workload and future
capacity. These applications usually don’t consider the high degree of uncertainty
in projects, are not originally designed to manage multiple projects and do not
utilize historical records from previous projects. An example from a real dataset
shows that the difference between estimated and actual resource hours in a single
project exceeded 260 hours per week as shown in Figure 1.1. These variances when

aggregated have severe impacts on any contractor.

A large amount of resources data is generated, collected, and stored in different
formats during planning and executing projects. It is a huge loss for any contractor
that the collected data is hardly analyzed and is not transferred to useful knowledge

to improve resource management practices.
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Figure 1.1: Example of the Variance between Planned versus Actual Resource

Given the complexity of this context, a major resource management problem stands
out. Previous research has not addressed this problem in an integrated and
applicable approach. Most research on labour resources management focused on
resources leveling and allocation not on transferring knowledge from previously
completed projects to future projects. They also focused on studying projects
independently from each other, not only managing multiple projects with one
common pool of resources. With the volatile market condition, it is necessary that
the issue of improving labour resources management practices by learning from

previous data be addressed.



1.3 RESEARCH OBJECTIVES

Two research questions are raised in order to address the problems identified above:
1. Regardless of the uniqueness of each project, would it be feasible to
develop an integrated data acquisition system for collecting and storing
resource management data from all projects?
2. Can this collected data be transferred to useful knowledge for providing

more realistic estimates of future resource requirements?

The main objective of this research is to develop an integrated framework for
managing labour resources data in the multiple-project environment of industrial
construction projects. The main purpose of the framework is to develop a closed
knowledge cycle where resource management data from completed projects is
generated, collected and then utilized for better estimating of resource requirements
in new projects. Better forecasting of resource requirements in the future enables

contractors to run different scenarios to predict their optimum capacity.

In the current practices, cost and schedule baselines are generated during the
planning stage of projects. These two baselines are combined to form the resources
baseline that represents the planning portion of labour resources data for any
project. During the execution stage, data regarding project changes, actual
durations and resource utilization is also obtained.

When projects are completed, almost all this data is stored away without being

looked at, as shown in Figure 1.2, and few efforts are spent to analyze this data and



transfer it to useful knowledge. This research aims to introduce a framework that
closes the cycle and allows for the proper generation, collection and storage of
labour resources data and transfer this data to useful knowledge that is fed back into

future projects as shown in Figure 1.3.
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Figure 1.2: Current Resource Management Data Practices
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Figure 1.3: Proposed Resource Management Data Cycle



1.4 KNOWLEDGE DISCOVERY IN DATA (KDD)

The methodology to solve the research problem and achieve the research objective
is to implement a Knowledge Discovery in Data (KDD) model to develop the
integrated framework for managing labour resources data in industrial construction
projects. The KDD approach is selected because it provides a complete, integrated,
and self-learning solution to solve problems. The approach is data-oriented and
provides powerful tools to learning from historical data. The KDD procedure
combines knowledge from machine learning, statistical analysis and artificial
intelligence fields to find hidden knowledge in large sets of data. It is an iterative
process that utilises data warehousing and data mining in a complete procedure to

ensure proper discovery and presentation of useful knowledge to decision-makers.

KDD combines the quantitative and qualitative research approaches together. In
quantitative research, the focus is on the systematic collection and quantification of
research data into understandable paradigms (Olson, 1995). The qualitative
research focuses on observing, underlying and finding theory in the problem under
investigation (Creswell, 2007). Jergeas (2008) mentioned that the main difference
between the two approaches is that the quantitative research work with more data
and few variables, in the meantime qualitative research rely on less data and lot
more variables. KDD allows working with large amounts of data and large number

of variables as well.



There are different models that can be implemented to define the steps of the KDD

procedure. These models can be categorized as: academic, industrial and hybrid

(Cios, 2007). Fayyad et al. (1996) introduced an academic model that consists of

nine steps. These steps are:

1.

2.

Developing and understanding the application domain
Creating a target data set

Data cleaning and pre-processing

Data reduction and projection

Choosing the data mining task

Selecting the data mining algorithm

Data mining

Interpreting the results

Consolidating the discovered knowledge

Han and Kamber (2006) introduced another academic model consisting of seven

steps. These steps are:

1.

2.

Data cleaning (to remove noise),

Integration from multiple sources,

Selection (only data required for the analysis)

Transformation (perform summarizing or aggregating operations) and
Mining (extract data patterns),

Pattern evaluation, and

Knowledge presentation to decision makers.



A large group of European companies developed CRISP-DM, which has become a

primary industrial model (Cios, 2007). The model consists of six steps. These steps

arc:

Business understanding
Data understanding
Data preparation

Modeling

. Evaluation

Deployment

Cios et al. (2007) developed a hybrid model by modifying the CRISP-DM to fit for

academic purposes. Their model is more research-oriented, replaces the modeling

step with a data mining step and consists of six steps. These steps are:

1.

2.

Understanding of the problem domain
Understanding of the target data
Preparation of the dataset

Data mining

Evaluation of the discovered knowledge

Use of the discovered knowledge

Each of the model steps is interactive; and cycles can take place between every two

steps until satisfying results are achieved. The model is also capable of fulfilling

both industrial and academic requirements.
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1.5 RESEARCH METHODOLOGY

The hybrid model of Cios et al. (2007) addresses both academic and industrial
requirements; and as such, it represents the most fitting KDD model for the research
problem. This KDD model was adapted in this research to start with a
comprehensive literature review. The literature review covers the five main topics
that are covered in this research. These topics are: resource management practices
focusing on multiple-project environment, forecasting techniques in construction
projects, transferring projects’ data to useful knowledge, data warehousing

techniques and data mining methods.

The second step in the methodology is the understanding of the problem domain.
The problem domain in this research is industrial construction. To fully understand
industrial construction, three analyses were performed. The first is a within project
analysis to detect main elements that impact resources management. The second is
a cross-project analysis to determine the elements that can be utilized by all
projects. The third is an analysis of all processes that take place during the

procedure of managing industrial construction projects.

These analyses were performed through monitoring a set of various industrial
projects over a long period of time and performing structured interviews with a
group of industry experts from both owners and contractors. The output of these
analyses includes a complete definition of the seven main objects that have to be

modelled. For each of these objects, a set of control attributes is defined to be used
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for data mining and knowledge discovery. Also another set of cross-project

elements are defined such as project phases, stages and resources.

The third step in the methodology is the understanding of the problem data. In this
research, resources data represents the target dataset. This dataset is
multidimensional with five main dimensions. These dimensions are: scope,
responsibility, schedule, cost and performance. Within each of these dimensions, a
complete analysis of current industry practices and issues with these practices is
performed. Based on this analysis, a data management concept is developed to
overcome the issues with current practices and introduce consistency and integrity
to data management practices. The proposed concept relies on using predefined
progressable work packages in order to plan and execute industrial projects. In
order to estimate resources needs for each package, data mining techniques are used
to obtain cost and duration units. Resource utilization graphs are also obtained using
data mining to be used for estimating weekly resource needs. The data elements
within each dimension are also clearly defined in order to be collected and stored

for mining purposes.

The next step in the research methodology is the development of a prototype data
warehouse. The data warehouse stores collected data and produces dynamic On
Line Analytical Processing (OLAP) reports. Due to the complexity and
multidimensionality of the research problem, several attempts took place in order

to obtain the proper design of the data warehouse that is capable of addressing the
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needs of the various end-users. The sophisticated snowflake schema is found to be
the most suitable to design the prototype and is used to represent the hierarchical

nature of the data dimensions.

In order to validate the applicability of the research model and to test its ability to
extract useful knowledge from real projects data, three case studies were conducted
three different sets of real projects’ data. The first case study applied supervised
data mining technique to analyze the cost units’ data in a large EPCM firm. The
output of the study showed the value of obtaining cost units from previously
complete projects, highlighted the problems with exiting data and provided

recommendations to solve these problems.

The second case study applied unsupervised data mining technique to analyze the
duration units’ data in a large structural steel contractor. The output of the study
also showed the value of obtaining duration units from previously complete
projects, highlighted the problems with exiting data and provided recommendations

to solve these problems.

The third case study applied supervised data mining technique to classify resource
utilization graphs from a large EPCM firm into groups . The output of the study
also showed the value of obtaining duration units from previously complete
projects, highlighted the problems with exiting data and provided recommendations

to solve these problems.

13



The modified model is illustrated in Figure 1.4.
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Figure 1.4: Research Methodology Using the Modified Hybrid KDD Model

1.6 THESIS ORGANIZATION

Chapter one of this thesis is an introduction that presents the problem identification,

research objectives and the research methodology.

Chapter two of this thesis represents step number one of the hybrid KDD model.
The chapter is a comprehensive literature review of the related topics to

management of labour resources in multiple-project environment.
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Chapter three of this thesis represents step number two of the hybrid KDD model.
The chapter includes an inclusive analysis of the industrial construction processes,
their input and output. The chapter also introduces an analysis of the industrial

construction projects domain to define its main objects.

Chapter four of this thesis represents step number three of the hybrid KDD model.
The chapter contains a comprehensive analysis of the current resource management
data generation practices, the current issues with these practices and an integrated

approach for managing resources data.

Chapter five of this thesis represents step number four of the hybrid KDD model.
The chapter presents the data warehouse, its snowflake schema and examples of
using the OLAP reports in presenting the stored data. The chapter also introduces

the use of data warehouse as a knowledge exchange tool.

Chapter six of this thesis represents three case studies that cover steps number: five,
six and seven of the hybrid model. The chapter shows how to implement data
mining techniques to extract useful knowledge from three data sets that are obtained

from real projects.

Chapter seven is a conclusion that presents a summary of the research, research

contribution and set of recommendations for future research.

15



CHAPTER 2: LITERATURE REVIEW

2.1 INTRODUCTION

The methodology, to achieve the objective stated above, is a hybrid KDD model
adapted to fit this research. As shown in the previous chapter, the first step of this
model, and covered by this chapter, is a comprehensive literature review. Given the
sophistication and complex nature of the research problem, five fields are covered
in the literature review. These five fields complement each other in this research

and are essential in building the framework.

In this review the following research areas are covered. First, findings from
previous research in the area of management of project labour resources are
reviewed. Second, resource forecasting techniques in construction projects are
studied. Third, previous studies that attempted to transfer collected projects’ data
to useful knowledge are investigated. Fourth, the concept of data warehousing and
its differences from the traditional relational databases is discussed. Fifth, a
summary of data mining methods and techniques and how they are used in

discovering useful knowledge in the construction domain is presented.

This chapter represents a synopsis that synthesises findings from these five areas.

With the multi-facets nature of this research, this synthesis is essential in defining

the mutual contribution of each area to this research.
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2.2 RESOURCES MANAGEMENT IN PROJECT ENVIRONMENT

The process of resources management starts during the planning stage of any
project. The output of the planning stage includes: the scope of the project, the
amounts of each required resource to complete this scope and their cost (baseline
budget), the expected durations, start and finish dates of all the necessary activities
to perform that scope (baseline schedule) and the loading of these resources to the
required activities (baseline resource histograms). The baseline resource
histograms are needed to know the required amount of each resource per time unit

in order to prepare staffing plans to meet these requirements.

Traditional planning techniques such as Critical Path Method (CPM) assume
unlimited availability of resources when needed. However, this is not realistic
assumption, and consequently, several resource-constrained planning techniques
were developed. In general, these techniques apply one of two methods: resource
leveling (also called time-constrained scheduling) or resource allocation (also
called resource-constrained scheduling). Resource leveling techniques assume
unconstrained amount of resources in order to maintain the original estimated
duration of projects and try to minimize the fluctuation of resource requirements
between time periods. Recourse allocation techniques assume constrained
availability of resources, allocate these resources to project activities according to
pre-defined rules and then calculate the modified duration of projects. In
commercially available software applications, the two terms are used

exchangeably.
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It is estimated that more than 90% of projects take place in a multiple-projects
environment (Payne, 1995). Payne also stated that one of the major problems in this
environment is that the balance between resource requirements and availability is
hardly achieved. It is very important to understand the previous research in the area
of resources management in multiple-projects environment, find out the problems
that are not solved yet and attempt to provide solutions to these problems. Some of
the previous research in this area treated multiple projects as independent; others
combined all activities from all projects in one single project by adding one
artificial start and another artificial finish activity. Resource leveling and allocation
techniques can be grouped into three main categories: heuristic rules, numerical

optimization, and genetic algorithms.

2.2.1 Heuristic Approaches

Heuristic approaches primarily utilize pre-defined rules to find an acceptable
solution to a problem. Heuristics approaches were used in the first attempts to
address resource management problems and are still in use in most commercially
available software applications. Most of these techniques try to solve the resource
allocation problem by prioritizing the activities from all projects and then allocate
the constrained resources to activities with highest priorities. Some of the
developed applications prioritize the activities only once, others stochastically
revaluate the priority of each activity with the changes in network logic and

resource availability.
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The use of heuristics to allocate constrained resources to multiple projects started
in the late sixties. Fendley (1968) identified eight rules to prioritize activities from
multiple projects for resource allocation. These eight rules are: Most Available
Resources (MAR), Most Critical Activities (MCA) Most Succeeding Activities
(MSA), Modified Most Succeeding Activities (MMSA), Shortest Operation First
(SOF), Minimum Slack First (MSF), Modified Minimum Slack First (MMSF) and
First In First Out (FIFO). Fendley stated that the use of MSF rule provides best

results to minimize project durations.

An attempt was made to categorize projects using summary measures to determine
which heuristic rules perform better within each category of projects (Kurtulus and
Davis, 1982). The first summary measure categorizes projects based on the peak of
total resource requirements meanwhile the second measure relies on determining
the utilization rate of each resource. They also suggested six new rules that can be
utilized to solve the resource allocation problem in multiple projects. These rules
are: Minimum Total Work Content (MINTWK), Maximum Operation First (MOF),
Maximum Slack First, Maximum Total Work Content (MAXTWK), Shortest
Activity from Shortest Project (SASP) and Longest Activity from Longest Project
(LALP). They applied this approach to a set of test projects and concluded that the
MSF rule seems to work best for certain categories of projects while the SASP rule
provided better results for other categories according to their classification of

projects.
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Dumond (1992) analyzed the impact of different resource availability levels and
resource allocation rules on project completion times and performance in a
multiple-projects environment. The research found that when availability levels
exceed 130%, the tested heuristic rules provide similar results. He also stated that

when availability levels exceed 160%, activity durations are not shortened.

Another study stated that a dual-level resource management structure is typically
evident in multiple-project environment in matrix organizations (Yang and Sum,
1993). The higher level decisions of assigning resources from the pool to projects
are made by functional managers; meanwhile the lower level decisions of assigning
resources to activities are made by project managers and their team leaders. The
study also found that First in System First Served (FIFS) rule performed better than

other tested rules in reducing project durations.

Another heuristic approach that combined resource and time constraints on a CPM
network was called Resource Activity Critical Path Method - RACPM (Lu and Li,
2003). This approach considered three different states for each activity: TO-DO,
CAN-DO and DONE. The work content, which is the total amount of required
resources for an activity, was used to prioritize project activities in the schedule.
Each activity was broken down to a set of single-resource parallel activities, which
were plotted graphically in a resource/activity interaction scheme. Afterwards, both
forward and backward calculations were performed under resource constraints to

obtain minimum project duration.
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2.2.2 Numerical Optimization Approaches

Mohanty and Siddiq (1989) stated that the management of multiple-resources in a
multiple-project environment is a problem of combinatorial explosion nature. That
means the number of alternative solutions increases factorially with the size of
projects represented in number of activities and number of resources. They also
stated that there is a conflict between completing projects in shortest possible
duration and maintaining a fully utilized pool of resources. This conflict is
significant as a result of the somewhat fixed number of resources in a contracting
company and the random supply of workload in the form of projects. To solve these
problems, they developed a multiple-objective Integer Goal Programming (IGP)
model to simultaneously minimize the delay of projects, overutilization of

resources and total cost of projects.

The model assumed that activities duration and resource requirements are known,
fixed and can’t be interrupted. The model was tested on three small projects with
only three common resources. Mohanty and Siddiq’s approach is not feasible in
large projects because of the combinatorial problem. However, this approach
introduced multiple-objective IGP to solve the resource management problem.

A dynamic programming application was developed to optimize resource
allocation in repetitive construction projects (El-Rayes and Moselhi, 2001). The
dynamic programming model utilized a scheduling algorithm to meet the
constraints of project logic, crew availability and continuity of work flow to the

crews. Another algorithm was used to generate a feasible set of activity interruption
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vectors for each crew combination instead of obtaining the set from the users. The
dynamic programming model was used to minimize the duration of a repetitive
construction project through finding the optimum crew formation and interruption
vector. The application provided better solution to a problem from the literature but

was not tested on real projects.

Jiang and Shi (2005) introduced the Enumerative Branch-And-Cut procedure
(EBAC) to minimize the total project duration under multiple resource constraints.
The EBAC approach relies on starting from a root node and building a tree where
better solutions to the problem are added and worse solutions are terminated. In
order to reduce the number of branches, the branch-and-cut technique was used to
eliminate the solutions that are possible but not worthy of keeping. A schedule
calendar, starting at time zero and clicks each time an activity is ready to start, was
used to determine which activities can start. Activities can only start if they meet
the logical sequence needs and resource availability constraints. The approach was
tested on 110 projects from the literature; each has between seven to fifty activities.
Jiang and Shi were able to find the optimal solution, but the number of generated
nodes and computing time was exponentially increasing as the number of project

activities increased.

Vaziri et al. (2007) proposed a combination of simulation and optimization
techniques to minimize project duration under constrained resource. Their model

introduced uncertainty around activity durations due to resource availability and
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expected productivity. The approach started by assigning a random set of resource
multipliers to each task and used Monte Carlo simulation to calculate the total
project duration and criticality index of each activity. A neighbour solution was
then produced based on transferring more resources from the least critical activities
to the most critical ones. The approach was tested on a 21 activities real project and
was able to provide expected average duration and costs with less variance around
the mean by optimizing resource utilization. Their approach, however, was
implemented on a single project and its applicability and reliability were not tested

in multiple-projects environment.

2.2.3 Genetic Algorithms (GA) Approaches

In the late 1990s, the concept of Genetic Algorithms (GA) was used to solve
resource management problems in construction. GA is a computing technique that
imitates the real-life evolution process in order to find approximate solutions to
optimization problems. The procedure starts with generating a set of random
solutions where each solution is a single string called chromosome. Each
chromosome consists of a set of linear boxes that are called genes. Each gene is
defined by its value and position in the chromosome. These solutions go through a
cycle of generation, evaluation, selection and recombination based on the principle
of “survival of the fittest’’ until the termination condition is reached. Survival of
the fittest meant that the genes with more fitness to the evaluation criteria have
higher chances of being selected for recombination. The most common techniques

for recombination are crossover and mutation. In crossover, two parent genes are
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selected randomly to exchange part of their genes to form two new chromosomes.
The mutation procedure randomly changes the gene values in a chromosome and is
used to introduce unexpected or random changes to ensure the diversity of the

generated genes.

A GA model was adapted by Chan et al. (1996) to minimize the difference between
needed and available resources to solve both resource allocation and leveling
problems. They used a schedule-builder to represent different possible alternatives
as chromosomes. These chromosomes utilized hard constraints (relationships
between activities) and soft constraints (project duration and resource availability)
to prevent the GA model from generating illogical schedules. They used the concept
of Current Float (CF) to prioritize schedule activities. Although the model was able
to generate multiple solutions with different resource profiles, it failed to single out
the optimum solution. Moreover, the application was tested only using a low

number of activities, fifty in total.

Another application of GA was developed by Hegazy (1999) to perform both
resource leveling and allocation simultaneously. His approach assigned random
priorities to project activities prior to utilizing commercial resource leveling
application in order to find the shortest project duration. He used an objective
function in order to minimize both resource periodical changes and total usage in
the project. This use of the GA model reduced the estimated project duration and

minimized the moment of the generated resource histograms. However, the process
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was only implemented to a single critical resource and limited number of project

activities.

Leu and Hung (2002) combined GA and Monte Carlo Simulation to introduce
uncertainty of activity durations to the resource leveling problem. The model
assumed that resource supply is unlimited. In this study, activity durations were
generated from probability distributions. This model minimized the averaged
resource leveling index, which represented the sum of absolute differences between
actual and average resource utilization. Their GA model used the Roulette-Wheel
principle to select the chromosomes with higher fitness values to be regenerated.
Even though this approach introduced uncertainty to the project durations, it did

not consider uncertainty in resource usages.

In Kandil and El-Rayes (2006), a parallel multiple-computer multiple-objective GA
framework was introduced to optimize resource utilization in large construction
projects in order to simultaneously minimize both project duration and cost. The
process started by randomly generating acceptable resource usage options for each
activity. Then, the total project cost and duration for each of the generated options
was calculated to be used for fitness evaluation. The third step was the
implementation of the typical GA operations of crossover and mutations to generate
the next set of options. The final two steps were repeated until the termination
criteria were met. Kandil and El-Rayes used the global and coarse-grained parallel

computing methods to distribute the GA calculations between multiple computers
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in order to solve a 720 activities project. After several trials, the computing time
was reduced from 137 hours using 50 connected computers to only 7 hours using
10 computers. This approach tried to solve real-life problem, but it requires a
sophisticated knowledge of GA optimization and parallel computing.
Unfortunately, this knowledge is not usually available among typical project

management teams.

GA was also used for resource allocation and leveling in linear projects (Georgy,
2007). The objective functions included the minimization of the day-to-day
fluctuation of resource utilization and the absolute from the average total resource
availability. The model was tested on a nine-activity single-resource project from
the literature using an initial set of 10,000 random-generated schedules. After that
a corresponding resource profile is generated for each solution. The GA module is
then used to find the optimum resource profile using the Roulette-wheel selection
and single-point crossover. The model outperformed the previous solution and
provided a more-leveled resource profile. However, the model is limited to the
leveling of a single resource and assumes constant resource utilization during the

execution of each activity.
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2.3 FORECASTING TECHNIQUES IN CONSTRUCTION PROJECTS

In proper project management, it is very important to compare the baseline values
with the most likely forecasted values in order to detect variances as early as
possible (Nassar, 2004). This also applies to comparing the properly estimated
baseline resource requirements to more realistic forecasts of the future resource
requirements. Forecasting project performance is one of the most challenging tasks
in project management according to Nasira and Abd.Majid (2006). According to
Nassar (2004), the forecasting technique has to be able to accept judgemental
feedback, unbiased, timely, stable, simple enough to be used by the project team
and sophisticated enough to provide reliable results. Most of the applications in
construction focused on forecasting the final cost and duration of projects not the

resource requirements.

The concept of sliding moving averages was used to forecast the final cost and
budget of construction projects (Teicholz, 1993). This system calculates cost at
completion by adding cost to date to the multiplication of remaining unit cost by
the remaining percent complete. The remaining unit cost was calculated as the
linear projection of the average unit cost for a previous period of the project.

This period is selected so that it is not too large or too small to represent the current

trends in the project performance.

Stochastic S-curves (SS-Curves) were used to replace the traditional deterministic

S-curves in order to obtain more accuracy in forecasting project final cost (Barraza,
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2000). The SS-curves were generated by introducing uncertainty to the cost and
duration of every activity in a project using simulation. These distributions are then
presented graphically as one envelop of S-curves with time as independent variable
and cost as a dependant variable. The project actual performance at a point in time
is then added to the graph as actual cost and percent complete. The graph is then
used to calculate the budget and duration distribution for actual progress. This
probabilistic approach provides a range of outcomes rather than deterministic

results that have a low probability of occurrence.

A dynamic Markov Chain approach was developed for forecasting project
performance (Nassar, 2004). He used a combined index / to identify five project
states. These states are; outstanding (I>1.15), exceeds target (1.05<I<=1.15), within
target (0.95<I<=1.05), below target (0.85<I<=9.95) and poor (I<=0.85). Since
Markov Chains are “memoryless”, which means the future state of a project
depends only on the current state, he used cumulative performance measures to
include the project history in the forecasting process.

A transition probability matrix Pss) was suggested with pgj represents the
probability of the project going from state 1 at time =t to state j at time = t+1. The
system needed a set of projects’ data to calculate p( ) by dividing the number of

projects moved from state i to state j by the total number of projects in the set.

These last two approaches require a powerful structured approach towards data

generation, collection and storage in order to be able to calculate the necessary
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probabilities for the forecast of resource requirements. The development of this data

management framework is the main objective of this research.

2.4 TRANSFERRING PROJECTS DATA TO USEFUL KNOWLEDGE
There are so many definitions of the word knowledge, which shows the richness,
complexity and interpretability of the topic. Knowledge in philosophy is defined by
Plato as “justified true belief” or “those propositions or sets of propositions
individuals believe with good reason to be true that, in actuality, are true
(plusroot.com, 2007). Knowledge can be also described as the product of learning,
which is personal to an individual or an intangible economic resource from which
an organization can draw future revenues (Orange et al., 2000). This definition
distinguishes between individual’s knowledge and organization’s knowledge.
Organizational knowledge can be broken down into four main categories; human,
market, technology and procedural (Fu et al., 2006).

Another definition of knowledge is that it is reasoning about information and data
to actively enable performance evaluation, problem solving, and decision-making,

learning and teaching (Beckman, 1999).

In organizations, internal knowledge assets accumulate in the firm to form
knowledge stocks (Wang et al., 2007). Meanwhile knowledge loss is also taking
place in the firm. The amount of knowledge stocks is the cumulative result of
incoming and outgoing flows of knowledge into the firm. Hari et al., 2005 affirmed

that the world is moving to the knowledge era since early 1990’s due to
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globalization, internalization of markets, the liberalization of trade and
deregulation. They also noted the difference between knowledge, which expands
and grows when utilized versus natural resources and other physical capital, which
are depleted when used. A recent study reported that more than 75% of surveyed
companies believe that knowledge is a strategic asset and they are losing about 6%
of business opportunities due to the lack of proper management of available

knowledge (KPMG, 2003).

The knowledge pyramid consists of data at its base, information, knowledge and
wisdom at the tip of it as shown in Figure 2.1 (Liebowitz et al., 2003). Data
represents raw elements such as readings of process flow pressures during plant
operations or weekly actual resource utilization during project’s planning and
execution. When these elements are patterned in a certain way, data is transformed
to information, which can be analyzed. Once certain rules or heuristics are applied
to this information, knowledge is then generated as actionable information for
producing value-added benefits. Knowledge is more integrated and includes the
human expertise, reasoning behind decisions, ideas, improvements, innovations
and lessons learned from the structured information. Wisdom in the knowledge
pyramid represents the ability to make right decisions using the available

knowledge to maximize the value-added benefits.

Wisdom
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Figure 2.1: The Knowledge Pyramid

Knowledge is typically classified into two categories, tacit and explicit knowledge
(Polanyi, 1966). Explicit knowledge can be presented in the form of books, research
papers, reports, graphs, memos, engineering drawings, etc. Tacit knowledge, on the
other hand, is mainly stored in the human minds and represents the experience they
acquire trying to solve daily work problems. According to Davenport and Prusak
(1998), knowledge is always generated in organizations while running the business.
This knowledge needs to be codified so it becomes accessible to those who need it.
Once the codification process is completed, knowledge can then be transferred to
others who would also generate new knowledge. These three steps form the

complete knowledge cycle as shown in Figure 2.2.
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Enowledge Generation

Enowledge Transfer — Knowledge Codification

Figure 2.2: The Knowledge Cycle

Very few attempts were made to capture and transfer knowledge between projects.
Case Based Reasoning (CBR) technique was utilized to transfer previous
engineering design data to useful knowledge (Leake & Wilson, 2001). Their model
relies on retrieving relevant previous design cases and using them as guidelines for
new designs. It combined CBR with Knowledge Mapping techniques to be able to
transfer design knowledge from senior to junior engineers. They developed a
system called DRAMA (Design Retrieval and Adaptation Mechanisms for
Aerospace) that included interactive user interface to define a set of standard

attributes, which are used to organize previous cases.

These attributes are also used to retrieve the nearest matching previous design based
on the users answers to predefined questions. The recommended results by the
system were compared to real designs selected by senior engineers to validate the

model. This study was a good step towards trying to capture the rational behind
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design decisions; however, it required extensive efforts from the users to define the

design cases; thus, making it very difficult to implement in real life applications.

Another application was called KTfD (Knowledge Tools for Designers) to help
transfer previous design knowledge to new designs (Crowder et al., 2003). They
developed a library of design issues, which was structured using the Cambridge
UTP/EDC Design Knowledge Model (DKM) ontology. The application also
provided a knowledge map of colleagues who worked on similar design issues
before. They also suggested a design development scenario to be implemented by
all designers in the company, which encourages knowledge capturing and sharing
during the development steps. The system was only a suggestion and was not really

implemented and tested in reality.

In construction, Al-Jibouri, and Mawdesley (2002) developed a knowledge-based
system to support construction project managers in decision making activities.
They established an initial information model to link the 55 tasks performed by
project managers. The tasks were obtained from previous research and a set of
structured interviews with a group of experts. The model considered construction
projects as an information flow over time. It broke down these projects into tasks,
and then it defined the necessary input and output information for each of these
tasks. As a result, project managers could sift through the knowledge-based system
task by task, providing the status of available information for each one, and

assessing the impact of missing information on other tasks using simplified
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decision trees. This model considered information as attributes of each task, and

allowed that information to be linked to other information and not tasks to tasks.

CoMem (Corporate Memory) was developed by Stanford University as a prototype
design knowledge management tool (Fruchter & Demian, 2002). CoMem consists
of a Semantic Modeling Engine (SME) and project memories combined to
formulate corporate memory. SME is a framework that enables designers to map
objects from an AutoCAD file to multiple semantic representations. The SME was
broken into Graphics objects contain drawing files, discipline objects containing a
list of component classes (ontology to describe the semantic meaning of the
graphics) and component objects (instances from a particular graphic model that
are relevant to interpretation), Component objects (capture the link between graphic
entities and symbolic entities) person objects (serve as a record of the project
participants and their roles), Note objects (to capture the design rationale), W-Doc
objects (for linking a component object to sources of information) and Change
notification objects (to communicate design changes between team members). An
SME corporate memory is a hierarchical data structure in which a corporation
contains multiple projects, a project consists of multiple disciplines, and a discipline
contributes multiple components. The system relies mainly on the AutoCAD model

and it was very complicated and required continuous maintenance.

The CAPRIKON (capture and reuse of project knowledge in construction) research

project developed a methodology for life management of construction projects’
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knowledge (Tan, 2007). The methodology adopted the live methodology for
knowledge capture proposed by Kamara et al., 2000. The proposed methodology
included 7 blocks. The first block is defining an Integrated Work-Flow System and
Project Knowledge Manager (PKM) who is responsible for ensuring that all users
are reporting the new knowledge in the system. The second block is Capture
Knowledge from Group. Block 3 is Capture Knowledge from individuals. Block 4
is Capture of Rationale for Making Changes to Documents. Block 5 is knowledge

Validation. Block 6 is Project Knowledge File. Block 7 is Dissemination and Reuse.

It is very difficult to implement a complete knowledge management approach in
construction projects environment due to lack of incentive to contribute, issues
around ownership of generated knowledge and difficulty to form a complete
knowledge cycle (Leseure & Brookes, 2004). Al-Ghassani et al., 2004 added these
factors: lack of enough time and resources to capture knowledge, proper

organizational culture and standard work processes.
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2.5 DATA WAREHOUSING AND ON LINE ANALYTICAL
PROCESSING (OLAP) TECHNIQUES
According to Mohamed (2008), there is a flood of data in all aspects of human
knowledge. The data growth rate is exponentially increasing with more than 30%
annual raise. For example, the size of the largest database in the Winter Corp survey
has tripled between the years 2003 and 2005 (Winter Corporation, 2008).
Measurement of data has moved from Kilobytes (10° bytes of data) to Megabytes
(10° bytes of data), to Gigabytes (10° bytes of data), to Terabytes (10'? bytes of
data), to Petabytes (105 bytes of data), to Exabytes (10'® bytes of data), to
Zettabytes (10%! bytes of data) all the way up to Yottabytes (10?* bytes of data).
KDD, data mining, data warehousing and OLAP techniques have become crucial
in order to efficiently manage this data flood, to analyze it properly and to transfer

it to useful knowledge for end users.

2.5.1 Multidimensional Data Warehousing

The need for data warehouses is significantly increasing in today’s knowledge era
especially with the enormous amount of collected data in every domain. Data
warehouses are used to turn collected data to useful subject-oriented knowledge
(Sumathi and Sivanandam, 2008). Data warehouses are dedicated, read-only and
non-volatile databases that are used for discovering useful knowledge in large sets
of data (Inmon, 2005). Inmon, the first to coin the term ‘data warehouse’ back in
1990, explains that data warehouse focuses on centrally storing validated historical

data and utilizing this data for Decision Support Systems (DSS) not Operation
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Support Systems (OSS). Data warehouses are not used for storing daily transaction
data in a generic way; but rather, they are used to store specific subject-oriented

data according to the needs of end-users.

Most organizations collect and store large quantities of data using different tools
and formats. This data is generally stored in relational databases such as MS
Access, MS SQL Server, Primavera, SAP or Oracle databases. None of these
systems is capable, solely, of providing all the needs of an organization. As a
solution, many large system providers, such as Oracle, SAP and IBM, acquire
additional add-on subsystem to fill the gaps in their original system claiming that
they can provide a one-stop solution to meet all the needs of their clients. In spite
of these efforts, most organizations are still obliged to use several systems to fulfil
their needs and requirements. Since these multiple systems do not directly
communicate with each other, it becomes difficult to extract necessary data to be
used for timely decision-making. And thus, it prevents the organizations from

performing proper data analysis and mining to transfer data to useful knowledge.

A data warehouse solves this problem by storing all required data for a specific
decision-making problem(s) into one central location. Chau et al. (2002)
emphasized the importance of storing all the needed data for decision-making in
one central location. They stated that, unless a data warehouse is established, most
of the analysis time is wasted trying to collect the necessary data from different

sources. Wrembel (2007) supports that the first step into proper data analysis is to
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extract, clean-up, validate and integrate data from multiple sources in one central

location typically referred to as data warehouse.

Data warehouses use multidimensional datasets to allow decision-makers to
analyze the data around certain subject from different points of view and various
hierarchical levels of detail (Han and Kamber, 2006). Each dimension represents
an attribute of the stored data in the cells of the multidimensional dataset. The
structure of data warehouses relies mostly on the star schema for simple datasets
and on snowflake schema for complicated datasets. Star schema consists of a fact
table that contains data and dimension tables that contain the attributes of this data.
The snowflake schema is used either when multiple fact tables are needed or when
dimension tables are hierarchical in nature (Giovinazzo, 2000). Using the
snowflake schema makes the queries more complicated but capable of producing
the reports according to the user specific requirements. The multidimensional
snowflake structure is highly efficient in meeting the needs of a clearly defined

domain application (Inmon, 2005).

According to Ahmad et al. (2004), a data warehouse typically consists of three main
components: the data acquisition systems also known as backend, the central
database and the knowledge extraction tools, known as the frontend. In the backend
of a data warehouse, the data can be extracted from text files, spreadsheets or On
Line Transactional Processing (OLTP) operational databases. The central

component is a strong relational database that is designed to store historical data. It
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is not used to run daily business transactions. The frontend consists of a
combination of data viewing and data mining techniques that are used to extract the
required knowledge and present it to the end-user in their preferred format.
According to Chau (2002), the contents of the data warehouse can be either a replica

of data from operation systems, results of queries on joint tables or both.

Bain et al. (2001) defined six main differences between multidimensional data
warehouses and traditional relational databases. First of all, data warehouse is
subject-oriented meanwhile traditional databases are application-oriented. Second,
data warehouses include pre-processed and summarized data to expedite viewing
and querying and are not limited only to operational transactions data. Third, data
warehouses target decision-makers while databases target daily users. Fourth, data
warehouses focus on historical data to be used for future forecast not on current
data. Fifth, data in data warehouses is cleaned, validated and not subject to change
after storing. Sixth data warehouse schema is dynamic in nature to allow addition

of new dimensions to the data whereas database schema is usually static.

Data warehouses focus on obtaining related data around one subject from multiple
data sources such as spreadsheets, relational databases and any other data source
and store it in one central location. They have been used in several operation-based
industries such as financial institutions, retail stores e-commerce and home-land

security. However their use in the construction industry is still very limited.
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2.5.2 On Line Analytical Processing (OLAP) Techniques

The first use of the term On Line Analytical Processing (OLAP) was by Codd
(1993) who introduced the concept of multidimensional data analysis and its
principles for analyzing enterprises’ datasets. The focus is on consolidating and
aggregating datasets using variable paths in order to enable the dynamic data
analysis and meet the various needs of business decision-makers. Contrary to static
data analysis, dynamic data analysis requires the users’ interaction to produce
output according to their decision-making needs. Codd also defined the twelve

principles of OLAP tools as:

1. Multidimensional Conceptual View

2. Transparency

3. Accessibility

4. Consistent Reporting Performance

5. Client-Server Architecture

6. Generic Dimensionality

7. Dynamic Sparse Matrix Handling (dealing with blank data points)
8. Multi-User Support

9. Unrestricted Cross-dimensional Operations
10. Intuitive Data Manipulation

11. Flexible Reporting

12. Unlimited Dimensions and Aggregation Levels
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All these aspects were taking into consideration while utilizing OLAP reporting

techniques to extract useful information out of the resources data warehouse.

OLAP techniques and data warehouses complement each other. A data warehouse
stores and manages data meanwhile OLAP techniques transform data in the data
warehouse into useful information that could be viewed and analyzed properly by
decision-makers (OLAP Council, 1997). According to Fan (2007) OLAP
techniques for data manipulation and reporting include: roll-up and drill-down,
slice and dice, and data pivoting. These techniques are used to provide the end-

users with customized reports and graphs to meet their decision-making needs.

Roll-up and drill-down techniques are used to view data at different levels of details
according to user’s needs. For example resources data can be viewed by internal
project, program of internal projects or portfolio of internal programs. Similarly the
data can be viewed by industrial project, program of industrial projects or portfolio
of industrial programs. On time dimension, the data can be viewed by week, month,
quarter or year. Slice and dice are used to view the data either from one dimension
or multiple dimensions. Data pivoting shows the data on a two dimension matrix
with multiple row and column headings. This technique also provides users with
powerful graphical illustrations and filtering capabilities to customize the output

reports precisely towards users’ needs.
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2.6 DATA MINING METHODS AND TECHNIQUES

Data mining is the main step for extracting knowledge from datasets in any KDD
model. Hand et al. (2001) defined data mining as “The analysis of observational
datasets to find unsuspected relationships and to summarize the data in novel ways
that are both understandable and useful to the data owners”. Fayyad et al. (1996)
emphasized that the discovered knowledge after the data mining procedure has to

be previously unknown, non-trivial and really useful to the data owners.

According to Tan et al. (2006), data mining can be either descriptive to drive
patterns that summarizes the datasets or predictive to forecast the values of certain
attributes based on historical performance. In this research, OLAP reporting is used
as a descriptive tool to present the stored data in the resources data warehouse;
meanwhile, data mining is used to provide predictive capabilities for better
forecasting of future resource needs. Data mining methods for discovering
knowledge can also be categorized in two main categories; unsupervised learning

and supervised learning (Cios et al., 2007).

Han and Kamber (2006) grouped Data mining techniques into five categories:
Characterization and Discrimination tools, Association and Correlation analysis,
Classification and Prediction techniques, Clustering methods and Outlier analysis.
Data characterization and discrimination tools focus on defining the general
features of a target set of data. Association and correlation analysis focuses on

finding frequent patterns in data meanwhile, classification and prediction
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techniques try to build a model to represent data and use it for assigning new data
points to the most appropriate class. Clustering methods try to classify data in
groups of similar behaviour. Outlier analysis locates data points that do not follow

the general behaviour of a data set.

Data mining combines ideas such as sampling, estimation, hypothesis testing,
search algorithms, modeling techniques from the sciences of statistics, Artificial
Intelligence (AI) and machine learning (Tan, 2006). Data mining techniques are
implemented in many fields such as marketing and sales, stocks, credit cards,
sports, health care, web-based and e-commerce data. Data warehousing and mining
techniques are essential for companies that want to increase their Business
Intelligence (BI). BI is defined by The Data Warehouse Institute (TDWI) as “the
processes, tools, and technologies that are required to turn data into information
and to turn information into knowledge and effective business plans” (TDWI,
2008). Both, data mining and BI are little used and known in the project-based
construction industry, mostly because of erroneous perceptions that unlike

operational data, project data is not suitable for data-mining techniques and BI.

Traditional data analysis techniques such as stochastic models and time-series
analysis have major limitations in finding useful knowledge in datasets. They rely
heavily on building mathematical models to represent relationships between

already established variables. Yet, in many cases, neither the variables nor the
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relationships between them are easily located. To overcome these limitations, data

mining techniques are used.

Sumathi and Sivanandam (2008) stated that data mining focuses on finding hidden
relationships in business data to allow decision-makers to predict future
performance. Data mining techniques rely on data, which represents recorded facts,
with little input from domain and subject matter experts (Fan et al., 2007). Many of
these techniques can be visualized as understandable patterns for the decision-
makers who do not have extensive computer knowledge. Data mining models are
self-learning models in a sense that they are easily updated with the availability of

new data.

2.6.1 Data Mining Techniques Based on Unsupervised Learning

In unsupervised learning, data is analyzed and structures in data are discovered
without user interference. In this type of learning, it is required to find the structure
of a dataset:

Xi=11) = (X1, X2, X3,...,Xn) [2.1]
Where each data point (X)) has a value and is defined by a number of attributes.
The number of attributes represents the number of dimensions in the dataset. In this
type of learning, it is required to find a classifier:

D(x(i) = o [2.2]
Where ;i € (1, 2, 3, ...,n) represent the class labels. The unsupervised learning

techniques include mainly clustering and mining association rules.
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2.6.1.1 Clustering Techniques

Clustering methods rely mainly on the concept of minimizing the distances between
data points in the same cluster and maximizing the distances between data points
in different clusters (Zaiane, 2006). Different distances can be used such as
Hamming distance, Euclidean distance and Tchebyschev distance (Tan et al.,
2006). These distances can be represented by the Minkowski general formula:
d(x,y) = (Sa=tm | X6 -y [) [2.3]

Where r = 1 provides the Hamming distance and r = 2 provides the Euclidean
distance.
The clustering methods are typically grouped into five main categories (Zaiane,
2006). These categories are:

e Partitioning algorithms

e Hierarchy algorithms

e Density-based methods

e Grid-based methods

e Model-based methods

Partitioning algorithms such as K-means clustering rely on optimizing an objective
function to discover the structure of the dataset (Cios et al., 2007). Centroid is the
statistical mean of the data points in each cluster. The number of clusters (k) is
usually provided by the data miner. The method starts with partitioning the dataset
into k clusters at random, calculate the centroid of each cluster and then assign each

data point to the nearest cluster based on the distance between the data point and
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the centroid of the cluster. The process is repeated until the objective function is

met.

Hierarchy algorithms can be either agglomerative (bottom-up) or divisive (top-
down). These applications provide their output in a tree structure format that is
usually called dendrogram (Hand et al., 2001). Several methods are used to
represent distance between clusters such as single link (shortest distance between
any two data points from two different clusters), complete link (longest distance
between any two data points from two different clusters) or average link (the

average distance between all data points from two different clusters).

In density-based methods, clusters are treated as dense sub-sets of data points in the
data space (Han, 2006). Input parameters usually include the maximum radius and
minimum number of data points in each cluster. Examples of these methods include
Density Based Spatial Clustering of Applications with Noise DBSCAN (Ester et

al., 1996) and TURN (Foss and Zaiane, 2002).

Grid-based methods starts by defining a grid in the data space and then draw
geometric constructs called hyperboxes around data clusters (Cios et al., 2007).
Examples of this method are STatistical INformation Grid (STING) and

WaveCluster.
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Model-based clustering methods optimize the fit between the dataset and a
mathematical model (Han et al., 2006). Expectation Maximization (EM) is one of
these methods and is the one selected to be used in this research as an example of
unsupervised learning. This method is based on the finite mixture model, which
assumes that the dataset consists of a £ number of probability distributions equal to
the number of clusters (Witten and Frank, 2005). It assumes that each data point
belongs to one cluster only and clusters are not equally likely. To simplify the
problem, all clusters are assumed to have Normal distribution but with different
means and standard deviations. The EM method finds the mean and standard
deviation for each cluster and the prior probability, which reflects the relative

population of each cluster.

2.6.1.2 Association Rules Mining

The second category of unsupervised techniques is association analysis or mining
association rules. It is used mostly in finding the shopping patterns in department
stores and credit card transaction databases. For a dataset D with a total number of
transactions = T, we need to calculate the support and confidence of the rule that
the combination of A and B exists. Support measures the number of times the rule
existed in the dataset; meanwhile the confidence measures the strength of the rule

(Han, 2006).

47



Support and confidence of the rule are calculated using the following formulas:

Support (A&B) = P(AUB) = #(AUB) / T [2.4]

Confidence (A&B) = P(B|A) =#(AUB) / X [2.5]

Where X = number of transactions that contained both A and B. Rules that have
low support and confidence are usually rejected. The main problem of this approach
is the increasing number of rules with the increasing number of attribute values.
Several algorithms are available to solve the problem such as Naive, Apriori and

the Frequent Pattern Tree.

2.6.2 Data Mining Techniques Based on Supervised Learning

Contrary to unsupervised learning techniques, supervised learning techniques rely
on the user provide class labels (represented as a small set of integers) and the
technique has to assign the most appropriate class label to each data point. The basic
principle of supervised learning is to build a model using a training dataset to define
data classes, evaluate the model and then use the developed model to classify each
new data point into the appropriate class. Most classification techniques need a
labeled dataset that are divided to a training set and test data. Once the model is
generated using the training data, it is tested and evaluated using the test data and
then used to classify the unlabeled new data. Models are evaluated against their
predictive accuracy, speed, scalability, robustness and interpretability (Zaiane,

2006).
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The supervised learning techniques are classified into two main categories:
statistical methods and classification. Statistical techniques include Bayesian
methods, regression analysis and other data stratification techniques. Classification
techniques include Decision Trees, Rule-Based Algorithms, Artificial Neural
Networks (ANN), k-Nearest Neighbours (k-NN or lazy learning), Support Vector

Machine (SVM) and many other data classification techniques (Cios, 2007).

2.6.2.1 Statistical Techniques

Bayesian methods apply the Bayes theorem to calculate the probability that a data
point belongs to a certain class. The Bayes theorem states that the posterior or

conditional probability of A given B can be calculated using the formula:

P(A|B) = P(B|A) * (P(A) / P(B)) [2.11]

Where P(BJA) is the conditional probability of B given A, P(A) is the prior or
marginal probability of A and P(B) is the prior or marginal probability of B. This
theory is used in classification by utilizing the dataset for calculating the probability
(P(A|B)) that a data point (B) belongs to class (A), repeating this process with all
classes and assigning the data point to the class with highest probability. The Naive
Bayes classifier assumes that all data attributes are all equally important and
completely independent from each other. Bayesian Belief Networks are used to find

class conditional dependencies.
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Regression analysis is used to apply curve fitting to existing data in order to predict
future values of a data variable (Fayyad et al., 1996). Regression models can have

multiple shapes and equations, some of these models are shown below:

Linear regressions (straight line) Y =pfo+ 11X [2.6]
Quadratic regressions (parabola) Y = o+ SiX + X2 [2.7]
Third degree polynomial (S curve) Y = o+ fiX + X2 + B3 X3 [2.8]
Exponential Y = fo + 1 * Exp® [2.9]

Another stratification technique is based on comparing the means of data sets using
The Univariate Analysis of Variance (ANOVA) and the Post Hoc tests.

Typically, when comparing the means of two independent samples, the student’s #-
test is used (Gamst et al., 2008). The test assumes that the two samples are random
and independent and the two populations are normally distributed or sample sizes
are large enough (>30). The null hypothesis H, is always that p1 (of the first sample)

= w2 (of the second sample). While the A1 hypothesis can be either:

* WIFW for the two-tailed hypothesis
o i <u for the left-tailed hypothesis
* U for the right-tailed hypothesis

The 1, value is calculated and compared to the critical value from the table of the #-

distribution and the null hypothesis is accepted or rejected based on the results. A
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similar approach is used to compare two standard deviations using F-test, where F,

= (Variance (1) / Variance(2)) and the table of the F-distribution.

While comparing three or more means, the one-way-ANOVA test is mostly used
(Sullivan, 2007). The test assumes that samples have equal variances and checks
the null hypothesis that all means are equal. The test is an extension to the two-
tailed z-test where the null hypothesis is rejected if the P-value is smaller than the
level of significance (o). The level of significance (o) is usually set at 0.05 within
a 95% confidence interval where the P-value = the sum of the area under the two

tails.

To find out which sample means are different; multiple comparison methods (Post
Hoc tests) are performed. These tests checks for the null hypothesis H, where:

Hoy: pi = for all cases where 1 # ] [2.10]

Tukey and Duncan tests are the most commonly used Post Hoc tests. Both tests use
the studentized range distribution to compare the means of all possible pairs.
Duncan test is powerful and effective in detecting differences between means,

while Tukey test is more conservative and less powerful (Salem, 1998).
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2.6.2.2 Classification Techniques

Decision trees classify data in a flow-chart-like tree structure where internal nodes
represent test on a data attribute and branches represent an outcome of the test.
Decision tees are built using the recursive (top-down) process that starts by setting
all data points at the root of the tree, start the partitioning process using an attribute
and then prune the tree to eliminate the unneeded branches (Zaiane, 2006).
Different algorithms or goodness functions are used to select the partitioning

attribute.

Artificial Neural Networks (ANN) is a data structure that mimics the behaviour of
neuron cells in the human brain. It consists of an input layer, a calculation layer of
interconnected nodes and an output layer. Mathematical functions and the training
dataset are used to calculate the weights of each connection, wy j between node;

to nodej), and use these weights to classify the testing dataset.

The k-Nearest Neighbours (k-NN) is called the lazy learning because it doesn’t
generate a model but directly use the classes of training dataset (Cios, 2007). When
there is a need to classify a new data point, this point is compared to the training
dataset to find its closest k neighbours and then assign the class of the majority of
these neighbours to the new data point. The user has to define the k number and the

distance function to be used for finding the nearest neighbours.
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Support Vector Machines (SVM) consider data as sets of vectors in an (n)
multidimensional space and generate separating hyperplane (multidimensional
plane) to split classes in that space (Taniar, 2008). The vectors that have minimum
distances to the maximum separating hyperplane are called support vectors. The
support vectors and the maximum separating hyperplane are found using sequential

minimal optimization.

In summary, data mining is a promising field of human knowledge that is growing
rapidly with new techniques and application of these techniques are introduced
daily. The next section of this chapter discusses the application of KDD and data

mining techniques in the construction industry.

2.6.3 Outliers Detection

In data mining, outliers’ detection is also referred to as deviation detection, anomaly
detection, intrusion detection or exception mining (Zaiane, 2006). The objective of
this process is to find data points that are significantly different from most other

data points.

An outlier can be defined as “Given a set of observations X, an outlier is an
observation that is an element of this set X but which is inconsistent with the
majority of the data or inconsistent with a sub-group of X to which the element is
meant to be similar” (Fan, 2006). Another definition is “Outliers are those data

records that do not follow any pattern in an application” (Chen, 2003). A third
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definition of an outlier is “an observation that differs so much from other
observations as to arouse suspicion that it was generated by a different mechanism”

(Hawkins, 1980).

There are three main causes for generating outliers. These causes are either an error
in data measurement, the data point belongs to a different class of data, or the data
point is a rare extreme case. Most datasets can be modeled as statistical
distributions; however modeling data prior to detecting outliers may lead to
distribution characteristics that do not optimally represent the datasets. Outliers can
be also a subject of further analysis, if needed, to determine their causes and their
impact on the data distribution and statistics. Outliers can be either global, where a
data point doesn’t belong to the whole dataset, or local, where an outlier doesn’t
belong to a data subset (certain cluster) of data. This is a major issue especially
when the dataset has multiple dimensions similar to the dataset under investigation.
This means defining data points to be outliers is subjective to the user judgment on
which data subset to use. In this research, a score is calculated for each data point

based on the number of cases it becomes an outlier in a subset.

Outlier detection techniques can be either supervised, if a training set of data with
class labels (Outlier vs. Not-outlier) is available, or unsupervised where the
technique has to detect the outliers without previous knowledge. Outlier detection

techniques can be grouped into three categories (Tan, 2006). These categories are:
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e Model-based techniques. In these techniques, a model is built to fit the data
and the points that do not fit the model are considered outliers.

e Proximity-based (distance-based) techniques. In these techniques, a proximity
measure (usually distance between data points) is used and the data points that
are remote from most other points are considered outliers.

e Density-based techniques. In these techniques, the density of data distribution
is calculated and the data points falling into low density zones are considered

outliers.

These techniques handle the outlier detection as univariate problem. However, in
some datasets, the problem has to be treated as multivariate. Multivariate outliers
detection is a very complicated process and require different techniques such as
Minimum Volume Ellipsoid (MVE), Minimum Covariance Determinant (MCD)

and Cluster Principle Component Analysis (CPCA) (Stefatos, 2007).

2.6.4 Previous Applications of KDD and Data Mining Techniques in

Construction

The first introduction of data warehousing and mining techniques to the
construction industry took place at the beginning of the third millennium. Data
mining and warehousing techniques have only been recently introduced to the
construction industry. As a result, there are few applications of these techniques in
the literature. Some of these applications focused on operational data not on project

data.
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Soibelman and Kim (2002) used KDD and data mining to analyze the problem of
schedule delays. Their KDD approach consisted of five steps: problem
identification, data preparation, data mining, data analysis and knowledge
refinement. They also confirmed that data preparation was the most important,

difficult and time-consuming step in the KDD approach.

Chau et al. (2002) combined the concepts of data warehousing, Decision Support
Systems (DSS) and OLAP to develop the Construction Management Decision
Support System (CMDSS). They used star schema to build their data warehouse.
Their fact tables included material inventory and use, machine cost and use, project
progress and noncompliance. Multiple data cubes were developed to be used by the
DSS. The DSS was basically an interface that allows both experienced and junior
users to print reports and graphs out of the data warehouse. However, their DSS

lacked any tools to analyze the collected data or find hidden knowledge.

Ahmad et al. (2004) developed a DSS for selecting residential-housing
development sites using data warehousing concepts. They merged data from
different sources including a Geographical Information System (GIS) in a data
mart, which is a sub-set of a data warehouse that focuses only on one business
process. In addition, they used the Analytical Hierarchy Process (AHP) to rank the
available sites in the data mart and recommend the most suitable for development.
A questionnaire survey was sent to a group of experts to define the five factors

affecting the decision for the AHP analysis. The results from the DSS were
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validated by the same group of experts and found to be consistent with their

expectations.

Zhiliang et al. (2005) developed a prototype system to utilize electronically
exchanged documents for decision support in construction projects. Their schema
consisted of four fact tables: quality, material, payment and schedule. The output
interface was only able to provide pivot tables and charts for users to analyze the

contents of the data warehouse.

Rujirayanyong and Shi (2006) developed a Project-oriented Data Warehouse
(PDW) for contractors. The PDW consisted of 10 fact tables and 16 dimension
tables that were directly populated from other applications such as Primavera, MS
Access and MS Excel. They used the snowflake schema to represent the required
hierarchical nature for dimension tables. Their output was also limited to querying

the warehouse without any knowledge finding or data mining.

Moon et al. (2007) introduced probability analysis to the historical cost data in their
application Cost Data Management System (CDMS). Their cost data cube had four
dimensions: time, size, region and Work Breakdown Structure (WBS). Their
probability model calculated only the mean and variance of unit costs for different
construction activities. They considered a correlation coefficient between
dependent construction activities and a degree of dispersion, which represented the

data scattering around the mean, to adjust the obtained estimates. The measure of
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dispersion and correlation coefficients were calculated using the OLAP Analysis
Services of MS SQL Server. The system provided the users with better
understanding of cost uncertainties and provided them with more reliable estimates

of construction costs.

Fan et al. (2008) used the Auto Regression Tree (ATR) data mining technique to
predict the residual value of construction equipment. This technique represents an
easily interpreted non-linear regression model. It uses the Bayesian updating
technique, which treats the model parameters as statistical distributions. It finds the
tree topology that best fits the training data set. Their model included only one type
of equipment and found out that equipment age, make, horsepower and conditions
are the most important features in dividing the tree and predicting the residual
value. The model was validated using the Relative Squared Error (RSE), which is
the total squared difference between the predicted values and actual values divided
by total squared difference between the predicted values and the average value of

the data subset at this tree leaf.

Since the introduction of computers to the construction industry, more and more
data is becoming available for researchers. KDD and data mining provide tools to
extract useful knowledge from this data. As seen from previous research, these
advanced techniques have significant potential for improving productivity and

increasing efficiency of construction operations in the future.
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2.7 CONCLUSION

Most of the previous research assumed that the durations of project activities as
well as the resource needs were pre-set and deterministic. Moreover, previous
studies worked on theoretical projects that have few activities and do not mirror
real projects. Based on these assumptions, they tried to solve the problem of
resource allocation or leveling. However, these assumptions are not realistic since
real-life projects typically have large number of activities with high amount of

uncertainty around their durations and resources’ needs.

The most common approaches for resources leveling and allocation were heuristic
rules, numerical optimization and Genetic Algorithms (GA). With heuristic
approaches, there is no way of ensuring that the obtained solutions are truly the
optimal solutions. There are two problems with the optimization techniques. First,
they are not able to work on real projects because of the combinatorial explosive
nature of the problem. Second, optimization techniques focus on one objective of
the project; meanwhile projects typically have multiple objectives. Whereas GA
approaches are very complicated and require enormous computing capacity and the

required knowledge to use GA is not currently available in the industry.

There are three main findings from the literature on labour resource management
practices and transfer of projects data to useful knowledge. First, none of the
techniques presented earlier was able to singlehandedly address with success issues

related to management of one common pool of labour resources in a multiple
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project environment. Second, these techniques were no able to fully use data from
previously completed projects to better estimate resource needs for future projects.
Third, research on transferring data to useful knowledge shows lots of promises and
able to add valuable insights in ways to improve project management practices. As
a result, KDD was selected as a theoretical model that the integrated framework

would be built upon.

Findings from previous research on data warehousing, OLAP and data mining
showed that these techniques were used to successfully solve problems of similar
nature in complexity and sophistication in construction and in other fields as well.
In previous studies, they represent one of the most practical tools to collect, store,
codify and analyse data in order to extract useful knowledge. Thus, these techniques
are most suitable for translating the KDD model into an applicable framework for

developing an integrated solution.
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CHAPTER 3: INDUSTRIAL CONSTRUCTION PROJECTS
DOMAIN

3.1 INDUSTRIAL CONSTRUCTION PROJECTS

Construction of industrial plants is one of the most sophisticated types of projects.
There are different categories of industrial plants: such as chemical processing,
manufacturing, energy generation, oil and gas production facilities, etc. Industrial
construction projects vary in size from few thousand dollars to multi-billion dollar
projects. These projects can have small foot print or they can occupy several acres
of land almost like a small town. Furthermore, industrial projects are either
constructed in land (On-shore projects) or in water (Off-shore projects). The scope
of an industrial project can be the construction of a new plant (known as green field
projects), the expansion, fixing or modification of existing plants (known as brown
field or debottlenecking projects), routine major maintenance (known as shutdown
projects) or the dismantling and de-commissioning of existing plans (known as

demolition projects).

Industrial projects are known for their complexity due to several factors. First, the
product of an industrial project is highly complicated. A typical industrial plant
looks like a steel maze that includes general items such as processing units, tanks,
vessels, pumps, heat exchangers, pipe-racks, connecting pipes, valves,
measurement instrumentations, electrical and instrumentation cables, transformers,

administration buildings, control rooms, special purpose items, etc....
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A second source of complexity in industrial construction is the lack of clearly
defined scope at the beginning of a project. The scope of an industrial project is
typically defined through the procedure of Front End Loading (FEL) planning.
During the FEL planning procedure, Value Engineering (VE) or Life Cycle Value
Analysis (LCVA) practices take place in order to ensure that the plant is going to
operate successfully and produce according to the required design capacity.
Constructability and maintainability reviews also take place during FEL planning.
Constructability reviews focus on maximizing construction efficiency by selecting
the most fitting construction materials and methods and finding the optimum
purchasing and contracting strategies. Successful constructability reviews have to
involve the owner(s), engineer(s), main fabricators and constructors if possible.
Maintainability reviews involve the operation and maintenance teams to ensure that

all their requirements are met during the design processes.

A third source of complexity is that industrial projects are exposed to higher degrees
of managerial and technical risks. Managerial risks include scope creep, schedule
delays, budget overruns, etc. Industrial projects technical risks are much higher than
the technical risks in other construction types. Mistakes in engineering,
procurement or construction may lead to explosions, leak of extremely hazardous
materials or severe environmental damages. These mistakes, known as industrial
disasters, receive significant amount of public and media exposure and may lead to

irrevocable damages to the reputation of the involved companies.
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Because of this high level of technical risks, the Hazardous and Operability
Analysis known as HAZOP has to take place during the FEL planning. This
operation involves experts from all aspects of the process plant, including safety
and fire-protection experts, and a facilitator who try to identify all the potential
problems that might generate hazardous situations. The experts use the plant
layouts and Process and Instrumentation Diagrams (P&ID’s) to look at the flow

levels, temperatures and pressures.

A fourth source of complexity is that industrial projects require substantial amounts
of coordination and sophisticated project management due to the specific
complicated nature of this type of construction. In traditional residential and
commercial construction, the architect prepares the engineering and bid documents,
and a General Contractor (GC) is assigned to execute the project. The GC farms
out most of the work to specialized subcontractors who perform the work under the
supervision of the architect and the GC. Lump sum type of contracts is a very
common form of contracting in this type of construction. Different from this
practice, an industrial project starts as a request from an owner to build, modify or
demolish a plant. The owner hires an engineering only, Engineering, Procurement
and Construction Management (EPCM) or Engineering, Procurement and
Construction (EPC) firm(s) to perform the FEL planning and define the scope of

the project.
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The owners try to involve fabricators and constructors as early as possible in the
FEL planning to learn from their experience. Many contracts are cost-reimbursable
due to the lack of complete scope definition. This type of contracts requires high
quality project controls to closely monitor expenditures, working hours, and work
performance in order to keep the project on the right track. It is a very complicated
procedure to ensure the proper and timely flow of the design documents and
construction materials within all participants in an industrial project. Current
studies show that productive tool time on job sites is mostly around 50% of spent

time mostly due to coordination issues (Choy and Ruwanpura, 2007).

All the sources mentioned above show the complexity of an industrial project. In
addition to this complexity, industrial projects can be way larger than average
residential or commercial construction projects. In order to illustrate the magnitude
of a large industrial project, according to Jergeas (2008) performed a study using
2008 price rates. He stated that an average mega tar-sand project would cost
between $7 and $8 billion Canadian dollars of TIC. Such a project would require
up to 3.5 million engineering work hours at a cost of $490 million Canadian dollars,
50.000 detailed engineering drawing, 20.000 shop drawings, 15 million
construction work hours at a cost of $2.25 billion Canadian dollars, a labour force
of 8,000 workers with a turnover rate of 300% annually, 800 staff personnel and 80

million items of material.
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In addition to the sophisticated multi-discipline engineering and the global
procurement, many industrial projects adopt modular construction as a part of their
project execution plans. Modular construction (sometimes called construction
modularization) is introduced to industrial construction in order to increase
efficiency and decrease costs, safety issues and on-site construction hours. It is a
method of constructing small modules of an industrial plant at fabrication shops,
assembling these modules in assembly yards and later shipping and installing them

at the final construction site (Gupta et al., 1997).

Gupta et al. also defined assembly as “The process by which various materials, pre-
fabricated components, and process equipment are joined together at a location
remote from the construction site for subsequent installation as one unit.”
Fabrication shops typically include: structural steel fabrication shops, piping spools
shops and specialty shops such as pump and exchanger manufacturers. Structural
steel fabrication shops obtain the detailed shop drawings from engineering and raw
steel sections through procurement and apply the processes of cutting, drilling,
fitting, welding, inspection, painting and fire-proofing to build the structural
skeleton of the modules. The piping spool shops apply the processes of cutting, roll
fitting and welding, position fitting and welding, checking, stress relief, inspection

and painting to connect a pipe to its fittings (Wang, 2006).

The module structural steel, pipe spools, mechanical equipment, electrical and

instrumentation cables and all other instruments are all shipped to the module yard,
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where they are assembled to form a complete module. Engineers have to take into
consideration the transportation rules and regulations along the distance from the
module yard to the construction site. They also have to consider the carnage plan
for the empty and loaded modules to ensure the safe handling of the module until

final installation on the construction site.

Transportation of specialty modules require several authority permits, a detailed
logistics plan and sometimes get media exposure and even resistance from
environmentalists. In a global economy, modules may be fabricated and assembled
between several countries and are transported by trains, trucks, ships and planes.
This procedure is complex, involves lots of risks and safety issues, and requires
massive logistics planning to meet all the laws and regulations of the involved
countries. In some projects, modules are even re-assembled in mega-modules that
are shipped to site using specialty transportation methods. The purpose of using
mega-modules is to reduce construction camp costs, on-site hours and safety
incidence during construction. However, the assembly and transportation of mega-
modules is a risky, complicated and sophisticated procedure that requires utmost

accuracy.

On industrial construction sites, very tight safety, quality and environmental
measures are applied to deliver the product according to the project specifications,
minimize near-misses and safety incidents and avoid any spills or environmental

hazards. Multi-discipline contractors must work together with high level of
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cooperation and coordination to complete the project on schedule. Construction site
layouts have to be designed intelligently to allow for the proper flow of workers,
materials, cranes and construction machinery during the construction period.
Sophisticated project management and controls is essential in any industrial project

site.

O’Neill (1989) classifies industrial construction projects as Team projects to
emphasize the role of multiple teams of highly-skilled individuals in successful
completion of this type of projects. People or human capital represents the number
one area of focus in industrial project management accompanied with processes
and technologies (Badiru, 2008). Similar to other types of projects, three major
constraints impact the management of human capital in industrial projects. These
constraints are time, cost and performance (Badiru, 2008). Human capital is also
responsible for integrating project and resource management techniques,
information systems, corporate goals and latest technology advancements to ensure
the success of a project. Very few attempts were found in the literature to model
processes related to industrial construction. A summary of the findings from the

previous research is introduced below.

Song (2004) developed a model for determining the productivity of both structural
steel drafting and fabrication. His model was based on Special Purpose Simulation
(SPS) and provided a virtual steel fabrication workshop for decision-makers to

analyze productivity. His conceptual model for the steel fabrication process
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consisted of detailing, fitting, welding, surface preparation, surface protection and
shipping. Each of these processes was modeled using simulation. He also modeled
internal projects of steel fabrication using a Work Breakdown Structure (WBS) that
consists of five levels. These levels are division, load-list, drawing, piece and
component. A schematic model of the actual fabrication facility was also used to
analyze the impact of different shop layouts on productivity. His work focused only
on the sub-processes of structural steel drafting and fabrication. These sub-
processes start after receiving the Issue-For-Fabrication (IFF) drawings from the

engineering contractor.

Wang (2006) developed a model of the pipe spool fabrication shop to facilitate
implementing lean construction concepts. The main objective was to transfer the
shop from the traditional batch-and-queue layout to the more efficient flow
production system. He used the Value Stream Map (VSM) technique to compare
the results of both the old and the new system. The VSM technique was not capable
of handling the specific characteristics and the amount of uncertainty in the pipe
spool fabrication shop. A SPS model was developed to overcome the disadvantages
of the VSM and was found to provide better modeling and representation of the
problem. Wang (2006) also developed a small model to represent material flow in
pipe spool fabrication shops. His model starts with receiving the isometric drawings
from the engineers, goes through the drafting of shop drawings, spool fabrication

and then shipping to either module yard or construction site.
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The Vertical (Within-Project) Analysis

The vertical analysis starts with the industrial construction market as shown in
Figure 3.1. The industrial construction market contains two main players: (X)
number of Industrial Owners that are represented with the variable (I0(1.x)); and (z)
number of Contractors that are represented with the variable (Con(i.z). Each of
these industrial owners initiates a (yao)) number of industrial projects. These
Industrial Construction Projects are represented with the variable (ICP0)). Each of

these industrial construction projects is planned and executed as (mcp)) number of

internal projects.
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Figure 3.1: The Vertical Hierarchy of the Industrial Construction Market
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Each of these internal projects is performed by one of the contractors. The internal
projects are represented with the variable (Pacp,ppr)). Each of these internal projects
are broken down into (pgp)) number of work packages that are represented with the
variable (WP@p)). These work packages are planned and executed by individuals

that represent the contractor’s common pool of resources.

Industrial construction projects are also broken down to Industrial Components
(ICacpy). Pipe racks, tanks, turbines, generators, control rooms, heat exchangers,
pump skids, electrical transformers and processing units are examples of these
industrial components. These components are typically grouped in units, plants or
areas to form the hierarchical Work Breakdown Structure (WBS) of any industrial

project.

Industrial components represent the building blocks of any industrial project. In
this research, each industrial component is assigned to a predefined industrial
component type for data mining purposes. Industrial components are composed of
a set of work packages depending on the nature of the component. Work packages
are the building blocks of internal projects. In this research, each work package is
assigned to one contractor and is also assigned to a predefined work package type

for data mining purposes.

The vertical analysis provides seven main objects to be modeled in the data

warehouse. These objects are Industrial Owners (IO), Industrial Construction
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Projects (ICP), Industrial Projects Components (IC), Contractors (Con), Internal

Projects (P) and Work Packages (WP) and Individuals.

Each of these objects is defined with a set of open data fields and data fields that
read from other lookup tables. Some of these tables are also hierarchical in nature.
For example, the location attribute is driven from the hierarchy: continent, country,
province/state, and city. The data fields that are limited to reading from lookup
tables are called control attributes in this research. These control attributes are used
for OLAP reports and data mining experiments as explained in the next two

chapters.

There are other players in the industrial construction market, which are not part of
the scope of this research. Some of those players are: Governmental Organizations
(GOq1.q)), Financial Institutions (Fls), Non Governmental Organizations
(NGOq.y) and off-shelf Suppliers (Sqg.)). Examples of these players are:
environmental and energy ministries, labour unions, banks, insurance providers and
public groups. Since these players have little to no direct impact on the resource

management data collection, they are not modeled in the data warehouse.
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3.2 HORIZONTAL (CROSS-PROJECTS) ANALYSIS

3.2.1 The Cross-projects Elements

The horizontal analysis represents the standard elements utilized by all industrial
and internal projects to introduce consistency to the data collection procedure. The
first element in the horizontal analysis is the project stage. According to the Project
Management Institute (PMI), any project life cycle, regardless of the project type,
is broken down into 5 standard stages (PMI, 2004). These stages are: Initiation,
Planning, Execution, Control and Closeout as shown in Figure 3.2. The first and
last stages are usually short; however it is of utmost importance that projects are
initiated and closed out properly and consistently for appropriate data collection.
The planning and execution stages are lengthier and last for the majority of the
project duration. The control stage is a continuous stage happening in parallel with
the planning and execution stages as shown in Figure 3.2. The feasibility study or

bid/proposal stage takes place prior to initiating of any project.

Project
End

% ——

L Execution Chsmnt ¥
Stage
Project
Start -
L Project Control

Figure 3.2: A Typical Project Lifecycle broken into Stages
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The second element of the horizontal analysis is the project phase. The horizontal
analysis shows that industrial projects life cycle could be also divided into five main
phases that take place during each project. Within the domain of industrial
construction, these phases are classified as: Pre-Engineering, Engineering,

Procurement, Construction and Commissioning & Start-up (C&SU).

The pre-engineering phase takes place during the initiation stage of any industrial
project; meanwhile the C&SU phase takes place as part of the closeout stage
leading to transitioning the project to the owner(s). The focus of this research is on
the engineering, procurement and construction phases that occur during the

planning and execution stages of any industrial project as shown in Figure 3.3.
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Figure 3.3: Industrial Construction Project Lifecycle broken into Phases
Each of these standard phases is also broken down into a set of sub-phases, each of
which represents a process that will be modeled in this chapter. The pre-engineering
phase includes only one process, which is the 00-01 - Feasibility Study. The
engineering phase includes eight main processes. These processes are:

01-01 - Front End Loading I (FEL1),

01-02 - Front End Loading II (FEL2),

01-03 - Front End Loading III (FEL3),

01-04 - Detailed Engineering & Design (DED),
01-05 - Shop Drawings (SD),

01-06 - Procurement Support (PS),

01-07 - Construction Support (CS) and

01-08 - As-Builting (AB).

In some small projects, the three processes of the FEL planning are combined in
one process, which is called: 01-09 — Front End Loading planning (FEL) in this
research. Also in very small projects, all engineering processes are combined in one

process, which is called: 01-00 — All Engineering (AE) in this research.

The procurement phase includes four main processes. These processes are:
02-01 - Engineering Support (ES),
02-02 - Requisition, Bidding & Awarding (RBA),

02-03 - Contract Administration (CA) and

74



02-04 - Materials Management (MM).
The construction phase includes four main processes. These processes are:
03-01 - Engineering Support (ES),
03-02 - Fabrication (F),
03-03 - Assembly (A), and

03-04 - Site Installation (S).

The Commissioning & Start-up (C&SU) phase includes four main processes. These
processes are not going to be modeled in this chapter, since they are out of the scope
of this research. These processes are:

04-01 - Engineering Support (ES),

02 - Pre-commissioning,

03 - Dry-commissioning and

04 - Wet-commissioning.

The third element is the predefined set of industrial resources. This set of industrial
resources can be grouped in a hierarchical Resources Breakdown structure (RBS)
to be used in all projects. The structure proposed in this research consists of 5 levels
as shown in Figure 3.4. The first level of this hierarchy is the resource category,
which contains labour, material, equipment and other resources. In this research
and in order to introduce full consistency to the resource management procedure,
the labour branch of this predefined RBS forms also the Organization Breakdown

Structure (OBS) for contracting company.
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Figure 3.4: The Predefined Resources Breakdown Structure (RBS)

The second level consists of the resource groups. There are five resource groups in
this level. These groups are:

e Corporate Services

e Project Services

e Engineering Services

e Procurement Services

e Construction Services

The corporate services branch include departments such as corporate management,
legal, accounting, office services, and human resources management. The project
services branch include project management, quality management, project controls,
and document controls. Planning and scheduling, cost estimating, and cost controls

are disciplines under the project controls department. Within the engineering
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services, the lower level represents the engineering departments: process,
mechanical, electrical, civil, structural, and instrumentation. Engineering and
design disciplines are found under each of these departments, and thus representing
the lowest level of this RBS branch. Procurement services include departments such
as purchasing, contracting, expediting, and material management. Finally,
construction services include departments such as construction management,

carpentry, concrete placement, pipe fitting, welding, etc.

The fourth element of the horizontal analysis is the industrial component. These
components can be extracted from the Cost Breakdown Structure (CBS), also
known as Code of Accounts (CoA). The purpose of using this component is to be
able to run analysis on the required resources, cost and time per component type.
Examples of these components include pipe racks, tanks, pump houses, vessels,
transformers, electrical substations, and all other components that are common in
industrial construction projects. The industrial components are clustered on a three-

level hierarchical structure in this research.

The fifth element is the production packages, which resemble the types of work
packages used by a contractor. For instance, a pipe rack component requires several
work packages such as foundation, structure steel, piping, electrical cables and
instrumentations. Production packages are used to enable data analysis of all work

packages, from multiple projects, that belong to a specific production package.
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3.2.2 Resource Management Structure in Contracting Companies

Both the vertical and the horizontal analyses show that most of the resource
management take place in a contracting firm and hence require a closer look at its
practices. A complete analysis of the resource management process in multiple-
project environment was preformed. The analysis started by describing the flow of
multiple projects from commencement till conclusion. In this environment, projects
go through five different states as identified in Figure 3.5. The first state is
bid/proposal, where a contractor tries to secure a business opportunity. Direct
requests from clients, bidding for projects, joint-ventures and sub-contracts are

examples of sources of business opportunities.

Awarded
Proiects

Projects with
Detailed Plans

Projectsin
Progress

Completed
Proiects

Figure 3.5: Project States in Multiple-Project Environment
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Proposed projects are not yet awarded to the contractor. They typically require a
rough schedule and estimate of cost of services to prepare initial resource
histograms (staffing plans) and verify that the contractor has the capacity capability
to successfully perform the proposed project. In most cases, the contractor has to

carry the cost of preparing proposals as part of their overheads.

The second state is when a proposal is accepted and is transferred to a revenue-
generating internal project. Some contractors initiate an internal project in their
management systems as a proposal and then transfer it to a chargeable project,
others wait until receiving the Purchase Order (PO) or Contract and then initiate
the project in their systems and start charging the project expenses to the client.
After that, the internal project goes through the planning stage, where a complete
set of schedule, cost and resource baselines are developed. These baselines get
reviewed and accepted by the internal project manager and is then submitted to

client project management team for approval.

The third state takes place when the project baselines are approved by the client
and the internal project is ready to move to the execution stage. The fourth state
starts when internal projects are in-progress and the project controls procedure is
used to measure progress and evaluate performance against the approved baselines
during the execution stage. The final state is when projects are completed and the
lessons-learned from them is documented and stored as part of the closeout

procedure.
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As shown in Figure 3.6, the total hours from all revenue-generating projects
distributed over time units is refereed to as Workload. The time unit used is work
week, since nearly all contractors collect, approve and process timekeeping data on
a weekly basis. The term Capacity represents the total weekly hours that can be
provided by all personnel to revenue-generating projects. The normal capacity is
calculated using normal work weeks (typically 40 hours per week per individual)
and maximum capacity is calculated using the maximum hours per week that each

individual can provide including overtime.

All workload prior to time = tmow) is called actual workload, which is the
aggregation of work hours from completed projects and the completed portions of
in-progress projects. All workload after time = tumow) 1s called expected workload
and it is composed of the forecast of required work hours per time-unit for all
production resources from the incomplete portion of in-progress projects, projects

that have detailed plans, awarded projects and proposed projects.

Nearly every contractor tries to maintain a graph that represents their forecast
workload versus existing or planned capacities. In current practices, these graphs
are based on best guesses from resource or project managers. Spreadsheets or other
simple tools are used to deterministically combine the guesses from multiple
projects. These current practices do not reflect the uncertainty or level of confidence

around these future forecasts.
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Figure 3.6: Workload vs. Capacity in a Multiple-Project Environment

Contractors are challenged to forecast their workload and optimum capacity to
minimize the resources overutilization and idleness as shown in Figure 3.6.
Overutilization takes place when individuals have to work extra hours over their
normal availability. Working overtime typically increases projects costs and
decreases productivity. Idle resources are resources available for utilization but are
not assigned to any revenue-generating project (Lova, 2000). Idle resources
decrease the profits and increase overhead costs. Contractors have to retain a set of
core resources and cannot just release resources, lose their knowledge, and then
struggle to hire them back. Also releasing resources impacts the ability to compete

for new projects in the future.
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There are five main types of contractors in industrial construction: engineering,
procurement, fabrication, assembly and site installation contractors. The first four
work on their project within a physically fixed location whereas for the site
installation work is done in different construction locations. However, all five share
the same structure for labour resources management. Contractors are mainly
structured as Matrix organizations (Kerzner, 2006). Within this type of
organizations, labour resources are grouped in departments of similar functions.
Process, mechanical, civil-structural, electrical and instrumentations-controls are
examples of these departments for an engineering contractor; while, drafting,
welding, cutting, fitting, inspection, painting and fireproofing are examples of these

departments for a fabrication contractor.

Functional managers are responsible for the overall management of resources in a
matrix organization. They are also responsible for obtaining new resources,
providing training and upgrading skills of existing resources. Meanwhile, project
managers are responsible for the success of the internal projects within the
organization. Typically functional managers are referred to as department heads in

a matrix organization.

When an industrial project is initiated by an industrial owner, it is broken to a set
of internal projects, each of which is performed by a contractor. Each of these
internal projects needs to go through all the five project stages starting with

Initiation to closeout.
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During the initiation stage of any internal project, a Project Manager (PM) is
selected to start planning for that project. The PM specifies the required resources
that are needed to complete the project. The term resource in this research refers to
a certain specific skill of labour resources such as process engineering, electrical
drafting, welding or pipe fitting. In some projects, all the resources are needed to
complete the project; which means all functional managers must provide teams to
work on that project. In other projects, only few resources are required and less
functional managers have to provide teams to complete that project. Functional
managers assign team members to each project and a team leader to act as resource
manager. Typically, these assignments require the approval of the PM. Resource
managers may be given different names; in some cases they are called foremen,
superintendents, chief engineers, etc. However, regardless of the name change, they

still play the same role, which is a resource manager in an internal project.

Internal projects may be grouped in programs based on pre-defined characteristics:
it could be the type of the project, the location of the project or the client requesting
the work. Typically, in the case of grouping projects in programs, resource
coordinators are appointed to manage a pool of resources within each program. In
some case, programs are also grouped into portfolios of projects. In large
companies, the general manager appoints both a manager of production who
supervises the work of functional managers and a manager of projects who

supervises the work of project managers as show in Figure 3.7.
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Figure 3.7: Matrix Organization Structure Contracting Companies

Within this hierarchy, resource managers report to both project managers and
functional managers. Program managers report to portfolio managers or manager
of projects; while functional managers typically report to manager of production.
In smaller contracting companies, both project and resource managers report

directly to the general manager of the company as shown in Figure 3.7.

All team members have to report to both their functional and project managers,
which causes concerns within the matrix organization structure. It may lead to
power struggles, lack of proper communications and delays in decision-making
(Davis, 1977). In addition, this structure may cause difficulties for functional

managers to develop long-term staffing plans due to the uncertainty around
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expected work load. Moreover, training and personal development plans are
hindered due to projects’ commitments always taking precedence over functional

needs.

According to this model of matrix organization, several major managerial roles can
be assigned to any individual in the common pool of labour resources. These
managerial roles include: team member, team leader (resource manager in a
project), project manager, program manager, portfolio manager, functional
manager, manager of projects, manager of production and general manager. Each
of these managerial levels has different responsibilities and requires different views

of the resources data reports and graphs.
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3.3 THE PROCESS MODELING

Each process is modeled separately for clear illustration of inputs and outputs.
Nevertheless, some of these processes occur concurrently in industrial construction
projects particularly in nowadays fast-track environment. Each of these processes
is modeled through a detailed description, a graphical display, and a list of inputs

and outputs.

3.3.1 The Feasibility Study Process

Any industrial construction project starts as a project idea that needs evaluation.
These ideas can be either for stay-in-business or for revenue generating projects.
Stay-in-business projects are mandatory ones and have to be performed in order to
comply with external regulations such as environmental laws or safety standards.
Stay-in-business projects have to be performed regardless of their cost or expected
revenue. Because of that, these projects move directly to the planning stage to start
their engineering. Meanwhile revenue generating projects have to undergo initial
feasibility study to assess their impact on the owner’s business goals, objectives
and plans. Badiru (2008) defined feasibility study as “A study conducted to
ascertain the practicality of the proposed product. The practicality is considered in
terms of available technology, cost constraints, production process, labour skills
availability, organizational goals and market structure”. Feasibility studies are
sometimes called business-cases. The major outcome of feasibility study is to
ensure that the expected Return on Investment (ROI) meets the threshold set by the

owner or a joint-venture of owners.
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If an industrial project is mandatory or if its ROI meets or exceeds the required
threshold, the owner(s) make a decision to proceed to the planning stage and
engineering phase of the project as shown in Figure 3.8. Once this decision is made,
the planning stage starts with the procurement unit within the owner(s) organization
awards the necessary contracts to an engineer or a group of engineers to start the
engineering phase of the project. In some cases the engineering unit with the
owner’s organization would perform the engineering for the project if they have the
necessary capacity to do so. Contracts are awarded to engineers through bidding

processes, long-term agreements or direct orders. Afterwards, the owner has to
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provide the engineers with the project initial requirements typically through the
feasibility study. The owner(s) also provide a list of standards and specifications to
be applied in the project design. These standards and specifications are either
owner-specific or developed by other institutions such as the American National
Standards Institute (ANSI). Completing this process marks the end of initiation
stage and pre-engineering phase and the start of the planning stage and engineering

phase of an industrial project.

3.3.2 Processes within the Engineering Phase

Once engineers receive contracts from the owner(s), they initiate internal projects
within their organizations in order to provide the required services. Internal projects
not only take place in engineering organizations, but also in procurement,
fabrication, assembly and construction organizations. Multiple internal projects
have to be completed by a number of contractors in order to complete a single
industrial construction project. Each internal project goes through the 5 stages of
standard life cycle from initiation to closeout. Each of these internal projects utilizes
a group of labour resources that are available in the performing organization.
Consequently, a large set of resource management data is generated during
planning and executing every internal project. The differentiation between internal
projects and industrial construction projects is crucial for the proper collection of
the generated data. The objective is to collect and store the resources management

data from all internal projects in a structured and consistent format that can be
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transferred to useful knowledge. This knowledge can then be fed to the planning of

new projects.

Each construction project needs to start with a complete scope definition, accurate
engineering documents, and realistic Project Execution Plans (PEP) in order to
increase the probability of its success. For industrial construction projects, these
deliverables are developed during the planning stage and engineering phase through
Front End Loading (FEL) planning (Lavingia, 2007). FEL planning is a widely used
term in industrial construction and represents one of the major differences between
industrial and non-industrial construction projects. FEL planning applies the
concept of “rolling wave planning” turning the planning into progressive
elaborating process (PMI, 2004). This approach is used to overcome the lack of
information at the beginning of any industrial project. It decreases the uncertainty
around execution plans with the availability of more engineering and design
information. It also maximizes the possibility of optimizing project outcomes by
spending extra time, cost and efforts during the engineering phase to avoid massive
spending to fix mistakes on the construction site. As shown in Figure 3.9, the ability
to influence projects and project uncertainty decrease with time meanwhile project
expenses increases specially during the execution stage (Kerzner, 2006). Due to
schedule constraints, some projects skip one or more of the FEL processes, which

often leads to problems during the execution stage.
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Figure 3.9: Uncertainty and Ability to Influence Projects vs. Project Expenses

FEL planning usually consists of three processes,
e FEL I (sometimes called Identify Alternatives or Scoping
Study (SS)),
e FEL II (sometimes called Select Alternative, Evaluate or
Design Basis Memorandum (DBM)), and
e FEL III (sometimes called Develop Selected Alternative or
Engineering Design Specifications (EDS)).

Each of these processes is modeled in the following sections of this chapter.

3.3.2.1 The FEL I Process

In FELI1, all alternatives to achieve the desired requirements of a project are
identified. To identify these alternatives, a complete investigation of latest available
technologies (sometimes new technologies are even developed), various chemical
processes to obtain the project products and different site layouts are investigated.

After that, Value Engineering (VE) or Life Cycle Value Analysis (LCVA),
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Constructability Reviews and initial Hazardous Operations (HAZOP) analysis take
place. The procurers, fabricators, constructors, operators and maintainers are
invited to provide their input to this process as part of their engineering support
process. The idea is to gain from their vast experience as early as possible in the

project to minimize constructability, safety, maintainability and operability issues.

A high level Total Installed Cost (TIC) estimate, project schedule and Project
Execution (or Implementation) Plans (PEP or PIP) are also prepared. The engineers
also provide a detailed schedule, cost of engineering services estimate and staffing
plans for the next engineering process. In most projects, this output goes through a
structured review procedure (Gate or Peer Review) to determine whether to proceed

or not to next process as shown in Figure 3.10.
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Figure 3.10: The FEL I Process
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3.3.2.2 The FEL II Process

In FEL 1II, as shown in Figure 3.11, all alternatives, which were previously
identified during FEL I, are evaluated, compared and one alternative is selected to
be developed to a complete design basis. This design basis typically includes the
Process Flow Diagrams (PFD), Heat & Material Balances (HMB) and a set of
updated engineering documents and detailed plans for the next engineering process.
In fast track projects, engineers also prepare Procurement Work Packages (PWP)
for some critical items that require long time prior to delivery (typically known as
vey long lead items). The preparation of the PWP is part of Procurement Support
process, which is explained in detail in this chapter. Similar to the FEL I process,
a complete evaluation and economical analyses of the FEL II output takes place to
ensure that the project is still feasible after obtaining the updated output from FEL
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Figure 3.11: The FEL II Process
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3.3.2.3 The FEL III Process

In the FEL III process, as shown in Figure 3.12, the previously developed design
basis is advanced to a complete set of design specifications. The most important
deliverable of this process is the Process & Instrumentation Diagrams (P&ID),
which shows all the actual tanks, pumps, pipelines, etc... in the plant accompanied
with all the instrumentations required to control this equipment. If a three-
dimension (3D) computer model is required for the industrial project, the
preparation of that 3D model typically starts in this process. The final TIC estimate
and level III overall project schedule are also developed in this process to form the
baselines of the project. A formal change management procedure takes place after
obtaining the baselines to monitor any changes to the approved scope, budget and
schedule. The output also includes detailed plans, schedule and budget for the next
engineering process, which is the Detailed Engineering & Design (DED). In fast
track projects, engineers prepare PWP for long lead items to meet Required At Site
(RAS) dates. This procedure takes place as part of the procurement support process.
They also prepare Site Work Packages (SWP) for some critical components such
as site clearing or piling to meet specific construction windows. This procedure
takes place as part of the Detailed Engineering & Design (DED), which is explained
in detail in the next section of this chapter. Similar to FEL I and FEL II processes,
FEL III output goes through the last gate review to determine if the project is still
feasible, may be deferred or it needs to be terminated. The project fund is also
obtained through the Appropriation For Expenditure (AFE), which forms the cost

baseline of the project.
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Figure 3.12: The FEL III Process

Obtaining the output of the FLE III marks completion of the planning and beginning
of the execution stage. However, as shown with the dashed lines in Figures 3.10,

3.11 and 3.12, some execution packages may be issued during the planning stage.

3.3.2.4 The Detailed Engineering & Design (DED) Process

The Detailed Engineering & Design (DED) process is the lengthiest, most

expensive and most resource consuming process in the engineering phase. It can
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cost between 10% ~ 15% of the total installed cost of an industrial project, as shown

in Figure 3.13. In this process, the previously approved design specifications are

transferred to detailed drawings that are grouped in Engineering Work Packages

(EWP). These EWP are issued to either, fabrication shops (EWP-F), assembly

yards (EWP-A), or construction sites (EWP-S). The main deliverable of this

process is the Isometric drawings (ISO’s) that are used are either generated from a

3D model or drafted in 2D software. These EWP are used by the fabricators,

assemblers and site installers to prepare the necessary detailed drawings during the

shop drawings process.
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Figure 3.13: The Detailed Engineering & Design (DED) Process
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In large and mega projects the engineering scope is frequently performed by
multiple engineers working separately or as a joint-venture. In this case, a lot of
communication, scope and interface management is required to ensure the quality,
completeness and consistency of engineering work packages are maintained by all
engineers. This also requires a clear definition of Battery Limits for each project

element and the interfaces between them.

3.3.2.5 The Shop Drawings Process

In this process, shown in Figure 3.14, the previously approved engineering work
packages (EWP) are transferred to detailed shop drawings that can be used by the
fabricators, assemblers and site installers to construct the plants. These drawings
are typically prepared by the engineering division of the constructors’
organizations. For the structural steel fabrication, the shop drawings include each
steel piece and the details of their connections. For the pipe fabrication, the shop
drawings include each pipe spool, elbow and valve. For the reinforced concrete,

the shop drawings include rebar arrangements.
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3.3.2.6 The Procurement Support Process

In this process, shown in Figure 3.15, the engineers prepare EWP for purchasing
(EWP-P) and EWP for contracting (EWP-C) to start the procedure of obtaining
materials and services. These packages are sometimes called Material Requests
(MR), which is not an accurate term since they also include requests for services.
These packages should be complete with all the technical specifications, delivery
schedules and progress payment plans. After a PO or a contract has been awarded,
the engineers also have to answer Requests For Information (RFI) from vendors,

approve the vendor shop drawings, perform shop and site inspection and approve
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the results of the Factory Acceptance Tests (FAT) and the Site Acceptance Tests

(SAT).
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3.3.2.7 The Construction Support Process

During the construction support process, engineers provide answers to questions or
Requests for Information (RFI) from fabricators, assemblers and site installers
(Figure 3.16). It is an on going process that can not be scheduled or budgeted in
advance. Hence the length and amount of effort spent during this process depends
on the amount and type of questions raised. Some engineers may also move to site
to solve problems as they occur or work with constructors to modify or understand

the engineering drawings.
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Figure 3.16: The Construction Support Process

3.3.2.8 The As-builting Process

After completing the construction of all work packages of an industrial project, it
is a common practice to ask the engineers to prepare as-built drawings. The As-
Builting process, as shown in Figure 3.17, takes place the closeout stage of any
industrial project and marks the end of the engineering phase of that project. During
this process, engineers produce new or marked-up (red-lined) drawings and
documents that represent the final status of all completed products. The plant
operators and maintainers refer to these drawings in their work in the plants. These
drawings provide very important input to the engineering phase if a decision is

made to initiate projects to expand or modify existing plants.
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3.3.3 Processes within the Procurement Phase

Procurement is defined as the “processes required to acquire goods and services
from outside the performing organization” (PMI, 2004). According to industry
practices, the term contract is used for orders to provide services or services and
materials by a contractor. Orders to provide materials only are called Purchase
Orders (PO). In industrial construction, procurement is mostly handled by the
procurement divisions in an Engineering Procurement and Construction (EPC)
firm, which acts on behalf of the owner(s), the construction firms or by the
industrial owner(s) themselves. In industrial construction, procurement is handled
by the three parties (EPC firms, constructors and owners). This type of arrangement
requires a tremendous amount of efforts, integration and interface management to

avoid problems such as:

e Ordering materials that do not meet the specifications

e Materials or services are not ordered (it is not known who is
supposed to order it)

e Delays in receiving materials and services

e Double ordering of the same materials (one party is not aware that
another party ordered it)

e Double or even triple handling of materials, which increases project
costs

e Shipping to wrong locations

e Lost materials that have to be ordered again
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In this research, procurement processes are classified different from the typical PMI

classification. The main reasons for this deviation from PMI classification are to fit

for the specific needs and nature of industrial construction projects and to match

the typical industry practices.

3.3.3.1 The Engineering Support Process in Procurement Phase

In this process (Figure 3.18), the procurement team supports engineers by providing

budgetary quotes for equipment and bulk materials to the TIC estimate. The team

also provides delivery times to help with establishing the activity durations in the

overall project schedule. In addition to that, the procurement team prepares and

updates the procurement management plan as part of the overall project execution

plan (PEP). They also contribute to the risk management procedure by providing

expected risks and their impact, probability and mitigation plans.
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Figure 3.18: The Engineering Support Process in Procurement Phase

3.3.3.2 The Requisition, Bidding & Awarding Process

When a EWP-P is issued to procurement, it is referred to as Purchasing Work
Package (PWP). Meanwhile, when a EWP-C is received it is referred to as
Contractual Work Package (CWP). The term CWP is sometimes used in the
industry to refer to construction work package performed on the construction sites.
To avoid confusion, work packages performed on site are called Site Work
Packages (SWP) in this research. PWP and CWP are scheduled, budgeted and
progressed during the procurement phase in the same way as EWP in the
engineering phase. After receiving the packages from the engineers, the
procurement team prepares a qualified bidders list for each package. These lists are
typically prepared after a pre-qualification procedure or through long-term
arrangements such as Suppliers of Choice (SoC) or preferred suppliers agreements.
All qualified bidders receive a bidding package (known as Request for Bid -RFB)
to provide their estimated prices. Once the bids are received, technical and
commercial evaluations are performed. The winning bid gets awarded a PO or a

Contract to start delivering the requested materials and/or services (Figure 3.19).
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Figure 3.19: The Requisitioning, Bidding & Awarding Process

3.3.3.3 The Contract Administration Process

The contract administration process, as shown in Figure 3.20, includes all activities
performed by the procurement division to manage the relationship with the
contractors who were awarded contracts from the previous process. Contractors
include engineers, fabricators, assemblers and site installers. These activities
include expediting, logistics, change management, Quality Control (QC), Quality
Assurance (QA), shop inspection and approve invoice payments. Expediting refers
to the activities performed to ensure that the required services are progressing
according to the approved baseline plans and will be delivered according to the

agreed-upon schedule.
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3.3.3.4 The Materials Management Process

The materials management process, as shown in Figure 3.21, includes all activities
required to manage the relationship with the suppliers who were awarded PO's
during the requisition, bidding and awarding process. These activities include
expediting, change management, and invoice payments. The main difficulty in this
process is to ensure that materials are shipped to the right destination. A lot of
procurers use Material Management System (MMS) software packages to help
distribute the materials between fabricators, assemblers and the construction site.
Some of these applications can communicate with the 3D modeling application to

directly read the materials list.
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Figure 3.21: The Materials Management Process

This research suggests adding the EWP description as an attribute into the 3D
model to help identify the correct shipping location for each piece of materials. As
explained before, EWP are categorized according to their receiver. Therefore,
having EWP description as an attribute in the model is going to significantly help
resolving the problems of shipping materials to the wrong location. Erroneous
shipping is one of the main contributors to delays, budget overruns and efficiency

reduction in industrial construction projects.
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3.3.4 Processes within the Construction Phase

3.3.4.1 The Engineering Support Process in Construction Phase

In this process, shown in Figure 3.22, the constructors (fabricators, assemblers and
site installers) provide their input to the engineers to help with the design
optimization, site layout, LCVA, constructability reviews and provide expected
risks and their probability, impact and mitigation plans. The constructors provide
their estimates for the duration and cost of work packages to help with producing
the overall project schedule and TIC estimate. They also provide their input to the

construction management plan, which is a major component of the overall Project

Execution Plan (PEP).
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Figure 3.22: The Engineering Support Process in Construction Phase
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3.3.4.2 The Fabrication Process

In a typical industrial project, multiple contractors are involved in the fabrication
process (Figure 3.23). These contractors include structural steel, pipe spooling,
pumps, tanks, vessels, compressors, exchangers and other equipment fabricators.
After the contracts are awarded to the fabricators, the process starts by receiving
the shop drawings from the engineers and drafters and the required materials from
the procurers. After the products are fabricated, they get shipped either to the
assembly yards or directly to the construction site. Shipping the right material to
the right location on the right time is a major challenge in any industrial project and
is handled during the material management process. Some fabricators use barcodes
to ensure that all pieces that belong to the same package are shipped, stored and

delivered together to the right location (Hajjar, 1999).
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Figure 3.23: The Fabrication Process
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3.3.4.3 The Assembly Process

The assembly process, as shown in Figure 3.24 takes place in module yards outside

of the construction location. Modular construction is used to maximize product

quality and labour productivity and minimize environmental impacts on

construction, risks, costs, safety concerns, rework on site and projects’ duration

(Mandel, 2007). During this process the module’s structure steel is received from

the fabricators and the maximum possible amount of pipes, electrical cables,

insulation, fireproofing and control instruments are installed prior to shipping to the

construction site.
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3.3.4.4 The Site Installation Process

Site installation (as shown in Figure 3.25) refers to the activities of building the
final product of an industrial project on the construction location. These activities
include site preparation, rough and final grading, pilling, foundations, modules

installation, electrical and instrumentation cable wiring, etc.
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CHAPTER 4: RESOURCES MANAGEMENT DATA

4.1 MULTIDIMENSIONALITY OF RESOURCES DATA

Resource management data is generated throughout the different processes of
industrial construction projects. Any industrial construction project is planned and
executed as a set of internal projects, each of which is performed by a contractor.
In this environment, each contractor manages multiple internal projects using one
common pool of recourses. Managing this one common pool of resources in a
multiple-project environment is a very complex procedure. Each contractor needs
to monitor the baseline plan, current performance and actual utilization of resources
for every undertaken project in order to properly manage their resources. The term
resource management is a broad term that touches on a variety of aspects in the
overall project management practices. Resources cannot be managed without

proper management of the scope, time and cost of projects.

First of all, for a contractor to obtain the resource baselines during the planning
stage, it has to obtain both schedule and cost baselines. These two baselines are
necessary in distributing the required amount of resources over the planned
durations of a given project. However, the original scope of each project must be

clearly defined prior to obtaining both the cost and schedule baselines.

When projects proceed to the execution stage, actual resource utilization data is
collected as part of the project controls tasks. Both the baseline plans and collected

actual utilization data is used to calculate the current performance of each resource
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in every internal project. Future prediction of resources requirement is determined
by the up-to-date actual performance: if performance is below expectation, more
resources are needed to complete the project, and vice versa. Furthermore, the
current performance of a resource is impacted by the technical and managerial

capabilities of all the managers responsible for resource management procedure.

In summary, resource management data has five dimensions: scope, schedule, cost,
performance and responsibility. These five dimensions of resource management
data are intertwined; each of them has an impact on the other four. When scope is
complicated, it is expected that the project would require more time, costs and
resources. When the project has time constraint, it is expected to cost more and use
more resources. When a project has cost constraint, it is expected to take longer and

consume fewer resources to avoid extra costs.

4.2 CURRENT RESOURCES MANAGEMENT PRACTICES

In order to analyze current resource management and data collection practices, a
set of formal interviews were conducted with a group of industry experts from
different owners and contractors. The purpose of these interviews was to develop
better understanding of the current resources’ data generation, collection, and
utilization practices in these organizations. The experts were asked to provide
feedback on the existing systems and recommendation for improvements to these
systems. The questions targeted the five dimensions of resources management data,

scope, schedule, cost, performance and responsibility. The questions covered the
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project life cycle from initiation to closeout and the three main groups of phases:

engineering, procurement and construction. The interviews focused on data

generation practices, data storage systems and data utilization after storage if any.

The following is a list of some of the questions that were used in the interviews:

1)
2)
3)
4)
5)
6)
7)
8)

9)

What information do you record when initiating projects?

What is your project initiation software?

How do you define projects’ scope?

Do you use Work Breakdown Structure (WBS)? If yes, how? If no, why?
Do you use formal definition for scope of services? How?

What is your labour resources structure?

Who assigns resources to projects?

Is there a structured method to assign managers of project resources?
How do you define schedule activities for your projects and your client’s

projects?

10) What is your approach to calculating activity durations?

11) Is there a standard method to organizing (Codes, Phases, WBS) schedules?

12) Is there a standard set of resources to load the schedule?

13) Do you utilize actual duration data from completed projects into new

projects’ schedules?

14) Is there a standard practice to estimating hourly budgets?

15) Do you use a formal structure for your TIC estimates? How?

16) Is there a standard Code of Account (CoA) to be used in all projects?
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17) Do you need to recast your estimates into budgets? How?

18) Do you utilize actual cost data from completed projects into estimating
budgets for new projects?

19) Do you develop baseline resource histograms and staffing plans?

20) What method do you use for measuring performance?

21) Are you able to obtain multiple-project reports? How ?

22) Does every project in your company have frozen baselines?

23) When do you update project frozen baselines and how?

24) Is there a formal procedure for change management?

25)How do you record reasons for change?

26) How do you implement project changes into budgets, schedules and

performance measures?

The literature review, formal interviews and author’s experience provided the

foundation for analyzing the current practices of resources management. The

analysis is used for identifying the data elements to be collected and stored in the

data warehouse.

4.2.1 Scope Management Practices

When a construction project is initiated by an industrial owner, either the owner

organization or an EPCM firm, acting on behalf of the owner, starts defining the

project overall scope and WBS during the Front End Loading (FEL) phases. The

main objective of using the WBS is defined by Chehayeb (1996) as to divide the
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scope of a project into discrete and definable components by forming a hierarchical
division of the end product of the project. However, the current scope management
practices misuse the WBS and do not produce components that are discrete and

fully definable.

Many projects do not focus on dividing the end product, but they add levels such
as responsible discipline, cost categories and project phases to the WBS leading to
problems and confusion when managing the projects. After defining the original
baseline scope of a project, it is supposed to be frozen and can only be changed
through a formal change management procedure. However, in reality this procedure
mostly fails because the original baseline scope was not clearly defined and never

frozen leading to extreme difficulty in defining current project scope.

The overall scope gets typically broken down to » number of internal projects; each
of them is performed by a contractor. Developing the overall scope is an iterative
process and takes place through the three FEL processes as explained previously in
Chapter 3 of this thesis. When a contractor receives a request to perform part of the
scope of an industrial construction project, the contractor has to initiate an internal
project to perform this scope. After that, the contractor has to work with the owner
to clearly define the scope of services for the internal project. Different methods
are used to document internal projects’ scope of services. These methods include:

contracts, PO’s, scope statements, emails, deliverables lists, etc. It is still a common
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practice in the industry that scope of services is not even documented anywhere and

it remains an ambiguous verbal agreement.

Several issues arise from the analysis of the current scope management practices in
industrial construction projects:

e Many projects progress to the execution stage without having spent enough
time in the planning stage and FEL planning to ensure that the project has a
clearly defined overall project scope and a documented description of the
scope of services for all internal projects. Jergeas (2008) stated that
incomplete scope definition and inadequate FEL planning is one of the main
causes of overruns in industrial construction projects.

e Lack of a consistent method in defining overall project scope and internal
projects’ scope of services, which leads to grey areas that create conflict.

e Lack of a clear strategy to ensure that project’s WBS include only the
physical breakdown of the scope of work and do not mix phases,
responsibilities and cost categories with the WBS.

e  When scope is not clearly defined, team members waste valuable time, cost
and resources trying to figure out who is supposed to perform project tasks.

e High levels of stress and frustration amongst team members due to
ambiguity.

e Difficulty in managing project changes and defining impact of these
changes on project baselines due to the lack of a clearly defined original

scope.
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e Lack of proper scope definition can lead to claims and conflicts that lead
to major delays and extra costs due to litigation fees, time and efforts spent
to manage the claims. Projects that end in litigation bring severe damage to
organizations’ image and reputation.

e Problems with scope definition would lead to unsatisfied clients and thus

loss of business opportunities for contractors.

4.2.2 Schedule Management Practices

The development of an industrial construction project overall schedule typically
starts in parallel with the process of scope definition during the FEL phases. The
schedule is prepared as baseline during the planning stage and is then used to

control the project during the execution stage.

The overall schedule starts as the level I summary schedule during the FEL I phase
of any industrial project. The level I summary schedule is prepared for executive
managers and contains key milestones and major summary activities of the project.
The level II schedule is prepared during the FEL II phase and contains the
milestones and major activities for the engineering, procurement, construction and

commissioning of the project.

The level III detailed schedule is prepared by the end of FEL III phase and is used
to control the execution phases of the project. It includes a complete set of logical,

sequential and properly linked activities in a network format that are used to
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determine the project completion date and its critical path. Finding the optimum
level of detail for level III schedules is a major challenge for all project planners. If
the schedule doesn’t include enough details, it can’t be used to properly control the
project. If the schedule is too detailed, it becomes very lengthy, difficult to be

updated and loses its value as project controls tool.

Since any industrial project is performed as a set of internal projects, the detailed
level III schedule is supposed to include all major activities from the detailed
schedules of each internal project. Each of the participating contractors is asked to
provide a detailed level III schedule and submit it to be included in the overall
project schedule. These schedules vary in the tool used, format, level of detail,
coding structure, amount of constraints, open-ended activities and ability to apply

proper logic to link dependent activities.

Overall project schedulers face a major challenge trying to integrate these
inconsistent schedules into one overall baseline schedule. These schedules tend to
be too lengthy, (it can go up to 50,000 activities or even more), which makes it
nearly impossible to use them for proper management and control of the industrial
project. After obtaining the baseline schedules, the have to be updated with actual
dates of completed activities during project execution.

There are no defined standards to control the level of detail in the overall project
schedule and the schedules of internal projects. Major industrial owners and EPCM

firms are trying to introduce some consistency to the project scheduling procedure.
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However, these procedures vary between each firm and many contractors struggle
with adherence to these procedures. More and more industrial projects are
performed using the Joint Venture (JV) approach due to lack of a single firm that
is capable of performing the complete scope of work. This approach adds more
pressure on the project overall schedulers due to the conflicts between various

procedures and not knowing which one should take precedence.

Managing schedules of multiple internal projects is another very challenging task,
especially when using the traditional and commercially available CPM-based
scheduling applications. These applications provide acceptable results only when
projects are not constrained by time or resources (Hegazy, 1999). However, this is
not a realistic situation, in most cases projects are time-constrained, resources-
constrained or both. Chehayeb (1996) also stated that CPM-based applications do
not reflect the proper resource utilization and interaction. He also stated that these
applications force schedules to be too lengthy because all reporting is performed at
the activity level. Consequently, these applications don’t produce acceptable results

especially in scheduling multiple projects.

Moreover, the CPM applications produce unrealistic critical path(s) that do not
include the activities that require management attention. These critical paths are
heavily impacted by the amount of constraints in the schedules. The start-to-start
(SS) and finish-to-finish (FF) relationships between activities cause sometimes

illogical results. The produced schedules are mainly driven by dates and durations
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and not by resource availability. In addition, resource leveling can be done using
only one resource at a time. Meanwhile, these applications allow the users to load
activities with multiple resources making it nearly impossible to optimize project

schedules based on resources availability constraints.

When these applications were first introduced to the project management industry,
they were originally designed to handle one project at a time not a set of multiple
projects in a contracting organization. As the demand grew for tools to
simultaneously schedule multiple projects, these applications introduced portfolio
management in their latest versions. These applications do not provide a systematic
methodology to manage multiple project schedules; it is left to independent
schedulers to define their own rules. There are some contractors that try to enforce
a standardized scheduling procedure. However, in most cases, each scheduler is
still able to define the layout of the project schedule, activity codes and resources
according to his/her liking. Even though this autonomy allows for maximum
flexibility, it hinders the ability to open multiple projects simultaneously in the
same layout. It also makes it difficult to obtain multiple-project reports, graphs and
resource histograms. This lack of coding standardization makes it nearly impossible
to extract the knowledge gained regarding the duration of completed activities and

utilize this knowledge for better estimating of new activities’ durations.
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Given the complexity of managing multiple project schedules with common pool
of resources, several issues arise from the analysis of the current scheduling
management practices in industrial construction projects:

e Listing thousands of project unnecessary activities on the overall project
schedule makes it extremely lengthy and very difficult to be updated. Users,
such as schedulers, resource, project and program managers, struggle to
extract needed information out of these lengthy schedules.

e In these very lengthy schedules, critical path(s) are not realistic and are
impacted by constraints, illogical relations and can be misleading.

e Focusing on critical path and not on critical portions of work that have to
be completed all together lead to project delays and falling behind schedule.

e In many cases, project schedules are built from scratch without using
templates or completed schedules from previous projects, which is a major
loss of time, effort and money.

e [Itis very difficult to link the overall project schedule to all the schedules of
its internal projects.

e Contractors struggle trying to manage multiple internal project schedules
using the existing tools that are originally designed to manage a single
project at a time.

e There is no consistent procedure on how to develop internal project
schedules.

e Industrial owners also struggle trying to manage portfolios of multiple

industrial projects schedules.
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In most cases, there is no consistency among schedulers when using activity
names, activity codes and project resources.

In many projects, activities are added after freezing the baseline leading to
activities that do not have a baseline.

Since the codes and names of activities are not consistent between projects,
it becomes very difficult to extract knowledge regarding actual durations
from previously completed projects.

When analyzing schedule risks, project leaders from engineering,
procurement and construction are asked to provide their expectations of the
optimistic, pessimistic and most likely durations of critical activities. Most
team members provide these expectations without utilizing historical
records since these records are very difficult to obtain. Because of that, it is
nearly impossible to obtain consensus from the team members, which
decreases the quality and reliability of the obtained probabilistic schedule.
These schedules are hardly used in the industry and are only developed to

meet the FEL planning requirements not to manage projects.

Cost Management Practices

The current cost management practices for any industrial project consist of three

main components. These are cost estimating, cost baselining, and cost control. Cost

estimating is the procedure of forecasting the cost of completing the approved

baseline project scope within the timeframe defined by the baseline schedule. The
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level of accuracy of the cost estimate improves with the availability of design

information during the FEL planning phases of the project.

Once the planning procedure is completed, the cost estimates is frozen and an
Approved For Expenditure (AFE) budget is obtained to fund the project. Cost
baselining or recasting is the procedure of distributing the approved baseline cost
estimate over the project elements to obtain the baseline budget for each of these
elements. Combining the baseline budget and schedule provides the project cash
flow. The procedure of cost control starts when project proceed to the execution
stage. Cost control involves updating the original cost baseline to reflect the impact
of project changes and maintain the current baseline. It also involves obtaining the
actual cost of each project element and comparing it to the current baseline. In
addition, cost controls also involve forecasting cost at completion of each project
element if it is expected to deviate from the current cost baseline. Although the
three cost management procedures take place at the industrial project level, a
similar procedure has to be applied to ensure proper cost management for the scope

of services of every internal project.

Cost of labour resources is a major component in the project cost baseline. Cost of
labour resources is always estimated by predicting the number of hours and the
multiplication of this number by the average cost of each hour. The main challenge
in estimating the cost of labour resources is the uncertainty around the required

number of hours to perform a given task. The estimated hours are impacted by the

123



human factor, i.e. labour resources cannot be bought off-shelf like materials, as well
as the productivity of the team is dependent on the harmony between team members
and the productivity of each individual. Labour cost is obtained through recording
the spent hours by individuals and then multiply these hours by the cost per hour
for each individual. When planning, an average hourly rate is assumed by resource
type. These average rates are also very difficult to be estimated and they are
impacted by current market conditions, structure of the team (% of senior vs. junior
team members), currency issues in international projects and length of project

duration.

Since there is no consistent way in the industry to define project elements and the
standard resources required to complete the project, estimating the cost of labour
resources becomes a difficult task. The estimates for labour resources cost are
usually prepared on different levels of detail. Some estimates are minutely detailed

while others are general and not detailed enough.

Cost baselining is also very challenging task and cost controllers struggle with
recasting estimates due to the difficulty of defining project elements. The recasting
procedure requires experienced cost controllers who have to work with the cost
estimators and the project management team, and end up spending extra time and
effort trying to come up with a an acceptable cost baseline. When estimates are not
recasted properly, the obtained cost baselines are not accurate. Inaccurate cost

baselines lead to major issues with measuring project performance. When project
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performance measures are not reliable, projects suffer from budget overruns and
schedule delay due to the postponement of taking corrective actions when they are

needed on time (Nassar, 2004).

After obtaining the cost and schedule baselines for internal projects, planned
schedule activities are loaded with approved budgets to obtain hourly resource
histograms or resources baseline. Project resource managers have to staff these
resource histograms with qualified individuals who are capable of performing the
tasks on time, budget and according to the predefined quality specifications. These
staffing plans typically require the approval of the contractor’s project manager and
resource managers and the owner’s project manager. Many projects proceed to the
execution stage without resource baselines causing staffing and performance
measurement problems. Many projects focus on obtaining cash flow graphs instead
of the hourly resources baseline, which is not enough for proper management of

labour resources in any project.

When a contractor is managing multiple projects at a time with once common pool
of resources, the cost management procedure becomes very complicated. Given the
uncertainty of forecasting project cost and the challenges posed by managing labour
resources in multiple-project environment, several issues arise from the analysis of
the current cost management practices in industrial construction projects:

e It is very difficult to combine estimates and cost records from multiple

internal projects that form a single industrial construction project.

125



Industrial owners struggle to combine estimates and cost records from
multiple industrial projects to analyze the cost of labour resources between
these projects.

Contractors struggle to combine estimates and cost records form multiple
internal projects to analyze the cost of labour resources between these
projects.

Project management teams do not spend enough efforts to clearly and
completely define the Project Execution Plan (PEP) and rely on the
recasting procedure to transfer cost estimates to baseline budgets.

The recasting procedure is inaccurate, subjective and consumes lots of time,
efforts and expensive resources.

Performance measurements are not accurate due to the lack or inaccuracy
of the resource baselines.

Inaccurate performance measurements delays corrective actions leading to
completing projects over budget.

It is very difficult to obtain multiple-project cost reports.

The inconsistency in generating, collecting, and storing cost management
data makes it very difficult to utilize this data for data mining and better
estimating of new projects.

When performing cost risk analysis to determine the contingency amounts,
project leaders from engineering, procurement and construction are asked
to provide their expectations of the optimistic, pessimistic and most likely

costs of critical cost accounts. It is also difficult to define the critical cost
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accounts due to the lack of historical records. Most of team members
provide these expectations without utilizing historical records, which are
very difficult to go through. Because of that, it is nearly impossible to obtain
consensus from the team members, which decreases the quality and

reliability of the obtained contingency amounts.

4.2.4 Performance Management Practices

The most common practice for evaluating labour resources performance and is the
Earned Value Management (EVM) technique. EVM integrates scope, budget,
schedule and resources to objectively evaluate project performance. (PMI, 2008).
The use of EVM started in industrial manufacturing as a financial analysis tool and
later was adopted by the United States Department of Defense (DoD) as a project
management tool in the 1960s. It's capable of representing both cost and schedule
using hours or currency amounts and provides various performance measures that
can be implemented to forecast “Estimate To Complete” (ETC) and “Estimate At
Completion” (EAC).

The current practices of EVM in industrial projects utilize work hours to measure
performance of resources using three variables. These variables are Planned Values
(PV), Actual Values (AV) and Earned Values (EV) all represented in work hours.
These values are used to measure, calculate and summarize project performance at

any required level.
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As mentioned previously, resource baselines are developed during the planning
stage of any project. These baselines represent the planned values for each resource.
EVM is typically implemented at the resource level using planned, actual and
earned values. Planned values are obtained by distributing baseline hourly values
over the baseline schedules. The actual values are obtained from the time keeping
system. Earned values are obtained by multiplying the current hourly budget by
actual physical percent complete. Obtaining the actual physical percent complete
from the resource managers is the most challenging task in EVM and several
methods are used to increase the accuracy of the obtained values. Some contractors
measure progress on a weekly basis, others measure every two weeks, twice-a-

month or monthly.

There are specific issues and problems that arise when it comes to combining
project schedules and costs to obtain resource histograms, which represent the

baseline for EVM. Some of these issues are:

e Even though, EVM is the selected performance measurement method for
almost all industrial projects, there is no consistent method to define the
level of detail and how to apply EVM to all components of a project.

e The lack of using pre-defined agreed-upon project attributes for analyzing
performance data, for a specific resource, from all internal projects.

e There is no consistent method to combine performance data from all

resources to measure the overall performance of a contractor.
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4.2.5

Difficulty to summarize performance data from all internal projects that
form one industrial project to measure the overall performance of that
industrial project.

Difficulty to combine multiple-project reports to satisfy the needs of
portfolio and resource managers from both contractors and owners.
Collected actual performance data is not used for improving resource
estimating practices in new projects and forecasting capabilities for in-
progress projects.

EVM data is not always collected by phase, resource and work package
making it very difficult to summarize the data according to the required
reporting level.

Most currently used prediction techniques assume that current performance
would remain the same until project completion, which is an unrealistic
assumption (Nassar, 2004). There is a need for better forecasting tools that
consider performance fluctuation as projects progress based on historical

records.

Responsibility Management Practices

When an industrial construction project is initiated, the owner(s) assign a Project

Management Team (PMT) from its/their own organization to oversee the project

progress. This PMT breaks down the initiated project into a set of internal projects

that are then handed over to a group of contractors. After receiving the work, each

assigns an internal PMT from their own organization to handle the internal project.

Since contractors are mostly matrix organization, functional managers are
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responsible for assigning resources to internal projects. Each of these streams of
managers has a reporting hierarchy that varies according to the size of the
performed project and the organization. In some instances, projects are grouped in
programs or even portfolios, where management teams are also assigned. The level
of technical and managerial experience of each of the members of management
teams has an impact on projects’ resource utilization and performance. Projects are
seldom managed by the same team without any changes from beginning to end.
Hence, it is not only important to track who is managing projects and resources at
the beginning of a project, but it is also important to track changes to the

management teams during the project progress.

Most companies involved in industrial construction store data about their staff
using different Human Resource Management Systems (HRMS) such as SAP or
Oracle. These systems are not designed primarily for project management, and
hence the stored data is only helpful for employee payments and benefit plans.
These systems do not provide a tool to track who was responsible for managing

projects and resources on a timely basis.

Given the complexity of the managerial teams and the large number of individual
who impact management of project resources, several issues arise from the analysis
of the current responsibility management practices in industrial construction

projects:
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4.2.6

The existing HRMS systems do not store the vital data regarding who is
responsible for managing projects and resources in a timely basis.

Project responsibility hierarchical structure is not stored in one central
location for easy access to this information.

The lack of the historical data makes it almost impossible to analyze the
impacts of changes in management teams on projects and resources’
performance.

Very difficult to find who was responsible for which task on a project
making it a difficult task, sometimes unfair, to assign the right person to
perform the right task in new projects. It is also very hard for knowledge
seekers to find out who have the right knowledge they need.

A lack for an objective performance evaluation tool at the individual level

making it a subjective task that relies on perceptions not facts.

Summary analysis

After analyzing the processes in the industrial construction projects domain and the

current practices of managing labour resource data, several issues are noted. Every

contractor collects resource management data in different formats using a different

suite of tools and software applications. That means resource management data is

scattered between different applications in both electronic and hard-copy formats.

Since each industrial construction project is planned and executed as a set of

internal projects between multiple contractors, this makes it very difficult for

industrial owners to obtain a complete set of resource management data on any of
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their projects. In the current practices, it is also very difficult for a single contractor

to combine, analyze and discover knowledge from the collected projects’ data.

There are major problems with the current management practices on all five
dimensions of resources data. For example, there is no consistent methodology to
manage the scope of both internal and industrial projects. Project schedules lack the
definition of standard activity types and activity attributes making it very difficult
to analyze schedules of multiple projects simultaneously. Detailed cost estimates
require a difficult and inaccurate recasting procedure before it can be transferred to
cost baselines. Progress measurement and performance evaluation practices are not
consistent in all internal projects making it very difficult to find the overall
performance of a contracting company or an industrial project. The history of who
was responsible for managing which task in a project is not recorded or stored in
one central location. And the most difficult problem is the lack of integration

between the five dimensions of managing project resources.

All these problems make it nearly impossible to transfer the collected data to useful
knowledge. This analysis is confirmed by the findings of Chau (2002) who stated
that data from completed projects cannot be used by new projects because
collection of project’s data relies mostly on temporary and specific activities to
obtain project schedules and cost estimates. This practice makes it very difficult to
compile and analyze data from completed project in a systematic way. There is a

need for an integrated data generation and collection approach that is capable of
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solving the previously mentioned problems. This integrated approach is explained

in the next section of this chapter.
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4.3 PROPOSED INTEGRATED DATA MANAGEMENT APPROACH

This research introduces a new integrated and consistent approach to define project
elements, collect resources management data and store it in a structured format in
a data warehouse ready for data mining and knowledge discovery. Collecting data
using current practices means users have to spend a lot of time and efforts to obtain
missing data, cleanup, preprocess and validate existing data prior to analyzing it.
Useful knowledge is lost due to omitting the collection of very important data. To
overcome most of the existing issues with current resource management practices,
this integrated data acquisition approach could be easily implemented in industrial
construction projects and contracting companies. This approach would make the
stored data in the data warehouse ready for data mining and knowledge discovery

saving all the time, costs and efforts spent on preparing the data.

By providing more data and prohibiting data loss, the approach also increases the
accuracy of the knowledge discovery procedure and the value of the discovered
knowledge. This discovered knowledge is used to improve the estimates of new
projects, increase productivity and improve efficiency leading to higher profits,
customer satisfaction and ability to compete for new project. Most importantly, the
approach generates a continuous cycle of proper data generation, collection and

storage, knowledge discovery and knowledge utilization.

As there is continuous supply of projects, there will be a continuous supply of new

resources management data from completed projects. Thus, the cyclic approach is
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self-learning, and the more data collected in the warehouse, the more analysis can
be applied and the more useful knowledge is discovered. This continuous-cycle
self-learning approach saves the time, cost, and efforts and transfers worthless data

to valuable wealth of knowledge.

The proposed approach is based on improving the concept of Work Packages (WP)
to act as building blocks and knowledge carrier while planning, executing and
controlling of both internal and industrial projects. In this model, the work package
acts as the core element for collecting resource management data. Work packages
can also act as common denominators to collect non labour resources data such as

risks, safety and quality issues between all projects.

Two main problems exist within the current practices of work packaging in
industrial construction. First, these work packages are linked only to engineering
or construction rather than being assigned to a specific production type such as
foundations or structural steel. Second, the use of these packages start late in
projects and there is no clear link to monitor the development of a work package
and all its elements through the lifecycle of any project. To overcome these
problems, the research approach introduces the concept of Predefined Progressable
Work Packages (PPWP). This concept is clearly illustrated with a practical example

in the next section of this chapter.
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4.3.1 The Concept of Predefined Progressable Work Packages

A work package represents a manageable component of a project and the concept
of work packaging was developed by the National Aeronautics and Space
Administration (NASA) and the US Department of Defense (DoD) in the late
sixties (Chehayeb, 1996). The Construction Industry Institute (CII) emphasizes
that in order to manage a complex operation; this operation has to be broken down
into well-defined components in hierarchical levels of detail where responsibility

is clearly assigned to each level of this hierarchy (CII, 1988).

The work packages represent the lowest level of any project WBS (PMI, 2008) and
WBS elements are seen as aggregating levels of the work packages. Each work
package is composed of a set of deliverables that can be budgeted, scheduled and
progressed as one package. In this research, the concept of work packaging is
enhanced to be predefined progressable work packages. This enhanced concept is
used for managing the five dimensions of labour resource data (scope,
responsibility, schedule, cost and performance) at the work package level as shown

in Figure 4.1.

Instead of staring planning each project from scratch, predefined work packages
collected from previous projects are adapted to fit for new projects. Combining
these customized work packages together, similar to building blocks, formulates

the complete scope, schedule and budget for new projects.
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Name - Planned Values - Hourly Rates - CPI and SPI

Figure 4.1: The Five Dimensions of Labour Resources Data

According to CII (1988), the concept of work packaging can be implemented to
engineering, procurement and construction. The development of these progressable
work packages starts during the FEL planning phases as Engineering Work
Packages (EWP). EWP is a commonly known terminology in industrial
construction. The fact that EWP can be issued to procurement, fabrication,
assembly or site installation might cause confusion and difficulty. To avoid this
confusion, this research suggests to use the term (EWP-P) for packages issued for
purchasing, (EWP-C) for packages issued for contracting, (EWP-F) for packages
issued for fabrication, (EWP-A) for packages issued for assembly and (EWP-S) for

packages issued for site installation.

Work packages can be either planning packages or EPC packages. Planning
packages are completed during the planning stage and do not require execution.

Project charters, Project Execution Plans (PEP), TIC estimates and project
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schedules are examples of planning packages. EPC progressable work packages are
prepared and progressed from one pre-defined phase to the subsequent phase

through the execution stage of any internal project.

There are different types of progressable work packages as shown in Figure 4.2.
Type I represents packages that require engineering only such as Process Flow
Diagrams (PFD’s), Heat and Material Balances (HMB’s) and Process &
Instrumentation Diagrams (P&ID’s). Type II represents packages that require
engineering and procurement such supply-only Purchase Orders (PO’s). Type III
represents packages that require engineering, procurement and site installation such
as foundations. Type IV represents packages that require engineering, procurement,
fabrication, and site installation such as pump skids. Type V represents packages
that require engineering, procurement, fabrication, assembly, and site installation

such as pipe rack modules, and vessels.

The research approach is based on collecting the resource management data from
all internal projects consistently at the work package level, which represents the
optimum level of detail. By doing so, it allows straightforward summarizing and
analyzing of resource data in both vertical and horizontal directions. On the one
hand, vertical summarizations mean adding resource data from all internal projects
that are performed by different contractors but form one industrial construction

project.
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Once the data for each industrial project is collected in the same format, it becomes
easy for an industrial owner to summarize and compare the resource data of all their
industrial projects. On the other hand horizontal summarization means
summarizing and comparing all resource data from all internal projects that are
performed by a single contractor. These internal projects belong to multiple

industrial projects which are owned by different industrial owners.
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Figure 4.2: Types of Progressable Work Packages

Each work package is assigned to a production package that is predefined by the
contractor for all internal projects. Process Flow Diagrams (PFD’s), Heat and
Material Balances (HMB’s), Process and Instrumentation Diagrams (P&ID's), Line

Designation Tables (LDT’s) piling, foundations, structural steel, Single Line

139



Diagrams (SLD’s) and Instrumentation Indices are examples of engineering
production packages. Pipe-racks, plate work and handrails are examples of

fabrication production packages.

Each contractor maintains a library of standard work packages that is easily used to
define the scope of new projects. Some of these standard work packages can even

be grouped together to form standard project templates.

4.3.2 Benefits of using Predefined Progressable Work Packages

Using the concept of predefined progressable work packages accompanied with
predefined objects and attributes, provides integrity and consistency to the resource
management practices as follows:

e The industry is familiar with the concept of work packages since the late
1960s. The proposed improvements to the concept are easily applied with
minimum initial costs and using the existing tools and systems.

e Once implemented, the improved concept is expected to significantly
increase consistency, efficiency and productivity in managing industrial
construction projects. It is also expected to minimize the probability of
schedule delays and budget overruns.

e The expected ROI from the increased productivity is really significant due
to the difference between the low initial investment and the high returns.

e This concept presents an optimum level of detail for managing the five

dimensions of labour resources. Managing resources at the activity level is
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proven to be impractical and inapplicable, meanwhile managing at the
project level doesn’t provide sufficient detail for future use of the collected
data.

This concept introduces a consistent methodology to manage internal
projects’ scope as a set of work packages and industrial projects scope as a
set of internal projects.

This concept facilitates the procedure of projects change management and
the distribution of the impact of these changes on the affected work
packages.

Work packages can be tracked from their definition at the FEL planning
phases all the way to site installation.

The concept facilitates tracking down individuals who worked on each
package type. This is beneficial for finding team members who have
experience on certain types of work packages and for transferring tacit
knowledge between these individuals.

Using predefined work packages saves time, costs and efforts spent to
develop project baselines from scratch.

The concept introduces consistency to multiple projects scheduling
regardless of their type, duration or complexity.

The concept allows focusing on critical packages not critical activities.
The concept enables the seamless generation of multiple-project reports and

graphs at any required level of detail.
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The concept also:

Provides the ability to use crosstab and pivot tables to present project
schedules in a user-friendly format that maximizes the utilization of these
schedules in managing industrial projects.

Minimizes the need for the costly and inaccurate cost recasting procedure
by estimating projects using the work packages that would be used for
project execution.

Initiates a reliable and consistent methodology to measure progress and
evaluate performance in industrial construction projects. Results from this
approach can be detailed or summarized to meet the necessities of various
users at different management levels.

Provides risk management facilitators with a consistent approach to build
risk models based on predefined work packages for industrial projects.
Supplies team members during quantitative risk assessment workshops with
reliable historical data that really reflect uncertainties around projects’
schedules, costs and resource requirements.

Offers contractors a consistent approach for performing different scenarios
to forecast their workload and use these scenarios to determine the optimum
staffing capacity of any contractor.

Supports data mining and knowledge extraction practices in order to
transfer knowledge gained and lessons learned from completed projects to

future and in-progress projects.
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4.3.3 The Proposed Data Management Flow Chart

The procedure starts with a contractor identifying an opportunity to pursue part of
the scope of an industrial project as shown in Figure 4.3. Opportunity is presented
through direct request, bidding procedure or long term alliance. After identifying
an opportunity, the contractor initiates an internal project in the bid/proposal stage
in order to start collecting charges for preparing a bid or a proposal to the industrial
owner. A Project Manager (PM) is assigned to manage this newly initiated internal
project. Prior to performing any detailed planning of the project, the project
manager identifies the required resources and develops an initial schedule, budget
and resource histograms using the available information. Initial Planned Values
(IPV) is obtained at the project level based on adjusted historical data from

previously completed projects.

These IPV are added to the overall resource profile to verify the availability of
adequate resources for the new project. It is of essential importance to ensure that
the contractor has the required resources available when needed or at least a feasible
plan to obtain these resources. If the project fits well within the overall contracting
company workload, the company would go ahead trying to secure the new project;
otherwise, the project will be terminated and the costs of this pre-planning stage are
charged to overheads. If the project is secured, it is progressed to the planning stage

as shown in Figure 4.4.
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Figure 4.3: Flowchart of the Pre-planning Stage

The main purpose of the planning stage is to obtain frozen scope, schedule, cost
and resources baselines to be used during the execution stage of the project.
Freezing doesn’t mean the baselines are not going to change, it means the change
has to take place through the formal change management procedures to avoid
problems in execution. According to the research approach, the planning stage
starts with developing the detailed baseline scope using the concept of progressable
work packages as explained later in this chapter. Based on the defined baseline

scope, both the schedule and cost baselines are obtained utilizing the discovered
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knowledge from previous projects. Both the cost and schedule baselines have to be

combined together to form the resources baselines, which is called Original Planned

Values (OPV). Obtaining the OPV marks the completion of the planning stage and

the beginning of the execution stage of any project.
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Figure 4.4: Flowchart of the Planning and Execution Stages
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During the execution stage, the actual physical percent complete, Approved Project
Changes (AAC) and Actual Spent Values (ASV) are obtained periodically. All
these values have to be distributed on a weekly basis regardless of the length of the
reporting period. These values are used to calculate the weekly Actual Earned
Values (AEV), Cost Performance Index (CPI) and Schedule Performance Index
(SPI). If these performance measures are not acceptable, timely corrective actions
have to take place to bring the project back on the right track. These performance
measures are also used to predict the forecast completion date, cost at completion

and resource requirements.

44 IMPLEMENTATION OF THE PROPOSED FRAMEWORK

This chapter started with an analysis of the current practices for labour resources’
data generation, collection and storing in industrial construction projects. This
analysis revealed that labour resources data has several dimensions. These
dimensions are scope, schedule, cost, responsibility and performance. The analysis
also showed that there are major problems with the current practices in each of the
five dimensions. The existing problems hinder the proper application of data

mining and knowledge discovery techniques in this domain.

In order to overcome the existing problems, the concept of predefined progressable

work packages is used. This concept is an enhancement to the existing practices of

work packaging that addresses most of the problems with current practices. With
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the proposed framework, the five dimensions of labour resources data are managed

in an integrated manner.

First, the scope of each industrial construction project is completely defined as the
scope of a set of internal projects. The scope of each of these internal projects is
completely defined as a set of predefined progressable work packages. The scope
of each of these work packages is fully defined as determinate amount of a specified
key quantity. Examples of key quantities are: number of drawings for engineering
work packages, tonnes of steel for structural steel fabrication work packages, and
cubic meters of concrete for foundations site installation work packages. Five data
elements are collected on these quantities during the planning stage and another
three data elements are collected during the execution stage of any project. The
planning stage data elements are: FEL I estimated quantity, FEL II estimated
quantity, FEL III estimated quantity, Bid estimated quantity and original baseline
quantity. The execution stage data elements are: approved quantity changes, current
baseline quantity and actual quantity. Current baseline quantity is calculated by
adding the original baseline to the approved quantity changes. Not every package
will have values for all these data elements; however original baseline, current

baseline and actual quantities are mandatory fields.

Second, the history of individuals who are responsible for managing all the required
resources to perform the scope of each work package is stored in the data

warehouse. The data elements are: the individual name, resource name and the start
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and finish dates for assuming the responsibility. These data elements represent the
responsibility dimension of the labour resources data. Storing these data elements
in the data warehouse enables analyzing the impact of changing resource managers

on projects.

Third, the schedule of each work package is represented as a group of interlinked
pre-defined progress activities. These groups can be stored in the time management
software as templates for different types of work packages, internal projects or even
industrial projects. By using these templates as a start point to develop schedules,
the level of consistency between projects schedules increases significantly. By
using pre-defined progress activities, data mining techniques are easily
implemented to extract knowledge from multiple project schedules. Each progress
activity has a predefined weight to be used for progress measurement and
performance evaluation. The total weight of all progress activities has to equal one.
Detailed analysis studies can be applied to a sample for each production package to

determine these progress weights.

Furthermore, using pre-defined progress activities enables schedulers to present
lengthy schedules as crosstab reports as shown in Figure 4.5. This presentation is
truly user friendly and summarizes lengthy schedules in an understandable format.
Programming is used to highlight activities that have to be completed in two weeks,

delinquent and completed activities.

148



lssue For = | Return from 5 Issue For 5
External Review o Review W& Tender [IFT] ol

Utilities & Offsites (U#|0418/03 0.75 |100 [04/25/03 100 | 05/02/03
Battery Limits Table [|04/21/03 0.7% [100 [04/28/03 100 | 05/05/03

Deliverable

Utilities & Dffgites Inte04.521/03 075 |100 |04/28/03 100 | 05405/03 025 |00
04/21/03 075 100 |04/28/03 100 | 05/05/03 025 |10
Line Resizing 04/21/03 0.75 |100 [04/28/03 100 | 05/05/03 0.25 100
Line List 04/21/03 0.75 100 [04/28/03 100 | 05/05/03 0.25 100
04/28/03 075 |100 |05/05./03 100 | 05412403 025 |10
3D Modeling 0414/03 075 100 |04/21/03 100 | 04/28/03 025 |10

100 | 05/12/03
100 | 04/28/03

Electrical Lapouts  |04/28/03
General Arrangemen | 04/14/03

0.75 |100 |05/05/03
0.75 [100 [04/21/03

Plat Plans 04/11/03 0.7% [100 [04/14/03 100 | 04421403 0.25 100
Key Flan 04/11/03 0.75 |100 {04/18/03 04425/03 0.25 |10
Process [nput for Plo| 04/14/03 . 04/21/03 100 | 04/28/03 0.25 100
041003 065 100 [04A17/03 100 | 04/24/03 025 100
Elgctrical Load List |04/10/03 065 [100 [04417/03 100 | 04/24/03 0.25 100
04/14/03 075 [100 [04/21./03 0 |04/28/03 0.25 |50
Electrical Single Line|04/14/03 075 [100 [04/21./03 0 |04/28/03 0.25 |50
04/14/03 0.75 100 [04/21/03 100 | 04/28/03 025 |0
Contral Synopsis 04/14/03 0.7% [100 [04/21/03 100 | 04/28/03 0.25
04/14/03 0.75 |100 [04/21./03 100 | 04428403 0.25

0.75 100 [04/21/03
0.75 100 [04/21/03
0.7% [100 [04/21/03

100 |04/28/03
100 | 04/28/03
100 |04/28/03

Grading Plans 04/14/03
Firewsater Plans 04/114/03
Roadwap/Surfacing |04/14/03

o N e e e e e e e e e e e e e e s e |
-
=
=
00 ) O s e o o e e o | e o e s e
=
rJ
o
=

O e | | T o o 0 o | 0
=
e |
o
=
=
3 0 0 o A R R X R R R R || 3 A E R [ R R 3

0.25

Figure 4.5: Transferring the Schedule into Crosstab Report

The data elements are start and finish dates for original baseline, current baseline
and actual execution for each work package. This data can be automatically
obtained from the proposed timekeeping system that is also used to manage the cost

dimension of the resources data.

Fourth, the cost data is estimated and controlled at the work package level as the
cost of all the required resources to complete the package scope. Using the
predefined set of labour resources, hourly budget for every required resource
estimated and the average rates are used to transfer these hours to control budget.
Cost data elements include the minimum, maximum and most-likely original
baseline, current baseline and actual labour hours and costs of every resource in all
work packages. Pre-planning data such FEL I, FEL II, FEL III and Bid estimated

hours and costs can be stored as well if needed.
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The proposed time collection system is shown in Figure 4.6. This timekeeping
system collects actual hours by work package, phase, stage, resource, individual,
type and location where the work is performed. Any timekeeping system that is
currently used can be easily modified to collect actual data in the integrated
structured format. The type field is used to distinguish between productive vs. non-

productive time to maximize the value of the collected data.

3 ) Saturday) Suncay |Monday| Tuesday| Wednes Thursday Friday | Total
Project/ Work Package Phase Stage Resource Type Location 5 = = = a = ‘
o 0 ] 5 7 10 8 10 40
[F(1), Foundation for Plpsrack = 1 [Detik2 Engt & DesizFlannin Strorwral Enzin il Brodusive Edmonton Ofice 5 B 10|
[C1). Stuctural Steel for Pperack= 1 [Detailed Enginesring & D Stroc toral Enginering Wailng Edronion OFics 7 0 B 5 30|
1
1)
O
1|
5 ) saturday] Suncay [Monday| Tuesday|Wednes: Thursday Friday | Total
Project/ Work Package Phase Stage Resource Type Location 5 = = = i = ‘
& 0 [] 8 8 10 8 8 42
[T, Srucrural Steel for Pperacic= 1 [Fabrication [Execution | Cutting [Frodocive Edmonton Shop § B B 0|
1), Seuctors! Steel for Dipasck= 3 [Febrication Execution | Cotting | Trsining Ederonton Shop 6 H 8 »
O
[
[
1)
. . sarurday] Suncay [Monday| Tuesday|Wednes: Thursday Friday | Total
Praject/ Work Package Phase Stage Resource Type Location 3 = = = = =
- 0 ] 10 8 8 10 8 44
[E(1). Stuctural Stesl for Pperackc= 1 [Aes=mbly [Execution | Welding [Rework [Edmonton Yard 10 B § 10) B 4
1|
Project/ Work Package Phase Stage Resource Type Location 7 Senday | Momdag| o Byt ra  mocl
0 [] 10 8 n 10 § 46
(1), Foundation for Piperack = 1 Sits Inatallation [Execution [ Welding [Frodocive Siz 5
[(1). Stuctural Stee! for Pperaci= 1 Sitz Instzllation [Erecution | Welding [Prepering Fort Mchismay Sie 5 B 12 10 A 3
)

Figure 4.6: The Actual Cost Collection System

Fifth, the proposed concept provides a consistent methodology to measure progress
and evaluate performance at the work package level. By the end of the planning
stage of any project, weekly Original Planned Values (OPV) is obtained for every
resource. During the execution stage, approved changes are added to the Original
Planned Values (OPV) to obtain Current Planned values (CPV). Moreover,
progress is measured using percent complete of progress activities. This progress is

represented as weekly Actual Earned values (AEV).
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Actual spent hours and costs are obtained on a weekly basis and are used to
calculate the performance measures; CPI and SPI. Seven data elements are
collected and stored in the data warehouse. The first three data elements are the
minimum, maximum, and most likely Original Planned Values (OPV i cp)),
where zqcp) equals to the duration of the work package. The fourth data element is
the Actual Approved Changes AAC.,). The fifth data element is the Current
Planned Values (CPV(1.z). CPV represents the modified baseline resource-profiles
after considering the impacts of all approved project changes. The sixth element is
the Actual Earned Values (AEV(1.2)). AEV (1.5 is calculated by multiplying CPV (1.,
by Physical % complete(i.z. Physical % complete is obtained from the resource
manager of each resource at the work package level. The seventh element is the

Actual Spent Values (ASV(1.,) obtained from the timekeeping system.

These data elements are presented graphically as shown in Figures 4.7, 8 and 9 to
form the resource baselines. Figure 4.7 shows an example of a resource baseline
histogram that shows the Min, ML and Max estimated resource hours plotted over
the Min, ML and Max estimated durations. These histograms are obtained after
completing the planning stage and are frozen prior to execution. Figure 4.8 shows
an example of plotting the current planned, actual earned and actual spent hours
over the actual duration. These graphs are obtained after the completion of the
execution stage. Figure 4.9 shows an example of plotting the cumulative values per

week.
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Week 01

Week 02

Week 03 Week 04 Week 05 Week 06 Week 0T Week 08 Week 09 Week 10
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Figure 4.9: Plotting Cumulative Values per Weeks

With the introduction of the proposed concept, contractors can obtain sophisticated
forecast of their workload based on aggregating consistent data from all work
packages. This data aggregation can be graphically illustrated for each of in-

progress, planned, awarded and proposed projects.

Figure 4.10 shows an example of the proposed graphs for in-progress projects. The
graph shows actual hourly workload from the completed portion of in-progress
projects and the Min, ML and Max forecast values distributed over the Min, ML
and Max durations for these projects. These graphs can be prepared using the
mathematical summation of values from all work packages or using probabilistic

resource management software such as PertMaster.
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Figure 4.10: The Enhanced Workload vs. Capacity Graph

Since all graphs use hours as measuring units, graphs from all resource and all types
of projects are combined to obtain the overall company workload. These graphs are
based on facts and historical data and not on best guesses. The company
management can apply different scenarios based on their knowledge and
experience and utilizing the obtained graphs to determine the optimum capacity.
The objective of determining the optimum capacity is to minimize the resources

idle time and overutilization in order to maximize the profit and efficiency.

The same approach can be used to forecast the resource requirements for an
industrial project by combining data from all its internal projects. Since project
phases and resources are predefined, the summation and summarization process is

automatic, straight forward and doesn’t require user interference.
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Other resources data such as materials and equipment need to be added to the
proposed approach to maximize its value. Collecting this data using the concept of
predefined progressable work packages is expected to be straight forward exercise.
It requires completing the materials branch of the predefined RBS in order to
introduce consistency to the data collection process. Adding this other resources
data to the data warehouse, would make it complete with actual TIC costs of any
work package. Aggregating these costs up to the internal project and industrial

project level provides really useful information that can be used for data mining.

At the beginning of any project, owner’s executives are very interested in obtaining
a rough estimate of project costs to decide if they should spend money on the FEL
planning of the project. Utilizing the stored data in the data warehouse accompanied
with data mining techniques, cost per square meter for any specified type of
projects. These costs can be easily escalated to provide the executives with these
rough estimates for any of their proposed projects. Hence, this makes the proposed

system more appealing for executives to implement in their companies.

Executives rely on project managers to look at the details of the resource planning
and they always look for information at a very high level. Adding other resources
data to the proposed approach add executives to the range of end-users of the

similar to functional and project mangers.
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CHAPTER §: THE LABOUR RESOURCES DATA
WAREHOUSE

5.1 BENEFITS OF WAREHOUSEING RESOURCES DATA

With the introduction of computers, construction industry is inundated with data.
Industrial construction projects are among the most sophisticated types of
construction that presently faces many challenges. One major challenge is the
proper handling of the data generated while managing labour resources. The
objective of this research is to transfer this data to useful knowledge that would be
used to improve and to increase efficiency and productivity of labour resource

management practices.

In order to achieve this objective, Chapter 3 of this thesis provided an analysis of
the industrial construction projects domain and all the labour resources data
generation processes in that domain. Chapter 4 of this thesis analyzed the current
practices of resources data management and the existing issues with these practices.
Based on this analysis, an enhanced approach to introduce consistency in data

generation and collection at all five dimensions was developed.

To close the data utilization cycle, there is a need for a central, powerful and
structured location for storing the data in a format ready for data mining and
knowledge extraction. A data warehouse provides an optimum solution to satisfy

these needs.
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Data warehouses are different from traditional databases. They are subject-
oriented, contain only non-volatile, clean and validated historical data; and they are
designed for decision-support not operation-support. A data warehouse saves the
time, cost and efforts required to clean, preprocess and validate data. It prevents
manual data entry typos and mistakes. Storing clean, preprocessed and validated
data in a central location shortens the processing time required to respond to
complicated queries. The initial time, costs and efforts that are necessary to setup a
data warehouse are reasonable. To build a warehouse, there is a variety of

commercially available software in the market.

Data warehouses are designed and built to handle multidimensional data.
Therefore, by opting to use a data warehouse, contractors must adhere to a
structured way of data collection where all dimensions of resources data are
captured properly. Moreover, this would also encourage storing both planning and
execution data in the same central location. Existing practices store them in

different locations and format.

A data warehouse structures the stored data in one consistent format to support
decision-making and dynamic interactive data viewing from different angles. By
labeling each data point properly, decision makers can directly analyze the stored
data instead of getting lost between hardcopy documents and different format
electronic files. A data warehouse automatically exchange data between multiple

types of electronic files and data mining applications.
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5.2 BUILDING THE DATA WAREHOUSE

5.2.1 The Multidimensional Data Model

In order to design the data warehouse for resources data, all the data objects and
dimensions of each object have to be defined first. According to the resource
management data analysis that was illustrated in the previous chapter, seven objects
have to be modeled in the data warehouse. These objects are Industrial Owners
(I0), Industrial Construction Projects (ICP), Industrial Components (IC),

Contractors (CON), Internal Projects (IP), Work Packages (WP) and Individuals.

The multidimensional data model utilizes the work package as the main object for
data collection and storage. The six other objects can be seen as dimensions of the
work package, but they were modeled as objects to increase the efficiency and
generic applicability and integrity of the developed warehouse. Many dimensions
are organized in a hierarchical, aggregated structure, parent-child relationships.
Data entities at each level of the hierarchy can have different attributes. Examples
of these hierarchies are:

e Continent, country, province/state, city

e Year, quarter, month, week

e Group of companies, company, business unit

e Portfolio, program, project

e (ategory of resources, group of resources, resource, individual

e Category of phases, group of phase, project phase
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As shown in Figure 5.1, the work package is the centre of the multidimensional
data model. Each work package is connected to time dimension (representing as
calendar week), project progress over time (represented as reporting period
number) project phase, required resources, production package and industrial
component. The internal project is connected to an industrial project and a
contractor. The industrial component is connected to an industrial project, which is

linked to an industrial owner.

2o YO 2N o (e
. Production (C 311;:[9111
O . Facility . Week)
= | O Q £ O
.y Internal 0i Work
: i
@

Industrial Production @ .
. Component . Package

- Scope

. - Schedule
. . . . - Cost

- Responsibility
- Performance

Figure 5.1: The Multidimensional Data Model

Dynamic reports, graphs and data mining techniques make use of any of the
available attributes of all these objects to extract the knowledge from the data and
present it to the user in a useful and user-friendly format. By utilizing this structure,
all data points are now forming a well connected network that provides endless

options for data analysis.
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The work package also stores data elements the five dimensions of resources data.
The data elements include data from the planning stage represented as minimum
(Min), maximum (Max0 and most likely (ML) original baselines. Storing three
values for original baselines allows for probabilistic planning and uncertainty

modeling.

Data elements from the execution stage include current baselines, earned and actual
values and responsibility assignments. Storing the current baselines reflects the
changeable nature of projects and represents the fact that very few projects are
executed without any changes to the original plans. Storing both actual and earned
values allows for using Earned Value Management (EVM) techniques to connect
both costs and schedule performance measures. Storing responsibility assignment

data provided a tool for exchanging tacit knowledge between individuals.

It is important to understand how the multidimensional data model is translated into
the powerful snowflake schema while developing the labour resources data
warehouse prototype. The prototype was developed in MS Access for testing and
validating the research concepts. The prototype performed very well while being
testes using a large dataset from a large number of real industrial projects. The
dataset was provided from two partner companies and was modified for

confidentiality purposes as would be explained later in this chapter.
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5.3 THE SNOWFLAKE SCHEMA

Figure 5.2 shows the snowflake schema for the first two objects; the industrial
owners and industrial construction projects. Two fact tables represent both objects
and several dimension tables represent their attributes. The hierarchical dimension
table for the location, industry and WBS are shown in the graph. The owners’ staff
information is also stored in a third fact table. Industrial construction projects are
broken down to internal projects and industrial components as shown in the

diagram.
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Figure 5.2-a: The Industrial Owners and Construction Projects Schema
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Figure 5.2-b presents the snowflake diagram for another two objects; contractors
and internal projects. The individual staff information is stored in a two fact tables,

one for the industrial owners’ staff and the other for contractors staff.
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Figure 5.2-b: The Contractors and Internal Projects Schema

Figure 5.2-c presents the snowflake diagram for the work package object and its
fact tables for storing resource management data. Every work package is linked to
an industrial component and a production package. After that, each package is
broken into a set of progress phases, each of which is linked to an internal project.
Resource management data is collected at that level in four fact tables. Each fact

table is linked to its dimensional tables as shown in the figures.
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Figure 5.2-c: The Work Package Schema

5.4 THE DATA WAREHOUSE UNPUT (BACKEND)

The backend of any data warehouse represents the user interface for data entry. The
prototype data warehouse is designed to allow manual data entry or automatic data
transfer for other Online Transactional Processing (OLTP) systems. These systems
include Primavera or MS Project for scheduling data, cost estimating timekeeping,
and accounting systems for cost data and Human Resources Management Systems
(HRMS) for individuals’ data. The manual data entry required the design of a set
user interfaces to enable the hierarchical data entry that fit for the snowflake schema

of the data warehouse.
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Each of the seven objects is modeled as a fact table with a set of control attributes,
which will be used for dynamic reporting and data mining. The first of these seven
objects is the Industrial Owners (IO(i.x)), which is modeled as hierarchy of three
levels with the highest level to be group of industrial owners and the lowest level
to be Business Unit (BU) and individuals. This hierarchical modeling is very

important to enable dynamic reporting using all levels of the hierarchy.

The definition screen for the first object is shown in Figure 5.3 and it reflects the 3-
level hierarchical nature of industrial owners (IO(.x)) as defined in the data
warehouse. The object is modeled as fact table with several dimension tables linked
to it. Examples of theses dimension tables are: office locations and ownership types.
These dimension tables also represent the control attributes for dynamic reporting
and data mining. More control attributes can be easily added to the data warehouse

if needed.

Similar to industrial owners, contractors (CON(i.) are also represented through a
three-level hierarchical structure using the same control attributes as shown in
Figure 5.4. One more control attribute is added to represent the type of contractor
for filtering and grouping purposes. The values for this attribute include:
engineering only, procurement only, construction only, Engineering, Procurement
and Construction (EPC) and Engineering, Procurement and Construction

Management (EPCM).
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Figure 5.3: Industrial Owners (I0) Definition Screen
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Figure 5.4: Contractors (PPF) Definition Screen

The third object is the Industrial Construction Projects (ICPqo0)). The definition

screen for industrial construction projects is shown in Figure 5.5.
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These projects are defined as three-level hierarchy; portfolio of programs, program
of projects and industrial construction project. Some of these attributes are
hierarchical such as locations and industrial sector. From that screen, the user can

define all the internal projects for any industrial construction project.

5
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Figure 5.5: Industrial Construction Project Definition Screen

The fourth object is the Internal Project (IPaceppr), which are linked to both
industrial construction projects and contractors. The definition screen for internal
projects is shown in Figure 5.6-a. From that screen, the project-phase definition

screen can be accessed as shown in Figure 5.6-b.
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Figure 5.6-a: The Internal Project Definition Screen
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Figure 5.6-b: The Definition Screen for Internal Project Phases

The fifth object is the Work Package (WP p phase)), Which is used to collect all the
resource management data. The data entry screen for the dimensions of resources
data are shown in Figures 5.7, a, b, ¢, d and d. Figures 5.8, 5.9 and 5.10 show

examples of the definition screens for some of the hierarchical dimensions.
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EE work Packages for a Phase of an Internal Project ll

Project - Phase |D4E2665-D4, Dry Surge - Detailed Engineering & Design ;I
ICP Work Package |DDS, Foundations For Piperack # 001 ;I
Description ﬂ

]
Priority IHigh ;I WP Type IEWPJ Engineering Work Package ;I
Key Quaritity [Mumber of Drawings =] Unit of Measure [Each =1
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Original Baseline Current Baseline Actual
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Record: I<| { || 1k |H|He| of 176

Figure 5.7-a: Scope Definition Screen for Work Packages

EE Resources Data per Work Package x|

Work Package |D4E2665-D4, Dry Surge - Detailed Engineering & Design Phase, 005, Foundations for Piperack # 001 ;I
Resource |Engineering Services, Civil - Structural - Engineering ;I
Original Baseline Current
Actual

Min Max ML Baseline
Hours | so | 80 | 85 | 72 | 113
Labour Costs | $2,500 | $4,000 | §3,250 | g3,600 | $3,753
Non-Labour Costs | | | | | I
Start Date | | | 05-May-07 | | 12-May-07
Finish Date | | | 05-Jun-07 | | 22-Jun-07

Recard: 14 4 |[ 1T v |vi]e]|cr 1

Figure 5.7-b: Resource Data Entry Screen per Work Package
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B weekly Progress per Work Package N

x|
Work Package |D4E2665-D4, Dy Surge Project - Detailed Engineering & Design Phase, 005, Foundations For Piperack # 001 _'J
Resource |Engineering Services, Civil - Struckural - Engineering _'J
Period Number [Period Mumber 02 =1 Week Ending | 15-May-07
Year |200? 1 Quarter iSecond Quarter =1
Month |May =1 Week HWeek Mumber 22 =1
Original Baseline Current
Min Max ML Baseline
Hours | | | | 150
Labour Costs | | | | $7,500,00
Earned Actual CPI SPI
Hours | 130,00 | 170 | 0.76 | 0.86
Labour Costs | $5,670.00 | | $8,052,00 | 0.70 | 0.76
Record: 14| || 1k en|e# of 1

Figure 5.7-c: Weekly Progress per Work Package

EE Progress Activities per Work Package B

x|

Work Package

ID4E2665-04, Dry Surge Project - Detailed Engineering & Design Phase, 005, Foundations For Piperack # 001 ;I

Progress Activity |Engineering, Front End Loading, Issue for Review ;I
Activity Number | 54266
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A | Actual
f¥lin Max ML Baseline
Start Date | | | 05-May-07 | 12-May-07 | 19-May-07
Finish Date | | | 15-May-07 | | 26-May-07 | 26-May-07

Record: |<| 4 ” 1 » |r||>*| of 1

Figure 5.7-d: Progress Activities per Work Package

EE weekly Progress per Individual [l

Work Package

ID4E2665-D4, Dy Surge Project - Detailed Engineering & Design Phase, 005, Foundations For Piperack # 001 _'J

Resource |Pr0ject Services, Project Controls - Cost Contral _'J
Individual |Pr0ject Services, Project Controls - Management, {Raj, Hans) _'J
Period Number |Peri0d Mumber 02 ;l Week Ending | 22-May-07
Year |z007 =1 Quarter {5econd Quarter =1
Month [May =1 Week |Week Mumber 22 =1
ML Original ‘ Current ‘ ‘
Actual
Baseline Baseline
Hours | 0| 1w 1z
Labour Costs | $500.00 | $500.00 | | $600,00

Record: 14 ] PR T S

Figure 5.7-e: Weekly Hours per Individual
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Figure 5.8: Definition Screen for Locations
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Figure 5.9: Definition Screen for Industries
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Cateqary Actanym 1P
Cateqary Mame iIndustriaI Construckion Projects
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|Phase|[Phase] PhaseMame | PhageDescription [Act] Comments B
DEE Engineating
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| |04 DED Detailed Engineering & Design | Execute
| |05 S0 Shop Drawings
| |06 Pa Pracurement Support |
| |07 Cs Construction Support
08 AB As-Builting
— - M|
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Figure 5.10: Definition Screen for Project Phases

The individuals object is represented in the data warehouse as two fact tables to
store the data regarding all who are involved in industrial construction projects from
both the industrial owners and contractors. Some of the fields in these tables can be
automatically populated from the HRMS, others such as level of technical and

managerial experience would require a supervisor to assess them.

The data in the tables is limited to what the data warehouse needs to produce the
reports and provide a tool to exchange knowledge. The individuals’ data is linked
to an industrial owner or a contractor. After that, they are linked to the Resources
Breakdown Structure (RBS), which consists of three levels; category of resources,
group of resources, and resource. The position of the individual on this tree
hierarchy represents that individual’s functional reporting relationships in the

organization.
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Figure 5..11-a shows the data entry screen for the contractors staff. The history of
all positions held and responsibility assigned to each individual is stored in another
two fact tables in the data warehouse. The responsibility assignment screen for

internal projects is shown in Figure 5.11-b.

EE Project-based Production Facilities' Staff x|
roup of Organizations [WorleyParsons Lbd, =] aroup |Project Services =1
Organization Jcolt WarleyParsans =] Department |Project Cantrals =1
Business Uit [Edmanten Office =] Discipline [Management =1
Lask Mame | First hame [Hans
Primary Role IFunctinnaI Manager ;I Initials IRH
Secondary Rolel [Team Leader x| Secondary Rolez | =
Office Location I FPhone I—

Emnail | Fax [ ]

MetworkID | Mohile [ ]
Technicallewvel |5eniar 7| Access Permission |

ManagerialLevel |5enior r|  Aeive W

Marmal Hours [ \Week I—“rﬂ Max Hours [ \Week, I_SD_

Cammenks

Recard: 4| (| 1k |rie#for o

Figure 5.11-a: Data Entry Screen for the Contractor’s Staff
BE Prn]’ect-hasd Production Failiti Respnnsiiliy Hist 5 ﬂ_
Organization Resources

Group |worleyParsons Ltd, | Group [Project Services =]
Organization |Zalt WorleyParsans | Department [Project Management =
Business Unit  [Edmontan Office =] Discipine | =
Internal Program |SUNCOR SaC ;I Manager |Sri\r'astavaJ fjay ;I

= StartDate | 01-May-04
Finish Date I 31-May-07

Group of Projects |Steepbank Extraction Plank

Internal Project |

Comments

Fecord: |<|"|| 1k [rie#] of 1

Figure 5.11-b: Responsibility Data Entry Screen for the Contractors’ Staff
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5.5 THE DATA WAREHOUSE OUTPUT (FRONTEND)

5.5.1 Populating the Data Warehouse

In order to demonstrate the applicability of the integrated data collection structure,
a data set was obtained from one of the contractors that are partners in the NSERC
- Alberta Construction Industry Chair. The partner company is a global EPCM firm
that ranks amongst the top 10 in engineering firms in the world (Engineering News
Records - ENR, 2007). This firm specializes in all fields of industrial construction
such as hydrocarbons, minerals and metals, and power generation. The data
contained basic attributes for a set of industrial owners, industrial construction
projects and a collection of internal projects that are grouped in four internal
programs. For each internal project, the resource data was obtained and missing
data was obtained using a random number generating function. All numbers were
multiplied by random numbers for confidentiality purposes. The dataset has
thousands of records and the prototype data warehouse is capable of handling the
data and producing the reports without any noticeable delays. Table 5.1 shows an

example of the data set. All the required dimension tables were also populated.

The dataset is used to generate both detailed and summary project reports for
performance evaluation and benchmarking at the project level. Examples of these
reports are shown in Figures 5.12 and 5.13. Moreover, the dataset is used to
generate detailed OLAP reports as explained in the following section of this

chapter.
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Table 5.1: Example of the Data Set

Summary Internal Project Hours At Completion Report

ID | IntemalProject | Resource | Phase | Period Mumber | Week Ending | YearlD | QuarterD | MonthD |  WeeklD | Current BL Hours | Eamned Hours | Actual Hours | Min Oﬁ!
i 1 2 ] 1 28-May04 2004 2 5 22 64.00 23.22 19.00
2 1 2 8 2 0d-Jun-04 2004 2 [3 2 4.00 461 7.00
3 1 2 8 3 11-Jun-04 2004 2 ] 24 35.00 41.10 3200
4 1 2 8 4 18-Jun-04 2004 2 [ 25 2600 5370 £0.00
5 1 2 8 5 25-Jun-04 2004 a B 26 16.00 2670 56.00
3 1 2 8 5 02-Jul04 2004 3 7 fig £9.00 66.22 53.00
7 1 2 8 7 09-Jul04 2004 3 7 28 117.00 21.09 27.00
8 1 2 8 8 16-Jul-04 2004 3 7 29 2400 4088 30.00
9 1 2 8 E] 23-Jul04 2004 3 7 0 36.00 2278 38.00

10 1 2 [ ] 30-Jul04 2004 3 7 31 70.00 7168 42.00
11 1 2 8 1 DB-Augdd 2004 3 8 2 49.00 5618 3400
12 1 2 [ 12 13-Augdd 2004 3 [ 33 2500 750 30.00
13 1 2 8 13 27-Augld 2004 3 8 3 11.00 717 18.00
14 1 2 8 14 03-Sep04 2004 3 9 kS 86.00 8272 56.00
15 1 2 8 15 10-Sep04 2004 3 9 37 43.00 76.12 4400
15 1 2 8 16 17-Sepdd 2004 3 9 E3 197.00 71.20 40.00
17 1 1 [ 1] 21-May04 2004 2 5 21 200 2.99 200
18 1 1 8 2 26-May04 2004 2 5 bl 300 459 5.00
19 1 4 8 3 0d-Jun-04 2004 2 [} 23 400 290 8.00
20 1 4 8 4 11-Jun-04. 2004 2 B 24 6.00 264 2.00
21 1 1 8 5 18-Jun-04 2004 2 3 26 4.00 219 6.00
2 1 1 8 3 26-Jun-04 2004 2 [ 26 200 204 200
23 1 4 [ 7 02-Jul04 2004 3 7 27 300 1.43 3.00
24 1 1 8 ] 09-Jul-04 2004 3 7 2 5.00 275 3.00
x5 1 1 [ E] 16-Jul04 2004 3 7 » 2000 20.82 17.00
5 1 1 8 1 23-Jul04 2004 3 7 0 14.00 14.60 13.00
27 1 4 [ 11 30-Jul04 2004 3 7 3 400 6.42 12.00
ps) 1 1 8 12 13-Augdd 2004 3 8 kX 8.00 5.90 2300
» 1 1 8 13 20-Augdd 2004 3 8 3 45.00 2452 19.00
0 1 4 8 14 27-Pugdd 2004 3 8 3 4500 39.28 3200
3 1 4 [} 15 O3-Sepdd 2004 3 9 Es 19.00 455 3.00
2 1 1 [ 16 10-Sep04 2004 3 9 37 1.00 0.41 200
ks 1 5 8 1) 28-MayD4 2004 2 5 bl 1300 775 8.00
34 1 5 8 2 0d-Jun-04 2004 2 [ 23 a.00 18.22 10.00
35 1 5 8 3 11-Jun-04 2004 2 B 24 9.00 1011 6.00
*® 1 5 [ 4 18-Jun-04 2004 2 [3 2% 500 591 7.00
37 1 5 8 5 26-Jun-04 2004 2 [ 26 400 421 200
E: 1 5 8 3 02-Jul04 2004 3 7 27 7600 4153 2300
» 1 5 8 7 09-Jul04 2004 3 7 i 5.00 7.24 34.00
40 1 5 8 8 16-Jul04 2004 3 7 2 31.00 13.23 18.00
4 1 5 8 ] 23-Jul04 2004 3 7 0 800 1.68 200
42 1 5 8 10 30-Jul04 2004 3 7 3 400 289 20.00
43 1 5 [ 11 D5-Augdd 2004 3 [ 2 21.00 1251 17.00
44 1 5 8 12 13-Augdd 2004 3 8 3 20200 12684 24.00
45 1 5 8 13 20-Augdd 2004 3 8 Tl 3200 43.09 26.00
45 1 5 8 14 2T-Augdd 2004 3 [ E3 195.00 55.26 £3.00
a7 1 5 [ 15 03-Sep0d 2004 3 9 *® 7.00 5.02 5.00
| 48 1 5 8 16 10-Sep04 2004 3 9 37 1.00 131 1.00
Recordt 14| ([T T > [bie#] of 12877 « |
Datasheet View HUM

Chiginal Baseline Current Baseline % Variance  Actual Hours % Variance
04E2665, Dry Suige Project
Industrial Construction Projects, Engineering 1.388.00 2 326 00 67.58% 1.238,00 047
Fhases, Front End Loading (FEL) IT ’ ' ’
Industrial Construction Projects, Engimeering 2704 00 4368 00 26349 2 699 00 _03s
Phases, Front End Loading (FEL) IIT ’ ’ ’
Industrial Construction Projects, Engineering 16.076.00 20.074.00 87.07% 17.214.00 043
Phases, Detailed Engineering & Design ’ i ’
Subtotal Per Internal Project 20,258.00 36,768.00  8L.50% 21,274.00 -0.42
04E2662, MFT Transfer Pond 6 To Pond 7 Project
Industrial Construction Projects, Engineering 1.675.00 2 41200 44.00% 171800 029
Fhases, Front End Loading (FEL) IT ’ i ’
Industrial Construction Projects, Engineering 6.140.00 2 462,00 54100 6.366.00 033
Phases, Front End Loading (FEL) IIT ’ ’ '
Industrial Construction Projects, Engimeering 934400 15.904.00 70.21% 10.103.00 036
Phases, Detailed Engineering & Desion ’ ’ ’
Subtotal Per Internal Project ‘ 17.159.00 61.59% 15.187.00 -0.35

Figure 5.12: Example of the Summary Internal Project Hours at Completion

174



Detailed Internal Project Hours At Completion Report

Resource Original Baseline Current Baseline % Variance  Actual Hours % Varicsice

04E2665, Dry Surge Project

Industrial Construction Projects, Engineering Phases, Front End Loading (FEL) IT

Engineering Services, Piping - Design/CAD 702.00 882.00 25.64% 588.00 033
Project Services, Project Controls - Cost Estimating 132.00 185.00 33.09% 152.00 018
Project Services, Project Controls - Cost Control 272.00 62400 123.66% 268.00 057
Construction Services, Construction General Mana 268.00 635.00 136.94% 230.00 0.64
Subtotal Per Project Phase 1,383.00 2,326.00 67.58% 1,238.00 -047

Industrial Construction Projects, Engineering Phases, Front End Loading (FEL) ITT

Engineering Services, Piping - Design/CAD 192.00 286.00 43.72% 235.00 018

Project Services, Project Controls - Cost Estimating 153.00 38900 154.25% 162.00 057

Project Services, Project Controls - Cost Contrel 523.00 795.00 52.20% 521.00 035

Construction Services, Construction General Mana 1,912.00 2,897.00 S0.96% 1,897.00 035
Subtotal Per Project Phase 2,7%4.00 4,368.00 56.34% 2,822.00 -0.35
Wednesday, February 11, 2060 Page 1of 113

Figure 5.13: Example of the Detailed Internal Project Hours at Completion

5.5.2 OLAP Reports

The difference between OLAP reporting and traditional reporting is that OLAP
focuses on analyzing and exploring historical data, meanwhile traditional reporting
focuses on accessing data for daily business needs (Howson, 2008). Howson also
stated that OLAP reports do not have to be generated from a specific OLAP
reporting tool as long as they maintain a set of characteristics. These characteristics
are:

1. Multidimensionality, which provide the users with ability to analyze data

from different angles.
2. Highly interactive, where the users are provided with the ability to select

different grouping and filtering variables for their reports.
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3. Variability of aggregating levels, where the users are able to view the data
at a highest possible level or drill down to any required level of detail.

4. Cross-dimensional calculations, which requires the development of
complex queries to enable the users to analyze the data using a single
dimension or multiple dimensions.

5. Speed, which means pre-prepared query results are stored in the data

warehouse to shorten the report processing time to a minimum possible.

The developed prototype considered all these aspects for producing the reports. The
multidimensionality that was established through the snowflake schema provided
vast options for data viewing from different angles according to users’ needs. The
users are able to dynamically customize the reports by selecting the grouping and
filtering attributes. The produced reports can be aggregated to any required level
starting from the work package all the way up to a contracting company or
industrial owner. The prototype allows the use of multiple dimensions to combine
in complex queries such as combining time, phases, resources and grouping levels
in one report. All the generated reports from the prototype took less than a fraction

of a second to be produced due to the preprocessing and summarization of data.

The design of snowflake schema is one of the main challenges in this research and

consumed months and efforts to achieve the optimum design that properly represent

the data structure and is capable of producing all the necessary reports.
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The snowflake schema and the sophisticated structured queries are used to enable
the users to view the stored data in the data warehouse from any required view to
meet the business needs. The users include both axes of the matrix organizations,
functional and project managers. OLAP techniques include slice and dice, drill-
down and roll-up and pivoting. Slice and dice provides the users with filters and
grouping capability to view a specific sub-set of the stored data. Drill-down and
roll-up provides the users with aggregating capability to view a specific sub-set of
the stored data according to the required level of detail. Pivoting enables the users
to view the data from different angles. All these techniques are applied to the data

warehouse using the simulated set of data as shown in this section.

5.5.3 Utilizing the Slice and Dice OLAP Technique

The slice and dice technique is ideal for viewing resource data in both vertical and
horizontal directions. Slice technique is used when dealing with one dimension of
the data, while dice is used when dealing with multiple dimensions. Vertical
grouping summarizes resource data for a single internal or industrial project to
enable project managers from either contractor or owner side to perform their
analysis. The analysis includes package durations, resource amounts and
performance measures. This analysis accompanied with lessons-learned from
previously completed projects can help in improving performance of new projects,
avoiding repeating the same mistakes and minimizing any false perceptions that
may exist. An example of a detailed report showing every resource per work

package for an internal project is shown in Figure 5.14.
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Detailed Iternal Project Hours Grouped by Phase and Work Package

Original Current Actual
Quantity Budget HoursTtem OQuantity Budget HoursTtem Quantity Budget HoursTtem

Internal Project: Breaker Pump Box
Project Phase: Front End Loading (FEL) I

Work Package: Block Diagrams for BPB Scope of Work

Engineeting Services, Electrical - Design/CAD 482.00 473 701.00 8.45 505.00 in
Engineering Services, Instrumentation - Design 413.00 4.05 j&1.00 4.59 364.00 1.91
Engineering Services, Civil - Structural - Engin 259.00 254 161.00 1.94 §59.00 343
Woik Package Sub-total: 102 1154 1131 83 1,243 1498 192 1,623 845

Work Package: Buildings for BPB Scope of Work

Engineeting Services, Electrical - Design/CAD 390,00 275 20.00 0.11 i12.00 6.58
Engineenng Services, Civil - Structural - Desig 419.00 295 562.00 2.94 44.00 0.49
Engineering Services, Instrumentation - Engine 423.00 298 541.00 285 190.00 2.04

Work Package Sub-total: 142 1,232 8.68 190 1,123 591 93 848 912
Swmurday, February #17, 2600 Page Iof 62

Figure 5.14: Detailed Single-Project Multiple-Resources Report

The report is grouped by project phase and work package, however it can be
grouped or filtered by any of the control attributes such as internal program, etc. A
summarized version of the report without resource details is shown in Figure 5.15.
These reports are also produced for a single industrial project showing the resource
data from all the internal projects that were performed. All numbers shown in the

report were modified for confidentiality purposes.
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Detailed Iternal Project Hours Grouped by Phase and Work Package

Original Current Actual
Quantity Budget HoursTItem OQuantity Budget HoursTItem Quantity Budget HounrsTtem

Internal Project: Breaker Pump Box

Project Phase: Front End Loading (FEL) 1

Block Diagrams for BPB Scope of Work 102 114 1131 83 1243 1498 192 1623 845
Buildings for BPB Scope of Woik 142 1,232 8.68 120 1,123 5.91 93 848 9.12
Foundations for BPB Scope of Woik 172 766 445 46 1,276 27.74 96 1,097 1143
Installation Details for BPB Scope of Work 211 703 3.76 113 1,027 209 240 829 345
il\lﬁ ll‘lt“l'l?lllﬂliﬂll Dwgs for BPE Scope of 11 814 74.00 201 913 4.54 150 1467 9.78
o1k
Layouts for BPE Scope of Work 31 1065 .35 138 1,163 843 246 1,175 4.78
Lists for BPB Scope of Work 185 924 4.99 1 987 6.41 S0 1,393 2786
Mgmt. & Coord. for BPB Scope of Work 24 1445 6021 0 975 19.50 60 79 1298
Misc. Dwgs. for BPE Scope of Work 113 1352 1196 122 1028 843 112 125 1121
Saturday. February 67, 26090 Page Tof 18

Figure 5.15: Summarized Single-Project Multiple-Resource Report

Horizontal summarization is applied to view single resource data from multiple
internal or industrial projects. These reports are designed for resource managers and
benchmarking purposes. An example of a detailed report for a single resource
grouped by internal project and project phase is shown in Figure 5.16. A
summarized version of the report that doesn’t demonstrate the project phases’ data
is shown in Figure 5.17. These report examples illustrate the endless powerful
capabilities of the slice and dice OLAP techniques once the data is generated,
collected and stored properly in the data warehouse. The snowflake schema
combined with the slice and dice technique provides the user with ability to develop
very powerful dynamic queries to meet their exact specific needs regardless of their

managerial level in the matrix organization structure.

179



Resource Hours Grouped by Project and Phase

Original Carrent Actual
Quantity Budget HoursTtem Quantity Budget HoursTtem Quantity Budget HoursTtem

PPI Resource:  Engineering Services, Civil - Structural - Design/CAD

Internal Project: Breaker Pump Box

Front End Loading (FEL) I 3,725 3824 3,192
Front End Loading (FEL) IT 3,589 5,139 1,910
Front End Loading (FEL) IIT 3895 4279 3,106
Internal Project Sub-total | 11,209 13,242 8,208

Internal Project: Dry Surge

Front End Loading (FEL) IT 4,466 3930 3,224

Front End Loading (FEL) III 2,299 3,031 3,876
Internal Project Sub-total 6,765 6.970 7,100

Saturday. February 07 2669 Page Tof 11

Figure 5.16: Detailed Single-Resource Multiple-Projects Report

Resource Hours Grouped by Program and Project

Original Baselme Current Baselme Actual

PPF Resource:  Engineering Services, Civil - Structural - Design/CAD

Breaker Pump Box 11,209 13242 8,208
Dry Surge 6,765 6970 7,100
MFT Transfer Pond 6 To Pond 7 6,351 9,130 7,256
South Booster Pump House (SBFH) 8545 9,772 9,189
Internal Program Sub-total: 32.870 39,114 31.753
PPF Resource Sub-tot 32,870 39,114 31,753

PPF Resource:  Engineering Services, Civil - Structural - Engineering

Breaker Pump Box 7,745 8,618 8,159
Dry Surge 5954 4,891 4,004
MFT Transfer Pond 6 To Pond 7 11,350 12,201 12,289
Saturday, February 87, 2669 Page L of 4

Figure 5.17: Summarized Single-Resource Multiple-Projects Report
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The same set of reports is also produced for industrial projects to enable industrial
owners to compare performance of the same resource between various internal

projects that are performed by different contractors.

5.5.4 Utilizing the Roll-up and Drill-down OLAP Technique

The developed data structure and snowflake schema in the data warehouse enables
the full utilization of the roll-up and drill-down OLAP technique; also known in the
industry as the-peel-the-onion technique. The available resource data is viewed
either in a very detailed format at the resource per work package level or in different
levels of summarized format up to the industrial portfolio levels. Because of the
way the data collection was structured and the way the metadata was assigned, the
output is seamlessly obtained. Figure 5.18 shows an example of a report grouped
by internal program, meanwhile Figure 5.19 shows an example of a report grouped

by industrial portfolio.
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Internal Program Hours Grouped by Project and Phase

Original Baseline Current Baseline Actual

Internal Program: SUNCOR SoC
Internal Project: Breaker Pump Box
Engineering Services, Civil - Structural - Design/CAD 3,725 3824 3102
Engineering Services, Civil - Structural - Engineering 3,332 2,111 2436
Engineering Services, Electrical - Design/C AD 3,307 4000 4,600
Engineering Services, Elecirical - Engineering 1.817 1347 2,572
Engineering Services, mstomrentation - Design/CAD 1,833 1505 2037
Engineering Services, Instmnentation - Engineering 4.087 4605 3.367
Front End Loading (FEL) I 18,101 18,322 18,204
Engineering Services, Civil - Structural - Design/CAD 3,580 5130 1910

2,031 1992 1,666

Engineering Services, Civil - Structural - Engineering

Saurday, Febraary 87, 2009 Page I of 8
Figure 5.18: Summarized Report Grouped by Internal Program
Resource Hours Grouped by Program and Project
Original Baseline Current Baselme Actual
Industrial Portfolio: Debottelnecking Programs
Breaker Pump Box (Initiative # 02) 54,850 60956 53,434
Dry Surge (Initiative # 01) 35968 37,288 37,728
Industrial Program Sub-total: 90,318 08,244 91,162
Industrial Portfolio Sub-tota 90,818 98,244 91,162
Industrial Portfolio: Tailings Programs
MFT Transfer Pond 6 To Fond 7 53058 58 433 57,371
South Booster Pump House (SBPH) 57,565 58,07 55,378
Industrial Program Sub-total: 110,623 116,512 112,749
Industrial Portfolio Sub-tota 110,623 116,512 12,749
Saturday, Febraary 87, 2609 Page I of 1

Figure 5.19: Summarized Report Grouped by Industrial Portfolio
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5.5.5 Utilizing the Pivoting OLAP Technique

Pivoting is one of the most useful and powerful OLAP techniques. It provides users
with infinite possibilities to view and analyze stored data. The key to successful
data pivoting is the consistency in storing data and assigning the right metadata to
it. Pivot reports present the data in a two-dimensional matrix that has grouping
filter(s) and multiple row and column headings. In addition, pivoting provides users
with the ability to utilize control attributes for filtering the data to view only the
required data subset. Figure 5.20 presents the pivot structure for a report showing
the three main resource data elements (current baseline, earned and actual spent
values) for a single contractor represented in hours. The values are grouped by year,
quarter and month and can be filtered by internal portfolio, program, project phase
or resource. The pivot table report is shown in Figure 5.21. Whereas, Figure 5.22
is a graphical representation of the Current Planned Values (CPV), and 5.23 is a
graphical representation of Actual Earned Values (AEV). Both these graphs are
generated automatically from the pivot table report. The pivot table and graphs
allow contractors to analyze their performance over the years as shown in Figure

5.24.
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Figure 5.20: The Pivoting Structure for the Three Main Data Elements

1] hd

Al ~

Al ~

(Al hd

Il hd

WMonth_~[

Year ~|Quartel v|Data hd 1 2 Z 4 5 6 T 8 9 10 11 12|Grand Total
2004 1| Sum of CurrentBLHours 62285 111680 246571 4,205.47
Sum of EamedHaurs 34392 BBE58 1367 94 2,578.44
Sum of ActualHours 32025 99550 146975 2,785.50
2|Sum of CurrentBLHoure 3119.14 318973 426627 10,575.14
Sum of EamedHours 270565 180345 254805 645715
Surn of ActualHours 204850 1697.00 2F0375 6,349.25
3| Sum of CurrentBLHours | | 649217 664133 977238 21,905.88
Surn of EarmedHours & 357326 354910 5086744 12,989.61
Surn of ActualHours 386300 368150 565550 13.220.00
4|Surm of CurrerdBLHours 946166 911216 1344650|  32,020.32
Sum of EamedHours B550.52 B577.51 738612 2051415
Sum of ActualHours B747.00 B34675 757150) 20,665.25
2004 Sum of CurrentBLHours 62285 1,11690 246571 3.119.14 318973 426627 BA9217 5B4133 977238 946168 911216 1344650) 68.706.81
2004 Sumn of EarmedHours 34392 BR6S58 136794 210565 1080345 254805 357326 354910 586744 655052 BA7751 738612 42,539.55
2004 Surn of ActualHour: 32025 99560 146975 204850 1/97.00 20375 388300 366160 5656650 674700 634675 7571600 43,020.00
2005 1| Sum of CurrentBLHours | 16,130.95 17 150.69 19,165.68 52,M47.53
Surn of EarmedHours 8520.27 10,434.89 1084007 29,795.23
Surmn of ActualHours 7,902.50 10,076.75 1024950 28,228.75
2|Sum of CurrentBLHoure 21.241.00 20417.93 1537462 57,033.56
Sum of EamedHours 13,084.20 11,890,111 974494 34.719.24
Surn of ActualHours 13,798.75 11,550.25 11,251.75 36.600.75
3| Sum of CurrentBLHours 2257558 1601255 16827568 56,863.82
Surn of EarmedHours 1233574 10085 47 1384682 36,277.02
Surn of ActualHours 13,143.50 10606.25 13,406.00 37.155.75
4|Surn of CurrerdBLHours 1700482 1414573 1053539  41,685.94
Sum of EamedHours 954071 B39245 657996 24,513.13
Sum of ActualHours 976450 891500 6ES3.50) 25,368.00
2005 Sum of CurrentBLHours 16,130.95 17,150.69 19.165.88 21,241.00 20,417.93 1537462 2257558 1601255 18.275.68 17,004.82 14,14573 10535.39| 208,030.85
2005 Sumn of EarmedHours 8520.27 1043489 1084007 13,084.20 11,890.11 974494 1233574 10095 47 1384582 954071 839245 GA79.96) 125,304.62
2005 Surn of ActualHours 7.802.60 10,076.75 10,249.60 13798.75 11,560.25 11,261.75 13,143.60 1060626 1340600 9764560 891500 AHBSE0| 127,353.25
2006 1| Surm of CurrentBLHours | 9,23218 952596 13898.15 33,056.30
Surn of EarmedHours 5B678.15 599284 721316 18.884.16
Surmn of ActualHours 5347.50 574450 708925 18.151.25
2|Sum of CurrentBLHoure 919965 900232 B39 22 26,599.19
Sum of EamedHours 5770.22 5711262 549285 16.375.49
Sum of ActualHours 567475 536600 579550 17.036.25
3| Sum of CurrentBLHours 589263 411297 5420116 15.425.81
Surn of EarmedHours 36218 278746 322313 9,672.78
Surn of ActualHours 345225 275276 329225 947725
4|Surm of CurrerdBLHours 494357 257802 267864) 10,200.23
Sum of EamedHours 254238 1968519 196188 6,469.45
£ QMENDE DnROn 1oan o £ 102 50

Figure 5.21: Pivoting Report Grouped by Year,

Quarter and Month
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Figure 5.22: Dynamic Pivot Graph for Current Planned Values (CPV)
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Figure 5.23: Dynamic Pivot Graph for Actual Earned Values (AEV)
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Figure 5.24: Summary of the Three Main Data Elements over Years

Another variation of analyzing the same dataset is by using pivoting by resource

and phase as shown in Figure 5.25. This report is summarized in Figures 5.26 and

5.27 as columnar and pie-chart formats in order to show the variation in the

contribution of each resource to the ASV between different years.
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Fortiolo
Progran
Projectl Al ___+|

2004 Tota| 2005 2005 Total 2001
Phase ~ [Resource ~|Data B 1" 12 1 2 3 4 & 3 7 3 ) 10 11 12
6 1{Sum of CurrentBLHoUr 10.38 3354 893.69 6488 1471 6.00 138 37.07
Sum of EarnedHours 1011 952 57119 3942 14.66 9.63 019 63.90
Sum of ActualHours 1275 B650] 583.50 36.25 1525 550 1.00 59.00
2[Sumof CurrentBLHoury 17620 377.83| 2459.51| 19123 24086 19034 3152 80.71 66,34 57.40 1.21 56.08 97.97 12955  326.82| 1476.13] 2152
Sum of EamedHours 16083  22250| 1,518.91 14813 18358 8322 2919 4776 54.01 5607 1.66 3935 B7.70 8432 87.21 902.19| 14561
Surn of AcualHours 19200 21600 1.619.00| 127.00 169.25 92.00 30,50 55.00 60.50 68.00 1.00 2825 64.00 6575 13375 895.00] 1245
4|Sumof CumrentBLHourg 22185 277B1| 3,316.34| 12561 2478 2912 2950 2208 7445 15.09 27.00 2700 10488 T9.07- 15713 57519 1195
Sum of EatnedHours 22635 17327| 1,779.73 80.04 2018 30.05 2088 1075 3238 13.34 2488 2305 13237 89.36 15.39 492.76| 1022
Sum of ActualHours 20000 13650| 1,729.75 98.75 3450 4400 17.50 1125 2550 19.00 25.00 3725 12400 8400 17.75 538.50| 1022
5|Sum af CurrentBLHour: 206.48 6208 5868 18.41 141.07
Sum of EamedHours 145.89 78.69 46.01 B.74 13144
Sum of ActualHours 194.75 48.00 2975 7.50 86.25
6SumofCurrentBLHoury  29.05  20.04] 1,282.90 3561 13276 27262 13442 20943 9592 17591 15545 13984 12212 22232 301.13| 1,99354] 1033
Sum of EamedHours 1711 248| 83101 3760 10228 8515 10157 17485 85.82 91.70 9958 10171 8844 10421 14660| 1,220.70 B4.8:
Surn of AcualHours 41.90  1250] 828.00 58.50 129.00 10350 10825 160.50 13500 85.50  100.50 9800 13235 126.00 163.00) 1,400.00| 552
6 Sum of CurrentBLHours 43748 709.02) 8,158.93] 41743 41319 498.09 20282 312.22 23672 31138 242.34 21892 34438 43184 643.68 4,273.00] 438.1
6 Sum of EarnedHours 41451 413.77] 4,846.73] 30620 33070  218.04 15182 23346 172.21 238.80 172.23 16410 29525 277.88 259.30] 2,819.99| 312.74
6 Sum of 44625 37150] 495500 32050 34800 246.00 15725 226.75 221.00 22150 15625 16350 32775 27575 314.50| 2978.75 282.00
7 1{Sum of CurrentBLHoury 73687 1,05584| 9476.21| 103018 30064 68079 75885 51.89 2876 17674 21924 42084 508 15148 23408 4,059.19] 161.0
Sum of EarnedHours 306,83 36216 561286 43414 23992 457.64 40258 63.61 9.01 15930 11134 19160 942 126.03 189.22) 2,403.81| 182.0
Surn of ActualHours 37275 34100| 5518.50) 35800 26825 32075 40450 4425 1426 17626 10725 20075 1050 11200 18575 2,204.50) 161.0I
2[Sum of CurrentBLHour 446.31 4170 10975 241.30 65.21 9744 17787 19680 18071 39283 477.19] 1,940.90| 5721
Sum of EamedHours 470.94 2151 10022 10878 8243 8368 12747 10770 17118 16002 337.34| 1,320.04| 2430
Sum of ActualHours 541.50 2275 85.00 11375 94.50 81.00 9825 16875 16825 14850 27775 1,258.50) 2315
4{Sum of CurrentBLHour: 1373 3516 13816 942 11923 24058 6247 7248 3368 724 23771 930.91] 2640
Surm of EarnedHaurs 10,80 15.67 53.96 10.30 76.32 53.25 71.03 7416 521 326 13352 527.91| 1781
Sum of ActualHours 18.75 30.50 37.00 1250 5500 4250 59.75 87.35 52125 350 13975 489.50] 1522
5|Sum af CurrentBLHoUY: 1686 12366 12860 5985 14526 474.32 84.2
Sum of EamedHours 1257 BB 57 2938 2780 13066 266.97| 1301
Surm of ActualHours 16.50 4550 18.50 3850 11435 234.25 78.2
6|Sumof CurrentBLHoury  29.67 625 560.06 56.37 7003 14255 189.04 38.06 110,67 606.72| 2203
Sum of EamedHours 27.05 1024  269.66 73.88 50.08 67.80 B1.87 19.88 86.91 370.51| 2605
Sum of ActualHours 6.25 825 271.2 90.25 61.25 45.50 42 38 103 382 187.7:
7 Sum of CurrentBLHours | _780.26 1,062.09/10,517.74] 1,169.35 310.05 72249 8686 293.19 1421 579.50  546.57  956.42 537.: 6090.56 1,204.91] 8,012.0
7 Sum of EarnedHours 34468 372.39| 6,369.1 488.10 25022  479.14  511.8¢ 173.39 77.77 37011 37219 507.83 323 337 897. .
7 Sum of ActualHour: 427.75 34925 6,361.7" 396.00 271.75 34350 4895 158.00 63.75  390.00  343.00 547.75 293 341. 831.
1{Sumof CurrentBLHoury 41623 42581| 3,264.1 41629 284.09 165.05 202.75 144252 75.92 189149  459.21 6.37 1.12
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Figure 5.25: The Three Main Data Elements Grouped by Phase and Resource
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Figure 5.26: Resource Contribution to ASV per Year in Column Format
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Figure 5.27: Resource Contribution to ASV per Year in Pie-chart Format

In addition to yearly and monthly viewing, it is possible to view the data on a
detailed weekly level. Figure 5.28 shows the three main data elements distributed
over a weekly calendar basis. Such a representation allows users to analyze resource

utilization over detailed time periods.

On the other hand, Figure 5.29 shows the same data subset distributed over
reporting period for comparing resource utilization as projects progress. The
purpose of showing this sample of reports is to illustrate the powerful capabilities
of dynamic reporting techniques in helping various users to view and analyze
historical data, make sound and timely decisions, maintain competitive edge and

maximize the business profit.
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Figure 5.28: Weekly Resources Utilization per Internal Project
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Figure 5.29: Weekly Resource Utilization per Reporting Period
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5.6 THE KNOWLEDGE EXCHANGE TOOL

The developed data warehouse is easily used in helping users exchange tacit and
explicit knowledge elements. To achieve this objective, a simple knowledge
definition screen is added to the data warehouse as shown in Figure 5.30. The
knowledge definition screen allows the user to define knowledge elements by work

package and resource.

By linking every knowledge element to a work package, the knowledge element
inherits all the attributes of the parent work package. These attributes include the
production package type, project phase, internal project, program or portfolio,

contractor, industrial project, program or portfolio and industrial owner.

The process of linking knowledge elements to a specific work package allows users
to search the knowledge base using any of the package predefined attributes. The
existing knowledge portals, which are rarely used in the industry, rely mostly on

searching by key words returning lots of irrelevant results to the users.

Knowledge elements are classified into groups and categories as well. Lessons
learned, risks and issues are examples of these knowledge categories. The risk
category includes two main groups; technical and managerial. The issues categories
include several groups such as quality, safety, communications, material

management, software, etc.
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EE knowledge Elements x|

Work Package |D4E2665-D4, Dry Surge Project - Detailled Engineering & Design Phase, 005, Foundations For Piperack # 001 ;]
Resource IEngineering Services, Civil - Structural - Engineering ;]
Knowledge Element !Risks, Technical, Soil Condition |
Description Problem with Type & Foundations due to the soil conditions]

Solution Use bype B Foundation For this soil conditions

Related Files iC:lF‘roject Files\04E2665-041Fhotos| Foundations
Record: 14| || 1w e e of 1

Figure 5.30: The Knowledge Definition Screen

To exchange explicit knowledge, the user can easily query the data warehouse to
find the required knowledge elements using the dynamic knowledge finding screen
as shown in Figure 5.31. The dynamic knowledge finding screen allows the user to
filter the knowledge base by any of the control attributes and create any necessary

combinations.

To exchange tacit knowledge, the user can easily query the data warehouse to find
the individuals who worked on the areas related to the required knowledge using
the dynamic personnel finding screen as shown in Figure 5.32. The dynamic
personnel finding screen enables the users to find individuals who have worked on
certain production package types, project phases, internal projects, programs or
portfolios, contractors, industrial projects, programs or portfolios. All the fields on
the form are showing the hierarchical nature of the attributes and allow the user to

select values at any level of the hierarchy. This means the user can select all internal
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projects, a specific internal project, a program or a portfolio of internal projects.
This provides the user with maximum flexibility to narrow down their search and

find only the targeted answers.

EE Exchange Tacit Knowledge I |

Find individuals who worked on:

Industrial Owner I.C\II Owners

Industrial Project |.C\II Industrial Projects

Components |F'.II Componenks

Industry IOre Preparation Plants, Qil Sands, Hydracarbons

PPF |Edm0nt0n Office, Colt WarleyParsons, WorleyParsons Led,

Internal Project |P.II Internal Projects

Project Phase IIndustriaI Construction Projects, Engineeting Phases, Dekailed Engineering & Design

Production Pckge IEPCM Packages, Civil Work, FOUNDATIONS

2 5 A A ) 6 A A A

Resource |Engineering Services, Civil - Structural - Engineering

Between Dates:

From: | 01-Jan-00 To | 31-Dec-08

Find Individuals |

Figure 5.31: The Screen for Exchanging Tacit Knowledge

B8 Exchange Explicit Knowledge [ =l

Find the Knowledge You Need in:

Knowledge Item |RisksJ Techrical, Soil Condition

Industrial Owner |AII Owners

Industrial Project |.°.II Industrial Projects

Components |.°.II Compaonents

Industry |Ore Preparation Plants, Qil Sands, Hydrocarbans

PPF |Edm0nt0n Office, Calt WorleyParsons, WorleyParsons Led.

Internal Project |AII Internal Projects

Project Phase |Industria| Construction Projects, Engineering Phases, Detailed Engineering & Design

Production Pckge |EPCM Packages, Civil Work, FOUNDATIONS

0 S A L ER KR

Resource |Engineering Services, Civil - Structural - Engineering

Between Dates:

From: | 01-Jan-00 To l 31-Dec-05

Find Individuals |

Figure 5.32: The Screen for Exchanging Explicit Knowledge
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An example of the output for exchanging explicit knowledge is shown in Figure

5.33. This seemingly simple procedure saves tremendous amounts of time, effort

and frustration that stems from trying to locate knowledge elements or individuals

who possess a specific needed knowledge. Once enough knowledge elements are

obtained from projects, a generic library can be built and shared with all project

management teams prior to starting any work package. This practice is expected to

minimize repeating the same mistakes to a significant extent.

Knowledge Elements Report

Work Package

Knowledge Elament

Solution

Hyperlink

Risks, Technical, Seil Condition

Engineering Services, Civil - Strnctural - Engineering

04E2665-04, Dry Surge Project - Detailed
Engineering & Design Phass 003, Foundsations
for Piperack # 001

04E2663-04, South Booster Pump House
(5BPH)Praject - Detailed Engineering & D esign
Phase, 005, Foundations for SBPH Scope of
Wirk

04E2662-04 MFT Transfer Pond 6 ToPond 7
Project - Detailed Engineering & Design P hase,
005, Foundations for MFT Scope of Wark

Tuesday, February 16, 2009

Soil may be
contaminated

Rocks Might be found
on site

Problem with Type A
foundations due to the
soil conditions

Do erviromental check

Do more soil investigation

Use type B foundation for
this soll conditions

P roject Filesi04E 2665-
041F hotos'F oundations

Page Iof I

Figure 5.33: The Output of Finding Knowledge Elements
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5.7 SYSTEM IMPLEMENTATION

In order to implement the proposed framework, several steps have to be taken in
three main streams. The first stream is to build the data warehouse according to the
proposed design. This task would require the development of both input and output
interfaces that can dynamically interact with various end-users according to their
specific needs. After that, the data warehouse needs to be populated with the
existing historical data that matches the predefined data elements in the system.
This procedure would require a large amount of cleaning, validating and
preprocessing because the existing data was not generated nor collected for data
mining purposes. The company would need to perform a cost-benefit analysis to
decide whether the obtained knowledge from existing data worth the required

efforts or it is more beneficial to start collecting data from new projects.

The second main stream is modifying the existing project controls systems in the
company to be able to export the weekly data directly to the data warehouse. These
modifications would apply to the project initiation, scheduling, accounting, human
resources, timekeeping and progress measurement systems. These modifications
accompanied with the direct export would save the time, effort and possible errors

in populating the data warehouse.

The third and most important stream before the company can start mining the
knowledge from the data warehouse is the organization culture change.

Organization culture forms in any company and it reflects the values, norms,
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attitudes, beliefs and comfort zones of the current management team. Managers
typically hire people who share similar values to themselves. This practice
strengthens and sustains existing organization culture. Labour resources are usually
comfortable with existing organization culture and are not welling to accept change.
The suggested approach requires a culture of knowledge sharing not hiding and
learning from the past through accurate recording of actual data, decisions taken

and the reasoning behind these decisions.

In many contracting companies, staff members are not familiar with the concepts
of knowledge sharing and data mining. There are many issues around knowledge
sharing such as ownership of generated knowledge, pride of individuals and fear of
getting fired after recording the knowledge. Staff members are used to record their
time only to get paid and they don’t pay enough attention to allocate the charged
hours accurately to the correct work packages and to distinguish between
productive vs. non-productive time. The successful organization culture change
starts with first assessing the existing culture, plan the change, and monitoring the
progress during implementation. It requires full support of executive management
who has to lead by example to encourage everyone else to follow. The system
implementation by itself would help with changing the organization culture because
knowing that the data would be mined would encourage individuals to pay more
attention to recording data properly. Once they start to receive the benefits of the

shared knowledge, they would be more welling to share their own knowledge.
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CHAPTER 6: CASE STUDIES ON KNOWLEDGE
DISCOVERY IN DATA

6.1 DISCOVERING KNOWLEDGE IN THE FIRST DATASET

6.1.1 Data Cleaning and Preprocessing

The purpose of this case study is to validate that data mining can be used to improve
and increase the efficiency of labour estimating practices in contracting companies.
Most of these companies rely on cost estimating units (norms) that are not based on
historical data and are not updated to reflect changes in the industry. Applying the
proposed approach that relies on data mining is expected to provide companies with
knowledge-based probabilistic dynamic estimating units that always reflect the

latest changes.

The first dataset contains data regarding the scope of a set of engineering work
packages. This scope is represented as determinate amounts of key quantities per
work package. The key quantity for engineering packages is the number of
engineering deliverables. The data set was obtained from the estimating system of
this contractor. This estimating system is based on an old version of MS Access.
The dataset contains the original and current baseline hours, for five of the involved
resource in this group of work packages. The current baseline values reflect the
project scope after implementing all approved changes. The selected data set to be
analyzed in this case study contained data for more than one hundred projects, four

project phases and five different resources.
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The contractor did not track actual spent hours per work package, however the same
analysis can be easily applied if the data exists. The analysis was used to check the
consistency of the estimating practices in this contracting company. The data was
directly exported from the estimating system to MS Excel, where the cleaning and
preprocessing took place prior to exporting the data to the data to the warehouse.
Table 6.1 shows an example of the raw data. Not only data was missing, but also
metadata (data about the data) was also missing. The data lacked the values for two
important control attributes: the internal program and the project phase and had to

be assigned manually.

This manual procedure required going back to the archived project documents to
find the appropriate values to be assigned to each data point. The procedure

consumed a lot of time and effort until the dataset was completed and verified.
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Table 6.1: The Raw Data for the First Data Set
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Furthermore, while working with the archived documents, some documents were
not clear enough and assumptions have to be made to compensate for the missing
data. Many of the staff members who were involved in these projects could not be
located. And even if they could be contacted, they could not provide meaningful
input on the data as time has passed. All the effort and time spent searching, sorting,
and cleaning in the archive would have been easily avoided if the data and its

metadata were collected in the proposed integrated format.

Table 6.2 shows the data from Table 6.1 after it was cleaned, pre-processed and is
ready for storage in the data warehouse. The objective of this analysis is to test if
the resource unit cost per production package type could be extracted for future
estimating of resource requirements in upcoming projects. For this analysis, fifteen
standard production packages, three engineering phases and five engineering
resources were selected. The data was modified by random numbers for
confidentiality issues. This modified data was used in the analysis. Hence, all

numbers shown here are not actual ones and are used only for illustration.
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Program | Project |Package | Phase | Resource | OriginalUnitCost | CurrentUnitCost
2 34 13 9 5 060 0560
2 43 13 10 2 2.00 2.00
2 47 13 10 2 200 2.00
2 67 13 9 1 400
2 118 13 9 1 4.00 4.00
2 39 13 10 1 4.00 4.00
2 569 13 9 2 500
1 9 13 9 1 6.00
1 13 13 9 1 6.00
1 11 13 9 1 10.00
1 27 13 9 1 10.00
1 3 13 10 1 10.00
1 6 13 10 1 10.00
1 24 13 10 1 10.00
2 36 13 9 6 16.00 15.00
1 18 13 9 1 20.00
1 21 13 9 1 2000
2 36 13 9 1 20.00 20.00
1 17 13 8 1 2600
1 20 13 8 1 2600
2 63 13 9 1 40.00 40.00
1 26 13 8 1 33000
2 43 14 10 2 1.00 1.00
2 69 14 9 5 1.00
2 34 14 9 5} 1.00 1.00
2 67 14 9 3] 1.00
2 32 14 10 5 150 1.60
1 1 14 9 1 200
2 120 14 9 1 2.00 2.00
2 47 14 10 1 200 2.00
1 i 14 9 2 2.00
2 118 14 9 2 2.00 2.00
1 22 14 10 2 200
2 39 14 10 2 2.00 2.00
2 45 14 9 5 200 2.00
2 57 14 9 5 200

Table 6.2: The Dataset after Cleaning and Pre-Processing

Three control attributes are selected for this analysis. These control attributes are
represented in this analysis with the independent variables: Packagei.15), Phase(:3)
and Resource(i:s). These are nominal variables with values assigned to them as
discrete integers. These discrete integers are equal to the ID’s used in the data
warehouse for direct referencing. To test the significance of adding more attributes
to the analysis, the internal program control attribute is selected. This attribute is

represented in the analysis with the independent variable Programi:3).

In this study, the term ‘class’ refers to a unique combination of values of the three
variables: Package, Phase and Resource. For example, class 1 contains all the data

points that have the value Pk(i) for the variable Package, Ph1) for the variable Phase
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and R for the variable Resource. A class 2 contains all the data points have the
value Pk(1) for the variable Package, Ph(i) for the variable Phase and R() for the
variable Resource, etc. The number of classes resulting from all the possible

combinations is calculated using the formula:

Number of Classes = Number of Packages * Number of Phases * Number of
Resources

=15*3*5=225 Classes [6.1]

It is important to note that the dataset may not include data points for all the classes.
Certain classes of the three main attributes do not exist in reality. For examples,
some packages are not needed in every phase or some packages do not utilize all

the five resources under investigation.

The key quantity for all the packages is the number of engineering deliverables.
This analysis is implemented to the hourly portion of the collected data; since
estimating of labour resource requirements rely on hourly units and not on cost.
The dataset was normalized to eliminate the differences in project sizes by
calculating three dependent variables: “Original Hourly Unit Cost”, “Current
Hourly Unit Cost,” and “Actual Hourly Unit Cost.” These variables are calculated

using the following formulas:

Original hourly unit cost = original baseline hours / original quantity [6.2]
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Current hourly unit cost = current baseline hours / current quantity [6.3]

Actual hourly unit cost = actual hours / actual quantity [6.4]

Because of the multidimensionality of this dataset, four new variables were
formulated to represent the possible combinations of the three main attributes.
These new variables are Package/Phase, Package/Resource, Phase/Resource and
Package/Phase/Resource. These variables are assigned unique values by combining

ID’s from the three main attributes.

After defining all the necessary variables, the dataset was then exported to the first
analysis tool, SPSS-16 for Windows. SPSS was selected because of its ability to
perform a wide range of statistical analysis tests, its ability to easily import and
export data from databases and its user friendliness. It can be easily obtained by
any contractor or industrial owner who needs to perform statistical analysis of the

collected data in the data warehouse.

The objective of this analysis is to develop an estimating methodology that can be
implemented using unit costs and key quantities. First, the dataset is divided into
clusters using stratification. Significant differences of means are used to establish
these clusters. Within each cluster, unit cost and the characteristics of the most
fitting distribution are obtained. Therefore, instead of relying solely on their

intuitions, the estimators are presented with mined values for the unit costs that can
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be multiplied by the known determinate key quantities in order for these estimators

to predict the resources requirements more accurately.

6.1.2 The Initial Investigation

Data mining models suggest starting any exercise with visual presentation of the
available dataset. First, the frequency of data points within each independent
variable is plotted. Figure 6.1 graphically shows that phase Ph-03 has more data
points than the other two phases. Figure 6.2 shows that not every package utilizes

the five resources and that some packages only utilize single resource.
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Figure 6.1: Frequency of Data Points within the Three Phases
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Figure 6.2: Frequency of Data Points within the Five Resources

Second, the data descriptive “case summaries” test is performed to collect statistics
on each class or data subset. Since the data is multidimensional, subsets can be
generated using one attribute, combination of any two attribute, or the combined all
together three attributes. The following statistics are obtained: mean, standard
deviation, number of data points, minimum value, maximum value and data range.

Table 6.3 shows an excerpt of the test results.
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Case Summaries
Loriainalbultinlier
Pa Eh Ee Mean Std. Deviation I Minimurm | Maximurm Range
Fk-01  Ph-01  R-01 | 1266667 176.09183 3 25.00 330.00 205.00
Total | 126.6667 176.09183 3 25.00 330.00 305.00
Fh-02  R-01 14.0000 11.27436 10 4.00 40.00 36.00
R-02 5.0000 1 5.00 5.00 il
R-04 5000 1 50 50 00
R-08 15.0000 | . 1 15.00 15.00 00
Total 12.3462 10.69537 13 50 40.00 39.50
Fh-03  R-01 8.5000 3.00000 4 4.00 10.00 £.00
R-02 2.0000 00000 2 2.00 2.00 .00
Total 6.3333 4.08248 6 2.00 10.00 8.00
Total  R-01 32,5882 77.26420 17 4.00 330.00 326.00
R-02 3.0000 1.73208 3 2.00 5.00 3.00
F-04 5000 1 A0 A0 il
R-08 15.0000 | . 1 15.00 15.00 il
Total 26.2955 §8.52748 22 50 330.00 329.50
Fk-02  Ph-O1  R-01 16.6667 577350 3 10.00 20.00 10.00
Total 16.6667 5.77350 3 10.00 20.00 10.00
Fh-02  R-01 50.3039 106.83125 18 2.00 465.00 463.00
R-02 9.7000 852513 10 2.00 25.00 23.00
R-04 2.8000 164317 5 1.00 5.00 4.00
R-08 9.3333 1275408 3 1.00 33.00 32.00
Total 27.4992 74.87835 39 1.00 465.00 464.00

Table 6.3: The Descriptive Data Test

Subsequent to that, statistical dispersion is measured using Boxplots that are
obtained for each of the data subsets. Boxplots show the Inter Quartile Range - IQR
(the 25" percentile, the median, 75" percentile) minimum, maximum and extreme
values. SPSS points out to the raw-number that contains data points that are out of

the normal range.

The descriptive statistics as well as the boxplots show very wide ranges and
variances (Figures 6.3 and 6.4). They also show that the dataset contains extreme
outliers. As a result of this situation, it becomes necessary to implement an outlier

detection procedure.
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6.1.3 The Outliers Detection Procedure

Given that the bloxplot results showing outliers in the dataset, detecting these
becomes necessary. In this research, the technique to be implemented is based on
Chebyshev Theorem (Zaiane, 2006). This theorem can be used for single dimension
(univariate) outliers analysis. Assuming the dataset follows a normal distribution,
the mean and standard deviation of the distribution can be defined by calculating
the mean (p) and standard deviation (o) of the dataset. Chebyshev stated that since
most data points falls between (1 + 36) and (u - 30), those that fall outside of this

range can be considered outliers.

A four layer outlier analysis tool is developed based on the three-dimensional

dataset.

e First layer = all data

e Second layer = each attribute

e Third layer = three possible combination of paired attributes represented as
three new category variable. (Package*phase provides 45 combinations,
package*resource provides 75 combinations and phase*resource provides 15
combinations).

e Fourth layer = all attributes combined (provides 225 combinations) represented

as new category variable.

Total of eight possible cases of outliers are calculated using the obtained means and

standard deviations obtained from SPSS. Each data point was tested against the
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eight cases and was assigned a value of 1 if found to be outlier in any case. A total

outlier score is calculated by adding the number of cases where a data point was an

outlier. An example of the output is shown in Table 6.4. It is up to the user to go

back and verify the outliers or eliminate them and perform the analysis. The

procedure was repeated three times until the obtained standard deviations and

ranges were found to be acceptable as shown in Figures 6.5 and 6.6.

Package
PhaseRe
source

All

Package

Phase

Resource

Package /
Phase

Package /
Resource

Phase
Resource

FPackage /
Phase
Resource

Score

Qutlier

1381
1491
2014
2094
2084
2014
2194
2184
2194
2114
2114
2294
2214
2214
2415
2515
2615
24915
3016
3116
3181
3214
3294

1
1

1

1

Moo= BN W DN LMD WWR DN N =@

20

16

16

18

23

Table 6.4: The Output from the Outlier Detection Tool
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Figure 6.6: The Decrease in Ranges of the Data Classes
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Cases with less than three data points were eliminated from the analysis. The mean
and standard deviation of every class is calculated and summarized, as shown in
Figure 6.7, graphically on a tree. The user can now use the summary tree to find
out the unit cost multiplier distributions to be used for estimating new projects in
the future. For each layer, a new variable Select (K) is assigned to each data point,

where k = layer number.

IPhase I IResnmce I I Mean |St(l Dﬂl
16.67 577
R-02
®-03
E-04
R-05
% 03

—>[Ph-01
Plk-03 [PL-02
L [Ph 03

Figure 6.7: The Output Summary Tree
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Instead of using the mean and standard deviation of the normal distribution, the
user can also use fitting-distribution software such as @Risk to find the most fitting
distribution for the data in a class. Figure 6.8 shows an example of finding the most

fitting distribution for one of the classes.

@RISK - Fit Results i _ o x|
: - . ;
FtReking =] Fit Camparison for Dataset #4
[Fit hi-5q RiskTriang(0. 10695,0.50000,8,3965)
0.50 6.00
Expon 84,0588
InviGauss 85,5294
Logistic 85,5294 i
LogLogistic 85,5294
PearsonS 85,5294 0.6
Uniform 89,6471
BetaGeneral 899412
Extvalug 92,0000 0.5 | R
Lograrrm 97,8524 Mlinimum  0,2000
Mazimurn &,0000
:Dmtal 1?;‘::2: o Mean 22823
"areto i i T o Std Dev 1,800
i i @RISK Student Version Vs 68
Paarzanis i For Acadermic Uss Onl =
Wil ez 93 e
Minirnurn 0,1070
Mazimum 83965
0.2 Mean 20012
Std Dev 19092
0.1
0.0 ) s
= - ~ - - wn o - o o
(2} e 0 e e witaTocel | close

Figure 6.8: Fitting Distribution to a Class of Data

6.1.4 Clustering of Unit Cost using Statistical Methods

Building the unit cost tree shows large number of classes, which can drastically
increase if more variable are added to the dataset. To simplify the estimating
procedure, classes that are not significantly different from each other are combined
together in summary groups (clusters) with one distribution representing each
cluster. The ANOVA test was implemented to the dataset to check the significance
of mean differences within the seven data attributes and the results are shown in

Table 6.5.
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Tests of Between-Subjects Effects

Dependent Variahle:Originalh ultinlier

Source Type lll Sumn of Squares df Wi ean Souare F Sig.
Carrected Mode] G23820.6847 79 8655958 1.308 045
Intercept 200451.553 1 200551553 30.336 noo
Package 10B0B0.040 14 75757117 1.14B 314
Phase 9222261 2 4611.130 638 498
Resource 5486.429 4 1621.6807 245 913
Package * Phase G4561.285 24 2273387 344 a9g
Package * Resource 148332. 718 14 1059.480 160 1.000
Phase * Resource 3380.225 7 484.318 073 99
Package * Phase * Resource 4803522 13 377184 087 1.000
Errar 4019430 958 0B 6610 906

Total 52709751469 628

Corrected Total 4703251 644 BB

a. R Sguared = 145 (Adjuste

F Squared = .034)

Table 6.5: Univariate ANOVA Test Results for the Three Main Attributes

shown in Table 6.6.

OriginalMultiplier

Subset
Package i 1 2 3 4
T ke 7 Fl-08 35 4,2642
Pk-09 al 49286
Pk-07 39 8.7103
Pk-11 15 10.6167
Pk-03 62 10.7258
Pk-10 e 124575
Pk-14 142 16.8041
Pk-02 a8 09314
Fk-13 B2 2232144
Pk-01 ) 26.2955
Pk-12 54 27.0093
Fk-15 3 69 5676 69 6676
Pk-08 ) 69.6022 69,6022
Pk-04 24 99.1034
Phk-05 ki 109.4454
Duncan Ph- 0B 35 4 2642
Fk-08 il 4.9288
Pk-07 ez 8.7103
Pk-11 15 10.6167
Fk-03 B2 10.7258
Pk-10 7 124575
Pk-14 142 16.8041 16.8041
Phk-02 a6 209814 209814
Pk-12 B2 223144 22414
Pk-01 2 26,2955 26,2055
Pk-12 a4 27.0033 27.0093
Pk-15 3 59.5676 59,5676
Fk-06 34 696022 69 6022
Pk-04 24 49,1034 99.1034
Pk-05 En 109.4454
Sig 361 062 {063 061

The results for the Post Hoc tests for the three main attributes with o = 0.05 are
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Suhset

Phase 1 2
Tukey B° Ph-03 306 25.0876

Ph-02 240 30,6041 30.6041

Fh-01 52 506154
Dune an? Ph-03 306 25.0976

Ph-02 240 30,6041 30,6041

Ph-01 52 50.6154

Sig. 607 il

Subset

Resource 1 7
Tukey B° R-04 253 120119

R-02 9 12.2527

R-05 rd 18.1609

R-01 112 26.3850

R-03 145 774241
Dunean? R-04 253 120118

R-02 91 12.2527

R-05 a7 18.1609

R-01 112 26.3850

R-03 145 774241

Sig. 220 1.000

Table 6.6: Post Hoc Test Results for the Three Main Attributes

grouped into two classes; and resources can be grouped into two classes.

If the user decides to use only one attribute for dividing the dataset, test results in

Table 6.6 show that packages can be grouped into four classes; phases can be

If the user decides to use the combination of the three main attributes
(Package*Phase*Resource), Table 6.7 shows the Post Hoc test results for this
combination. The test results are used to group the classes into eight clusters and a
new variable Cluster(i.g) is assigned to each data point. The case summary and

BoxPlot tests were repeated and the results are shown in Table 6.8 and Figure 6.9.
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FackageP Subset

hase Res

ource 1 2 3 4 3 7 g k] 10 Group

515 IE 1

2415 H 18213 1

1615 3| z2oo0o00 1

2011 4| za0%0 1

1405 sl zaom0 1

3015 12| 2m302 1

1695 3| aoooo|  3oo00 1

3095 3| ageer| 3667 1

2695 4l aars0|  samso 1

2315 H EFFES] ] z

1691 4| soooo|  spo00 2

3195 13| spiss|  soses z

2405 1 srra| s z

1416 7 60000 6.0000 z

3096 7 62857  6.2957 z

1412 10 63000 63000 z

2505 ] 6.8333  6a33 2

2054 3 7oo00[ 70000 ]

16032 a 7a556] 75556 3

1612 2 5114|7714 2

2615 H rrsqal s 3

16832 5 20000  &D0000 3

1311 4 25000 85000 o

2005 12 a7 sro7 3

3012 [ 38333 8833 3

1406 [ 93333 933 3

1402 10 a7000| 97000 3

3111 19 T00211] 104211 4

2716 12 113542 113542 4

2305 13 113846 113848 4

3196 a 113880 113880 4

3116 19 115305 115395 4

3115 34 117470 117470 4

3016 1 11a1sz| 118182 4

2385 4 125000 125000 4

3191 13 127692 127602 4

1614 5 128000 123000 4

1301 10 t4nooo|  140000] 140000 5

2085 3 14po00|  140000| 14.0000 5

3131 4 14p000|  140000| 140000 5

3112 10 1510000 15.1000| 151000 5

2015 33 162121 162121 5

1684 4 16.2500| 162500 5

1481 3 16,6667 16,6667 5

2214 9 [ Tr.0556]  17.0556] 5

2194 g 17.0953) 170053 g

1411 3 196273 186273 185373 1smaTs|  1smETn 5

3092 4 190000)  19.0000) 19p000| 190000 19.0000 5

3204 13 19.0606)  19.0606) 199606 190606 19.1606 5

2014 a 19.3194)  193194] 19.3194] 19.3194 [

1694 3 20.0000[ z00000[ z00000[  Z0.0000 7

1401 16 azvod|  zoz7ed|  ozved| 2003794 7

3036 2 21.0000 21.0000)  21.0000 7

3192 10 21.8000| 219000 7

3204 7 31.0364) 219364 7

3214 18 23409 234100 7

2094 & 236009 236009 7

3114 0 23.0350) 330350 7

3094 3 33 G667 E]

Sig. 055 [FH 051 054 031 051 054 052 052 056

Table 6.7: Duncan Test Results
Original Cost Multiplier
e N Mean Median S.td'. Minimum| Maximum | Range | Skewness | Kurtosis

Group D eviation
G01 [ 228 2.00 181 0.20 a.00 7.80 1.56 2.00
G02 79 541 3.00 508 0.50 36.00 35.50 250 8.53
G03 97 821 6.00 775 1.00 40.00 39.00 174 3.44
G04 139 1168 7.00 1.9 025 55.00 5475 1.28 0.95
G05 B7 1551 12.00 1264 1.00 57.00 56.00 117 1.10
G06 5153 18.45 14.01 1364 2.00 56.88 54.858 1.41 1.16
GO7 g2 2245 20.00 1453 1.00 56.00 55.00 0.60 -0.42
G08 3 3267 40.00 2154 8.00 50.00 42.00 -1.34 0.00
Total 601 1188 8.00 1253 0.20 57.00 56.80 1.51 1.83

Table 6.8: Statistical Analysis for the Eight Data Clusters
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Figure 6.9: BoxPlots for the Eight Data Clusters

Figure 6.10 shows the dataset in SPSS after assigning all the analysis variables.

That dataset can be used for lot more tests if more data and attributes are available.

The simplicity of the analysis and the techniques used in it opens the door for the

end user to continue searching for more patterns and hidden knowledge in the

collected data.

214



£z %01, Production Cost Analysis.sav [DataSet1] - SPSS Data Editor =18(x]

File Edt View Data  Transform  Anabyze Graphs  Ulities  Acchons  Window  Help

CHA E 60 L=k & Ak 265 Bes

1 - OriginaiMutiplier los |visible: 17 of 17 Variables
T
Packags | Phase | Resource| OriginalMuttiplier p;;:zg*ipjg::rf p!:ffj zz;tiiff; Program | Project | Select] | Select? | Select3| TSC_2408 '?3“'”:;]" S“Gm':u‘:'y‘ Curenthultiplier
/ Pk-01 Ph-02 R-D4 0. 5 139 135 95 1395 2 34 050 b |
Pkl Ph03  RO2 200131 132 12 132 2 3 200
Pkl PhO3  RO2 200131 132 2 e 7 4 200
P01 PhO2  ROT 400139 13 a1 1301 2 &7 1 1 1 2 GI5 5G02
Phk-01 Ph-02 R-O1 400139 131 91 1391 2 1a 1 1 1 2 G-05 5G02 400
P01 PhO3  RO! 400131 13 1" 1311 2 3 1 1 1 2 603 seOl 400
PO PhO2  RO2 500139 132 7R E ) 7 69 ]
8 Pk-01 Ph-02 R-O1 B.00 139 131 91 1391 1 B 1 1 1 2 G-05 5602
3 Pkl Ph02  ROY 600139 131 El 1391 1 13 1 1 1 2 605 5602
10 P01 PhO2  RO! 100013 131 El 1391 1 1 1 1 1 2 GO5 5GO02
" Pk-01 Ph-02 R-01 10.00 139 131 91 1391 1 27 1 1 1 2 G-05 5G02
12 Pkl PhO3  ROY 100013 131 11 1311 1 3 1 1 1 2 603 5601
13 Pkl PhO3  RO! 0001 13 1" 1311 1 6 1 1 1 2 603 seOl
1 P01 PhO3 ROT [ RETRET) 11 1311 1 2 1 1 1 2 G sGO1
/15/ Pk-01 Ph-02 R-05 15.00 139 136 96 1396 2 36 15.00
15 Pkl PhO2  RO! 00013 13 El 1391 1 18 1 1 1 2 GI5 5602
17 P01 PhO2  ROT 00013 131 El 1391 1 21 1 1 1 2 GI5 5GO2
18 Pk-01 Ph-02 R-O1 2000139 131 91 1391 2 36 1 z] 1 2 G-05 5G02 2000
43— | PO PhOI RO! 2500138 131 &1 1381 1 17 1
B | PeDl PhOI RO! 500138 131 &1 1381 1 b 1
21 Pkl PhO2  RO! 400013 13 El 1391 2 63 1 1 1 2 GO5 SGO02 40,00
/29/ Pk-01 Ph-01 R-O1 330.00 138 131 81 1381 1 26
23 Pk-02  PhO3 R-02 1.00 141 142 12 1412 2 43 1 1 1 2 G-02 3601 1.00
24 P02 PhO2  RO4 100143 145 ERV 2 69 1 1 1 160 se
3 P02 PhO2  ROS 100149 146 % 1% 2 E 1 1 1 2 603 seO 100
26 Pk-02  PhO2 R-05 1.00 149 146 96 1496 2 BT 1 z] 1 2 G-03 SG01
Pk-02  PhO3 R-04 1.60 141 145 15 1415 2 32 150
] P02 PhO2  RO! 200149 141 El 1491 1 1 1 1 1 2 G 5603
] P02 PhO2  ROI 200149 141 El 1491 2 120 1 1 1 2 G 5603 200
30 Pk-02  PhO3 R-O1 200141 141 1" 1411 2 47 1 z] 1 2 G-06 5G03 200
31 Pk-02  PhO2 R-02 2.00 149 142 92 1492 1 11 1 1 1 2 G-03 3601
2 P2 PhO2  RO2 200149 142 EZBV: 2 118 1 1 1 2 603 seOl 200
EE] P2 PhO3  RO2 200141 142 2 e 1 2 1 1 1 2 G2 seN
) P02 PhO3  RO2 200141 142 12 M2 2 3 1 i 1 2GR sG0l 200
s Pk-02  PhO2 R-04 2.00 149 145 95 1495 2 45 1 1 1 1 G-01 3601 200
E3 P02 PhO2 R4 200149 145 %5 14 2 67 1 1 1 1 G0 Se0 =l
Kl I D
Data View | “ariabls View
§ PSS Processor is reat ety Fiter Or

Figure 6.10: The Final Dataset with the Select and Cluster Variables

This case study presents the value of obtaining the unit costs from historical data
using data mining. It shows that extracting useful knowledge from data can be
maximized if all data elements are collected properly. Two major problems
pertinent to the dataset were found. First, discrepancies were found among the
different estimators entries. Estimators are supposed to enter both the estimated
quantity of a deliverable and the estimated amount of unit hours per quantity item.
The system would then calculate the total estimated hours for a package. However,
this was not the case for all data points. Some estimators did not provide estimated
quantity; they only put the number ‘1’ in the quantity field. This practice, hence,

led to erroneous hourly unit estimation.
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Another source of discrepancy was found in the estimating of hours required to
complete work packages. Some estimators included all the support activities, such
as meetings, site visits and quality inspections, in their production package
estimates. Others estimated the required for the support activities independently
from the production packages. Again, this led to erroneous hourly unit estimates of

production packages.

In addition to the discrepancies found in the estimating entries, discrepancies were
found in recording actual entries. The actual hours spent were collected at the
project level, as opposed to the planning hours that were estimated at the work
package level. Given the levels where the data was collected, there was no
possibility to compare or analyze the variance between the estimated and the actual
hours spent. Similar to the estimated dataset, actual dataset should have been

collected at the work package level.

These discrepancies caused inconsistencies in the data. When the dataset was
analyzed, large amount of outliers caused significant disparity in the results. These
outliers were highlighted using the outlier detection tool developed in this research
and were presented to the data owner for corrective action. Two recommendations
were made to the company about these issues, and were approved to be
implemented: first, to issue estimating guidelines to ensure consistency among
different estimators; second, to modify the timekeeping system in a way to collect

actual hours spent at the work package level.
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6.2 DISCOVERING KNOWLEDGE IN THE SECOND DATASET

6.2.1 Data Gathering, Cleaning and Preprocessing

The purpose of this case study is to validate the concept that mining historical data
enables contactors to better estimate the duration of their work packages. Current
practices rely mostly on estimating the duration by dividing the total work hours by
the daily number of hours or the scheduler experience. Both practices struggle to
provide reliable estimates of package durations that utilize prior experience and

current project conditions.

The second dataset, used in this research, contains actual duration and working
hours for a large group of fabrication work packages. This dataset included 13,498
data points and is obtained from the second partner company. This company is a
large EPC firm that specializes in fabricating structural steel for industrial
construction projects. The data was obtained from the scheduling information
system of this company, which is a SQL-Server database that was originally
designed by the author and developed by the NSERC - Alberta Construction
Industry Chair. The data was automatically extracted out of the SQL-Server data

tables to MS Excel for cleaning and preprocessing.

The researcher helped the contractor to develop a predefined set of progress
activities for their fabrication packages. The start and finish date for each one of
these progress activities were collected over a long period of time. The actual steel

weight and working hours to complete each fabrication package ere also stored in
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the information system. The steel weight represents the key quantity for each of
these work packages. However, the production package (work package type) was

not assigned to the obtained dataset.

The cleaning procedure started by selecting the data point that represents the
completed work packages, which means start-date and end-date were marked
actual. After that the obvious data entry errors, such as negative values, were also

eliminated.

The data for handrails and miscellaneous very small fabrication packages were

eliminated as well because they are handled by a separate facility, and is not in the

scope of this data-mining exercise. After the cleaning procedure, a large data set

with more 5,590 data points is still available to analyze.

The duration (D) ) in work weeks was calculated using the formula:

D@=NETWORKDAYS(FinishDate,StartDate)/5  (6.5)

Table 6.10 shows the data from Table 6.9 after it was cleaned, pre-processed and

was ready for storage in the data warehouse.
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job_id[ div_id [sub_id description [det mhos| fab_mhrs | weight [fab_start datef actnal|fab_end datefl actnal[ship_start_datef actual|ship_end date| actual]
I 1059 1059(25E-0054 Support Structure 2.50 0 10.00 07-Aug-01| TRUE 28-Ang-0l TRUE 28-Aug-01 TRUE 28-Aug-01| TRUE
L 512 1101 1101|Plant 25 Temp Pipe supports 2.50 2000 L0o 07-Aug-01| TRUE 28-Aug-0l TRUE 28-Aug-01 TRUE 28-Aug-01) TRUE
1 514 1115 1115|Dow-Blk 250 T396 Platform 12.00 22.00 150 27-Aug-01| TRUE 07-Sep-01 TRUE 07-Sep-01 TRUE 07-Sep-01 TRUE
L 518 1184 1184|Husly Ol 2.00 16.00 26.00 08-Oct-01 TRUE 15-Oct-01  TRUE 15-Oct-01 TRUE 28-Oct-01| TRUE!
L 518 1185 1185|Husky Oil 2.00 16.00 12.00 08-Oct-01 TRUE 23-Oct-01 TRUE 23-Oct-01 TRUE 28-0ct-01| TRUE
1 518 1186 1186|Husky Oi 2.00 16.00 9.00 21-0ct-01 TRUE 02-Mov-01 TRUE 02-Nov-01 TRUE 03-Mov-01) TRUE
L 52l 1197 1197|ROM Bldg. Hopper 5.00 @5.00 36.80 08-Nov-01. TRUE' 21-Dec-0l  TRUE 23-Feb-02. TRUE. 23-Feb-02) TRUE
[ 1198 1198|Course Products Bin 5.00 65.00 20.90 10-Dec-01 TRUE 12-Feb-02 TRUE! 12-Feb-02 TRUE 19-Feb-02 TRUE
1 521 1199 1199|Rejects Bin 5.00 65.00 10.60 10-Dec-01 TRUE 08-Feb-12 TRUE 12-Feh-02 TRUE 12-Feb-02. TRUE
1 532 1269 1269|Suncor Breaker Beam 100 62.00 4.20 09-Oct-01 TRUE 24-Oct-01 TRUE 24-Oct-01 TRUE 29-Oct-01) TRUE!
1 535 1338 1338|Jib Beams 0.00 12.00 3.00 16-Cct-01 TRUE 20-Oct-01 TRUE 20-Oct-01  TRUE, 20-Oct-01) TRUE
1 536 1337 1337|Dow Chemical 0.00 54.00 270 15-Oct-01 TRUE 29-Oct-01 TRUE 29-Oct-01 TRUE, 31-Oct-01 TRUE
L 537 1336 1336|Dow Chemical 0.00 30.00 4.00 15-Oct-01) TRUE! 29-Oct-01 TRUE 29-Oct-01 TRUE 31-Oct-01| TRUE!
1 538 1361 1361|Cunther Construction - Exterior 8.00 36.00 11 31-Oct-01 TRUE 07-MNov-01 TRUE 07-Nov-01 TRUE 14-Nov-01| TRUE
1 538 1405 1405|Cunther Construction - Esxterior 8.00 36.00 0.20 05-Nov-01. TRUE' 07-MNov-01 TRUE 07-Mov-01 TRUE 14-Nov-01) TRUE
L 539 1357 1357|5lave lake Pulp 0.00 0.0o 0.80 31-Oct-01 TRUE 06-Mov-0l TRUE 06-Nov-01 TRUE 20-Mov-01| TRUE
1 539 1358 1358 |Slave lake Pulp 0.00 0.00 34.00 31-Oct-01 TRUE 0é-Mov-01 TRUE 06-Nov-01 TRUE 20-Mov-01) TRUE
L 540 1359 1359|3lavelake Pulp Flash Dryer 0.00 33.00 0.80 27-Nov-01| TRUE' 05-Dec-0l  TRUE 05-Dec-01 TRUE 12-Dec-01) TRUE
1 51 1360 1360|Slavelake Pulp Stair Landing 0.00 36.00 0.80 11-Jan-02 TRUE 1f-Jan-0Z2 TRUE 21-Jan-0Z TRUE 21-Jan-02| TRUE
1 542 1363 1363|Blanchett Neon Limited 0.00 0.00 0.75 24-Cct-01 TRUE 30-Oct-01 TRUE 30-Oct-01 TRUE, 30-Oct-01 TRUE
L 544 1364 1364(5) 2000mm Dyp Plate Cirders 150 5.000 30270 14-Jan-02 TRUE 12-Mar-02  TRUE 12-Mar-02 TRUE 14-Mar-02) TRUE
1 544 1365 1365|Floor Beams chw Stiffners 1.50 2400 17150 25-Jan-02| TRUE 20-Mar-0Z2 TRUE 20-Mar-02 TRUE 20-Mar-02) TRUE
1 544 1366 1366|(2) End Wall Assemblies 1.50 40.00 59.30 24-Jan-02| TRUE 20-Feb-02 TRUE 15-Mar-02 TRUE 22-Mar-02 TRUE
L 544 1367 1367|Bridge Rails /Cratng (WT of 130 22.00 15.40 25-Feb-02) TRUE! 08-Mar-02 TRUE 15-Mar-02 TRUE 15-Mar-02) TRUE
1 545 1371 1371|Dow Chermical 0.00 33.00 3.00 28-0ct-01 TRUE 05-MNov-01 TRUE 05-Nov-01 TRUE 05-Mov-01) TRUE
L 546 1406 1406|Blanchett Neon 0.00 5.00 0.58 28-Cct-01 TRUE 31-Oct-01 TRUE 31-Oct-01  TRUE. 31-Oct-01 TRUE
L7 1407 1407|6 % 3-1/2 angles 0.00 4.00 4.40 28-Oct-01 TRUE 05-Mov-0l TRUE 03-Nov-01 TRUE 05-Mov-01| TRUE
L 47 TsAL Tl 0.00 0.00 0.00 FALSE FALSE FALSE FALSE
L 548 1408 1403|2x 2 angles 0.00 L1500 2.95 FALSE 31-Oct-01 TRUE 31-Oct-01 TRUE 05-Nov-01, TRUE
L 549 1427 1427|Dow Site Outfall Upgrade 10.40 28.60 120 19-Nov-01 TRUE 04-Dec-0l TRUE 04-Dec-01 TRUE 04-Dec-01) TRUE
1 549 1436 1436|Dow Site Outfall Upgrade 10.40 28.60 2.50 07-Jan-02| TRUE 14-Jan-02 TRUE 14-Jan-02 TRUE. 15-Jan-02. TRUE
L 550 1428 1423|10 Channels for MRC 0.00 15.00 1.30 13-Nov-01 TRUE 15-Nov-01 TRUE' 15-Nov-01  TRUE 15-Nov-01) TRUE
1 330 1433 1433|Deaerator Pipeway 240 FP-2- 0.00 20.00 130 28-Mav-01| TRUE 14-Dec-1 TRUE 14-Dee-01 TRUE 14-Dec-01| TRUE
1 550 1434 1434|Platform for Turbidity Probes 0.00 30.00 0.70 03-Dec-01) TRUE 14-Dec-1, TRUE 14-Dec-01 TRUE 14-Dec-01 TRUE
L 550 1435 1435|Tatlings Pumphouse 5/5 Utility 0.00 15.00 .50 03-Dec-01. TRUE 14-Dec-0l TRUE 14-Dec-01 TRUE 14-Dec-01) TRUE
1 550 1450 1450|Utility Water Heater Area FP- 0.00 15.00 0.20 28-Mov-01| TRUE 30-Nov-01 TRUE! 30-Nov-01 TRUE 30-Mov-01) TRUE
1550 1470 1470|Impact Cushions FP-2C-5370 0.00 34.00 0.50 07-Dec-01| TRUE 14-Dec-01  TRUE 14-Dec-01  TRUE 14-Dec-01 TRUE
L 550 1471 1471|{HVAC Supports FP-2-5371 0.00 12.00 4.80 13-Dec-01 TRUE 18-Dec-0l  TRUE' 18-Dec-01  TRUE 18-Dec-01) TRUE
1 550 1472 1472|TSRU Train Pipe Supports FP-2- 0.00 18.00 24.00 07-Jan-02| TRUE 14-Jan-02 TRUE 14-Jan-02 TRUE. 14-Jan-02) TRUE
L 550 1510 1510|Tallings Pumphouse platforms 0.00 15.00 2.20 27-Dec-01. TRUE 16-Jan-02 TRUE 18-Jan-02 TRUE 18-Jan-02 TRUE
L 551 1431 1431|5kid and Loading Frames 0.00 110.00 4.40 19-Dec-01 TRUE 04-Feb-02 TRUE 3l-Jan-02 TRUE 03-Feb-02, TRUE
1 552 1442 1442|Tower Crane Base For Potain 0.00 15.00 0.50 16-Nov-01 TRUE 26-Mov-01 TRUE 26-Nov-01 TRUE 27-Mov-01) TRUE
1 553 1443 1443|(2) HES Cols 0.00 15.00 0.63 26-Nov-01. TRUE' 27-Nov-0l TRUE 27-Nov-01 TRUE 27-Nov-01. TRUE
1 5% 1448 1443|33 Low W-Beam Brackets 0.00 57.00 0.89 03-Dec-01) TRUE 07-Dec-0l TRUE 12-Dee-01 TRUE 05-Dec-01) TRUE
1] 555 1451 1451|Atco - Ruth Lake power station 0.00 14.00 9.80 28-Mov-01| TRUE 10-Dec-01 TRUE 07-Dec-01 TRUE 11-Dec-01) TRUE
L 556 1462  1462|Rotolift Project 17.00 35.00 4.00 18-Dec-01 TRUE 03-Jan-02 TRUE 07-Jan-02 TRUE 07-Jan-02 TRUE

Table 6.9: Raw Dataset for the Second Analysis

ID  |Program[Project|Package |Type [Weight[FabHours [FabCostMultipher [ShopDuration [PaintDuration [FEDuration |ShipDuration [FabDuration [FabDurationMultiplier
640] 1 1563 8640 2| 110 3.60 3.27] 140 0.20 0.20 1.80 164
680 1 1597 7932 1| 887 3000 3.3 140 0.20 1.60 0.18
692 1 1607 8003 1 167 1100 6.59) 120 0.40 1.60 0.96
695 1 1609 B0z 2| 2186 4800 2.20) 6.00 0.80 0.20 7.00 032
696 1 1609 8023 2 2608 4300 1.84 5.00 0.60 0.20 5.80 0.22
697 1 1609 8024 2| 3584 4300 134 440 0.60 0.20 5.20 015
698 1 1609 B025 2| 745 4800 6.44 430 0.40 0.20 540 072
703 1 1611 8035 2| 144] 5280 3674 100 0.60 0.20 1.80 125
715 1 1626 8137 2 1380 3300 2.39) 540 120 120 7.80 057
732 1 16320 8197 2| 4200 3300 9,05 140 0.40 0.20 2.00 048
739 1 1640 8239 1| 149 2082 13.97 100 0.20 1.20 081
741 1 1640 8239 1] 1197 2080 174 2,60 0.20 2.80 0.23
742 1 1640 8240 1 3530 1627 0.46) 2.00 0.20 2.20 0.06
746 1 1640, 8243 1| 531 3640 6.5 140 0.60 2.00 0.38
747 1 1640] 8244 1] 620 5322 5.5 160 0.80 240 039
749 1 1640] 8245 1| 480 3532 7.36) 2.20 0.20 240 0.50
754 1 1641 8253 2| 150 29.60 19.73 140 0.60 0.20 2.20 147
756 1 1642 8252 1| 3537 1300 051 6.20 0.20 640 0.18
716 1 1679 8476 2| 200 1483 7.4 780 140 0.20 9.40 470
717 1 1679 8476 1| 130  14.80 11.33 120 180 3.00 231
m 1 1679 8477 2| 1800  14.80 0.8 5.20 140 0.20 6.80 038
719 1 1679 8478 2| 2410 1480 061 480 140 0.40 6.60 0.27
720 1 1679 8479 2| 1570]  14.80 0.94 740 140 0.40 9.20 059
781 1 1679 482 2| 246  14.80 6.02 5.80 140 0.40 7.60 3.00
790 1 1683 B33 4 6333 1300 0.28 2.00 0.20 0.20 120 3.60 0.06
791 1 1683 8531 4 69.00  14.68 021 2.80 0.20 0.20 420 740 011
793 1 1683 8532 4 3204 2040 0.64 4.00 0.20 0.20 0.20 4.60 0.14
794 1 1683 8533 4 5074 2000 0.39) 3.00 0.20 0.20 1.00 440 0.09
795 1 1683 853 4 1500 2122 141 3.80 0.20 0.20 4100 8.20 055
797 1 1683 8535 4| 930 5715 6.15 520 0.20 0.20 0.20 5.80 0.62
822 1 1691 8551 1] 1560] 2380 1.85 160 500 6.60 042
829 1 1696 8571 1) 1433 24.00 1.67 8.40 0.20 8.60 0.60
831 1 1696 8714 1] 513 2400 4.68 8.40 0.20 8.60 168
240 1 1699 8591 1 150| 2066 13.77 3.20 0.20 340 227
263 1 17290 8729 1| 145 4705 3245 140 0.20 1.60 110
875 1 1752 w787 o] 5778 2000 0.35] 3.00 120 0.20 440 0.08

Table 6.10: Calculating the Total Fabrication Duration
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6.2.2 Clustering of the Cost and Duration Units

The second dataset is obtained from a large EPC firm that is also a member of the
NSERC-Alberta Construction Industry Chair. The dataset contained more than five
thousand work packages for two standard phases: shop drawings and fabrication.
The actual quantities of deliverables, hours and weeks spent on each package is
recorded. The fabrication and shop drawings hourly unit cost and weekly unit
duration are calculated for every work package in the dataset. This data has been
collected over a long period of time. This data has not been analyzed or used before

for data mining or knowledge discovery.

The purpose of the analysis of this data is to use historical actual data to develop
realistic, reliable and more accurate estimating units for both resource requirement
and expected duration. These estimating units are then multiplied by the known
quantities to estimate the total duration and resource requirement of a work

package.

Since this data is based on actual values, the dataset has been used to validate the
developed estimating methodology in this research. The dataset was divided into
two parts. The first part, consisting of 85% of the data points, was selected
randomly and used for calculating the estimating units. The second part, remaining

%15 of the data points, was used for testing purposes.
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The software selected to perform the analysis is called Weka (Waikato Environment
for Knowledge Analysis), which is a free, very powerful and user-friendly data
mining and machine learning tool. Weka is developed by University of Waikato in
Hamilton, New Zealand (Witten and Frank, 2005). The software is selected because
of its powerful data mining capabilities. The software is also easy to obtain, and
doesn’t require any special hardware; and therefore, it would be accessible to any

contractor seeking to perform data mining without incurring major cost.

Minimizing the cost of implementing data mining in industrial construction makes
it more appealing to decision makers and also maximizes the return on investment

of the increased efficiency.

Weka is able to read data from different types of data files. The first 85% of the
dataset is exported from the data warehouse to a Comma Separated Values (CSV)
file. Then, it was transferred to Weka in order to perform the analysis. The data
contained a unique ID for each data point, two control variables: program and
project, the actual amount of key quantity, and total hours and weeks for two
resources. One resource is utilized during the fabrication phase and the other one is
utilized during the shop drawings phase. The unit cost was calculated by dividing
total hours by the key quantity. The unit duration was calculated by dividing the
total number of weeks by the key quantity. An excerpt of the CSV data file for the

fabrication resource is shown in Table 6.11.
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512
514
518
518
518
521
521
521
532
536
537
538
544
547
549
550
550
550
550
550
551
556
557
565
566
573
574
579
579

1059
1115
1184
1185
1186
1197
1198
1199
1269
1337
1336
1361
1365
1407
1427
1433
1435
1471
1472
1510
1431
1462
1467
1507
1506
1548
1551
1582
1646

20

2
14.67
0.62
0.89
1.78
1.77

ID  Program Project Package Weight FabHours FabHourePerUnit FabWeeks

312

FabWeeksPerUnit
0.32
1.33
0.04
0.12f
0.22
0.17|
0.45]
0.85
0.57
0.81]
0.55]
1.09
0.05]
0.27|

2

2
0.31]
0.21]
0.05
1.36]
1.55

0.59
1.47|
0.59
0.38]

0.08]

0.08

Table 6.11: An Excerpt of the CSV Data File for the Fabrication Phase

The first element Weka provides when the data is first loaded is complete

descriptive analysis for each numeric data variable as shown in Figure 6.11. This

descriptive analysis includes the following statistics: the minimum, maximum,

mean, standard deviation and a histogram of frequencies.
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> Weka Explorer =1
Preprocess I CIassiFyI Cluster | Associate | Select attributes | V\sualizal
Open file..: | Cpen URL... | Open OB, Unda Edit... | Save. . |
Filcer
’V Chinose: INone Apply ”
- Current relation ~Selected attribute
Relation: 02, Production Duration &nalysis Mame: FabDurationMuItipIier_ Type: Mumeric
Instances: 5590 Atkributes: 10 Missing: 0 (0%) Distinck: 379 Urigue: 119 (2%)
- Atkribte: Statistic Walue:
Minirnum 0.01
all Mone Irivert Maxirriurn 17
Mean 0.59
Mo, TMame StdDey 0.918
1o
2| |Program
3| [Project
4" |Package
5| [Type Class: FabDurationMultiplier {Mum) ﬂ Yisudlize Al |
6 |Weight
7| [FabHours
& |FabCastMultiplier
2| |FabDuration
i
Remove
T T 1
0.01 .51 17
- Skatus -
oK ‘ Log w ®0

Figure 6.11: The Descriptive Analysis Screen of Weka

Along with this first output, Weka provides the user with a suite of data mining

techniques grouped under four -categories:

classification,

clustering, rule

association and selecting the most influential attributes. Weka also provides a visual

tool that enables users to plot the data using any combination of attributes. Figure

6.12 shows an example of this visualizing technique in Weka.
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B8 weka Clusterer Visualize: 14:59:34 - EM (02, Production Duration Analysis)

Figure 6.12: The Visualizing Capabilities of Weka

Unlike the first dataset where several resources in multiple phases with different
package type were analyzed simultaneously, for this dataset, the analysis is carried
on one single resource per phase. And since there is no data collected regarding
production package type, the data was analyzed with the assumption that it is all
under one production package type. For this analysis, clustering, which is an
unsupervised learning technique, is selected. Among the several clustering
techniques available in Weka that were tested, the Expectation Maximization (EM)
technique was found to be the most efficient one. The software developers highly
recommend this technique for clustering large sets of data and it shows as the

default technique to be used.
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The EM clustering technique is implemented to the dataset and the results are
summarized in Tables 6.11, 6.12, 6.13 and 6.14. In order to ensure the stability of
the clustering results, each clustering analysis was repeated three times, with each
run taking about two and half hours of processing time on an Intel Pentium(R)
personal computer. The results were as follow: nineteen clusters were obtained for
the fabrication hourly unit cost (Table 6.11), thirteen clusters for the fabrication
weekly unit duration (Table.12), five clusters for the shop drawings hourly unit cost
(Table 6.13) and six clusters for the shop drawings weekly unit duration (Table
6.14). For each cluster, the number of data points, mean, standard deviation, and

prior probability are obtained from Weka.

Fabrication Hours per Unit
5 Prior

Cluster N %o Mean StdDev Probability
0 233 4.94% 302 0.5080 0.0520
1 39 0.83% 4612 13.2537 0.0123
2 73 1.55% 2858 3.9670 0.0159
3 265 5.62% 241 0.2544 0.0562
4 142 3.01% 8.81 09488 0.0305
5 77 1.63% 19.48 1.7999 0.0170
o 227 4 81% 3.08 02724 0.0433
7 2 0.04% 112.09 2.0830 0.0004
8 30 0.64% 37.96 1.2437 0.0044
9 62 1.31% 13.23 0.8030 0.0129
10 32 0.68% 23.05 0.6121 0.0047
11 376 7.97% 1.83 0.2362 0.0814
12 95 2.01% 15.53 09313 0.0190
13 1151 24 39% 0.64 02078 0.2432
14 171 3.62% 6.81 0.7811 0.0362
15 593 12.57% 0.26 0.1254 0.1210
16 123 261% 11.12 09338 0.0274
17 212 4.49% 527 0.7573 0.0468
18 816 17.25% 117 0.2478 0.1753
Total 4.719.00{ 100.00% 4.22 7.8950 1.00

Log likelihood: -2.17993
Table 6.11: Clustering of Fabrication Hourly Unit Cost
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Fabrication Weeks per Unit
= Prior

Cluster N % Mean StdDev Probability
0 184 3.90% R 0.1774 0.0376

1 396 £.39% 0.33 0.0589 0.0933

2 38 0.81% 3.06 1.0114 0.0113

3 275 5.83% 0.65 0.1006 0.0600

4 4 0.08% 5.55 2.5024 0.0015

5 143 3.03% 1.61 0.2966 0.0287

6 754|  15.98% 0.14 0.0305 0.1411

7 70 1.48% 2.19 0.4809 0.0184

8 202 4.28% 0.88 0.1452 0.0441

9 774|  16.40% 0.04 0.0165 0.1409
10 436 9.24% 0.47 0.0754 0.0862
11 622| 13.18% 0.22 0.0458 0.1407
12 821 17.40% 0.09 0.0252 0.1962
Total 4,719.00| 100.00% 0.40 0.5820 1.00

Log likelihood: 0.05683

Table 6.12: Clustering of Fabrication Weekly Unit Duration

Shop Drawings Hours per Unait

= Prior
Cluster N % Mean StdDev Probabilitv
0 17 0.69% 10.07 83876 0.0087
1 360 14.64% 082| 03455 0.1615
2 641 26.07% 0.32 0.1335 02887
3 186 7.56% 239 1.1511 0.0888
4 1255  51.04% 012| 00595 04524
Total | 2.,459.00] 100.00% 1.00

Log likelihood: -0.24503

Table 6.13: Clustering of Shop Drawings Hourly Unit Cost
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Shop Drawings Weeks per Unit
& Prior

Cluster N % Mean StdDev Probabilitv
0 1293]  3124% 042 01781 0329

1 621 15.00% 1.05 0.4051 0.1673

2 199 481% 245 0.8836 0.0555

3 14 0.34% 12.64 52183 0.0041

4 1966| 47.50% 0.15| 00742 04296

5 46 1.11% 478 1.5437 0.0145
Total 4,139.00) 100.00% 1.00

Loglikelihood: -0.41406

Table 6.14: Clustering of Shop Drawings Weekly Unit Duration

Initial results of the clustering exercise demonstrate trends that would benefit the
contractor. Cluster with large number of data points are expected to represent
common cases of packages in the contracting company. While clusters with small
number of data points represent either rare types of work packages or outliers that

have to be further investigated.

For instance, results in Table 6.11 show that almost a quarter of the work packages
fall in cluster 13, with a mean of 0.6 hours per unit. In the same table, packages in
cluster 7 represent a case of outliers that should be investigated. When a contractor
needs to investigate the clustering analysis results, they can easily find out which
data point belongs to which cluster, since Weka assigns the results of the clustering
to every data point in the dataset and automatically draws the frequency histograms
as shown in Figures 6.13 and 6.14. Assigning clusters to every data point makes it
easy for contractors to go back to their files and find out the reasons behind the

variation in actual package costs and durations.
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5
Relation: 02, Production Duration Analysis_clustered
Instance_number 10 Pragram | Project | Package | Type | Weight | FabHours | FabCostMultiplier | FabDuration | FabDurationMultiplier | Cluster
Murneric Murneric | Mumeric | Murneric | Murneric | Murmeric | Mumeric | Murneric Furneric Murneric FMurneric Morminal
0.0 1.0 1.0 512.0/ 1059.0 1.0 10.0 20,0 2.0 3.4 0.34|cluster12 ﬂ
1.0 3.0 1.0f 5140 11150 1.0 1.5 22,0 14.67 2.2 1.47|cluster10
2.0 4.0 1.0 515.0/ 1184.0 1.0 26.0 16.0 0.62 3.2 0,12 |cluster14
3.0 5.0 1.0 515.0/ 1185.0 1.0 18.0 16.0 0,59 3.2 0,15|cluster15
4.0 6.0 1.0 515.0/ 1186.0 1.0 9.0 16.0 1.78 3.0 0,33 cluster12
5.0 7.0 1.0f 521.0] 1197.0 1.0 36.8 65.0 1.77 6.4 0.17|clusters
6.0 8.0 1.0 521.0/ 1198.0 1.0 20,9 65.0 311 10,6 0.51|cluster17
7.0 9.0 1.0 521.0/ 1199.0 1.0 10,6 65.0 6,13 9.2 0,87 |cluster11
8.0 10,0 1.0 532.0/ 1269.0 1.0 4.2 62.0 14.76 3.2 0,76 |clusters
9.0 1z2.0 1.0 536.0/ 1337.0 1.0 2.7 54.0 20,0 2.8 1.04|cluster16
10.0 13.0 1.0 537.0/ 1336.0 1.0 4.0 30,0 7.5 2.8 0.7 |cluster1l
11.0 14.0 1.0 535.0, 1361.0 1.0 1.1 36,0 32,73 2.4 2,15 |clusterd
1z2.0 21.0 1.0 S44.0/ 1364.0 1.0 302.7 8.0 0,03 9.0 0,03 |cluster14
13.0 220 1.0 S44.0/ 1365.0 1.0 171.5 24.0 0.14 5.0 0.05|cluster14
14.0 23.0 1.0 S44.0/ 1366.0 1.0 59.3 40,0 0.67 5.2 0.09|cluster14
15.0 25.0 1.0 545.0/ 1371.0 1.0 3.0 33.0 11.0 1.4 0.47|cluster11
16.0 270 1.0 S47.0, 1407.0 1.0 4.4 4.0 0.91 1.4 0.32|cluster15
17.0 30,0 1.0 549.0/ 1427.0 1.0 1.2 28,6 23.83 2.6 2,17 |cluster10
15.0 31.0 1.0 549.0/ 1436.0 1.0 2.5 28,6 11.44 1.6 0.64|cluster11
19.0 33.0 1.0 550.0/ 1433.0 1.0 15 20,0 15.38 2.8 2.15|cluster10
20.0 35.0 1.0 550.0/ 1435.0 1.0 6.5 15.0 231 2.2 0,34 |cluster17
21.0 38.0 1.0 550.0/ 1471.0 1.0 4.5 1z.0 2.5 1.2 0.25|clusters
22.0 39.0 1.0 550.0/ 14720 1.0 24.0 18.0 0.75 1.4 0,06 |cluster14
23.0 40.0 1.0 550.0/ 1510.0 1.0 2.2 15.0 6,52 3.2 1.45|clustern j
lirdo | ok | Cancel |
Figure 6.13: Weka Results Viewer
=1of x|
Preprocess | CIassiFyl Clusterl Associatel Select attributesl Visualizal
Open file. s | OpenURL.., | Open DB | Urda | Edit... | Save.. |
—Filker
Choose INone | Apply |
~Current relation -Selected attribute
Relation: 02, Production Duration &nalysis_clustered Mame: Cluster ) Type: Nominal
Instances: 5590 Attributes: 12 Missing: 0 (0%} Distinct: 19 Unigue: 0 (0%
—Attributes Label Count
cluster 245 -
all | Mone Irivert clusker 74
cluster? 5
Mo, Marne clusters 24 [
1™ lnstance_number clusterd 63
Mo clusters 105
3 IProgram clusters 24
4| |Project cluster? 35 J
5|[” [Package Class: Cluster {MNom} ﬂ Wisualize all |
6 Type
7| [weight
8" [FabHours 13641244
9™ IFabCastMulkiplier
10([” IFabCuration
11|~ |FabDurati
446 s 499
350 351
Remove | &
I 5z 105 o e ]
s 2% e 2 e N 8 [ ]

~Skatus
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o |

Figure 6.14: The Frequency Histogram for the Obtained Clusters
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The Weka analysis supports the claim of this research model that data, which up to
now was not used, can be transferred into useful knowledge that ultimately provides
meaningful insights into the working of contractors. When data is collected, stored
and pre-processed in a proper way as proposed in this research, an endless wealth
of knowledge can be harvested from this data. After assigning the clusters, a fitting

distribution can be found for each cluster.

6.2.3 Case Study Results Validation

The second part of the data, the remaining 15 % was used for validation, as
mentioned earlier. The obtained unit costs and durations from the clustering
analysis are used to estimate the resource requirement and duration of each work
package in the validation dataset. Each package was assigned a duration unit cluster
and a cost unit cluster (Table 6.15). The means of these two clusters were used to
estimate the total resource requirement and duration for each package. Both the cost
and duration variances accompanied with errors percentage were calculated for

each package as well.

The validation test showed that, when comparing the estimated values using the
obtained unit based on historical data with the actual values that were recorded for
these packages, more than 80% of the tested data points had an estimating error of
only below 25%. These results demonstrate a significant increase in the accuracy
of estimating practices when relying on historical data that existed already in the

contractor’s management systems.
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Actual | FabWeeks |Estimated . .
I | Weight | Fab | Per Unit Fah V“ £a 2 ek
Weeks | Cluster | Weeks | @ o orlce] =rrox

25 3 12| cluster13 14 0.21 14 77%

31 25 12|cluster13 12 -0.03 228%

57 4 12| cluster? 13 0.11 8.31%

75 97 5 6| clusterd 63 072 1143%

91 B 36| clusterd 38 0.31 7.95%
109 75 3 2|cluster13 3¥ 0.51 13.69%
161 14 16| clusters 17 0.08 5 .00%
171 16 4 6| cluster? 495 0.30 6.12%
177 53 9 clusters 85 049 572%
185 22 1| cluster13 1.0 0.03 314%
201 66 2 cluster¥ 18 -0.17 915%
235 495 3 8|cluster10 43 0452 11 96%
247 26 18| cluster 17 -0.11 b 21%
251 21 3 6|clusters 34 -0.23 6.72%
266 114 2 8| clusterd 25 Q2T 10 549%
279 28 1.6|clusterd 18 0.23 12 33%
294 h4 3 6|cluster 35 -0.08 228%
316 27 1.6|clusterd 18 016 9 08%
336 117 5 4| cluster1? 51 -0.25 4 90%
353 34 24| clustert 22 -0.18 8 .30%
364 22 1| cluster13 10 0.03 314%
366 13.2 1.8|cluster15 19 007| 363%
422 53 22| cluster13 25 0.29 11 65%
459 303 14| cluster13 14 2 022 155%
505 248 14 2| cluster1d 164 1.33 8 .54%
6559 17 1| clusterd 14 0.1 975%
583 85 3| cluster? 28 022  787%

Table 6.15: An Excerpt of the Validation Tool for the Fabrication Phase

The work package types were not identified when its data was recorded. When the
data mining analysis was conducted, data clusters were identified. Consequently, it
was left to the estimator to decide which cluster to use for estimating future projects.
The partner company did not record its planned data in a structured way as it did

with the actual data. Thus, performance evaluation using EVM was not possible.
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6.3 DISCOVERING KNOWLEDGE IN THE THIRD DATASET

6.3.1 Data Gathering, Cleaning and Preprocessing

The purpose of this case study is to validate the concept that data mining can be
used to provide reliable probabilistic resource utilization graphs (resource baseline
histograms) that can be used for proper staffing of projects. These graphs show the
required weekly hours of a specific resource during the duration of a project or
work package. Data mining provide a set of various graphs based on different
combinations of control attributes; hence provide contractors with the ability to
utilize the most suitable graph. The current practices mostly rely on using uniform
or predefined distribution graphs that do not rely on historical data and are not

customized to reflect current conditions.

The third dataset to be used in this research is obtained from the same partner
company that provided the first data set. This third dataset contains the actual
weekly hours for a set of resources per project phase. The current practice in the
company is to collect actual hours by project phase instead of work packages.
Although, this data is not collected at the work package level as proposed in this
research, this data is still very useful for providing analysis on the project level for
providing Initial Planned Values (IPV) of project resource requirements. The same
methodology can be applied to obtain resource utilization curves per work package
for estimating resource requirements during the detailed planning stage of any

project.
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The procedure of obtaining the third data set started with getting a list of all
completed projects between the years 2004 and 2007 as shown in Table 6.16. This
list was obtained from the timekeeping system of the company, which is an in-
house developed SQL server application. The list contained more than 1,500
projects that vary in duration, cost and complexity. The data was automatically

extracted out of the SQL-Server data tables to MS Excel for cleaning and

preprocessing.
JubNumﬂJubGruup Company Description EIC ProjSponsor ProjManager Comments
O0E1276  PACER Alliance FPETRO-CANADAPACER  Motor Protective Relay Enhancements GAM FHNOLTE
D0E1239 PACER Alliance PETRO-CANADA PACER 2000/ 2001 Heawvy Oils Platforms GAM FNOLTE
ODE1450 RACER Alliance PETRO-CANADA PACER  Replacement of HF Detection / HZ20 Monitar PLC
DOE1450c PACER Alliance PETRO-CANADAPACER  Replacement of HF Detection / H20 Manitor PLC CKS G MACMILLAN A LENUIK
D1E1465 COLT ENGINEERING CORP- EDMONTOMN
01E1476 CORE PROJECTS BP CAMADACHEMICAL — SetUp Project Management Files & System RJT B Bowhay BTURCOT
D1E1505 CORE PROJECTS  BP CANADACHEMICAL  MOC#62 - Rail Loading Pumps Shutdown Contral - RJT - B Bowhay B TURCOT
01E1506 CORE PROJECTS  BP CAMADA CHEMICAL — MOC #79-T-5906 A/B Vale for Rail Loading2643 RJT B Bowhay BTURCOT
01E1510 CORE PROJECTS BP CAMADACHEMICAL — MOC #39 Portable Nitrogen Heater Cart Construction RJT B Bowhay BTURCOT
D1E1511 CORE PROJECTS  BP CAMADA CHEMICAL  MOC#49K-5201 A/B Suction Line Drain FJUT B Bowhay B TURCOT
01E1512 CORE PROJECTS  BP CAMADACHEMICAL — MOC#10YP-5452 Vapour Bypass RJT B Bowhay B TURCOT
D1E1514 CORE PROJECTS  BP CANADACHEMICAL  MOC#104 T-5502 Rework Tank Transferto D-5615  RJT B Bowhay B TURCOT
01E1534 CORE PROJECTS  BP CAMNADA CHEMICAL  MOC #15 0-5475, 0-5480 Hotwell Sarmple Paort RJT B Bowhay BTURCOT
D1E1535 CORE PROJECTS  BP CANADACHEMICAL  MOC#102 C-5430 Butane Sample Paints RJT B Bowhay B TURCOT
D1E1537 CORE PROJECTS  BP CAMADA CHEMICAL  MOC #0582 Hot Oil Pump Isolation Yakve Confrols FJUT B Bowhay B TURCOT
D1E1560 CORE PROJECTS  SHELL CHEMICALS CANAL Alliance Procedures GAM /ASN W HMATTER
01E1562 SUNCOR ENERGY INC 200 Millennium Extraction Wood Remowvals FA B Bowhay M EWWARCHUK
01E1571 CORE PROJECTS  BP CAMADA CHEMICAL — MOC #02 Zone Store in LAO Plant RJT REKarren T Kucher
D1E1572 CORE PROJECTS  BP CAMADACHEMICAL  MOC#072 Contral Building Lab. Maodifications RJT B Bowhay B TURCOT
D1E1572A CORE PROJECTS  BP CAMADA CHEMICAL — MOC 72 - Contro Buiding Lab. Modifications FJT BBOWHAY  BTURCOT
D1E1578 CORE PROJECTS  BP CAMADA CHEMICAL — MOGC#132 Decene for Seal Liguid D-5982 and D-595<RJT B Bowhay B TURCOT
D1E1582 CORE PROJECTS BP CAMADACHEMICAL  Redlines and As-Builts FJUT B Bowhay B TURCOT
01E1582A CORE PROJECTS  BP CAMNADA CHEMICAL — Redlines & As-Builts - NON COLT MOC's REY BB DGL B Bowhay BTURCOT
D1E1582B CORE PROJECTS  BP CANADA CHEMICAL  Redlines & As-Builts - NON COLT MOC's after April  DGL - RKarren T Kucher
D1E15820 CORE PROJECTS  BP CAMADA CHEMICAL  Structural As-Builts DonLeBBOWHAY B TURCOT
01E1597 CORE PROJECTS BP CANADA CHEMICAL — MOC #135 - Installation of Maintenance Access Door RJT B Bowhay B TURCOT
D1E1539 CORE PROJECTS  BP CAMADA CHEMICAL  Document Control FJUT B Bowhay B TURCOT
01E1608 CORE FROJECTS  BP CAMADA CHEMICAL — MOC #150 Drainage for Control Vahees Outside RJT B Bowhay BTURCOT
D1E1614 CORE PROJECTS  BP CAMADACHEMICAL  MOC #164 - Install tie-ins 1o reroute SF-62104/B O RJT B Bowhay B TURCOT
DE1617 CORE PROJECTS  LAO CANADA CHEMICAL P MOC 086 - Maintenance Small Eguipment Decontami RJT R Karren B Turcot
01E1643 CORE PROJECTS BP CANMADACHEMICAL — AA-Line Design Pressure Change for Star-Up Mode
D1E1657 CORE PROJECTS  BP CAMADACHEMICAL  Inst. of Pad and Utilities for Skid Fuel Tanks Dk B Bowhay B TURCOT
0M1E1662 CORE FROJECTS  BP CAMNADA CHEMICAL  Betz BFYY Treatment Skid Shelter (MOC #84) DL B Bowhay BTURCOT
01E1663 CORE PROJECTS BP CAMADACHEMICAL — Cylinder/Packing Lubrication Reservoir Upgrade { DL B Bowhay B TURCOT

Table 6.16: List of Completed Projects between 2004 and 2007

Project phase is an important control attribute for the data mining exercise.
However, the company did not clearly assign project phases to the data points in
their timekeeping system. As a result, it was necessary in this research to go back
to the archives in order to assign the proper phase to each project. This process
again consumed lots of time and efforts.
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Since the construction support phase is mostly responding to requests from sites
and is not performed based on clearly defined scope, projects that were assigned to
the “construction support” phase were eliminated from the dataset. Projects that
were cancelled or put on hold prior to delivering their scope were eliminated from
the list as well. At the end, there were more than 350 projects in the dataset. For
each of these projects, a SQL statement was run to query the weekly working hours

per resource type as shown in Table 6.17.

JOB SUBJOB | L1CODE | JobGroup | SUM(Hours)|Period End |
04E2583 891 1130 CORE PROJECTS 1.00 07-Jan-05
04E2583 891 1130 CORE PROJECTS 550 21-Jan-05
04E2583 891 1130 CORE PROJECTS 16.50 11-Feb-05
04E2583 891 1130 CORE PROJECTS 0.50 25-Feb-05
04E2583 896 1130 CORE PROJECTS 2.50 03-Sep-04
04E2583 903 1130 CORE PROJECTS 0.50 25-Feb-05
04E2583 904 1130 CORE PROJECTS 0.50 25-Feb-05
04E2583 904 1130 CORE PROJECTS 1.00 04-Mar-05
04E2583 905 1130 CORE PROJECTS 7.50 10-Dec-04
04E2583 908 1130 CORE PROJECTS 1.00 26-Nowv-04
04E2583 908 1130 CORE PROJECTS 0.50 10-Dec-04
04E2583 908 1130 CORE PROJECTS 4.50 21-Jan-05
04E2583 908 1130 CORE PROJECTS 7.00 04-Feb-05
04E2583 908 1130 CORE PROJECTS 16.25 25-Feb-05
04E2583 914 1130 CORE PROJECTS 10.00 26-Nowv-04
04E2583 914 1130 CORE PROJECTS 6.50 17-Dec-04
04E2583 914 1130 CORE PROJECTS 1.00 07-Jan-05
04E2583 914 1130 CORE PROJECTS 0.50 21-Jan-05
04E2583 920 1130 CORE PROJECTS 1.00 12-Nowv-04
04E2583 920 1130 CORE PROJECTS 1.50 26-Nowv-04
04E2583 920 1130 CORE PROJECTS 1.00 03-Dec-04
04E2583 920 1130 CORE PROJECTS 0.50 17-Dec-04
04E2583 920 1130 CORE PROJECTS 1.00 07-Jan-05
04E2583 920 1130 CORE PROJECTS 2.50 18-Feb-05
04E2583 920 1130 CORE PROJECTS 23.25 04-Mar-05
04E2583 921 1130 CORE PROJECTS 1.00 03-Dec-04
04E2583 949 1130 CORE PROJECTS 1.00 12-Nowv-04
04E2553 0 1130 SHELL ALTIANCE 5.00 26-Mar-04

Table 6.17: Weekly Actual Working Hours per Resource

The company did not store the original planned, current planned, earned hours on

a weekly basis. Therefore, the missing data was simulated using random numbers
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in order to populate the data warehouse according to the proposed structure. The
complete dataset is used to calculate the performance measures (CPI and SPI) on a

weekly basis for all the data points.

The period end-date was used to calculate the week, month, quarter, and year
numbers for each data point to expedite the procedure of running OLAP reports and
queries. The formula used to calculate the year is:
YearNumber = Year(PeriodEndDate). [6.6]
The formula used to calculate the month number is:
MonthNumber = Month(PeriodEndDate). [6.7]
The formula to calculate the week number is:

WeekNumber= Weeknum(PeriodEndDate). [6.8]

The three-point sliding moving average was used to reduce the noise in the dataset
(Teicholz, 1993). After that, the duration data was normalized by dividing the week
number by the total number of weeks. The cost data was also normalized by
dividing the weekly hours by the total number of hours. The normalized data is

shown in Table: 6.18.
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Period Hours Normalized

Number ~ Raw ~ ~| Smoothei ~| Project ~| Duratior ~ Hours ~
4 33.00 27.50 28.86 04E2510 0.36364 0.12401
5 2.00 17.00 18.36 04E2510 0.45455 0.07890
6 16.00 11.58 12.95 04E2510 0.54545 0.05563
7 16.75 12:17 13.53 04E2510 0.63636 0.05813
8§ 345 10.00 11.36 04E2510 0.72727 0.04882
9 9.50 542 6.78 04E2510 0.81818 0.02913
10 3.00 5.00 6.36 04E2510 0.90909 0.02734
11 2.50' 1.83! 3.20 04E2510 1.00000 0.01374
1 1.00 417 4.37 04E2518 0.05556 0.03776
2 11.50 10.00 10.20 D4E2518 0.11111 0.08815
3 17.50 13.17 13.37 04E2518 0.16667 0.11551
4 10.50 11.00 11.20 04E2518 0.22222 0.09679
5 5.00 7.33 7.54 04E2518 0.27778 0.06511
6 6.50 742 7.62 04E2518 0.33333 0.06583
7 10.75 6.67 6.87 04E2518 0.38889 0.05936
8 245 875 §.95 04E2518 0.44444 0.07735
9 1295 6.83 7.04 04E2518 0.50000 0.06080
10 5.00 833 8.54 04E2518 0.55556 0.07375
11 7.25 475 4.95 D4E2518 0.61111 0.04280
12 2.00 458 4.79 04E2518 0.66667 0.04136
13 4.50 233 2.54 04E2518 0.72222 0.02192
14 0.50 1.83 2.04 04E2518 0.77778 0.01760
15 0.50 0.50 0.70 04E2518 0.83333 0.00608
16 0.50 275 2.95 04E2518 0.88889 0.02552
17 7.25 592 6.12 04E2518 0.94444 0.05288
18 10.00 575 5.95 04E2518 1.00000 0.05144

Table 6.18: The Normalized Dataset

Nassar, 2004 stated that dividing project progress to twenty equal periods with 5%

increments is a very good method to measure projects performance. Based on that,

the dataset was normalized using the interpolation function of the R software. An

example of the output of the code is shown in Table 6.25.
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Group| P01

P02

P03

P04

Pos

P06

P07

POg

P09

P10

P11

P12

Pl13

P14

P15

P16

P18

P19

P20

001859
0.01993
0.02336
0.04786
010233
001623

0.0326
0.01968
0.06871
0.14623
0.10074
0.04551
0.09602

0.0492
0.00473
002429

2| 0.06397
62( 0.09371
62( 0.01884
64( 0.09938
64 0.15783
64| 0.06106
64( 0.02371
64| 0.00284
64( 0.00221
64 01033
64( 0.0888%
64 0.0702

0.02289
007725

0.06349
006744
011396

0.00382

0.02719
0.11094
0.06836
0.07782
0.06453
007814

0027535

0.03903
0.11779
0.08981
0.08033
0.03201
0.05078
0.11304
0.04209
0.08971
0.01239
0.05207
0.07748
0.05076
0.09043
0.03303
0.01466
0.02859
0.09454
0.14769
0.04837
0.09674
0.09573
0.02068
0.05771
0.14162
0.00963
0.18123
0.12296
0.07983
0.08929
001157

0.1518
0.03636

0.05181
0.10512
0.06422
0.07686
004584
003472
0.12194

0.0394
0.07333
0.01293
0.033935
0.03526
0.078135
0.08726
007440
002131
002243
0.08633
0.14367
0.05125
0.07962
0.02066
0.01489
0.08689

01128
003999
0.17007
0.09349

00734
0.05732
0.01701
0.16159
0.06334

0.07207
0.10697
0.03598
007584
0.03713
0.03697
0.11577
0.03789
0.05062
0.01333
0.03983
0.04021
0.08364
0.06083
0.06198
0.02183
0.02896
007754
0.14366
0.03312
0.03666
0.02937
0.02183

0.0733
0.04629

0.0831
0.13197
0.06728
0.07649
0.02126
0.03446
0.13883
0.04084

0.08446
0.09117
0.03317
007539
003239
003313
0.09677
0.04062
003374
0.00713
0.02571
0.02757
0.03863
0.05063
004523
0.03203
0.03083
0.06337
0.14331
0.05708
0.04242
0.03789

00352
0.02612
002198
012392
009912
0.06134
0.07836
0.01233

00713
0.10683
0.01961

0.12672
0.03608
0.03209
0.07488
0.02761
0.01664
0.06834
0.05405
0.04031

0.0063
0.01911
0.01228
0.04743
003169
002948

0.0367
002716
0.04497
0.14421
0.06101
0.09603
0.03039
0.04017
0.04898

0.0403
014896

0.0788
0.06963
007872
0.01015
0.09031
0.10327
0.01852

0.16392
0.04093
0.04361
007311
0.02808
001462
0.03744
0.06983
0.02409
001412
0.03889
0.0232
0.03333
002296
0.01003
0.03206
0.02486
0.03623
0.1431
00714
0.10975
0.0193
0.09337
0.06482
0.051
014574
0.06817
0.07092
007892
0.01344
0.04833
0.11394
004414

0.1924

0.0593
0.08193
007044
002949
001302
0.06714
007717
0.01349
0.02501
0.04171
003914
0.02634
001256
001643
003272
0.05468
0.03894

003799

02139
0.06176
0.09916
0.06952
002898
001673
0.08914
0.07883
0.01261
0.02642
0.04548
0.06518
0.01848
001223
001979
002357
0.08358
0.03983
0.13327
0.10459
0.12327
0.009357
0.15482
0.05974
003735
013848
007637
0.03279
0.06651
0.01963

0.0663
0.13184
0.02813

021933
003778
0.07918
007117
0.028
00188
0.09273
0.07507
0.00909
002136
002571
0.08846
0.01245
001033
001419
002541
0.07939
0.04168
0.13046
0.11497
0.09068
0.00957
0.19526
0.07428
001442
010833
0.0808
0.02792
0.04627
0.01931
003428
0.1389
0.03846

0.20463

0.0117
0.04038
0.07674
0.02383
0.01989
0.09273
0.06484
0.00833
0.01937
0.02663
0.08332
0.00983
0.00955
001455
0.03922
0.04651
0.04201
0.12889
0.11498
0.03713

0.08723

0.18332
0.00559
0.02804
0.08202
0.01907
001253
0.05487
0.06732
0.00915
0.02623
0.02006
0.06833
0.01153
001431
003837
003243
003138
0.03938
0.12733
0.10548
0.035264
0.00957
0.10806
0.02614
000521
0.03671
0.06839
0.03288
0.03391
0.00814
0.00877

0.1346
0.08978

0.14863
0.00367
0.03306
0.08556
0.01997
0.01099
0.02689
007524
0.01303
0.03702
0.02006
0.06536

0.04353
0.01833
0.00934
0.09502
0.08671

0.11441
0.00588
0.03437
008553
0.02202
001726
0025343
0.07623

0.0228
0.07638
0.01629
0.06201
0.00647
0.02601
0.03507
001669
007279
0.03443
0.12644
0.07683

00353
0.00937
004412

0.0216
0.00454
001297
0.06724
0.03447
0.06043
001932
001527
0.06117
0.04851

Table 6.19: The Normalized Dataset after Interpolation

0.05082
0.00868
0.02071
0.04823
003811
003833
0.01817
007138
0.01617
0.04518
0.02476
0.04542
0.00514
005138
001776
004112
0.02375

0.0379
0.11591
0.03824
0.02311
0.00937
003144
0.03064
0.00928
0.00562
0.04827
002422
0.07339
0.00738
0.01404
0.03413
0.00277

0.03634
0.01049
0.01593
002819
0.04391
002388
0.01784

0.0601
0.01285

0.0367
0.03983
0.02146
0.00384
005158
003841
003652
0.02836
0.03632
0.10118
0.02461
0.01936
0.00957
002441
0.01184
001131
0.00688
003525
002178
0.06836
0.01706
001259
002524
0.00452

0.0217¢
0.0097¢

0.006:
0.0088¢
00350
0.0126+
001310
0.0493:
0.0060:
0.0273%

0.032:
00114
0.0043:
0.0401:
0.0371:
0.0200
0.0259:
0.0431¢
0.0864:

As shown in Table 6.19, each resource is now presents as a array R(i, 20). Each array

is assigned to a single class. Each class represents a unique combination of a project

phase, resource, size cluster and duration cluster. To obtain the size and duration

clusters, the M-means clustering technique from Weka is used to classify the total

resource of hours and project durations into groups. The clustering results are

shown in Tables 6.20 and 6.21.
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Hours - All Data
Prior
™ a ==
Cluster N %o Mean StdDev Prohability
Cluster0 221 40.48% 128 58| 363162 0.3554
Cluster2 220 40.29% 29138 111.7130 0.4201
Clusterl g9 16.30% 968.03| 4841862 0.1880
Cluster3 16 293%| 284121(1,774.2157 0.0365
Total 546.00| 100.00% 453.93| 687.3120 1.00
Table 6.20: Clustering of Total Resource Hours
Weeks - All Data
Prior
}_ a T =
Cluster Yo Mean StdDex Probability
Cluster0 360 65.93% 15.04 5.6524 0.5951
Cluster2 148| 27.11% 29 .85 9.6972 0.3083
Clusterl 38 6.96% 56.24| 203446 0.0966
Total 546.00| 100.00% 2558 15.7160 1.00

Table 6.21: Clustering of Total Duration Weeks

A dynamic program that allows using the polynomial regression to develop a
function that represents the variation of resource utilization per week is developed
in R. Polynomial regression is used when a relation between a dependent variable
Y and independent variable X cannot be fit to a linear or curvilinear such as
logarithmic (Log(X)), power (X°) or exponential (b*) relationships, where b is a
constant. As shown in the code below, the program reads the data from a Comma
Separated Values (CSV) file and checks for the number of classes in the file. After
that, a cycle is used to transpose the data of each group and assign it in an array that
can be recognized by the R software. For each array, the “Fit” function is used to
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obtain a polynomial regression function of the third degree that represents the data

in each group. The function is in the format:

Y =bo + b1 * (X) + by * (X3) + bs * (X3) [6.9]

The third degree polynomial, or sometimes referred to as cubic function, provides
an S-curve, which fits reasonably well to the distribution of resource utilization
over the project % complete. The output of the developed code is a list of the
coefficients: bo, b1, bo and bs. The user can easily change the degree of the
polynomial to any other degree using the function “PolDgr”. The goodness of fit is
measured using the least square errors (R?) and the user can try different functions

to find the one that fits best for the dataset under investigation.

The output of the code is written to another CSV file and an example of it is shown
in Table 6.22. The goodness of fit is tested using the R? function and graphically.
The output for each class is plotted accompanied with the original values of any
class to visually test the goodness of fit as shown in Figure 6.15.

At the beginning of any internal project, the project can decide on the size and
duration class for each resource, use the characteristics of these classes
accompanied with the polynomial function for the distribution of these resource
utilization over project % complete to predict the initial planned values for each

resource. These predicted values are based on PM judgment and historical data.
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0% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%
Grou ~ b0~ bl ~ b2 |~ b3|~| PO~| PO1~| PO2(~| P03[~| PO4|-] POS[-| PO6|~|] PO7~| POS[~| PO9(~| PIO/~
61 003646 044515 -0.9392 047088 0 005642 007205 0.08369 0.09168 0.0964 009819 009739 009438 0.08949 0.08309
62 0.05595 -0.0827 -0.0071 0.07006 0 005181 004768 004362 0.03969 0.03593 0.0324 002915 002622 0.02369 0.02159
64 022147 -0.9332 1.33796 -0.6206 0 0.17808 0.14091 0.1095 0.08338 0.0621 0.04517 0.03214 0.02254 0.01591 0.01178
65 0.12167 0.0576 -0.0232 -0.157 0 0.12447 0.12704 0.12925 0.131 0.13216 0.13262 0.13225 0.13095 0.12858 0.12505
66 0.00571 0.3515 -0.6502 0.30994 0 0.0217 0.03466 0.04485 0.05248 0.05779 0.06101 0.06237 0.06211 0.06046 0.05763
71 0.03005 0.02464 -0.0711 0.03333 0 0.0311 003183 0.03225 0.0324 0.03228 0.03194 0.03139 0.03066 0.02978 0.02876
71 0.12814 023537 -1.0044 0.67833 0 0.13848 0.14331 0.14414 0.14146 0.1358 0.12767 0.11756 0.10599 0.09347 0.08051
74 0.013 0.10858 033491 -0.2978 0 0.01923 0.02691 0.03582 0.04573 0.05643 0.06768 0.07926 0.09096 0.10255 0.1138
75 0.02104 0.00439 020323 -0.1888 0 002174 0.02332 0.02563 0.02854 0.0318% 0.03555 0.03938 0.04323 0.04697 0.05044
76 0.0367 0216 -02163 00314 0 004697 0035617 0.06434 00715 0.07768 0.08289 0.08716 0.09051 0.09297 0.09456
81 0.00592 039438 -0.6569 029545 0 002404 003909 00513 0.06089 0.06808 0.0731 007616 007748 0.0773 0.07582
82 003564 -0.0609 0354407 -04564 0 00339 003453 00372 0.04156 0.04728 0034 006139 006911 00768 008414
84 003982 -0.1486 063913 -0.5018 0 003397 003104 003066 0.03244 0.03601 0.041 0.04703 0.05371 006068 0.06736
85 0.01738 0.1342 0.09617 -0.2218 0 002431 003154 0.03893 0.0463 0.05348 0.06031 0.06663 0.07226 0.07704 0.0808
86 0.03438 -0.0103 043175 -0.434 0 0.03489 0.03721 0.04102 0.04596 0.05169 0.05789 0.06419 0.07028 0.0758 0.08041
91 0.02108 0.15613 -0.2557 0.09549 0 0.02826 0.03423 0.03907 0.04284 0.04562 0.04748 0.04849 0.04872 0.04825 0.04714
92 0.0212 0.04282 0.17614 -0.2099 0 0.02376 0.02704 0.03088 0.03513 0.03964 0.04423 0.04877 0.05308 0.05701 0.06041
94 0.01992 026625 -0.3084 0.05304 0 0.03247 004351 00531 0.00126 0.06804 0.07347 0.07761 0.08048 0.08212 0.08258
95 0.0244 0.19691 -0.2891 0.07442 0 0.03353 0.04127 0.04768 0.05281 0.05671 0.05947 0.0611 0.06167 0.06125 0.05989
96 0.02005 0.0163 023396 -0.2686 0 002232 0.02465 0.02775 0.03142 0.03545 0.03964 0.0438 0.04771 0.05118 0.05401
101 0.01586 0.52732 -13385 0.8201 0 0.03898 0.05603 0.06761 0.07434 007685 0.07573 0.07161 0.06511 0.05683 0.0474
102 00205 0.19671 -04563 024289 0 002922 003585 0.04056 0.04353 0.04493 0.045 004386 0.04172 003875 003514
104 -0.0002 056418 -1.3467 0.79482 0 002472 004352 005679 0.06511 0.06908 0.06929 006635 0.06085 0.03339 0.04455
105 002886 -0.0122 022436 -02233 0 002878 002966 003133 0.03361 0.03635 003937 004251 00456 0.04847 005095
106 -0.0261 0.72905 -12376 0.54602 0 0.00735 0.035 0.05728 00746 0.08737 0.096 0.10089 0.10247 010113 0.09729
221 0.04911 020791 -0.4086 0.19002 0 0.03851 0.066 0.07174 0.07387 0.07852 0.07984 0.07997 0.07906 0.07724 0.07467
222 0.15758 -0.0957 -0.3868 0.37041 0 0.15187 0.14451 0.13577 0.12593 0.11526 0.10405 0.09257 0.08111 0.06993 0.05932
Table 6.22: An Example of the Coefficients Output
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Figure 6.15: Example of Plotting the Polynomial Function vs. the Original Data
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Another approach is to connect the averages of each % complete (P1, P2 to P20) as
shown in Figure 6.16 below. It is up to the user to decide on which methodology
fits better for the existing data. This case study is used to provide the user with the
Initial Planned Values (IPV) that is needed prior to the detailed planning of any

project.
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Figure 6.16: Connecting the Average Points to Represent the Data Class

In the third dataset, project attributes were not clearly identified when data was
collected. Moreover, some of the projects were not broken into clearly defined
phases as proposed in this research. When data was analyzed, discrepancies were
found among the resource utilization graphs. These discrepancies were highlighted

and recommendations were made to the partner company.
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CHAPTER 7: CONCLUSION

7.1 RESEARCH SUMMARY

Industrial construction projects are known for their complexity and sophistication.
A typical industrial construction project is planned and executed as a set of internal
projects, each of which is performed by a contractor. Each of these contractors
manages multiple internal projects simultaneously using one common pool of
labour and non-labour resources. The very nature of working with one common
pool of resources results in many challenges that face the management of projects
and contracting companies. These contractors face the dilemma of completing
projects with minimum cost and duration, while maintaining a steady flow of

workload to sustain or increase resources capacity.

In addition to the difficulties of working with one common pool, managing labour
resources is further complicated by economic instability and human factors. The
former leads to drastic changes in the supply and demand for skilled labour; and
the latter leads to difficulty in predicting labour productivity. Improper
management of labour resources causes severe budget overruns, significant
schedule delays, damaged reputation, intolerable level of stress and decreased

productivity, profit and client satisfaction.

To address these issues, the aim of this research is to improve resources
management practices by using existing historical data from completed projects to

forecast needs of future projects.
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During the process of managing labour resources in multiple-project environment,
a large amount of multidimensional data is generated, collected and stored in
scattered formats. Currently, there is no consistent methodology to manage this
wealth of data. Most of this data gets lost and is never viewed, analyzed or
transferred to useful knowledge that could be an asset in improving resource

management practices.

This research developed an integrated framework for managing resources data in
multiple-project environment. The framework is built on a KDD model to transfer
the collected multidimensional historical data from completed projects to useful

knowledge for new projects.

The integrated framework would fulfill many purposes. First, it includes a
consistent methodology for generating, collecting and storing labour resources data
in a structured format ready for data mining. Second, it prevents this data from
being lost. Third, it saves the time and efforts that are required to clean, prepare,
and pre-process unstructured data. Fourth, it uses data mining to transfer the
collected data into useful knowledge. This accumulated knowledge is expected to
improve resource management practices in industrial construction projects. It also
increases the ability to forecast work load and optimum staffing capacity. As a
result of this improved resource management practices, projects would be less
prone to schedule delays and budget overruns, and the contractors would be more

efficient and profitable, and hence could complete strongly.
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First, a comprehensive literature review that covered previous research in the areas
of project resource management, transferring projects’ data to useful knowledge,
resource forecasting techniques in projects, data warehousing and OLAP reporting

and data mining techniques. This step is explained in chapter two of this thesis.

Second, a comprehensive analysis of the industrial construction projects domain
was performed. The analysis was performed in both vertical (within an industrial
project) and horizontal (across multiple projects) to obtain full understanding of the
domain. The output of the vertical analysis included the identification of the seven
main objects that have to be modeled in the data warehouse. The output of the
horizontal analysis included the identification of the control attributes that have to
be used by all projects for proper data mining. The output also included a set of
illustrated models for the main processes of industrial construction. This analysis

is explained in chapter three of this thesis.

Third, a comprehensive analysis of the issues with current practices of labour
resources data management in industrial construction projects was performed. To
overcome these issues, the concept of predefined progressable work packages is
presented. These packages are used as building blocks, common denominator and
knowledge carrier to manage the multiple dimensions of resources data. This

analysis is explained in chapter four of this thesis.
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Fourth, a prototype data warehouse was built to centrally store the data. OLAP
reporting techniques were used to present the data according to the various needs
of end-users. A knowledge exchange tool was also developed to exchange
knowledge elements between projects and individuals. The data warehouse is

presented in chapter five of this thesis.

Fifth, three case studies were performed to validate the applicability of the
developed framework to real projects data. The first dataset was obtained from a
large EPCM firm and was utilized to define the distribution parameters of
estimating unit costs. An anomaly detection methodology was developed to
highlight the inconsistent data points for the end-user. A unit cost tree with 225
branches was obtained. PostHoc tests and the One-way ANOVA were used to

classify the cost units into smaller number of groups.

The second dataset was obtained from a large EPC firm and was used to define the
distribution parameters of estimating unit durations within different data clusters.
The dataset was randomly divided into training set and testing set for validation
purposes. More than 85% of the testing data points had an estimating error of less

than 25%.

The third dataset was used to analyze various resources utilization patterns over

time units and to find the most fitting resources utilization curve per cluster.
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The data used in this research already existed in scattered format between planning
and timekeeping systems. It was collected mainly for three main purposes: making
payment for individuals, producing schedules and keeping track of projects
progress. Once projects were finished, this data was stored away without any

further analysis. This research aimed to learn from this data.

By studying the original dataset, several problems were identified. These problems
are mainly pertaining to the lack of a proper definition of data dimensions, objects
and attributes and to the lack of a systematic consistent integrated approach to data
collection and storage. There is a perception in the industry that each project is
unique and its data is unique as well, and therefore, data from projects are not easily

aggregated nor transferred to useful knowledge.

By implementing the data collection integrated framework to the original data set,
this research demonstrated that data can be collected in a systematic and consisted
manner, which then could be analysed in a variety of ways, and then leads to
extracting useful knowledge that would improve labour resources management
practices and forecasts. As a result of this framework, productivity and efficiency
would increase. As well, a continuous knowledge cycle and a self-learning loop

would be established between completed and future projects.
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7.2 RESEARCH CONTRIBUTIONS

7.2.1 Academic Contribution

Academically, this research pioneers the use of a complete KDD model to labour
resources management in industrial construction projects. KDD has been widely
used in other research areas mainly in the fields of computer sciences, business
administration and finance. By applying KDD in these fields, researchers were able
to extract useful knowledge out of collected unutilized data. However, KDD was
not fully introduced to the construction management research because of the
projectized nature of the available data. Most previous researchers believed that
since projects are temporary and unique, collected data from projects cannot be
transferred to useful knowledge. Therefore, the general assumption was that KDD
would not work with such data. This research paved the way for modeling projects
data, regardless of project type, size or location, in a structured consistent format
that can be easily used for data mining and KDD. The extracted knowledge is
expected to open the door for further research trying to analyze and understand the

findings of the KDD procedure.

Through this KDD model, new insights into labour resource management were
brought to light. This model allowed discovering a wealth of knowledge from
already existing historical data that has not been used nor analyzed before. By
standardizing the generation, collection, and codification of data, the model
introduced consistency to the data management procedure regardless of the project.

This consistency is essential in learning from data.
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The structured format is generic in a way that it does not enforce a certain data
mining technique. Clustering, classification, finding association rules and other
data mining techniques could all be applied to the collected data; and hence
allowing new window for future research. Furthermore, the structured data
represents a platform that can be also used by many other research areas such as
Special Purpose Simulation (SPS), Fuzzy Sets, High Level Architecture (HLA)

simulation or Artificial Neural Networks (ANN).

The developed approach also provided a single integrated probabilistic solution to
the sophisticated, complex and multi-dimensional problem of forecasting multiple-
resources needs in a multiple-project environment. The proposed solution deals
with project’s scope, schedule, costs, resources, historical data, project changes and
uncertainties. Most previous research focused only on one of these aspects of

projects. Few studies tried introducing an integrated solution.

The proposed approach is also a multidisciplinary solution that uses knowledge
from various fields of research to provide an integrated solution. It feeds from
computer sciences, machine learning, construction and project management, data
mining and knowledge management sciences. With the increased complexity of
construction research problems, this multidisciplinary approach is becoming
essential for researchers to apply knowledge from other research fields into the field

of construction management.
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The proposed framework is not only a theoretical model that can be applied in
academic research, but it can also be applied by the industry. Any industrial owner
or contractor can adopt the proposed framework and utilize it to mine for useful

knowledge in their collected data.

This research used data collected from large number of real projects to test its
applicability. Most previous research relied on using data from theoretical projects
that do not mimic real projects. Many previous researches were limited in their
ability to deal with real projects data due to calculations complexity and long
computing times. Meanwhile the proposed framework is capable of handling data
from large scale projects and the more data stored in the system, the better results

are obtained.

The results show, with high significance, improved resource estimates that are
realistic and representative of future resource needs. By transferring the discovered
knowledge from completed projects to future projects, the model acts as a closed-
cycle self-learning approach that improves automatically as more data becomes
available and added to the model. Thus, whenever a project is completed, its data
is added to the data warehouse and it serves to enrich the outcome of future project

forecasts.
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7.2.2 Industry Contribution

This research was an eye opener for partner companies that showed them the value
of their unutilized data. The implementation of this KDD model in the industry is
expected to improve estimating practices and enable contractors to use more
realistic, customized and updatable estimating units that are based on historical data
not gut feelings. Therefore, it would increase efficiency, productivity and

profitability.

This KDD model transfers existing data in timekeeping and scheduling systems to
a wealth of knowledge. The extracted knowledge provides forecasts of resource
needs and future workload from all projects in a contracting company. Having
aggregated forecasts of expected workload, contractors are provided with a
probabilistic tool to run different scenarios to determine the optimum staff capacity

and to maximize their efficiency and profitability.

Applying the proposed framework is expected to make positive changes to the
organization culture. First, all team members would pay more attention collecting
projects data knowing that this data would be analyzed and mined. Second,
schedulers, cost estimators and cost controllers are expected to work together in a
more integrated fashion. Third, it would foster a culture of knowledge sharing not
hiding and learning from past experience not repeating the same mistakes over and

over again.
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7.3 RECOMMENDATIONS FOR FUTURE RESEARCH

The developed KDD model was implemented into the management of labour
resources data in industrial construction projects domain. Further research can be
carried out to investigate the feasibility of applying this model to other non-labour
resources types. In addition, other researchers can investigate extending the
application of this model to other domains such as infrastructure or commercial

construction.

Clustering and anomaly detection data mining techniques were used to extract
knowledge from the available datasets. Future research can apply other data mining
techniques or knowledge discovery techniques such as classification, finding
association rules, simulation, artificial neural networks, and fuzzy sets. The data
warehouse would provide a systematic methodology to model projects, their

objects and projects’ data for analysis by these sophisticated research methods.

Once populated with enough data, the data warehouse along with advanced

research techniques can be used to identify the main factors impacting labour

resources performance and overall project performance.
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