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Abstract

In this thesis, we present a novel, robust virtual world-based eduehgpatform. The
framework provides scenario definition and execution capabilities thabsughe creation
and delivery of a wide range of virtual world-based training scenaridee components
built upon this framework, meanwhile, include a set of recording and saisalgols that
enable the instructors to assess students’ behaviour in a comprehaasiver.

We also present several empirical evaluations that provide evidenie thmework’s
utility and educational relevance. Through a case study in an EMT traiminggxt, we
provide support for the functionality of the framework in delivering a dmiation-focused
training scenario. In a marketing case study, we provide a demonstratibe odnge of
analysis capabilities incorporated into the system. Finally, working within andefext,

we provide evidence of the educational impact of a scenario develoigiethe framework.
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Chapter 1

Introduction

Scenario-based training is an experience-based approach to letivaing compelling on
several levels. It is motivated by established educational theories, gadtisf a grow-
ing competency-based approach to teaching. Moreover, it providésrgtuwith realistic,
relevant opportunities to practice their skills. These educational oppesiare valu-
able for teaching situational assessment and problem solving skills, prga@dportunities
for applying relevant knowledge, and are especially important for trgimprofessional
disciplines where the tasks being taught involve communication among partgipaa
complex environment.

However, the real-world delivery of this kind of training is challenging édiucators,
for several reasons. First, it requires that students and educatoestogether in a common
physical space, therefore excluding distance learners. Seconel ateesignificant limita-
tions on how many students can participate in a given training session. frerarning
that occurs through this training is often solely experiential, since edgcasoally have
limited resources with which to analyze the behaviour of multiple students.

A virtual world is an online platform that offers solutions to these challenggsvell
as additional benefits. Broadly speaking, a virtual world offers itssugerommon online
space to meet, interact, and share experiences. The capabilities ofiiaghworld may
vary somewhat, but there are several common core characteristicse&ais user interacts
in a virtual world through a representation of the user calleéaatar. The avatar may
be customized by the user, so that a user can “be himself” in the virtual warlhke
on a new role or persona. Second, while in these shared virtual spsess can interact
with objects, which can realistically simulate the behaviour of their real-wonlidi@wparts.
Finally, the virtual world offers users a variety of methods of instant comcation (such
as text chat, voice chat, and instant messaging), which allow users tacivélaeach other
in a realistic way. Taken together, these features enable users to be hblesteealistic,
meaningful and interactive experiences in the virtual world.

The capabilities provided by a virtual world offer educators an oppdatuo create
compelling scenario-based training programs. The use of avatars alf@ns to take on
real-world roles in a convincing manner. The interactive, immersive ¢itpeb of the
virtual world allow students to participate in realistic, collaborative learninmeggnces.
Indeed, several programs have begun exploring the use of virtuldsnia their curricula,
and have developed scenario-based training programs.



1.1 Research Problem

Although the prospect of using virtual worlds for scenario-baseditrgis quite promising,
the current state-of-the-art in virtual world-based scenario trainaggthree fundamental
shortcomings:

a. alack of a systematic development methodology,

b. alack of support for recording and analyzing student actions envitding feedback,
and

c. alack of systematic evaluation of the scenario-based training programs.

First, the scenario-based training programs that have been creatddrthus not sys-
tematic or reusable. That is, they have been created with a particular eeithenind (e.g.,
emergency responders), and for a specific educational purpgsefl{epandemic response
training). From a software engineering point of view, these systemsrwi®een designed
with reuse in mind. Any significant change in the audience, educationd, gmaunderly-
ing technology (e.g., virtual world platform) requires an overhaul of gdgoortion of the
system.

Second, the programs do not provide instructors with an adequateteeiofor ana-
lyzing and understanding the students’ behaviour as the students pagticiplae training
scenarios. That is, while instructors are able to observe students whylgadharough
the scenario in the virtual world (as they would in real life), there has bkenwork put
into recording students’ actions, analyzing those actions, or presensitngdtors with any
kind of summary of this analysis that could lead to a better understanding stutients’
experiences and their educational outcomes.

Third, while some effort has been put irdevelopingcenario-based training programs,
relatively little has gone into enabling instructorsassess the effectivenesfsthese pro-
grams. To this end, assessment capabilities should be developed to es#bietdns to
address a few basic questions about the educational impact of virtddHwased training
scenarios. Do the students learn anything from their experience? Aranlyebetter off,
educationally, after the training scenario than they were before? Wh#btadifferences,
in terms of both educational outcomes and student attitudes, between awwtickbased
scenario and a real-life scenario? Equipped with answers to these gsedtistructors
would be able to make informed decisions about the appropriateness af wrrtld-based
training scenarios for their students, classrooms, and educationalméants.

In this work, | present three thesis statements, to address the aforemsensioort-
comings. First, | have developed a software framework to support thedaement and
enactment of virtual world-based training scenarios. The use of theefwark has been
demonstrated with a particular virtual world, but its design makes it possibldegrate
other virtual worlds in a straightforward manner. The framework prav/aleiliary services
that supersede the limitations of current virtual worlds, providing edutatierelevant ca-
pabilities that would not otherwise be available.

Second, the framework enables instructors to (a) record the studéotssaghile par-
ticipating in the scenario, and (b) analyze these actions after the sceaarlmebn com-
pleted. This capability enables instructors to examine the relationships betiaeestu-
dents’ behaviour and the educational goals of the scenario and to lsstésisahe students’
knowledge and competence.



Third, through empirical studies, | have gathered qualitative and quaveitstidence
of the impact of virtual world-based training scenarios. The framewopperts the rel-
atively rapid development of a range of scenarios, while the recordidgaaalysis tools
supply the data required to draw conclusions about the impact of thersxdywh in terms
of educational outcomes and behavioural and attitudinal changes.

1.2 Contributions

| support the core thesis statements with four key contributions, whichesailled in the
following paragraphs.

First, | present the Mixed Reality Training System (MeRiTS) framework¢ctvbnables
the development of virtual world-based training scenarios in a discipling-péatform-
independent manner. Using this development framework, scenariteecaand have been
— created for a variety of disciplines. Two such scenarios are deddritigections 5.1 and
5.3. This has the potential to reduce the time required to develop the techmigabnents
of a scenario, and therefore allow educators and researchersu® docthe educational
goals and content of the scenario. Moreover, this framework uses alanodomponent-
based design, and its reliance on a general model for describing aedtaviour in any
virtual world means that it is not limited by the restrictions of a particular virtuadiav In
principle, the framework can use any one of several virtual worldslteesi¢he scenario to
the users. Finally, the framework is supported by a model of participdravieur, object
interactions, and normative action sequences that, taken together,gorobigst, platform-
independent mechanisms for scenario definition and enactment.

Second, | present an action recording and analysis toolkit, whichdeeord analyzes
each student’s actions as they participate in a scenario. This set ofliregcand analysis
tools serves three key purposes. First, it allows educators to paedgzenand ultimately
understand the actions taken by students while participating in a scenarmughhthese
capabilities, the student’s actions can be evaluated in a detailed, rigorongmand the
educational impact of the scenario on that student can be assessed amiaghd way.
Section 5.1 describes an experiment which made use of these action acabhaidities to
assess students’ learning outcomes. On a broader level, by enabloadiedal assessment
of individual students, educators can then compare a student’s mparioe against that of
other students, and compare the performance of one or more studentsraeFinally,
the performance of an entire class of students can be aggregatedadywkdrin order to
assess the educational effectiveness of the scenario as a wholepaongare one scenario
to another. Therefore, through the toolkit one can assess the edatatpact of virtual
world-based scenarios in general, and determine when and whereahdyeased most
effectively.

Third, in Chapter 5 | present a series of empirical studies that begin tesglithe issue
of the educational effectiveness of virtual world-based trainingaies These evaluations
cover a range of disciplines, provide validation for components of theiV&Ramework,
and assess the educational impact of scenarios created using MeRérS8ically, in Sec-
tion 5.1 | describe an experiment that provides validation for the actiondimgpcompo-
nent, and also provides evidence of the scenario’s educationaliedfeess. In the exper-
iment described in Section 5.2, | make extensive use of the framewoddsded action
analysis capabilities, in order to answer specific research questioadlyFim Section 5.3,
| present an experiment that directly addresses the issue of edutatipaat, by offering



several assessments of the impact of students’ participation in a MeRBES-Baenario.
Thus, through these evaluations, the effectiveness of the framewdsdrisnstrated, and
the educational impact of the “virtual world-based scenario” appraastpported.
Finally, through the process of conducting rigorous backgroundrelsedesigning the
MeRITS framework, and implementing numerous scenarios, | have come upavsith
of recommendations (described in Section 5.5) for designing, implementidgjediver-
ing educational scenarios. These recommendations address isshiess suanaging the
iterative development process, ensuring the scenario is educationatbypajate and suffi-
ciently validated, and incorporating adequate training opportunities into émago-based
training experience. Using this model along with the MeRITS frameworkarebers and
educators can collaborate to develop educational scenarios quickéffantively.

1.3 Outline

The rest of this dissertation is organized as follows.

In Chapter 2, | present a thorough survey of the literature related to sewreh. In this
chapter, | cover a wide range of existing virtual world-based educatigjects, discuss rel-
evant theories from educational psychology, and highlight relewesstarch from a variety
of fields that informed the design of the MeRIiTS framework.

In Chapter 3, | present my Avatar Behaviour Model (ABM), which suppthe MeR-
iTS framework. This model encapsulates, in a virtual world-independanter, the range
of educationally-relevant actions that can be taken by an avatar in alwirtulg. In this
chapter, | also describe a recording component that | have develfgpade in a specific
virtual world, based on this model.

In Chapter 4, | present a detailed description of the MeRITS framewdris ificludes
a description of the three-tiered architecture of the framework and dathanstituent
components, and some of the design decisions that went into implementing théwatld
client. In this chapter, | also present the Scenario Trace Analysis T@SIKKT), which is
crucial in terms of the educational effectiveness of the framework gsotew

In Chapter 5, | present a description of the empirical evaluations tha emrducted
using the MeRITS framework. These evaluations serve two purpossst:tiiey provide
validation and evaluation for various components of the MeRITS framew®ekond, the
last evaluation provides educational validation for the framework as dewpooviding
empirical evidence of the educational impact of a particular scenario.vintidhese eval-
uations, | present guidelines for developing scenarios based uponpeyience with the
aforementioned evaluations.

Finally, in Chapter 6, | present my contributions, and describe sevevaliging ar-
eas for future work. Based on these experiences, | present & itoonmendations for
MeRiTS-based virtual world scenario development and deployment.



Chapter 2

Related Work

My research spans several fields of study in computer science andtixuiu

First, | have been guided in my research by principles from educaticayahplogy.
I have based my work on a solid foundation of existing educational psyghaesearch,
both in terms of relevant pedagogical theories and empirical studies rsimgpiie use of
virtual worlds for education. Additionally, there are several broadands in education
that help motivate and support the use of virtual world-based educdfluese trends are
discussed in some detail, with a particular focus on their impact on the viabilitytagl/
world-based education.

Second, | am developing a general framework for authoring, enactimdjrecording
simulations in a virtual world. Motivated by these goals, | have conductadva of exist-
ing virtual world-based training projects, with a particular focus on theeggts that are
similar to ours in one or more key areas — that is, those that use simulationtbsised),
have been validated educationally, or are extensible in some way. Althdwagteconsid-
ered a few projects from the games research area, | have chosenrigmrously analyze
this area, since its aims differ from ours in a few key ways. First, | amdioguspecifically
on programs developed within a virtual world environment, while gamesnasspans a
broad range of platforms, including on-line, console, and single-play@exts. Second, |
am focused specifically on programs that provide some educationdlttmrskill training,
while games research is often focused on areas such as player enjoynrearsion, or
interactivity with the underlying goal of improving of gameplay quality, rathentkduca-
tional impact. Finally, my research is reliant on the use of a modifiable platfowhieh
can then be integrated with a broader set of web services-basedlit@sabwhile games
research often uses commodity or commercial platforms.

Third, | have consulted literature on behaviour modelling and analysisstoethat the
framework captures relevant user behaviour, and provides ajigte@papabilities for ana-
lyzing that behaviour. At a high level, therefore, | have looked at v&rjgrocess modelling
methods, to ensure that | am able to capture the process behind anyicae@arobust,
effective manner. Next, | consulted literature on modelling virtual worldsd-specifically
avatar behaviour — to ensure that | am considering an appropriate ofnger actions. On
a pedagogical level, | have studied the educational psychology litettateresure that this
recording is educationally relevant and technically effective, and tieailysis tools that
are provided are appropriate for the assessment of the studentatiedat outcomes.



2.1 Simulation and Virtual Worlds in Education

My work is motivated by the growing use of virtual worlds for educatior #me desire

to understand the educational impact of having students participate in wirtuil-based

educational programs. My research, therefore, had to be informedthplished theories
from educational psychology. These theories fall into two categoriiest, Ehere are the-
ories that support the educational effectiveness of interactive @mhgo-based training,
in general. Second, there are studies that validate the use of virtualvesld means of
delivering education using this approach.

2.1.1 Educational Trends

There are three broad trends in the field of education that are helpiteg éoslimate where
this kind of training can flourish.

One of the most readily apparent of these trends is the growing prominédistance
learning in higher education. As online technology continues to improve, educaiional
stitutions are able to offer distance learning that has the potential to be §ugia, or
even better in some cases, than face-to-face traditional learning” [Bleder, as shown
by the steadily increasing number of students taking courses by distanoej(fst over
1.5 million in 1997-1998, to 3 million in 2000-2001, to 3.9 million in 2007 [85]), and the
success of institutions such as the University of Phoenix (380,000 stuite?009%) and
Athabasca University (38,000 students in Canada and afyrahdre is an increasingly im-
portant distinction between traditional “brick and mortar” institutions, “virtuabtitutions
that deliver their content entirely through distance learning, and bleftimtat-and-click”
institutions [5].

Another factor supporting the development of virtual world-based trgiisitheemerg-
ing “Net” generation. This term refers to people for whom “computer games, emails, the
Internet, cell phones and instant messaging are integral parts of tlesit, land thus “think
and process information differently than their predecessors” [6F]Most pedagogically
relevant, however, is the observation by Creanor that members of trésagiem tend “to be
highly skilled networkergwho] often used technology to pull support when needed” [15].
Oblinger, similarly, described members of the Net generation as peopleretioccnfort-
able with new technologies, want information quickly, multi-task well, émldo| use sev-
eral channels to retrieve information and communicate” [65]. Similarly, Smakbrized
these students as “cradled in technology; they are intuitively tech-contpetgioring
and trying things out” [74]. Efforts to adapt educational approachésase students have
ranged from emphasizing student-centered learning, to incorporatinderaold “Web 2.0”
technology, to developing educational platforms that emphasize knowseddiing, social
interaction, and collaboratively-defined “folksonomies” [80]. Giveesth descriptions, the
socially-oriented, technologically cutting-edge virtual world platform is adfit with the
characteristics of this demographic group. Further supporting the wsmofation-based
training is the familiarity that this group has with video games. According to atexe-
vey of undergraduate students by Kapralos et al., the majority of resptsplayed video
games, and of those more than half of them played more than 10 hours §48gdk this
survey, the researchers also assessed the students’ attitude toitaadsimulations and

See http:/inces.ed.gov/fastfacts/display.asp?id=74
2See http://www2.athabascau.ca/aboutau/glance.php



serious games, and found that a large majority (83%) felt that includingaVstonulations
into the curriculum would improve their education [48]. In a similar study, amesurvey
of medical students in the U.S. found that students felt that video games ltaddedu-
cational value (80%), and were quite likely to use multiplayer simulations if theyetelp
develop patient interaction skills (90%) [51]. More broadly, the respatalwere almost
unanimous in advocating the use of technology to enhance healthcaetied{88%), and
specifically using new media technologies (96%).

Along with changes in educational institutions and the demographics of $sdeere
have also been changes in the prevailing approaches to education itsetfy fids of
study, and especially the medical field, have been moving recently towandgetency-
based education Voorhees described the shift towards competency-based education a
part of “a learning revolution” emphasizing skill acquisition, intensely i learning
experiences, and a range of delivery options [83]. However, tliisistaccompanied by
an urgent need to develop appropriate methods of measuring learnirgnascto ensure
that students are, in fact, acquiring the necessary knowledge and Skitigarly, ten Cate
identified this trend as “a major advancement”, but highlights the need tossdtimitical
issues of curricular implementation” [78]. The most important of these issumssuring
that a student’s mastery of general competency areas is relevant tear@lelinical prac-
tice. Frankel cited competency-based training as a useful tool in adluyes disconnect
between intensivist students’ testing — which focuses on critical care mediand their
training, in which this subject is addressed inconsistently [24]. Similarly,eaUthiversity
of Washington School of Medicine, educators have responded toraadecin students’
clinical skills training by developing an integrated curriculum based araundll-defined
set of competency domains [28]. Specifically, five domains are identifiedsiodhriculum,
and within each domain students are expected to show proficiency atdimgyigeadvanced
levels, measured by developmental benchmarks.

Competency-based education is part of a “learning revolution” empha-
sizing skill acquisition and intensely focused learning experief8s

2.1.2 Educational Theories

Simulation-based education is motivated, both implicitly and explicitly, by a number of
pedagogical theories. These theories are summarized in Table 2.1.

At a very high level, this kind of training is supported by constructivism, Wwhi@as
described by Duffy et al. [23]. Constructivism is based on Dewaymtlational theory of
situated learning, which views learning as an interaction between the emérdrand the
learner [20]. The theory of constructivism sees learning as an gutdeess otonstruct-
ing, rather than acquiring, knowledge. Instruction within a constructivistecd, therefore,
focuses on supporting a student’s construction of knowledge, rathestmply presenting
knowledge for the student to absorb. A crucial tenet of constructiisstimat “there is no
ultimate, shared reality, but rather, reality that is the outcome of constrymtbaesses.”
[23]. This is a sharp contrast to objectivism, which holds that there is atsteuto the
world, independent of an individual's experience, and thus the doadlacation is to un-
derstand this structure. From the constructivist perspective, theofjdastruction is to
show students how to “construct plausible interpretations” of the worlgrattthem, rather
than imparting some existing, “correct” structure [23]. From this persgeah interactive,



Table 2.1: Overview of Educational Theories

Educational Theory

Key Papers

Key idea

Constructivism

Dewey (1916)
[20], Duffy et al.
(1992) [23]

Knowledge is constructed, not
imparted

Experiential Learning

Kolb et al. (1975)
[50]

Learning occurs through
experience, reflection, and
concept formation

Situated Cognition (evolved | Brown et al. Learning is influenced by the
from Constructivism) (1989) [4] context in which it occurs
Cognitive Apprenticeship Collins (1991) Learning can be viewed as an
(evolved from Situated [14], Frvek apprenticeship process
Cognition) (1995) [44]

Rich Environments for Active
Learning

Grabinger et al.
(2000) [29]

Learning is most effective
when supported by authentic
context and assessment

Exploratory Learning (evolved
from Experiential Learning)

de Freitas et al.
(2009) [17]

Learning is an exploratory
process, influenced by real an
virtual experiences

Hierarchy of Educational
Engagement Types

Messinger (2010)
[59]

Educational engagement can
be categorized according to th
type of communication used
by students and teachers

e

immersive approach to education is encouraged, since it engageststindbe knowledge

construction process.

An interactive, immersive approach to education engages students in
the knowledge construction procefa3]

Situated cognition, proposed by Brown et al., starts from a constructieispoint, and
applies these principles to the issue of the context in which learning ocgura¢cord-
ing to situated cognition, knowledge is not a set of abstract concepts tosbebad by the

student; instead, it is dependent on the context and culture in which itds Lsarning,
therefore, is most effective when it occurs in a context that closelicegps that in which
the knowledge will be applied. Conventional classroom-based educatidhe other hand,
“defeats its own goal of providing useable, robust knowledge” byrigigathe context and
culture of the content being taught. The authors also discuss the isauthehticvs. hy-
brid activities. Authenticactivities are derive their meaning from their cultural context, and
are defined as “the ordinary practices of the cultutdybrid activities, on the other hand,
are presented as being authentic, but are in fact defined by anotteenas culture. Class-
room activities are often hybrid, being influenced by the school culturehictwthey are
being taught, and bearing little similarity to the actual activities that would be taicar
by real-world practitioners. This distinction is of particular importance whersiciering
the experience that results from these activities; authentic activities pretudients with
the understanding of the relevant actions and context necessarnynatgass to the stand-
point that enables practitioners to act meaningfully and purposefully”. I8tioo-based
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learning, therefore, can support the use of authentic activities to gretiaients with ap-
propriately situated, meaningful learning experiences.

Further refining the theory of situated cognition, Collins developed theithegap-
prenticeship model of educational practice, which incorporates the sitnatere of the
knowledge being conveyed to students [14]. This model views eachrgtagen appren-
tice, and the instructor as a master, in the collaborative task of learningi@upsrconcept
or skill. As with situated cognition, the goal is to provide students with autheniitirally
appropriate experiences, which they can use to gradually gain masterskdf or knowl-
edge area. Broadly speaking, the instructor’s job is first to model thelskitlg taught,
then to help the student acquire the skill, and finally to “fade out” as the stousters the
skill. This process emphasizes the importance of scaffolding to allow stutdecdstinu-
ally build on existing knowledge. Initially, the student is presented with a tasledddul
within a familiar problem, to emphasize the validity of the student’s implicit (pre-exj¥tin
knowledge, and is supported by the instuctor in understanding the ne¢extofs the stu-
dent gains confidence and takes on more challenging tasks, collabaatmnrg students
is encouraged to foster the students’ immersion in the new culture and to alld@nsiuo
gradually generalize their skills and knowledge. At this point in the prodhssinstruc-
tor’s role is to foster this collaboration, and to guide students in correctingomesptions.
Finally, as the student becomes more autonomous, and gains a bettetamdiagsof the
culture and principles at work, they are able to take on harder and muonisly-defined
problems, and transition from students to independent practitioners inlidhe fie

As Collins describes, simulation-based learning is an excellent vehiclesicinitey us-
ing a cognitive apprenticeship approach, for several reasons, thegealistic, immersive
approach of simulation-based learning is very much in keeping with the cagaippren-
ticeship model, with its emphasis on modelling authentic activities and the culture asso
ciated with those activities. To this end, the simulation can be imbued with precigely th
characteristics that are required for the student to gain the requirethslsilery and cultural
understanding. Second, students can repeatedly practice a skillhhrultiple iterations
of a scenario, with the instructor increasing the difficulty of the scenaribhe@students
gradually gain mastery over the skill being taught. That is, the instructocegstiomize
the details of the scenario according to the degree to which students hkeasered the
relevant skills, b) become immersed in the associated culture, and c) gajeeet@lized
understanding of the principles at work behind the skills being taught. ;Tthiednstructor
can take on a variety of roles within the simulation, depending on the studentg’ess
through the apprenticeship process. Initially, the instructor can play theofa practi-
tioner or expert in order to convey the necessary skills and culture, texinstructor can
become a colleague, helping the students master the necessary skills andecatdture.
Finally, the instructor can take on the role of a customer, client or adyenseoviding
increasingly challenging problems for the students to solve.

The realistic, immersive approach of simulation-based learning is very
much in keeping with the cognitive apprenticeship mojdd]

The cognitive apprenticeship model was later evaluatedaoye, who found it to
be effective within a technologically rich learning environment [44]. Hmadly, a class
of Grade 7 students was given a programming task to complete, and thertéaicvecd
cognitive apprenticeship-based methods, such as scaffolding, mogdaeltidgeflection, in
guiding the students towards solutions to the tagkvela found, by conducting a qualitative
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analysis of the students’ interactions with the teacher, that these strategegenerally
effective, and students were able to benefit from the teacher’s g@datmvever, drveb
also noted that the success of these methods was dependent on aatcipderstanding
of the situation between the teacher and the students.

Akin to constructivism is experiential learning theory developed by Kolblef50],
which views the learning process as a cycle involving four activities: reve@xperience,
observation and reflection, abstract-concept formation, and testingvisiteations. This
theory places much importance on reflection and abstract-concept fonmiataxdition to
the learner’s concrete experiences, as part of the learning process

Building on Kolb’s experiential-learning theory, de Freitas et al. progtise exploratory-
learning model (ELM) for learning within an immersive environment [17] MEibtroduces
the notion of “exploration” through observations or collaborative actwitiefhe ELM
model is based on five phases: experience, exploration, reflectioninfip abstract con-
cepts, and testing in different situations. The first phase encapsulategghriences that
that the student might have as part of the learning process. This mgudgidsupon Kolb'’s
“concrete experience” activity by considering a range of expergenrdbat is, abstract and
virtual experiences, as well as the lived experiences identified by KatbFreitas et al.
observe that virtual experiences “may be as definitive as those in thedivext,” and
that they “may have a reinforcing impact upon learning objecthyeslowing for mistakes
to be made in a secure environment”. The next phase, exploration,tsefiecpotential
for students to become active and autonomous learners, especiallyhttewigedded 3D
platforms that “bring alive the places within the classroom”. However, thboas also
recognize that employing an exploratory learning strategy requires pgnwaches to tasks
such as planning learning objectives and assessment. Reflection, nileaisdtighlighted
as essential to enabling learning transfer between the virtual and rddl Whe next phase,
the formation of abstract concepts, encapsulates a key output ofeamivedflearning pro-
cess. Itis informed by the first three stages, and can then be validatetined through
the final testing phase. The stages of reflection and forming abstrazgmsrare acknowl-
edged as potentially challenging for students, but the authors propadkebka challenges
can be mitigated through appropriate guidance from instructors. Finatlialdaterac-
tion is identified as a key aspect of the learning experience that permeatiégetphases,
encompassing guidance from instructors, the creation of sharedstending of abstract
concepts, and group social experiences.

The exploratory learning model considers abstract and virtual exper
ences, as well as the lived experiences identified by Kb.

In related work, Grabinger et al. proposed five key principles for la elavironment
for active learning (REAL) [29]. These five principles are studespoasibility and initia-
tive, generative learning, authentic learning context, authentic assetssme co-operative
support. Taken together, these five principles support a construétigiging environment
where students are actively, co-operatively involved in learning reatikiils and princi-
ples, and are evaluated in a meaningful, appropriate way. Concept&iraininger's work
that are relevant to my research are generative learning, an apgmigarning which en-
courages students to generate new ideas through active involvemerihesagidre relates
to scenario-based training; creating an authentic learning context, whiohrnigcted to the
realism and immersiveness of the virtual world platform; and authenticsaeses, which
is supported by my action recording and analysis tools.
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These theories and studies support the value of simulation-based traingeménal
and virtual world-based training more specifically, which presents stsideith knowl-
edge and teaches them skills in a context and culture similar to that within whigkvithe
be using those knowledge and skills. Indeed, in analyzing the viability ofalivrlds
for educational, Coffman et al. identified the potential for a learner to “takeoles to
solve a problem that is relevant to the learner’s real world” [13]. Imt&eof my research,
this provides support for the use of avatars to allow students to eithetigerélceir own
role, or take on other roles, in the process of going through a simulationigxe In this
analysis, Coffman highlighted the connections between virtual worldebadecation and
social constructivism, communal constructivism, flow theory, and studamtred learning.
Hobbs et al., meanwhile, asserted that “the social aspects of learniaigaseell supported
by a virtual world and help maintain interest” [39]. In my research, supp@rovided both
for verbal communication, through text and voice-based communicatichnam-verbal
communication, through inter-avatar distance and gestures. Winn et abufmmyrted the
use of desktop virtual environments for education, stating that “the s#nmesence that
students feel in the virtual environments is of major importance in the learnotpgs”,
since it involves first-person experience, and thus supports the sonstruction of knowl-
edge, according to the theory of social constructivism [88]. This vedglay approach of
providing students with an immersive, first-person experience.

The social aspects of learning are well supported by a virtual warld.

[39]

Finally, Messinger et al. proposed a means of categorizing the levelusiagdnal
engagement according to the communication method used by students aret4¢&6h
According to Messinger, educational engagement can be divided imtbfoad categories.
The simplest of these, one-way communication, is analogous to the “traditimoalé| of
a teacher presenting material to a class of students. Two-way communicetixehs
this to incorporate communication from the student back to the teacher, asTelthird
category, education co-creation, enables the student and teachdabmiaie in creating
educational content and experiences. Finally, community building views &dobde and
students as members of an educational community, where everyone is ahliticipate
in the educational process. Messinger advocates for the use of wirtulkls to deliver
educational experiences (particularly within the context of corporatieatbn), as they
can “be used to promote engagement at all four levels of the proposeddhig’ [59].

2.1.3 Learning in Virtual Environments

Supporting these theories, empirical studies have shown that the chiatagtef virtual

world-based education can indeed be quite effective. The experinrenssimmarized at
a high level in Table 2.2, and described in the following paragraphs. olildhbe noted
that most of these empirical studies have used vinteality, rather than virtuaivorlds

That is, while virtual worlds are online environments that are accessad asstandard
desktop/laptop computer interface (keyboard, mouse, and monitor),lvigaldy systems
are not usually online, and often involve specialized interface equipmech, & head-
mounted displays (HMDs), pointing wands, and in some cases speciabladger curved
screens. However, the immersive nature of virtual reality systems is ahkaaateristic
that is shared by virtual worlds, and thus the results of the experimeniish explored this
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aspect of VR systems, are applicable to VW systems, as well. That is, theseneents
provide empirical validation for the impact of immersive learning environmemtspecific
aspects of the educational process.

Table 2.2: Summary of Empirical Validation of Virtual World-based Education
Author Skill Taught | Empirical Evaluation
Cho et al.(2002) [10] Attention Used VR (HMDs), found that it im-
proved results
Waller et al.(2001) [86] | Spatial skills| Compared VW to RL, found equivalen
results
Goebbels et al.(2001) [27] Anatomy Found that VR (CVE) provided goo
(positioning | support for training

—

o

bones)
Huang et al.(2010) [40] | Student Tested web-based tool, results showed
interest increased interest, motivation

Cho et al. found that an immersive, VR-based cognitive training tool was eiftec-
tive than a standard, non-immersive tool, and resulted in improved mainteotattention
[10]. Specifically, 26 teenagers were randomly assigned to one ofdghoees — VR train-
ing, non-VR training, or no training — for a period of two weeks. The stislen the VR
training group were placed in a simulated classroom, using HMDs and a 30 oredted
with 3D Studio Max. Within this environment, the students completed exercisewé¢nat
designed to improve their ability to a) focus on a task and b) sustain attention $&,a ta
involving responding to flags of certain colours and specific sequaxicesnbers, respec-
tively. The students in the non-VR group performed the same exercigasdd a computer
monitor and 2-D interface, rather than the HMD used by the VR group. ftitests in all
groups were assessed through a Continuous Performance TasktéSRWhich was given
before and after the training sessions. While the students in all threeggsboped some
improvement from the pre- to post-training tests, the students in the VR ghowyesd the
most improvement, in terms of number of correct answers and decrease@ppual sen-
sitivity. These results indicate the positive effect of increased immersioneitréining
process.

Waller et al. have shown that spatial skills learned in a virtual environmansfer to
real life [86]. In the experiment, participants were trained in navigating eepeither in
the real world or within a virtual environment. Within the virtual environmenttipgants
were again divided into two groups: one was presented with a wire-frapresentation of
the maze, while the other was shown a maze with surface rendering. Tiheser#ining
environments (real-world, wireframe rendering and surface rergheaine shown in Figure
2.1. The participants were then tested in the real-world version of the mazsstimat-
ing the location of a set of landmarks from several “sighting locations.” @dréicipants’
performance was assessed by measuring the difference betweetutidldaaring and dis-
tance for each landmark-sighting location pair. The researchers thahdhile there was
some difference between the real-world and surface-renderedhériviaonment groups,
this difference was much smaller than the difference that resulted fromhtraateristics
of individual participants, such as prior computer experience, geaddmaze exploration
time. The key conclusion that may be drawn from this result is that the paritsipzerfor-
mance in the real-world maze was equally proficient after participating in tragssgions
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in a variety of environments, with varying degrees of “realism.” One carclcale that
the participants were able to successfully transfer their navigational gkiits the virtual
world to the real world, even when the visualization provided by the virtwaldwvas not
entirely realistic.

Figure 2.1: Training environments for spatial skills experiment (from)[86]

In two related studies, researchers in collaborative virtual environrf@€kfss) reached
similar conclusions about the effect of immersiveness and virtual “poesen education.
A CVE is a VR system that is designed to be used by multiple participants. Fondesta
Goebbels et al. analyzed a distributed CVE (that is, designed for use in imldtiations)
in terms of its suitability for medical education according to criteria such as atiegrof
audio, video, and remote user representation. Specifically, The hesedested the stu-
dent’s ability to position three bones in a skeleton, and extrapolated frora thsslts to
draw conclusions about the use of the CVE for medical education, irrglefidne reseach-
ers found that an immersive experience — including an audio link, videarsing, and
appropriate representations of remote users and tools — supporteddietstand teachers
participating in the bone-positioning task [27]. Moreover, forcing the tseompensate
for missing functionality resulted in a decrease in usability and a sensepkesence. In
evaluating a web-based tool to teach anatomy through 3D renderings lofiitien body,
Huang et al. found that students reacted quite positively to the expefédiceNotably,
the students reported increased motivation, interest, and attention in usBig Hystem.

2.2 Virtual Worlds

One of the foundational propositions of my research is that virtual weddsbe taken be-
yond their immediately-obvious target applications in the social and entertaispleeres,
and leveraged as a platform for compelling, meaningful educationatierges. Indeed,
the possibility of using virtual worlds for education has been recognigeddearchers for
several years. Graham et al. identified Second Life as a place wtlecat®nal institu-
tions can “bring distance education students together, simulate experteateguld be
too difficult... to undertake in real life” [30]. Similarly, Junglas noted that tval envi-

ronments are capable of transforming processes and business aresitsrby providing a
safe haven for exploring, innovating and testing ideas”, describingkam@e of training
an emergency response team in new techniques [47]. Burkle et al., miésrfacused on
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the social aspect of the learning experience, highlighting the potentiaiétworking and
collaboration, in an immersive experience and a participatory culture” [7].

Virtual worlds can be leveraged as a platform for compelling, meaning-
ful educational experiencef30], [47], [7]

Educators have also begun to recognize the potential of virtual wodéebtaining.
In a recent survey of 162 post-secondary educators conductddddy et al., respondents
emphasized the ability of virtual world-based training to simulate a real emagat) and
thus create an authentic learning experience [63]. The respondent®ealsed on the
theme of student responsibility, highlighting the ability of virtual worlds to fogtarerative
learning strategies, and the social aspects of virtual world-based gaikiowever, the
theme of technology as a hurdle was also a prevalent theme in the survesgesygtndents
describing the steep learning curve and technical instability associated sirilp Becond
Life. This indicates that there are still significant barriers to widesprdagtion of virtual
worlds for education.

There have also been a few commerical virtual world platforms designeslitedvir-
tual training experiences; the most well-known of these is the OLIVE ({De-Interactive
Virtual Environment) platform, which was developed by Forterra, and g o@ned by
SAIC3. OLIVE is an “enterprise-grade virtual world software platform” whicipports in-
teractive training simulations for a range of contexts, with a particular foogovernment,
military and healthcare. The OLIVE platform is priced according to the numbesers, in
increments ranging from 50 to 5,000. There are also additional traininge®and content
packs available, as well as a software development kit (SDK) which atluevdevelopment
of custom prototypes and scenarios. The number of users the systbia is aupport and
the range of support options available indicate that the system is intendidde com-
panies and organizations, and requires high-level organizationabgug-urthermore, the
content packs that have recently been made available — organizatitiabbcation, army,
navy, and first responder — indicates the extent to which the OLIVE phatfs focused
on military, business and disaster training contexts. To sum up, while the ©platform
provides precisely the kind of functionality that is required to deliver immersffective
virtual world-based training simulations, it is clear that the platform reqursignificant
investment of both money and expertise on an organization-wide level.

Other commercial ventures include TruSina division of Blitz Games Studios that
“creates effective, immersive and engaging training games using... 30sganfmiques”,
and ProtoSphefe an “immersive, social, learning and collaboration enterprise environ-
ment.” TruSim is currently focused on conducting a patient rescue tadg ® “ensure
that instructional design for learning and game design are properly dligng provide
methods of validating that learning has taken place.” While this is certainly towbile
goal, and is closely related to my own research efforts, it is not clearpvbgtess has been
made toward this goal. Moreover, there does not appear to be any faaknernmodel in
place that would allow this case study to be generalized to other contextSphere,
meanwhile, is oriented towards “business-focused collaboration and coicatian tools”
that facilitate activities such as remote meetings, and does not appear tohelvénterest
in developing educational applications.

3http://www.saic.com/products/simulation/olive
“http://www.trusim.com
Shttp://www.protonmedia.com/the-product/protosphere-overview/
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Researchers have, for several years, been exploring varioys that virtual worlds
can be used as a platform for training programs. It should be noted thanadfority of
these projects, unlike mine, are focused on a single application. Despite thigitimian
understanding of these projects, in terms of the technology used, echadatomtexts, and
evaluation methods, is essential to my work. Furthermore, | will focus fi@réhe most
part, on projects that use virtual worlds for interactive, task-baséaingg since that is
the approach that | have taken in my work. However, | do presentgisojeat use other
approaches, to give a sense of the scope of the work that is occuntinig area.

Before describing work in this area, it is necessary to define whattlgxaenean
by virtual world-based training. The terms “virtual world” and “virtualveéonment” are
used quite loosely by researchers and educators, and can refepthiingrfrom a virtual
reality (VR) training tool to a piece of software that uses a 3D interfacg [38]. While
there have been several efforts to define virtual worlds, the one tha¢s closest to my
intentions is that of Schroeder, who defines a collaborative virtual @mvient as one in
which “users experience other participants as being present in the saimenenent and
interacting with them — or ‘being there together’ ” [72]. In my researclsd the following
definition: a virtual world is one where multiple users can communicate synchsty in
an environment with a 3-D perspective. This differentiates virtual wdrtnta stand-alone
software on the one hand, which lacks collaborative communication fuaditigrand from
VR-based tools on the other hand, which may contain communication capablitiesre
limited to interaction within a particular VR engine or platform.

2.2.1 Use of Virtual World Platforms in Education

Virtual worlds have been used for education in a variety of ways, anmsamumerous
disciplines, and several researchers have conducted broagsofibese efforts.

Cai et al. examined the potential of virtual worlds for conducting trainir@g@ms
[8]. In this work, he presented several useful analyses. FirstnAlyzed common virtual
learning activities, including classroom emulation, co-creation, learnirdplng, and sim-
ulation, with respect to the kinds of interaction involved (student, teachécammunity),
and how each would be implemented in a virtual world. In Cai’s model, therseven
phases of development:

1. Identify business objectives of the new learning solution
. Conduct needs analysis

. Describe learning objectives

2

3

4. Develop game design
5. Conduct pilot test

6. Deploy the game

7. Conduct evaluation

Cai also compared several virtual environments — Second Life, Activedd/ Open-
Sim, and the Torque game engine — in terms of their fithess for educationdtiestiusing
criteria such as ease of use, security, and development cost. He dexhchat there was
no single engine that would be ideal for all situations, but rather that lead¢ladvantages
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and disadvantages, which would make it well-suited for some applicationspbfor oth-
ers. In terms of my research, Cai describes Second Life as “suitabeultiplayer online
collaboration”, and highlights both the widespread adoption of the platfowirtize broad
range of user-generated content that is available.

Second Life is suitable for multiplayer online collaboration, based on
its widespread adoption and the broad range of available con{8it.

In a similar effort, de Freitas wrote a scoping study presenting the variays that vir-
tual worlds were being used for education, across a variety of virtodtie’and educational
disciplines [16]. In this study, de Freitas presented projects that usadAorlds, Second
Life, Croquet, Project Wonderland, and OLIVE in contexts rangingifteaching science
in K-8 schools, to conducting virtual conferences, to creating colldiveramixed-reality
learning spaces. A summary of the projects is shown in Table 2.3.

Table 2.3: Case Studies (summarized from [16])

Virtual World Context Educational approach
Active Worlds Science (K-8) Co-creation of artifact represent-
ing learning outcome
Second Life (SciLands Virtual conference Meeting space for “hosting” an
international conference
Planitarium Presentation space for astron-
omy students
Qwaq Meta-Institute for Com- Meeting space to foster collabo-
putational Astrophysics | ration among colleagues
Wonderland MIiRTLE Distributed classroom environ-

ment, used simultaneously hy
students in UK, China

OLIVE Surgical training, incident Providing scenario-based emer-
response gency response training for clin-
icians

Through these case studies, it is apparent that virtual worlds may defarsa wide
variety of educational purposes, and that numerous options are d@ddathe implemen-
tation of such projects. Furthermore, while each virtual world has its lisraafd draw-
backs, the range of applications and requirements means that eachléast ane (and
possibly many) context for which it is well-suited. De Freitas, in analyzingdluase stud-
ies, identifies several opportunities for further development, includingdiolg real and
virtual experiences, involving learners in constructing spaces arntdrpand emphasizing
exploratory learning as an integral part of the educational landscape.

A few researchers have addressed the challenges that resultibeing virtual worlds
as a development platform. One project, by D. McDonald et al. [56],emdad the issue
of integrating automated characters (“agents”) with varied interaction modelwirtual
world. This research was motivated by the observation that, in creatiraistiescenario,
restricting onself to a single interaction model would limit the kinds of charatiatsould
be created, and the interactions that could occur. To overcome this limitatisoyid be
desirable to integrate agents with varied models, without worrying aboutettagéisiof a

16



particular model. To this end, the researchers defined five levels otatisir that these
models might use (perceptual, literal, semantic, interpreted, and narrans)escribed
a generic framework for the integration of agent models based on thesaction levels.
The researchers supported the utility of the framework by presentingeastady where
it was used to integrate several agent models in a crowd-control szer@r example,
a “community leader” agent used a literal perspective to react to theswseions, while
an “agitator” agent used a semantic perspective to integrate domain kiyenietd its

responses. While this work is based on a context of creating realistitsagfeis relevant
to my work in that it presents a model of inter-personal interaction that isst@nd multi-

layered.

Dini et al. investigated the challenges that would be faced by a desigekingeto
create a planning and execution system for a virtual world [22]. Thisemg systems
could be used in a range of contexts, including the enactment of virtuéd\vased sce-
narios. The authors identified a number of problem areas that had psgvieen analyzed
when investigating the creation of a planning and execution system fovirtoat world
contexts. These areas included partial observability (that is, the systwabiity to see
the entire environment), sensing and reporting environmental data, abilitgr(providing
tools that enable users to create new content), and dealing with role-t@sstdaints. In
this last area, the authors highlighted very broad, believability-focusesti@ints, such as
prohibiting someone with a “human” role from jumping over a building. For edd¢hese
areas, the authors discussed the ways that the issue could be adléness@tual world.
While the authors did not present any formal models, the identification dfaf selevant
problems is useful in that it can be used to ensure that a proposed mddainework is
sufficiently robust, and deals with the identified concerns appropriately.

Both McDonald and Dini share my interest in investigating the viability of virtual
worlds as a platform for game development — an interest which, in my caeeuised on
educational or “serious” games — and have investigated issues froriamlndependent
viewpoint. However, they have focused on specific challenges relaigahte implemen-
tation, while | am interested in developing a development framework forisegames.

In a related project, Marks et al. investigated the suitability of several gagiees
for use in medical simulation [53]. In this study, the authors evaluated tlaiee gngines
(Unreal Engine 2, id Tech 4, and Source Engine) according to a i@géeria including
editing capabilities, content creation, and gameplay. The authors fouralltbbthe game
engines were able to “fulfill a great set of the features necessafyuflaling a simulated
surgical training application” [53], including graphics and audio, multiursgaraction, and
the simulation of elements based on basic physics (such as soft tissue intgrattiey
did, however, note that the engines were limited by their ability to simulate elemeéngs us
more complex physics, and platform-specific file formats posed some chedlemghile
the game platforms analyzed in this research are not virtual worlds, piresauthors are
concerned with many similar issues, and the questions they ask should alsndigered
in evaluating virtual world platforms.

Finally, Mikropolous et al. recently conducted a ten-year survey o€aitilonal virtual
environments [60], analyzing a total of 53 projects from 1999 to 2009. Whigestudy in-
cluded both VR-based systems (using wands, gloves, CAVE environmeénjsand virtual
worlds, it found that the majority of projects used desktop-based systechsding virtual
worlds), likely because of their low cost as compared to VR-based systearttss study,
several interesting trends were noted. First, all but one of the projsetsaiconstructivist
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approach (either implicitly or explicitly), which provides strong evidencetli@rappropri-
ateness of this pedagogical approach in conducting virtual worlddbeasiming. Second,
40 of the 53 projects focused on science, technology and mathematicsighittieere are
also projects that deal with history and culture. The authors explain thid ngobserv-
ing that constructing mental models in science and mathematics can be difficalt;asin
virtual environment provides extensive visualization capabilities, this idumalaapproach
for these subject areas. Some other common characteristics of the prophatie simu-
lation of real-world, authentic tasks; multiple viewpoints and representatidnish help
students construct knowledge; collaboration among participants, whidiiesncollabora-
tive knowledge construction; and an opportunity for reflection, whichsig an important
part of the constructivist learning process. Most promisingly, mostethdies reported
positive learning outcomes and continued student engagement, and somepatted pos-
itive student and teacher attitudes towards the virtual environments. Miknapconcludes
with the assessment that, currently, “virtual reality is a mature technologyaigte for
pedagogical use.” [60].

There is strong evidence for the appropriateness of the constructivist
approach in conducting virtual world-based trainin@0]

In conclusion, researchers have found a number of platforms thetidable for simulation-
based training, with some being more appropriate than others for certam ddnichining
(high-fidelity simulations, for example, or collaborative exercises). msssf my research,
Second Life (along with, to a lesser extent, its open-source counte@QuenSim) appears
to be the best platform for the kind of training I'm supporting, since it is negtwidely-
adopted, and suitable for simulations involving multiple participants. It shouldobed
that OpenSim is appealing from a privacy standpoint, since virtual wemndess can be
deployed on private networks, rather than relying on the serversgaeby Linden Labs,
the company behind Second Life. However, Second Life providesrisugmmmunica-
tion capabilities (in terms of its voice over IP component), a much broadertiselexf
user-generated content, and its client software and servers areeatiabder, overall.

2.2.2 Virtual World Projects

Researchers have developed a number of virtual world-based trg@irojegts, spanning a
variety of disciplines and using a wide range of technologies. These stgisummarized

in Table 2.4, and described in the following paragraphs. The projectoaied using two
criteria, chosen according to the factors that are most important in myrcesegirst, |
have used théraining typecriterion, which indicates the educational strategy used by a
given project. To simplify analysis, | have grouped these strategies irge ttategories:
meeting where the main goal of the project is to encourage students to meet arimbcala
informally; skill training, where the goal is to enable students to learn a specific skill; and
simulation where the project enables students to experience one or more situatarghthr

a realistic re-creation. Within each strategy, | have sorted the projeatsdirng to the
type of evaluation that was conducted. Some projects were not evaluakdamd were
conducted to prove a basic level of feasibility. Other projects were @emlusing student
feedback which, while informative, does not necessarily relate to édnehoutcomes, nor

is it easily analyzable. Others were evaluated through usability or feasibilities, which
provide a slightly more rigorous assessment of the viability of the project.ildasioser
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to the kind of validation that is relevant to my research, several projgobstezl qualitative
educational outcomes, such as “improved motivation”, or other qualititaalysia of the

project. These outcomes help validate the utility of virtual worlds for educadiitmough

they are not easily quantifiable. Finally, there are a handful of projeeatshidwe been
rigorously evaluated, and provide some quantitative measure of theitiedfeess, usually
through test results. These projects provide the strongest evidetive effectiveness of
virtual world-based training.
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Table 2.4: Summary of Virtual World-based Training Projects

Author | Learning Objective \ VW | Evaluation Method | Findings
Meeting Spaces
Buchanan (2009) [6] Medical seminars Second Life | None None
Dickey (2005) [21] Software for business Active Worlds | Informal student Increased sense of immersion, lower attrition
feedback rate

Monahan et al. (2008) Social space for students CLEV-R Usability study Intuitive interface, effective environment

[61]

De Lucia et al. (2009) Social space for students Second Life | Educational outcomes | Improved student motivation, good support

[18] for social interaction

Petrakou (2010) [66] Second language Second Life | Observation analysis Beneficial opportunities for conversation,
some user interface challenges

Skill Training

Walker (2009) [85] Counselling Second Life | Student feedback Very positive experiences reported, some
technical problems

Koenraad (2008) [49] Second language ActiveWorlds | Self-reported outcomes | Students felt confident in conversational
skills, teachers reported increased student
motivation

Vergara et al. (2008) [81] Hematoma treatment Custom VW | Educational outcomes | Equally effective as conventional educatipn
methods, offered chance for remote collabo-
ration

Simulation

McDonald (2009) [55] Surgery Custom VW | None None

Nakanishi et al. (2004) Evacuation procedures FreeWalk | None None

[62]

Getchell et al. (2010) [25] Archaeological dig Second Life | User feedback Positive reception from students

procedures

Taylor et al. (2011) [77] | Paramedic Second Life | Feasibility testing Initial indications for potential of proposed
system

Greci et al. (2010) [32] | Crisis response OpenSim Educational outcomes | Improved team communication and decisign-
making skills

Dev et al. (2007) [19] Crisis response Varied Test performance Comparison of pre- and post-simulation quiz
scores showed significant improvement

Hudson et al. (2009) [41] Border guard Second Life | Test performance 28% increase in grades for relevant coufse
component




2.2.3 Meeting Spaces

One theme in virtual world-based education projects is the use of the virtwdd &as a
“meeting space” for students. In these projects, the researchersetbon the social and
communication aspects of the experience, rather than the interactivdyass#t-approach
that | am interested in with my work. A few such projects are described bétogive a
sense of the work in this area.

The Ann Myers Medical Centre, supported by Sprott-Shaw Community Goileg
British Columbia, focused on providing a well-established meeting place foicaiestiu-
cators and students, in order to facilitate educational sessions in a vinttiadreanent [6].
Recent sessions have covered topics such as molecular oncologtraposatic stress dis-
order, HIN1, and osteosarcoma. The Ann Myers Medical Centre mesgiange included
some medical equipment and screens for showing presentation slides dicdlriteages.
While the goal of the project, providing training in a virtual world, was similar @t tf
MeRITS, this project seeks to reach that goal through lectures anehpagiens, rather than
process simulation. The project was closed in March, 2011, when thahspgace used for
the Ann Myers Medical Centre came under new ownership, and the pgsggepport was
discontinued.

BCOR is a virtual space created in ActiveWorlds to support the delivieay introduc-
tory Business Computing Skills course at the University of Colorado, Boy#i]. In this
space, students are able to view their assignments, access resoutbes fassignments,
and collaborate with other students, as appropriate. The space is dkargnad a central
plaza, with a road for each topic area (e.g., “Microsoft Word Lane'filegfrom the plaza
to a building containing the relevant assignment information and online eEuAt the
back of each building is a patio area where students can collaborate umagsignments,
and access resources to support these assignments. Finally, thesstaaeriew additional
course information and submit assignments via an integrated web browhkiée thé val-
idation of this project was quite informal, consisting of feedback from sttedeho took
part in the course between 1998 and 2000, students reported thatvtrenerent made
them “feel like they were at school”, and the course designers reptivée, after the addi-
tion of BCOR and other online tools, the course became more popular, aatiritien rate
dropped [21].

CLEV-R is a meeting space-based project by Monahan et al. at therSityw€ollege
Dublin [61]. In this project, researchers have created a custom, asbdovirtual envi-
ronment which includes a classroom, meeting room, and library. These meptings,
in addition to providing a common virtual place for students and teachers tadhtatso
provides users with the ability to upload lecture slides, take notes, acdess @sources,
and use a web-accessible message board. One unique feature ofsthia & that, by
leveraging the web-based implementation, the researchers were ableltopdawersion
of the system for mobile devices (NCLEV-R), thus enabling “any time, anyaitexcess
to the virtual environment. The researchers conducted an initial usabildy, stdnich re-
quired students to complete a set of tasks individually, and then give apoeséntation
to the other students as part of a collaborative discussion. The restulte efudy were
very positive: 89% of the respondents found the navigation controls ireuitD0% felt the
lecture experience was effective, and 89% felt the environment prdad effective means
of social interaction.

The SecondDMI project, undertaken by De Lucia et al. at the Unives§Bgalerno [18].
In this project, a virtual campus was created for undergraduate stugdrith included a
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common campus area, meeting spaces, lecture rooms, and recreatiapalldrese areas
were also linked to Moodle, an open-source learning management sys$ws, to provide
relevant educational content. To take full advantage of the resoave@able via Moodle,
the researchers developed a plug-in, Multimedia Moodle, to deliver strgavideos to
the students. To evaluate the SecondDMI project, the researchenrs thgkstudents to
complete detailed questionnaires after using the virtual campus for thretehgrdelivered
lectures, and found that the environment supported synchronous auoation and social
interaction, as well as improving student motivation.

In a similar vein, work by Petrakou explored using Second Life for onlihgcation,
and sought to identify interactivity issues through a virtual world-batesk@xercise [66].
By bringing a class of English language students in Sweden together witbnssuilom
the United States, the project provided the Swedish students with practioersioig with
native English speakers, while at the same time fulfilling course requirenuertefAmer-
ican students. Petrakou conducted a detailed analysis of observativeslamd feedback
from instructors and students to determine the benefits and drawbacksual world-
based online education. She found that the students benefited fromilityetalzonverse
synchronously with others within a common virtual space, and were ablatioipate in
“a diversity of activities, experiences, and interactions”. Howeves, diversity also pre-
sented technical and user interface challenges, which led the authordo@e that using
the virtual world is, in itself, a collaborative learning activity, and instrustmust ensure
that students are given sufficient training in this environment beforengatie students
focus on course content.

Students were, through the virtual environment, able to participate|in a
diversity of activities, experiences, and interactiojig]

In summary, virtual worlds have been used by researchers to pravidengs from a
wide range of disciplines with educationally-focused meeting spaces.aloaing these
projects, researchers have found various positive outcomes, inglimdireased motivation,
support for meaningful social interaction, and an opportunity for adeo range of social
experiences. However, the use of a virtual world also requires adaliticaining for stu-
dents and instructors alike. While the interface has been shown to be intéamiléators
must ensure that users are indeed comfortable with the virtual worldeba$éing them to
engage in any educational activities.

2.2.4 Skill Training

Some researchers have used virtual worlds for task-based trairtjegis: These are de-
scribed in detail below.

Walker created a Second Life simulation to help distance education studeetsple
counselling skills [85]. Motivated by a desire to model counselling skills andige im-
mediate feedback to distance education students, she created a couffaeliibg which
contained labs complete with couches, tissue boxes, and one-way minratsservation.
The students conducted several counselling sessions in the virtuahthbftarwards were
asked to fill out perceived learning and attitudinal surveys. The restuttse surveys in-
dicated that using Second Life did not detract from the learning expErjeithough stu-
dents who self-reported as very computer illiterate had difficulty getting caatfie with
the virtual world, and students who reported learning the most also relgogie degrees of
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affective (emotionally-related) learning. While some students encounpeobdems with
graphics cards, internet connections, or other technology issues, sitidents had very
positive experiences. One student reported that “actually seeingrsaling room and
people when you were practicing your counseling techniques” washaargficial, while
another stated that “the ability to gesture, communicate, and to take on ateharst also
the stimulating clinical setting were very helpful and have great potentia]. [85

In a similar effort, Koenraad created a virtual “Language Village” in AeXiorlds to
help teach French to high school students [49]. The idea of a Langdilgge, where
students would visit simulated locations and practice their vocabulary anversational
skills, was already present in the curriculum, but was typically implementedtes an
on-site event or a mobile resource where student teachers and sibpd various schools.
In this project, a virtual Language Village was developed which includediatyaf sim-
ulated locations, such as a police station and bakery. While the focus ofdjeetpvas on
feasibility, rather than effectiveness, there were several positit@mes reported. Half
of the students reported learning more than they would have in a traditiosat@ten set-
ting, and felt confident in their conversational skills. Teachers, me#@wbhported that the
students were enthusiastic, showed increased motivation, and spertmeon task.

Teachers reported that students were enthusiastic, showed increased
motivation, and spent more time on tagko]

Vergara and colleagues at the University of New Mexico have develapeirtual
environment-based tool to teach medical students about hematomas [&l].nave de-
veloped a 3-D, multi-user virtual environment (MUVE) within which studerats imteract
with a virtual character, nicknamed “Mr. Toma,” and other associatecttshjé rigorous
study of the system’s effectiveness was conducted, comparing tlotivedfeess of MUVE-
based training to a more conventional, paper-and-pencil method, in bpgrson and dis-
tributed settings. Within each experiment condition (e.g, MUVE-based, sopgrpairs of
students were asked to complete problem solving and patient managementtasid to
treating a epidural hematoma in a patient following an automobile accident. Tdenssu
level of knowledge was assessed via a test of medical concepts, wagcadministered to
each student before and after the training session. This study dened $trat the MUVE-
based training session was equally effective as the conventional;paggrencil method.
Furthermore, the MUVE-based approach offers additional advasitagduding the chance
to collaborate with geographically dispersed students, and an increasszlsf immersion
while using the system. A considerable amount of effort was put into igstivat the con-
tent was presented accurately and effectively, including consulting withterdisciplinary
team of subject matter experts. While the project used a custom virtuabemant and
was focused on a single context, thus severly limiting the project’s extensitiiléyedu-
cational validation presented offers strong motivation for this kind of ptpgnd for the
benefits of virtual world-based training.

2.2.5 Simulation

Within the last few years, researchers have begun using virtual wiorl@gmulation-based

projects. These are the most relevant to my research, and are dd&tsbene detail below.
One such project is Pulse!!, a virtual medical education project led bpdviald at

Texas A&M University, Corpus Christi. The centrepiece of this project & ‘irtual
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Clinical Learning Lab, which is “an interactive virtual environment simulatipgrational
health-care facilities, procedures and systems” [55]. The develop#rs system put a sig-
nificant emphasis on the accuracy of the simulated environment, ensurirdgthis such
as the posters on the office walls were authentic. See Figure 2.2 foremskog of the en-
vironment. While the system was initially focused on a naval hospital settingmaiaity
of the project’'s $14.7 million in funding is from the US Office of Naval Reshar it has
since been tested in the Yale School of Medicine and Johns Hopkins ISifidedicine,
and has licensed the technology to BreakAway Ltd., for commercial dawelop Unfor-
tunately, there has been little information released recently on this project sesthlts of
the aforementioned field tests are not known, neither is it clear whetherdfezpis still
ongoing. However, in terms of the relationship between environment ancand user
immersion, the project represents a clear exemplar of an “increasexhegaeull provide
improved immersion” methodology.

Figure 2.2: Pulse!! scenario (from [55])

FreeWalk/Q represents an early effort at creating a virtual meeting yddakanishi
et al. at Kyoto University [62]. In this project, the researchers cteBteeWalk, a custom
virtual platform intended to “integrate diverse technologies related to Vstal interac-
tion [such agvirtual environments, visual simulations and lifelike characters” [62].yThe
envisioned the platform as enabling a range of virtual social situationagding meetings,
training, and shopping. Although much of their description is concernedthghmple-
mentation details of the system (e.g., implementing walking, turning and speakiogsac
they also describe the benefits of Q, an interaction scenario descriptigualge. While
this language is discussed in greater detail in Section 2.3.2, the languay¢iadissal-
lows the user to define a finite state machine consisting of perceptions attthgeactions
within a particular scene. The researchers also highlight the potentigtdeiValk/Q as a
training tool, describing a simulation of a crowd evacuation situation, whichvasdoth
human-controlled and automated characters.

Getchell et al. have developed a hybrid web-based learning/virtudd wgstem for
teaching students about archaeological fieldwork [25]. This systelheddie Laconia
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Acropolis Virtual Archaeology (LAVA) project, combines web-basedject planning and
management tools with a virtual world representation of a real-world dig sit®tide stu-
dents with a comprehensive simulation covering the process from writingdénigiapplica-
tion and visiting the site, to performing the excavation and restoring the sitetidsigon.
The LAVA system addresses several challenges inherent in atolgéed education: the
inaccessibility of archaeological sites, both in terms of expense andag@ugal distance;
the destructive nature of excavation, which restricts the number of 4sxdbo can partic-
ipate at one time; and the fact that any mistakes made are likely to be irrelleyevaich
necessarily limits the degree to which students are allowed to participate inaaddlex-
cavation. The first several phases of the process — writing a prigpgosaucting an initial
site visit, writing a funding application, and allocating a budget — are primaritdaoted
using web-based project management tools, although the initial site visitsaoc8econd
Life. The next major phase is conducting an excavation of the site, which isrinemted
using a 2-D web interface. The final phases of the process — visitingpastuction of the
site and creating an exhibition in the visitor's centre — are conducted in 8adfen The
system’s archictecture links the content stored in the web-based systethevigimulated
site in Second Life, although it is not clear how (or if) this content actualtydrey effect
on the simulated site. The excavation phase is supported by an excavatieh wiadh is
used to calculate the probability of a user (or team) finding an item at any ghaiimg the
dig. However, since this phase is implemented using the 2-D web interfaceottrislevant
to my research. Finally, the authors describe a user evaluation study ¢gatdhducted,
in which they report a positive reception from students and a willingneshempart of
educators to embed LAVA into the curriculum, and to develop additional sicsna

Taylor et al., at the Imperial College in London, have developed a framkgfoocreat-
ing both single-user and multi-user virtual patient exercises [77]. Usiadramework, his
team has begun to develop several scenarios: one that trains parsume@isponding to
a situation involving hazardous materials, another that focuses on stafffdspgtal emer-
gency department, and a third that involves multiple agencies in a mass cagualips.
These scenarios are all supported by clinical decision trees, whichl thedeehaviour of
associated virtual patients. While the implementation of scenarios based cartteaviork
is (as of February, 2011) at a very early stage — testing the validity ofith@bpatients —
the authors emphasize the framework’s potential for use in creating a aitywof vir-
tual world-based scenarios. It should be noted, however, that tiwe dogoedded in the
framework is limited to specifying the behaviour of virtual patients. More cormpbee-
nario behaviour (interaction among entities, for example) must be speciftsitie of the
framework, likely within the virtual world. Also, the early stage of scenasgaedlopment
limits the extent to which the platform can be empirically evaluated, and the edualatio
assessment that can be done on the scenarios.

Greci et al. have also investigated using virtual worlds for emergenayirtca[32].
In their research, they focused on preparing emergency departesgsnto deal with
patient surges in the event of a flu pandemic. Specifically, they trainecutsesin surge
management practices through drills conducted in a virtual world, and atstiqed a
team-based approach to patient triage during a surge. The exercisesieveloped by
an interdisciplinary team of researchers, educators and clinicians é&anCDiego and
nearby VA hospitals [31]. To help evaluate the students’ performaneensiructors used
machinimagdigital videos of the virtual world) taken from various perspectivesndise
manager in the Emergency Department, for instance, or a bird’s eye vigwe Gfommand
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Post. These machinimas were then shown to the students in instructor-geftbedive
learning sessions. The reflective learning sessions, in turn, inforisekdions that helped
the students identify strengths, weaknesses, and recommended eerestibns. This
process of creating machinimas for reflective learning was an importanémntié on the
recording and analysis components of my framework, and in particular doe-based
video annotation component. The researchers found that these traieneiges resulted in
improved team communication and decision-making skills, and also improved trenttu
visual debriefing skills.

The virtual world-based training exercises resulted in improved team
communication and decision-making skills, and also improved the| stu-
dents’ visual debriefing skill§31]

Dev et al. have been active in developing simulations for a number of ,yeétsa
particular focus on virtual worlds and medical education [19], [38]v bas led projects
that train students in anaesthesia crisis resource management, emergditygarisis
resource management, and emergency department triage techniquesdati@sitith mass
casualties. Some of these projects have used commercial VW systemss €Ictv& and
Second Life, while others used a web-based viewer developed bgrcbses at Stanford
University. In the most relevant of these projects, Dev focused @sasg) the educational
effectiveness of an emergency medicine simulation. She had studentsogghha pre-
training case to assess their baseline competency, then had them go tfmauthining
cases in the virtual world, and finally gave the students a post-trainingicassess the
students’ improvement. For the pre- and post-training test cases, thatstudee observed
by several evaluators, and evaluated (on a five-point scale) usiogea dneasures of team
performance, such &mowledge of environmerdommunication with other team memhers
anddelegation of responsibilityThrough comparing the results of evaluating the students’
performance on the pre- and post-training cases, Dev found that thenstlimproved by
a significant margin after going through the VW-based training cases.

Working with an entirely different student population, Wrzesien et alatere a virtual
environment for elementary school students to learn about aquatic life Metigerranean
[89]. In this project, students interacted with an instructor, represestadiah, while ex-
ploring a virtual representation of the marine environment. To test the visiidd'’s effec-
tiveness, the researchers created virtual and traditional versi@mseaxucational module,
using the same set of learning objectives and educational content. Aotlstsglents was
then assigned to either the virtual or traditional modules, and their learnthgxgerience
were assessed, via pre- and post-module tests and questionnajyestively. There were
no significant differences in test performance between the two grangisating that the
virtual world is equally effective, educationally. Moreover, the reslears found that the
students in the virtual group enjoyed the experience more, and were mgaiged in the
experience.

The Canadian Border Simulation project, led by Hudson at Loyalist Colisgeyery
good example of a practical and successful virtual world-based tggomisgram [41]. This
project used a virtual border crossing to augment the in-class rol@glayperience that
students receive, and replace field placement opportunities which baidysly been an
integral part of the students’ training, but were cancelled as a respltsif9/11 security
concerns. Through this virtual border crossing, students were agkEnaexperience with
a wide variety of traveler interview scenarios. The project is notable fotithited time
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and resources that were used in the creation of the simulation (as conparpubject like
Pulse!!). Specifically, the project was developed over a period oéthrenths, and was
“only realizable with the affordable simulation tools that Second Life provid&éithin
these constraints, the developers (faculty, an active border guadd3-® designers) fo-
cused on ensuring sufficient accuracy in key aspects of the scesadb as the border
crossing, the vehicles that were to be searched, and the passdrayaisiocuments. See
Figure 2.3 for a screenshot of the scenario. The instructors alsccgeefil consideration
to the integration of the simulation within the broader context of the courseglunm, and
ensuring that students were given sufficient training in Second Liferediiey participated
in the simulation. The result of this planning was a scenario experiencedipaichmprove
student performance (a 28% increase in grades for the interview skitipawent, as com-
pared to the previous year’s class) and increased enthusiasm fasutsec It should be
noted, however, that the virtual objects and associated code wasicspatfically for the
border crossing context, and is not extendable to other contexts or gaitirtions.

| TR T T PR T ew—"r w0
| | . . ]

Figure 2.3: Canadian Border Simulation (from [41])

2.3 Behaviour Modelling and Analysis

A crucial requirement underlying much of my research is the need tosept,aecord, and
analyze user behaviour in a virtual world. By meeting this requirement, myefnark is
able to not only present users with experiences, but ensure thatekeseences are ed-
ucationally meaningful and measurable. To support this goal, | havetigats] a wide
range of research on behaviour modelling and analysis. The firsbigdiis requirement is
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the ability to understand and accurately represent a user’s actions @ world. Moti-
vated by the scenario-based nature of my framework, | have investigaieess modelling
techniques, to ensure that the scenario being presented is modellegragiphp Second,
because of my interest in modelling user behaviour in a platform-indepenteamer, |
have investigated work on avatar modelling. This research offers awafiperspectives
on the generic representation of avatar behaviour, ranging fromragaarance to syn-
chronizing avatar information across multiple virtual worlds.

Meanwhile, because of the need to validate students’ educational exqeevidien par-
ticipating in virtual world training scenarios, | am interested in work relatedctmoa
recording and analysis, particularly within a virtual world context. Thestjae of ac-
tion recording has been touched on, in a general way, by some reeeardn one case,
researchers studying students’ behaviour in a 3-D game environmedtandiscrepancy
between the students’ self-reported behaviour and their actions as loggfeelgame [37].
Specifically, the students saw themselves as having consistently used aateedrploblem
solving approach, while the logs indicated that they initially attempted to solve gie pr
lems on their own, and only asked for help from other team members whegadheyuck.
This observation highlights the importance of action recording as compasetf4@ported
action evaluation methods, such as surveys and interviews. In more diedethgnt work,
Hurst identified the challenge of processing and understanding laegeities of log data
as an obstacle in assessing whether virtual reality training transfers tethearld [42]. In
order to better understand this issue, Hurst categorized the actiodiregdata into three
types: reflective data, machinima, and virtual environment data. Theditesgory consists
of standard participant feedback mechanisms such as questionnalregeamiews. The
second category, machinima, deals with recorded in-world video, whicte&ex using
software such as Camtasia. Virtual environment data, finally, coversctiom aecording
challenge that is discussed in this section. In this category, Hurst daggexuring avatar
actions and interactions with objects. While this categorization scheme, aiu|zaly the
third category, helped inform the student action recording and analysipanent of my
research, Hurst did not actually create any recording tools using tieersc Her research,
therefore, serves as a conceptual starting point for a piece of my work

With regards to research focused on the task of actually recording sctielevant
work was found in two communities: the gaming community and educational pisggho
From gaming researchers, | found literature on modelling processesaltyting observed
actions in order to derive more complex behaviours. From the educatisgahology
community, meanwhile, | found relevant research on identifying the staadions that are
relevant to the learning process.

2.3.1 Identifying Relevant Actions

In addition to the broader pedagogical theories about learning, deddritSection 2.1, |
have also drawn on educational psychology research to determine wpih of student
actions are relevant, from an educational point of view, within the confexvirtual world
simulation. | used this set of actions for guidance when determining whichmaateeded
to be included in the ABM. The specific actions will, of course, vary frora educational
program to another, but there are certhinds of actions that students should engage in,
regardless of the particular program being considered.

One interesting analysis of education in virtual worlds comes from Girvah ¢26].
They conducted a case study from a communal constructivism basish(whi proposed
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by Scardamalia et al. [70]), with the goal of determining whether learninly imafact,
occurred. In this case study, they brought together small groupsusfatats, and had
them learn about a new topic (the international banana industry) anig @edrtual arti-
fact (in this case, a book) summarizing what they learned. To assesth#yis;onducted
semi-structured interviews, and performed an analysis of the chat lmyglfie educational
sessions, as well as analyzing the virtual books. While this work doetwuacoh on vir-
tual world recording, specifically, its focus on using an establishedatimal framework
to evaluate learning in a virtual world is relevant to my research, as | amrdks@sted
in rigorously evaluating the learning that occurs within a virtual world-dasgucational
context.

Land et al., in an effort to systematize the development of learning envirasir@o-
posed the use of grounded design, which blends elements of conssmctiith an em-
phasis on real-world validation and iterative improvement [52]. The asthasent some
of the key ideas of grounded design, including a strong connection betsyestem design
and supporting educational theories and frameworks, and ensurintip¢hdesigns can be
generalized, in order to ensure their applicability to multiple contexts. Theypaésent
several examples which embody these principles, and thus motivate thearélappli-
cability of grounded theory in developing learning environments. Agairlgvhe authors
don’t address action recording, per se, they do discuss many issategr¢hrelevant for
recording educational experiences in a virtual world.

The most directly relevant research comes from Price, who wrote abeaiting a theo-
retical basis for the development of educational games [68]. In this,Woite established
links between educational theory concepts, such as active experimentil@borative
learning, and concept maps, and immersive education technologiesashelads-up dis-
plays, voice chatting, and programmed non-player characters (NFGs)example, one
way in which the immersive environment can be used to convey a conoepefilucational
theory is by converting a concept map into a network of rooms, which maydered in
a manner analogous to a student progressing from one topic to anoimdarlg, Kolb’s
four-stage learning cycle, proposed as part of his Experientiahirggai heory [50], can be
instantiated in an immersive environment as a series of four rooms, whicthakearner
from concrete experience to reflective experience, then abstraceptualisation, and fi-
nally to active experimentation. Price also mentioned the creatiomsftary actor, which
recorded various characteristics of a user’s interaction with the immegsiieonment.
Price also discusses collaborative learning — including theories on discand collab-
orative learning from Candlin and Johnson et al., respectively — atetiag crucial for
informing communication-based learning in immersive environments [9], [45].

Price established links between educational theory concepts, such as
collaborative learning, and immersive education technolodie]

In another practical exploration of the connection between educatioeati¢ls and
game elements, Marty et al. have, in the course of developing a gamel&assedg (GBL)
environment, defined an explicit mapping from Activity Theory conceptsitities in the
GBL environment [54]. For instance, Marty maps the the idealoflabetween activities
to a corridor within the GBL environment. In creating this mapping, Marty provides a
means for educators to create appealing learning experiences whathcargly connected
to pedagogically-based lessons and curricula. Furthermore, Magfjsitibn of this map-
ping provides further support for the applicability of educational theottegame-based
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educational methods, such as the virtual world-based training scesappsrted by my
framework.

To sum up, there are several educational theories, such as comnoms#iuctivism,
experiential learning theory, and collaborative learning, which arettijreslevant to the
issue of logging actions in the virtual world. Based on research gralindbese theories,
| propose that the following core set of behaviours, shown in TablesBdyld be captured
by a logger for use within an educationally-focused virtual environment.

Table 2.5: Core Activities to Record

Behaviour Relevant Educational Theories

Movement Concept maps, learning cycles (Kolb [50])

Talking Educational co-creation (Messinger [59]), collaborative learning
(Johnson [45]), discourse (Candlin [9])

Gestures Non-verbal communication (Mehrabian [58]), discourse (Candlin

[91)
Entity creation Communal Constructivism (Scardamalia [70])
Entity interaction| Cognitive apprenticeship (Collins [14])

2.3.2 Process Modelling Techniques

In choosing appropriate process modelling techniques for my reséarety on both tech-
nical resources — workflow specification and modelling languages —laassgaming and
business-based methods of process analysis. Research fromdissectives are described
in this section.

Game-based Process Modelling

A general approach to process modelling, which has been adopted byarseohkhe gam-
ing community, is generative design patterns (GDPs). In this approattuciused set of
design patterns is used to generate specific instances of the behawgumoelelled [57].
In work conducted by McNaughton et al. at the University of Alberta,3beptEase sys-
tem was developed to help game developers apply GDP methods to compuiaayiie
games (CRPGs), through integration with the CRPG Neverwinter Nights (NJ&K)
Within the context of NWN (and CRPGs in general), the authors of ScriptBafined
four basic GDP types: encounter, behaviour, dialog and plot patt&ash of these pat-
terns encapsulates a particular aspect of the CRPG gameplay expeanehde principle,
the set of four patterns should cover the entire set of possible CRP&wibals. ScriptEase
is a GUI-based system that enables users to define CRPG behaviouragrofehe four
basic patterns, with the ability to adapt each pattern as necessary in orclerate the
desired behaviour. Note that the user’s adaptation capabilities rangesinaple pattern
instantiation to creating new patterns and atomic actions for use when dealingusith
tom behaviours. The original version of ScriptEase then, in the last §té® @rocess,
translates this pattern-based description into an executable script in Iy 3oe C-like
language used by interactive objects in NWN. A more recent version alytem is able,
through XML-based “translators”, to convert the patterns for a ga@ipt to a target lan-
guage [12].
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While the ScriptEase project shares several common goals with my restemehare
several important distinctions. First, the original ScriptEase project isophatbpecific,
since it converts GDP-based behaviour descriptions to NWScript, adgeghat is used
only in NWN. This limitation, as previously mentioned, has recently been liftecutiiro
the use of ScriptEase translators, although the amount of effort requairereate these
translators is unclear. Second, and more importantly, the four basic GIeR &p based
on a CRPG-centric approach to behaviour modelling. That is, the foigrdpattern types
are defined to encompass a CRPG-oriented set of behaviours, andonaagabr job of
representing behaviours outside of this scope. Finally, as implied by therptasipecific
nature of the ScriptEase system, the behaviours modelled using Scripttasalg be
executed through the NWN platform. Because of this limitation, the behavigrigéons
generated by ScriptEase are not suitable for use in a modular, comp@seutfbamework
such as the one | have developed.

The core design pattern types used by ScriptEase are defined to encom-
pass a CRPG-oriented set of behaviours, and may do a poor jab of
representing behaviours outside of this scope.

Another type of game-based process modelling is case-based planf@fy, (@hich
is particularly applicable to real-time strategy (RTS) games. In one CBP prBjammok,
Sugandh et al. developed a system for playing WARGUS, an opegeswarsion of the
popular game Warcraft 1l [76]. This system works by first extractirgefiof behaviours
from a collection of traces of games played by an expert. Using theseibatmas a
starting point, the system develops a set of initial plans (e.g., “win the gamaigh it
uses to start playing the game. Then, as the game progresses, the siestatase adapts,
and expands upon these plans. See Figure 2.4 for a flowchart of dloisgs: The Darmok
system introduces two key innovations to the standard CBP approaclis thatthe system
removes redundant (or otherwise useless) actions from a plan thdmjggmdency graph
analysis. Second, the system integrates the addition of new actions to atplémeilCBP
cycle, thus avoiding the expensive search process that would otedreviequired.

goals
' - state SEeNSsors H
' UBenavior - " pan L Plan e o -
: Retrieval 4’behawors Expansion Game State Execution Zctons| i

Plan
Adaptation

Behavior Execution |

behaviors

————————————————————————————————————————————————————————————————————————————————————————————————

Case Annotated Annotation Wargus
Extractor Trace Tool !

: Behavior acquisition Expert Expert :

Figure 2.4: Flowchart of Darmok system (from [76])

31



This research, like ours, is concerned with plan specification and #xecln this case,
the plans are made up b&haviourswhich are specified using the following structure:
Behaviour= <Declaration Procedure>

Declaration= <Goals PreconditionsAlive conditions>
Goals= The intended goal for the behaviour
Preconditions= Conditions that must be met before behaviour can occur
Alive conditions= Conditions that must be met for behaviour to continue
Procedure= <Action type Action Subgoals>
Action type= <SequenceParallel >
Sequence The encapsulated actions must be executed sequentially
Parallel = The encapsulated actions can be executed in parallel
Action= A basic in-game action
Subgoals= <ParametersSuccess conditions
Parameters= Parameters that define this subgoal
Success conditions Logical conditions that may be checked to determine
whether the subgoal has been met

However, the plans that are specified by the system are, by definitiakhpgented, and
require a constantly responsive and dynamic game environment in whigkedate these
plans. Moreover, the plans are intended to be executed by an automategdaangl are thus
imperative, rather than descriptive, in nature. That is, the plan is defirezdén to provide
instructions to an otherwise inactive (automated) agent, rather than guidiegponding
to the actions of an independent (human) actor.

Q

Q is a scenario definition language that was developed by Nakanishi tet sthecify the
behaviour of agents within the FreeWalk virtual world [62], which is di&sct in Section
2.2.5. Q is an extension of Scheme (and, thus, of Lisp) which models sz®nasing an
event-driven approach, witherceptionsactions andscenesA perception is an event that
has been perceived by an agent, and then triggers one or more adtimse perception-
action sets are then grouped into logical units called scenes. Transitton®fre scene to
another can, like other actions, be triggered by perceptions. A samplargc€rom [62])
is shown below.
(def scenario reception
(scenel
((?hear “Hello” :from $x)
('speak “Hello” :to $x)
(go scene2))
((?hear “Bye")
(go scened)))
(scene2
((?hear “Hello” :from $x)
(‘walk :to $x)
(‘speak “Yes, may | help you?” :to $x))
(otherwise (go scene3)))
(scene3...))
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The Q language serves two key purposes: first, it specifies the behafiagents, in
terms of theperceptionghat an agent is capable of recognizing, &wtionsthat the agent
takes in response to the perceptions, andsttemesn which these perceptions and actions
take place. Second, by defining the perceptions in a way that the agenetspmnd to them,
the language is providing a means by which the user’s actions in the virtuldl van be
parsed. These features of the Q language are crucial elements of nariscenactment
process and avatar behaviour model respectively, and thus Q playspartant role in
informing my work.

In addition to the Q language, Nakanishi et al. have also introduced itieraattern
cards (IPCs), shown in Figure 2.5, which “capture the interaction pattereach applica-
tion, thereby providing a higher level of abstraction” [62]. These €aah be created with
a spreadsheet, and then translated into Q statements.

CardID | 1 | Card Name Follow-me CardType | Guidance Card
Object of Observation | State Guiding Actions

Puton acap
Initiate Choose an evacuee
Guidance Exit A Open Approach (evacuee)

Speak (Follow me)

Start to walk (Point Y, Exit B)
Guidance Evacuee’s My Guiding Actions
[Condition] | position/direction position/direction

Evacuee’s Guiding Actions
position/direction

More than 3.0 m apart

My
position/direction

Stop

) from me Turndirection (Evacuee)

Guidance — > :
Positioned at the Start to walk (Point Y, Exit B)

[Repeat]

Within 1.5 m f leftroom
ithin 1.5 m from me — -

Positioned at the Start to walk (Exit B)
rightroom

Exit B [Terminate Repeat]
Terminate | Guiding actions
Guidance | Walk (Outside the room)

Figure 2.5: Example scenario defined using an IPC (from [62])

Once a scenario has been implemented in Q, it can be accessed by thalkregtém
when a relevant cue is perceived, and the Q scenario then returesthigng actions via the
FreeWalk API. Specifically, Q calls the FreeWalk APl and registers therattia shared
region of memory. FreeWalk then checks that memory region for any saoteshs at the
beginning of its next processing cycle, and executes any actions éhatesent.

Since Q is deployed within a research-oriented, custom virtual world, itsnajoplica-
bility may initially appear quite limited. However, the structure of the Q languageiis qu
general, and thus serves as an interesting basis for comparison to myookyregpecially
given its integration with a virtual world. While the Q language and my framevaoek
based around several similar concepts — scenarios, scenes, amidpgrceptions — there
are several elements of my framework that are not included in the Q/Hiegystiem. One
is the idea otonstraints or limitations on a particular action based on the current scenario
state. Another is the ability to respond to system-generated events, whicluggidén my
framework via the definition and execution of timed events.
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2.3.3 Analyzing Observed Actions

There has been a significant contribution to research in this area frogathes commu-
nity, particularly in inferring complex behaviours from observed actiortss research is
summarized in Table 2.6, and described in the following paragraphs.

Table 2.6: Summary of Action Observation Techniques

Technique Inferred Activities Presentation Audience
Method

Visualization based on chat, movement, fighting| cluster analysis researchers
action behaviour monsters, mission
(Thawonmas [79]) completion
Temporal links movement, speech, temporal linksto | VW users
(Greenhalgh [33]) interaction with objects | previous activities
Activities in Unity actions defined via action history game users
engine (Raghavendra| conditions selection shown in-world or
[69]) events in 2-D map
Actions in River City | relevant student activities input for student | students
virtual world (Nelson | (reading signs, talking to| guidance system
[64]) residents)
Pedagogical dungeon| 17 basic activities (e.g., | aura around user, | instructors
(Marty [54]) chat, answer question), | additional armor

composite sequences

In one project, Thawonmas and lizuka have proposed a system faliziag players
based on action behaviours [79]. In this system, they classify playershaésvers, explor-
ers, or socializers, and use a combination of mathematical analysis (cladstinman-
sional scaling) and text-based analysis (the KeyGraph method) to tptasgsr behaviours
into classifiable measurements.

Greenhalgh has proposed the use of explicit temporal links to augmerddbeling
and replaying capabilities of a virtual world [33]. The main concept is thattaal world,
in addition to the standard content of avatars, terrain, entities, and the dikegontain a
temporal link to a different time. This link can either refer to the current lonato to any
other location in the virtual world. This feature increases the capabilitieseo¥W as a
whole — the authors propose several creative uses of temporal links]iimg recorded tour
guides, flashbacks of recent activity, and the storing and viewingeffinrworld messages.
The authors recognize that the ability to implement temporal linking is dependdrging
able to “capture all activities within a CV[Eollaborative virtual environmeptincluding ...
movements, speech, and interactions with virtual objects”[34]. That isythisrepresents
an augmentation of an existing logging system, rather than a self-sufficggihtpsystem
in and of itself. However, it does present an interesting extension ofghe & logging in
a virtual world.

Raghavendra has developed a tool to track user actions in games lnate dnity
game engine [69]. This tool allows the user to define actions of interegy asgeneric
language ofconditions selection andevents Using the tool, the inherent complexity of
monitoring “hundreds of objects, continually interacting with each other” éuiced to
simply identifying a small set of relevant actions, and logging them accdydinbis action
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log can then be analyzed to create a map of the player's movement histonystance,
which can be shown either in-world or in a 2-D map.

Nelson and Ketelhut embedded a tracking system within a multi-user virtusibenv
ment, called River City, to record relevant student activities, such dggeaigns, clicking
on objects, asking questions of computer-controlled “town resident$” Jé#ese logs were
then used to drive a student-guidance system, which provided hints tosirdehe form of
reflective questions. This tracking system enabled the personalizatiba sfudent learn-
ing experience, based on his activity history; however, it tracked lg famrited number of
activities, and it could only be applied to the River City virtual world.

In what is arguably the most relevant project, Marty et al. created aapmgical dun-
geon” game-based learning environment, where action observati@egsing, and visual-
ization are seen as critical components, and are integrated tightly into theng¥ekke In
this project, observation agents are integrated into the system, providiogstraf users’
activities by logging 17 basic activities (e.g., answering a question, or chattih another
user). These traces are then processed in order to achieve apragprtevel of detail —
that is, providing enough information to be pedagogically useful, withoatloading the
user with too much data. To achieve this, the system enables the user tomefipkex
actions by linking basic activities using logical connectansl or andthen Using these
definitions, the user can encode a sequence such as “a studenitsankalp file after
entering a room and answering a question incorrectly” as a single activity.

Once the data has been processed, it is presented to the user throigghlization
engine. The researchers observed that, even with the definition of coayilens, users
were faced with cognitive overload when viewing the data. This problesnea signifi-
cantly improved by superficial improvements such as colour-coding thenadiog., chat
actions shown in blue text), so the researchers added two higher-isualizations to the
system. One was an aura that surrounded each user which descabdzbtiaviour (e.g.,
talkative or empathetic). The other was the addition of armour to the studeatsras
he or she acquired new knowledge. In addition to these processingsaradization tools,
the researchers also included “indicators”, based on the recordms tri@ alert users to
specific situations that might require the instructor to intervene. For exaihplsfudent
starts falling behind in a lesson, the instructor can provide additional hedp s with
complex actions, these indicators can be combined to define arbitrarily cosiflations.
For instance, if most of the students in a class are falling behind, this situatizinh(
could be defined as a composition of “one student is falling behind”) cabboressed by
significantly altering the composition of the lesson, or adding a number ofesupptary
exercises to help students understand the content.

This research is quite relevant to my work, as the authors tackle criticasissich
as in-game action logging, parsing the resulting logs and presenting theatifon at an
appropriate level of abstraction, and ensuring the logged and pacBedsaare presented
in an educationally meaningful manner. There are also aspects of game-beenario
design that are discussed further in Section 2.3.1. However, a keyedife is that the
action logging and parsing in the work by Marty et al. is occurring in a cudeaming
environment, rather than a virtual world such as Second Life or Oped@gvtamd. One
implication of this implementation context is that the actions that are available in ttetus
learning environment are not necessarily representative of the attiaihsan be taken in
any virtual world. Also, the logging tools can be integrated more closely intdekign and
implementation of the system than would be possible in a virtual world, which isajypic

35



developed by a third party.

The system provides traces of users’ activities by logging 17 basi¢ ac-
tivities, which are then processed in order to achieve a pedagogically-
useful level of detail[54]

2.4 Summary

To sum up this chapter, there has been a great deal of work in threméay that relate to
my research: educational psychology, virtual worlds-based trainisjgqis, and behaviour
modelling and analysis. Taken together, these research areas dffableainsight into
some of the key challenges in my research: ensuring my framework is indpand sup-
ported, by pedagogical research; analyzing existing projects toestisatrl am taking the
lessons learned from these projects into account when designing mywoakneand, fi-
nally, analyzing the students’ actions from a pedagogical perspetdidetermine whether
the required educational objectives have been met.

36



Chapter 3

Avatar Behaviour Model

Platform independence is a key design principle of the MeRITS framewgpkcifically,
in implementing the virtual world client, | do not want the selection of a particulénal
world to have much impact on the functionality of the other components of theefvark.
In principle, | want to support the implementation of the simulation environmengus
whichever virtual world is most appropriate for a particular context @jgmt, without
worrying about the impact on other parts of the system. To support thessgndprinci-
ples, | have defined a model for describing the user’s in-world acticadked the Avatar
Behaviour Model (ABM). Using this model, the framework components havenamon,
implementation-independent language for referring to a user’s behavidithis ensures
that, regardless of the virtual world used for implementing the simulation emaiat) the
components have a consistent, unambiguous means of parsing the esav®hrs. More-
over, when working with a particular virtual world, one can implement a mashafor
informing the framework’s components of each participant’s in-world &s/in terms of
the behaviours defined in this model.

3.1 Background — Avatar Models

A wide variety of virtual worlds have emerged over the past decade, wigkttaudiences
ranging from socializing teenagers to businesspeople to school chilfesaral researchers
have observed that many (if not all) of these worlds share some kegatbastics. From
this observation, these researchers have begun to analyze virtl@s ywogeneral, as a kind
of interactive collaborative experience, and to create models frometyaf perspectives.
These models, in turn, have helped inform the “general virtual worldérmork” aspect of
my research. Of the modelling approaches taken, perhaps the modepte@proach has
focused on modelling the avatars used to represent users in a virtddl wemmy research
is based upon a generalized model of avatar actions, this approach isajeiant, and
thus | present several of these avatar-based models below.

Jarmon analyzed avatar behaviour and characteristics in a virtual imdegendent
manner [43]. In this paper, Jarmon took a social sciences-basesbapo “the emergence
of homo virtualis”, and drew on research from a variety of fields to ideiékey features
of a person’s virtual presence. These features include “3-D sgisthotics... robust
camera controls, navigation capabilities, and the ability to create completely irtexal v
objects”, methods of interaction (e.g., keyboard, headset, and mondeand'ecology of
virtual actions”, such as virtual touch, proximity, gaze direction, and rmevgé. While
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these insights are certainly valuable, Jarmon did not specify any modelroefvork for
viewing these capabilities as a cohesive whole, which is an important pant afiork.
Rather, the author used the identification of these capabilities to motivate tlévigeal
worlds in education.

Drawing on social sciences research, Jarmon described an “egabd
virtual actions”, such as virtual touch, proximity, gaze direction, and
movement[43]

Jovanova proposed a general method of describing avatar appeabemaviour and
properties [46]. The goal of this work was to create a schema that woiddebthe gap
between graphics-based standards, such as Collada and MPE@-dgemt behaviour-
based standards, such as Virtual Human Markup Language, Beh@rlkup Language,
and Emotion Markup Language. The proposed standard, MPEG-bdfr(haition exchange
with virtual worlds), defines a set of XML-based metadata tags, whicaragpan avatar’s
properties into four categories: appearance, animation, control, amehgnication. Using
these tags, the idea is that an avatar can be described in an implementatjmeniteie
manner, and thus imported or exported between virtual worlds (suchcan&eife and
OpenSim).

Amaoka et al. developed a mathematical model to describe the persorab$paents
in a virtual world [3]. This model takes into account the type of the relatinishtween
two agents (business, friendly, or stranger), as well as other fastots as the agent’s
orientation (i.e., which way they are facing), their age, and gender. dtcalswvs on psy-
chology research, and particularly proxemics - the study of distancebatpeople as they
interact with each other. The model uses a Gaussian function, centtee agent’s face
direction, and is parameterized according to the agents’ age and gdrideauthors in-
cluded a demonstration of two agents interacting in a 2-D space, and shhowetheir
personal spaces shifted during this interaction. The work did not exXteyand the per-
sonal space issue, and thus is not nearly as comprehensive as arghebet is related in
its investigation of avatar characteristics in a virtual world-independenharan

Verhulsdonck et al. investigated the issue of non-verbal communicatiofirtiral
worlds [82]. The authors identified a taxonomy of non-verbal communitcgiioposed
by Mehrabian, which described five types of non-verbal communica&8i1 [oculesics
(eye contact and gazegjectics (pointing), gesticulation(hand and arm gestureg)rox-
emics(body distance), anchronemicgtime between interaction). Research has shown that
non-verbal communication is “an intrinsic part of the face-to-face comnatin&process”,
and helps participants reduce cognitive load by replacing words or sgieerch elements
with gestures [82]. Verhulsdonck et al. argue that, given the importahoen-verbal
communication in face-to-face communication, virtual world models should pabta
of representing a range of non-verbal communication, and this shoultdggated into
models of virtual world communication and behaviour. Voynarovskayeiges additional
evidence for the importance of non-verbal communication, albeit in a irtal/context.
In analyzing the behaviour of participants in long-term missions (e.g., Sp&ss#ons, po-
lar expeditions), she identifies non-verbal communication as “useful. mémitoring the
emotional states of subjects”, since “humans naturally express their emtitrongh non-
verbal behaviour” [84].

In addition to the preceding work, which identifies the behaviour capabiliidshar-
acteristics shared by all avatars, it is also important to identify the subsi@sathared set

38



Given the importance of non-verbal communication, it should be inte-
grated into models of virtual world communication and behavi{g2]

of behaviours that is relevant to my framework. With this goal in mind, | haeatified
three pedagogically-based themes that help focus my model on educati@heignt ac-
tivities. The first theme isnovementwhich is consistent with de Freitas and Neumann’s
identification of exploration as a crucial aspect of VW activity, and Psitieking between
location and particular educational concepts [17], [68]. The secamddlisexperiencing
the world which includes both the sensing and object manipulation action categohiss. T
theme is also influenced by de Freitas and Neumann'’s concept of VW atiplgras well

as by Kolb’s identification of experience, observation and reflectioregelements of the
learning process [17], [50]. Third, the themeiatieracting sociallyis supported by Girvan
and Savage's use of chat logs as a means of assessing studenisglddehrabian’s em-
phasis on the importance of non-verbal communication in effective so¢&hiction, and
Verhulsdonck’s identification of the potential of virtual worlds to enablién@non-verbal
communication [26], [58], [82].

3.2 Syntax of ABM

The structure of the model, shown in Table 3.1, draws from work by Scegal. [71] on
codifying behaviours in terms of scripts and plans. Specifically, in orddefime scripts
and plans, Schank devised a basic grammar for describing any behtnaba participant
might take. This grammar classifies behaviours using generic definitiohsasabstract
transfer, propel and consumeand then using parameters within these generic actions to
describe specific behaviours. While | use a different set of genehiadiours, my approach

is similar to that taken by Schank. Augmenting Schank’s basic definition of concation
behaviours, | have drawn on work by Mehrabian [58] who, as merdiemeésection 3.1,
identified five basic categories of non-verbal communication.
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Table 3.1: BNF Grammar of ABM
1. Behaviour= <Movement| Sensing Object Manipulatioj Communicatiorn>

Theme: Movement

2. Movement <Move | Sit | Stand>
3. Move= <Actor, Movement Type, Start Location, End Location
4, Movement Type An element from the set of possible movement types
within a particular virtual world
5. Start Location The actor’s initial location
6. End Location The actor’s final location
7. Sit= <Actor, Sit Location>
8. Sit Location The location where the actor sat
9. Stand= <Actor, Stand Location-
10. Stand Location The location where the actor stood

Theme: Experiencing the World
11. Sensing= <Actor, Modality, Source>
12. Modality Indicates the sense used by the actor (e.g., smell, sight, hearing)
13. SourceThe source of the stimulus sensed by the actor.
14. Object Manipulatiorn= <Create| Hold | Transfer| Take| Interact>
15. Create= <Actor, Created Entity>

16. Created Entity The object created by the actor

17. Hold = <Actor, Held Entity>

18. Held Entity The object held by the actor

19. Transfer= <Source Actor, Recipient Actor, Transferred Entity

20. Source Actor The actor,X, transferring the object

21. Recipient Actor The actorY” (Y # X), who received the object

22. Transferred Entity The object transferred from actaf to Y.

23. Interact= <Actor, Entity, Message, Options, Choice, Response

24. Entity The object that the actor is interacting with

25. MessageThe text shown to the actor upon starting to interact with the object
26. Options A set of interaction choice§' that the user is presented with
27. Choice The optionc € C that the user has chosen

28. ResponseThe text, action, and/or media shown after the user setects

Theme: Social Interaction
29. Communicatiorr <Speakl Write | Gesture>
30. Speak= <Actor, Utterance

31. Utterance The words spoken by the actor.

32. Write = <Actor, Message

33. MessageThe message written by the actor.

34. Gesture= <Actor, Gesture Descriptior

35. Gesture DescriptionA description of the gesture performed by the actor.
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The behaviour categories (movement, sensing, communication, object hasinipu
defined in the ABM are, based on a review my colleagues and | have ciutlequally
applicable to any virtual world; all of the virtual worlds that we have anedyzupport avatar
movement, sensing of the environment, communication among avatars, and laioipu
of in-world objects [11]. Furthermore, while the details of a behaviour nay glightly
from one virtual world to another, the behaviour definitions presentedisnntiodel are
general enough to apply to most virtual worlds.

The ABM is, fundamentally, a user-centric model, in that each behaviouefinedi
from the perspective of the initiating user. Each action is characterizedsey of param-
eters that uniquely describe a particular instance of that behaviouringtance, for the
movebehaviour, the combination of the actor, initial location, and destination éieient
to uniquely describe a particular movement behaviour by a specific uberpdrameters
for each action are described in detail below. Note that, because ofeéheerstric nature
of the model, théActor parameter is present in every action definition, and has the same
meaning throughout, and thus is omitted from the descriptions.

The movement behaviours (lines 2-10 in Table 3.1) are defined, brgaetkisg, by the
actor who has moved, the actor’s destination location, and the way in whielktivemnoved
to that destination. Locations, in the context of the ABM, are represemtadbt of virtual
world co-ordinatesy, i, z. However, these co-ordinate based locations can, through the
MeRITS framework, be linked to a richer model of scenario-based lotasdescribed
in Sections 4.3.6 and 4.6.1. Also, the applicability of the elements in the set of moveme
types are dependent on the possibilities offered by a particular virtuddl won Second
Life, for instance, the available movement types are walk, run, and fl§itiadal types
(e.g., crawl or swim) would not be applicable to behaviours in that virtualdvélowever,
the other parameters of the movement behaviour are general enougimtizpendent of a
particular virtual world implementation. Finally, basing the movement behavmusdart
and destination locations results in a certain lack of precision — that is, thésguzth from
the start location to the destination is an implied linear route, rather than a camlypuo
tracked set of co-ordinates. However, by recording an actor’'s meme with sufficient
frequency, subsequent start and destination locations can be clusgheto each other to
make this lack of precision irrelevant.

The sensing behaviours (lines 11-13) are primarily defined by thedfality parameter
and asource parameter, which indicates the source of the stimulus sensed by the actor.
The characteristics of the source are dependent on the modality of thiagé&ehaviour;
for instance, it could indicate the direction in which the actor looked, or thedahat
the actor heard. Also, the various sensing actions are recordecedifferdepending on
whether they are actively or passively sensed, whether they canrbaveel by multiple
people, and the degree to which the virtual world provides approprimelahces for that
sense. This issue is discussed in greater detail in Section 4.4.

Each of the object manipulation behaviours (lines 14-28) are definedimilarsman-
ner. Each behaviour specifies antity, which indicates the object being manipulated, and
additional parameters, as needed. Specifically, the simplest behavithesreateand
hold behaviours — simply specify the relevant actor and object. tidresferbehaviour is
slightly more complex, in that it specifies both theurce actorandrecipient actor. The
interactbehaviour, finally, contains the parameters required to completely specifyea-
action between an actor and the relevant object. That is, the entity filssghe actor a
messageand an accompanying set@ptions. The actor then makescnoicefrom among
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these options, and is presented witleaponseby the object.

The communication behaviours, finally, (lines 29-35) are defined in terrtieeatele-
vant actor and the message conveyed by that actor. Note that, in thefdhsegesture
behaviour, the gesture is dependent upon the communication possibilitiededffoy a
particular virtual world. For instance, one simple gesture is shaking bead to indicate
“no”, which could be identified by a named gesture “head shake”. In #ie,dhalescrip-
tion would contain the phrase “head shake”. If this gesture was not includadirtual
world by default, one might (depending on the degree to which the virtudbvean be
customized) be able to add it as a custom gesture.

3.3 Recording ABM-Based Behaviours

Once | have defined the set of behaviours that | am interested in thtbeghBM, the
next step is to recognize and record instances of these behavioursrina world. It
should be noted that, because of the generality of the model, the behagfmitiahs are
(in theory) equally applicable to any virtual world, and thus these behes/itan be rec-
ognized and recorded in any virtual world. In a situation where a virtwaldwiffered
sufficiently from this model for a behaviour to be unrecognizable, themetb@rder could
either ignore that behaviour, or recognize a semantically equivaleavimel and record an
appropriately-translated instance of a standard ABM behaviour. ltahalpful, conceptu-
ally, to consider the model in terms of a particular virtual world. Since my implertienta
efforts have focused on Second Life, this virtual world is a naturaicehior the following
discussion.

The first step in this process is determining how each behaviour is exeousedond
Life, so that it can be recognized by the recording device and relaydektback-end in
a meaningful way. Table 3.2 presents each behaviour in the model, andrtesponding
means of executing that behaviour in Second Life. Note that, for the &Sdmhaviours,
the means of executing the behaviour in Second Life varies according pa#svity of
the behaviour. That is, for the hearing and smell behaviours, there direct means
of executing the behaviour available in Second Life, since these aractionsthat the
user can take, but rather passreactionsto stimuli generated by in-world objects. The
object that generated the stimulus sends a message to all users within aagiven and
those users have the stimulus conveyed to them through the recording.déwic the
more “active” senses (touch and taste), the results of the behaviowhifiguor tasting
something) are conveyed through text in a dialog box.

The next step is creating a recording device which observes each mseforld ac-
tivity, and recognizes all of the above behaviours. Each behaviaugg i is observed by
the device, is converted to an appropriate set of parameters (accordivgABM defini-
tion of the behaviour), and these parameters are concatenated into aeriegentation
of the behaviour. This string is then sent (using the native Second Lifgtiag command
|1 Ht t pRequest ) to a web service which is responsible for parsing the behaviour string,
and then storing the behaviour for future analysis. However, in réziognthese observed
behaviours, the device uses a variety of different mechanisms, dapgemnl the charac-
teristics of the behaviour. These differences in the recognition mechaaigntiie to the
details of the user interface and affordances provided by Secondihinother virtual
world, the recognition mechanisms might differ slightly from those used inr@etde.
By designing the model in a virtual world-independent manner, my intentisittyavirtual
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Table 3.2: Execution of Modelled Behaviours in Second Life
Action Implementation in Second Life

Move Avatar movement, using arrow keys
Sense (sight) | Shift gaze using mouse, camera controls (zoom, rotate camera angle)
Sense (hearing) An object which plays a sound clip for the user
Sense (smell) | An object which describes a smell to the user
Sense (taste) | An object which describes a taste to the user
Sense (touch) | An object which describes a texture to the user

Create Create an item from one’s inventory

Hold Hold an item that one owns

Transfer Give an item to another user

Interact An object which uses dialog boxes to provide interactive content
Speak Text and voice chat, instant messaging

Write Scripted objects that display text messages on an object’s surfage
Non-Verbal Built-in and custom animated gestures

world should havesomemechanism for recognizing each behaviour, and thus one should
be able to implement the recording device in any virtual world.

Behaviours are, in general, recorded by observing each behagoitiris performed
by the avatar wearing the recording tool. There are, however, slightlreiift strategies
for handlingsingle-occurrencéehavioursmovemenbehaviours, andensingoehaviours.
Single-occurrence behaviours (e.g., sending a text chat messagkingpip an object) are
relayed to the web service immediately (again, usihgt t pRequest ) upon detection.
Movement behaviours, which can occur many times per second and mbg notque, are
stored locally within the behaviour detection device for a brief period. & hehaviours
are parsed to remove duplicates, and lists of parsed behaviours apesgedically to the
web service, which is able to extract individual behaviour instances finis list, and store
each instance appropriately.

The recording of sensing behaviours is dependent on the affadamovided by the
virtual world. Thelookingbehaviour recorded by directly tracking the avatar and recogniz-
ing when the gaze direction (retrieved via the SL scripting commbh@et Carmer aRot
andl | Get Caner aPos) has changed. ThHeearingbehaviour, on the other hand, is some-
what more complex, since the affordance provided by Second Life ‘nglaysound clip,
using the SL scripting commanid Pl ay Sound — cannot be directly observed by the
recording device. Rather, the object that caused the sound sendifiGation message,
indicating that a sound has been produced, to the avatar that initiated tnddaeh Each
avatar’s recording device, meanwhile, listens for these messagesraesses them ap-
propriately. Note that some behaviours, such as hearing and smell, teuttkaconsidered
from a “passive” point of view — that is, a user midhgar a sound without intentionally
listeningto the object that generated the sound.

The remaining sensory behaviours — smell, taste, and touch — are notyetrted by
the affordances provided by Second Life. In this case, they are sirapbyrithed to the user
via content shown in dialog boxes and, with regards to the recordingsystasidered as a
special case of object manipulation, described below. The recordisgnsbry behaviours
is summarized in Table 3.3, below.

Object-manipulation behaviours, such as object creation, transfer tarddtion, are
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Table 3.3: Recording sensing behaviours in Second Life

Sense | Passivity | Multiple people? | Means of recognition

Sight Active Single Tracking user’s gaze direction

Hearing | Passive | Multiple Notification message received from object
that played sound clip

Smell Active Single Notification message received from object
that showed user a description of smell

Taste Active Single Notification message received from object
that showed user a description of taste

Touch | Active Single Notification message received from object
that showed user a description of texture

recorded by parsing notification messages sent by the object to thelirecalevice, in
parallel with the messages that the object sends to the user that is manipula8pgdi-

ically, when a user interacts with an object, that object sends a notificaticsageto the
recording device (in addition to an interaction message that is sent to the Tiserdevice
then converts this message into an ABM-based string representation ofdtection, and
sends the resulting string along the web service.

3.4 Summary

In this chapter, | have presented the Avatar Behaviour Model, whichetethe behaviours
that an avatar can exhibit in a virtual world. | have also provided motivdtorusing
this model as a basis for recognizing and recording behaviours in alwireuk. Finally,

| have discussed such a device, implemented in Second Life, that reesgmid records
these behaviours.
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Chapter 4

MeRITS

Motivated by the challenges described in the introduction (Chapter 1)nforthed by the
research described in the related work (Chapter (2), | have defmeddre requirements
for my platform:

1. The platform must support instructors in creating realistic, educatiopéiygtive
scenarios in a usable manner.

2. The platform must enable participants (e.g., students) to experieneesitesarios
in a realistic, engaging way, and to provide a meaningful opportunity fonileg.

3. The platform must record each participant’s actions while going thrthegbcenario.

4. The platform must enable instructors to analyze the resulting scenaré s@that
the instructors can evaluate the students’ performance, and determitienbedu-
cational goals have been met.

To meet these requirements, | have created a framework for virtual \waddd train-
ing called MeRITS (Mixed Reality Training System). MeRITS enables instrutbaceeate
and deploy virtual world-based training scenarios, and to analyzerggidehaviours in
those scenarios, using a combination of a virtual world client, a set o&goedtefinitions,
and a scenario execution engine. This record, in addition to supportitrgdtees’ anal-
ysis of student behaviour, could also be used to support studenegtiefl on their own
behaviour. | have designed MeRITS as a general-purpose platforon, which a wide
variety of scenarios may be constructed. Supporting this design is a nfopiatticipant
behaviours (described in Chapter 3), which provides logical consigternthe framework
as a whole, while maintaining platform independence. In this chapter, tideshe archi-
tecture of the MeRITS framework — that is, the components that make up thevirark,
and their relationship to one another. | also present several key impldinarthallenges
and corresponding design decisions that were a part of creating thelwvirorld client.

4.1 Training Scenarios

The architecture of MeRITS is summarized at a high level in the following paphg, and
described in detail in the corresponding sections. Each scenario iedleiivd enacted by
the scenario definition and execution components of the framework ctasghe Through
these components, an instructor is able to create a scenario that congivelyetescribes
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all relevant actions and allows the participant, in a non-restrictive waynsup a range of
actions at any point in the scenario. In describing these scenarioth@MERITS frame-
work as a whole, | will use the following terms:

Scenario A training exercise, encapsulating interactive objects, associated rules
and processes, and one or more participating students.
Participant A participant in the scenario. Note that this participant may be a stu-
dent, an instructor, or a facilitator.

Instructor  An educator with some involvement in the scenario. This person may
help develop the scenario, facilitate its enactment, or evaluate the re-
sults.

Object An interactive entity within the scenario, which has some representa-
tion (e.g., a 3D model) in the virtual world.
Action  An interaction with an object that affects the state of the scenario.

Workflow A set of procedures that determine how an object will respond to each
action.

Constraint A limitation on a particular action initiated by a participant.

Behaviour Represents aninstance of a generic behaviour, as defined by the ABM.

Scenario Trace A record of the sequence of behaviours exhibited by each participant
while enacting the scenario.

There is a certain amount of unavoidable overlap between some of thexse &pecifi-
cally, aparticipantis the term that is used fanyonewho is present in the scenario, whether
they are a student, facilitator, or an instructor. | also refer specifically tostructor as
someone who is involved in designing, facilitating, or evaluating the resultsoémario.
An instructor may also be a participant in a scenario, if their presence usreddfor the
scenario to proceed successfully — for instance, if the instructor ieedke on a role for
the scenario to proceed smoothly.

Similarly, the termbehaviourcovers all of the behaviours defined by the ABM (which
is presented in Chapter 3), including interactions with objects. Thedetion meanwhile,
refers specifically to interactions that have some impact on the scenaroefdte, every
action is also a behaviour, but not every behaviour is an action. Foutpeges of describ-
ing the MeRITS architecture, it is helpful to be able to refer to these sceimdliencing
behaviours using a distinct term.

The range of scenarios that can be created is quite broad, and mapdidered ac-
cording to the following criteria:

Number of Participants The framework can support single-participant scenarios or multiple-
participant, collaborative scenarios.

Communication Depending on the participation characteristics, communication may be
non-existant (in the case of a single-participant scenario), asymaghsqwhere par-
ticipants leave messages for each other), or synchronous, whéoipaats commu-
nicate with each other while they participate in the scenario. In the asyraison
communication situation, messages may be created, sent and receivedora-sp
purpose objects, which would in turn store and retrieve content fromfarmation
storage component of the MeRITS framework.
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Process The framework can support scenarios with varying levels of struclire degree
to which a scenario is structured may be seen as a continuum, with explosatsry
narios at one end, and process-oriented scenarios at the otherexplaratory sce-
nario, there are no processes or restrictions imposed on the participanprdcess-
oriented scenario, on the other hand, the participant must follow a rigefipet
process. One can also imagine a range of “loosely-organized” seaeralting be-
tween these extremes. Indeed, within a single scenario, there may be elémagnts
can be categorized as either exploratory or process-oriented. Boméx within
the EMT hand-off scenario (described in Section 5.1), the treatment ofdtim at
the roadside is exploratory in nature. There are a wide range of treatpgons
available, and the participant is free to choose or dismiss any of the opgiodgp
pursue the chosen options in any order. However, the transfer ofi¢hier \from
the roadside to the hospital follows a rigidly-defined sequence, and islduiedly
process-oriented.

Objects Objects may be implemented in a variety of ways, which are described below:

e inactive: An inactive object (or prop) establishes a sense of realisnddas
not possess any behaviour.

e isolated: An isolated object possesses behaviour which does not rela to
scenario process.

e integrated: An integrated object possesses behaviour which is codned¢he
scenario process, and thus enables the participant to fully experiemcedh
nario.

Roles A participant may take on a particular role within the scenario, which carrits w
it certain responsibilities. For example, in the EMT hand-off scenario,raenias
a very different set of responsibilities from an EMT. Within the EMT rolee@an
consider dead role as having a different set of responsibilities frorsupporting
role. These roles are integrated into the MeRITS system in the form of asleeb
rules that can be enforced, and they may also be important in the evaluaéanlo
participant’s actions by the instructor.

The architecture and implementation of the MeRIiTS system is described in dekel in
following sections. For each component, the functional architecture $&pred, describ-
ing the means by which a scenario is defined, the process of runningharieceand the
capabilities provided for analyzing participants’ in-world actions.

4.2 Architecture

The component architecture of the MeRITS platform is shown, at a vety leiggl, in
Figure 4.1. In this diagram, arrows between components indicate informatsseg from
one component to another.

The scenario definitiorcomponent is shown at the top of the diagram. Each scenario
is defined through a set of workflows, augmented by constraints and tiveedse Each
workflow specifies the behaviour of one of the interactive objects in thaas® — that
is, it defines the way in which the object responds to each available actidrtha ways
in which that action impacts the scenario as a whole. Complementing the workftews
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Figure 4.1: MeRIiTS Architecture - Component Diagram

constraints that define the feasibility and advisibility of the actions defined doyvtirk-
flows. Taken together, the workflows and constraints provide an aa#&punse-oriented
definition of the scenario, which is used to guide the participants througledinaso expe-
rience. Finally, the scenario definition may also include timed events, whichradi@ment
of non-participant-initiated interaction to the scenario.

Each patrticipant interacts with the scenario throughirtaial world clientcomponent,
shown at the bottom of the diagram. Through this component, each partieigzriences
the scenario in an immersive environment. During the enactment of the Egeharpartic-
ipant is able to explore the scenario environment, communicate with other pamtijjand
interact with objects. As with the scenario definition component, the virtuadvedient
provides a highly flexible environment which the participant is free to erphsrhe or she
wishes. This component is described in detail in Section 4.4.

As the participant moves, communicates, and interacts with the virtual wdrédhaviour-
recording componenbbserves these activities and records them in an online repository.
Once they are recorded, they can be subsequently processedadyrdrby the instructor,
using a comprehensive set of behaviour analysis tools. The behagamrding component
is described in Section 3.3, and the analysis tools are covered in Section 4.6.

The components described above are connected throughdhario-execution engine
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shown in the middle of the diagram. This component connects the virtual wad with
the scenario definition, and thus enables the client to respond appriypidaparticipants’
actions. Specifically, the component includes a workflow execution satponent, which
executes the workflow corresponding to a given object. The resukemiuging the work-
flow — which is determined by the chosen action and the overall state of thargzre-
causes the relevant object, and the scenario as a whole, to respondirzgly. The com-
ponent also includes functionality for recording each participant’'s\ieties, thus creating
a scenario trace which can be subsequently analyzed by the instrubtsicomponent is
described in Section 4.5.

Finally, underlying the core components of the MeRITS system, | have dedingodel
for describing avatar actions in a virtual world. This model is describeétaildn Chapter
3.

In presenting the various components of the architecture, | will be makiagfia
running example, to help explain the components and their relationship to #eh Bhe
example is a simple patient rescue scenario, where the participant (oigzents) needs to
assess and treat a person who has collapsed, facedown, on a @ty Birthis scenario,
the participant needs to do a quick patient assessment, perform CPRthra@agient to a
stretcher, and push the stretcher to an ambulance for transport dmer fueatmnet. The
objects, actions, and rules of the scenario are explained as the retewaponents of the
framework are presented.

4.3 Scenario Definition

The scenarios, which are at the heart of the MeRITS framework, direedeas instances
of the scenario definition model shown in Figure 4.2. In this diagram, anctiiee model
diagrams in this section, the arrows betweeen elements of the model répedstonships
between those elements, with indications of cardinality included at the endpditiie
arrows where necessary. For instance, the connection betwesodharioandworkflow
entities may be read as Stenariois enacted according to one or maverkflows. Each
component is described briefly in the following paragraphs, and definéétail in the
following sections.

Two of the most fundamental parts of the model arevheablesand objects which
maintain the scenario’s state and represent the scenario’s interadttieserespectively.

The behaviour of each interactive object is defined througlogkflow (which is ex-
ecuted by the workflow-execution component). Augmenting these workftoe a set of
constraintswhich define the conditions under which the participants can or should ese th
interactive objects. The instructor may also detineed event$or a scenario, which cause
the scenario to generate actions when a certain amount of time has elapsedriactment
of a scenario. Finally, the scenario definition may include a sietoattions which associate
virtual world co-ordinates with meaningful places or landmarks in the stena

The relationships between the workflows, constraints, and timed eventsaar&ined
by the aforementioned variables and objects. As a whole, these compenahie the
instructor to define scenarios that are reliable, realistic, and dynamic.isThhe scenar-
ios are reliable in that the full set of actions and scenario responsepecdied through
the workflows and constraints, and therefore the results of any pariicggéion may be
appropriately defined. The framework’s object-behaviour specificatpabilities enable
the instructor to create objects that behave in an appropriate, realistic m&madly, the
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incorporation of both participant-driven and timer-triggered eventsleribb instructor to
create scenarios that provide participants with an engaging, evolvirgierpe.

Scenario

- name: String

1 1¥1 1 A A8

is enacted according to .
defines relevant places

maintains state using

is enacted through the use of

includes events via

I limits actions using 0.

Workflow TimedEvent

1 o.*

0.*

is defined logically using

o]
o..
Constraint > Location

0.

beharvour is defined by may have the scope limiked by

L.* 1.%

1 ) . -
Ohject triggers a reaction in the target

Variable

rettieves and stores state via

Figure 4.2: MeRITS Architecture — Class Diagram

In the following sections, | describe each of the elements that make up thargce
definition, and finally explore some of the tools that are used to create thésgions.

4.3.1 Objects

The objects within a scenario, each of which is represented in-world Hy en@del of
the entity, embody the ways in which a participant can interact with the scen@ihe
definition of each object includes a setauftions each of which has typeandparameter
to facilitate conceptual organization. Furthermore, the objects act as tagb@ionnection
for the scenario’s workflows, constraints, and timed events. Eachtphjaly, has a set
of co-ordinates which represent its location in the virtual world. These co-ordinates may,
in turn, help specify object-based locations, which are described irefuditail in Section
4.3.6. These definitions and relationships are shown in Figure 4.3.

TheparentNamdield is required focomplex objectthat have their actions distributed
among a set of hierarchically-organizetld objects In this case, the actions for the object
would defined for the complex object (and would be implemented in the camdap
workflow for the complex object), but they would be available to the user tgranting
with the appropriate child objects.

In the running “patient rescue” example, | define two objects for theag@mnthepa-
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Object

L actions are defined by 1 ! triggers a reaction in barget o.x
Workflow - name: String TimedEvent
- actions: List

- coordinates: Struck<x, v, 2>
- parentMarne: Skring

0.1 1 ?
. may be defined in terms of

Constraint <L

Location

may be the child of anather

scope may be limited by

actions are defined by

1,.%

Action

- ackionType: String
- actionPararmeter: String

Figure 4.3: Object Definition - Class Diagram

tient and a nearbgtretcher The patient is defined as a complex object, with head, neck,
and arm child objects as shown in Figure 4.4.

Patient

Neck

Figure 4.4: Example Patient Composition

The participant may interact with the patient via the actions shown in Table 4.1.
The stretcher, meanwhile, is a simple object, with no child objects. The particiEgn
interact with the stretcher via the actions shown in Table 4.2.
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Table 4.1: Patient actions

Action Type Param Available Via | Description

Roll over Move Roll Patient Roll the patient over
from his back to his
front (or vice versa)

Check pulse Assess Pulse Neck, Arm Check the patient’s
pulse, either in his
wrist or his jugular
vein

Perform CPR Treat CPR Head Perform CPR on the
patient, as a basic
form of emergency
treatment

Move to stretcherr Move Stretcher | Patient Move the patient on
to a nearby stretcher

Drop pulse Change vitals Drop pulse| Patient Reduce the patient’s
pulse by 10 BPM

. Table 4.2: Stretcher actions

Action Type | Param Description

Push to patient Move | Patient Push the stretcher to the patient

Push to ambulance Move | Ambulance| Push the stretcher to the ambulance

4.3.2 Variables

The variables within a scenario are responsible for maintaining the ovetlaf the sce-
nario. That is, each variable maintains a particular piece of this state (e.gatikat’'s
pulse), and the set of variables as a whole maintains the state of the entiseiced any
point in time. The variables, therefore, form a crucial part of the defmitiod execution
of a scenario, especially considering that the definition of the scenaristithdted across
multiple workflows, and may include timed events and constraints, as well. Eaictble
is defined by aname which is unique for the scenario to which the variable belongs, a
typedrawn from a set of basic variable types — integer, string and boolead & default
value. Each variable also stores its curremue which represents one part of the current
state of the scenario. As with the object entities, variables act as a meanmmefcting the
scenario’s workflows and constraints. Note that since a given vamaiglet but does not
have tq correspond to a particular object, the variables exist independently afiilects
contained within a scenario. The variable definition is shown in Figure 4.5.

In my running example, | define variables to store the patient’s pulse, thentyro-
sition and orientation of the patient, and the location of the stretcher. Thdasblea are
shown in Table 4.3.

4.3.3 Workflows

Executable workflows are used to define the behaviour of each objekitding complex
entities such as simulated patients and other non-player characters) maacce
The workflows are defined according to the workflow-definition modehshin Figure
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Variable

- narme: Skring

- bype: Enum<integer, string, boolean =
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is defined logically using L™ ettieves and stores state using

o.* 1.*

Constraint Workflow

Figure 4.5: Variable Definition - Class Diagram

Table 4.3: Patient Scenario Variables

Name Type | Default Value | Description

Orientation string | faceDown Whether the patient is lying face up or
face down

Position string | onFloor Where the patient is currently located

Pulse integer| 50 The patient’s current pulse

Stretcher Location string | ambulance The current location of the stretcher

4.6. This model encompasses all of the workflow elements that are redquieggress the
behaviour of objects within a scenario. Through the workflow model, thaieur of any
workflow may be specified using a collection of components (each of whiefihisr an
assignmentsequenceor conditionalelement).

More specifically, a workflow is defined for a giveiject and its state is defined by a
set ofvariables The execution of the workflow begins with anitialize element, which sets
the workflow variable values according to the values passed in throughpihievariables
The workflow is terminated by finishelement, which returns the results of the workflow —
both the message and/or actions that are to be conveyed to the participamyamnpdated
variable values — via theutput variables The steps in between are made up of a collection
of componentlements, which are separated into the following types:

e Assignment assigns new values to one or meaiables
e Sequencedefines a sequential ordering for a given set@hponents

e Conditional: defines a set of if/else conditions, and associatesraponenwith
each condition. Note that each condition, in turn, tests one or rafablesto see
if the associatedomponentvill be executed.

Note that both the sequence and condition elements are based on the copaitesite
That is, they are both defined as types of components, and als@dmattincomponents.
Therefore, one can create arbitrarily complex control flow structusesywarious nested
combinations of sequence and condition elements. Note that each of thesa dow
elements, in order to have some impact on the state of the workflow, will ultimatetgioco
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Figure 4.6: Workflow Definition - Class Diagram

one or more assignment statements. This composite-based approach téiritierdef
the componenkelement means that thgitialize and finish elements cannot be included
as subtypes. That is, since these elements can only be included at spleciis in the
workflow, they cannot be defined as a subtype of an element that ¢aolbded anywhere
in the workflow.

For the purposes of actually defining the way in which an object resporalgiven set
of actions, each workflow will have the structure shown in Figure 4.7.

In this structure, there is eonditional element corresponding to each of taetions
that have been defined for an object. Within eachditional element, there is a set of
elements that define the object’s response for that action. These elenikliktslywinclude
a sequenceto organize the elements that are responsible for responding to a particula
action,assignmentelements, to modify variable values and return messages to the client,
and possibly additionalonditional to perform further decision-making logic related to the
given action.

Returning once again to my running example, | have created a workflothddpatient
object, shown in Figure 4.8. Note that grey boxes indicate conditional coemp®, while
white boxes indicate assignment components. For example, if the participaoses to roll
the patient over, this action is first processed in terms of its place within theg'ncategory
(which corresponds to the first conditional component). Within this comqutotiee action
could be either to roll the patient over (left branch), or to move the patiethietstretcher
(right branch). Since the participant has chosen to roll the patient theeteft branch is
followed, and the patient’s orientation is then checked to see if he is curfastyup or
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Legend

O r1nitialize
[ ] Assignment
[ condition
O Finish

Start Processing

Action 1 Components Action n Components

—

Figure 4.7: Structure for Object Workflows

face-down. The orientation is then changed appropriately, and thik ieseturned to the
service that requested the execution of the workflow.

Start Processmg

S EIT

Assessment
message

Reduce pulse

Set Position to Increase pulse

"On Stretcher"

Set Orientation to
"Face-down"

Set Orientation to
"Face-up"

D ]

Figure 4.8: Patient Workflow

| have also created a workflow for the stretcher which, given the limitedfsattions
for the object, is much simpler than the patient workflow. It is shown in Figi8e 4
For more on the process of defining a workflow, see Section 4.3.7.
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Start Processing

T e

Set location to Set location to
"patient” "ambulance"

Figure 4.9: Stretcher Workflow
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4.3.4 Constraints

In addition to the workflow definition, MeRIiTS also supports the definitonafstraints
which constrain the behaviour of interactive objects in the scenario. Whiléutiction-
ality provided by constraints can also be implemented using workflow-basetitional
statements, there are two crucial advantages to using constraints. birsi fronceptual
point of view, it allows the error-handling logic to be separated from tloertral action pro-
cessing” logic. Second, from a design standpoint, the primary advaofabis approach
is that constraints can be applied across multiple objects, whereas wotidkwd condi-
tions are limited to the object with which the the workflow is associated. This limitation of
workflow-based conditions means that a constraint that needs to bedappiass multiple
objects must be duplicated within each associated workflow. The constaaentiefined
using the model shown in Figure 4.10.

Constraint

- bype: Enum<feasibility, advisibility = may have its scope limited by
- scope; Enum<local, global=
- entity: Skring

- ackion: Skring

- violationMessage: String

- termConnector: Enum<and, or> >
- terms: List<Term>

is defined b
i may have its scope limited by

1.* Action

Term
0.1

—_—

parent term | - variableMName: String

- operator: Enum<Cperators >
may exist for some - valueType: Enum<YalueTypes= o.* references one of more 1.*%
- target¥alue: String Variable
- parentTerm: Term

- childConnector: Enum<and, or=

1,.%

child term

wenurmeration wenurneration

Operators ValueTypes

lessThan integer
lessThanOrEqualTo skring
equalTo bool
greater ThanCrEqualTo real
greaterThan

Figure 4.10: Constraint Definition - Class Diagram

The constraints are divided into two typdeasibility andadvisibility constraints. Fea-
sibility constraints describe conditions that, if violated, result in infeasible opgsiple
actions, for instance, moving a patient onto a stretcher when the strethapthyet been
retrieved, or performing this action more than once. Advisibility constraintsynmvbile,
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are appropriate for conditions thataybe violated by a participant, but it is understood, in
the context of the particular scenario, that this is not a good idea. Fonagstin a health-
care context, a patiemhay be moved if his vital signs are poor, but this is inadvisible in
terms of the continued stability and health of the patient.

Constraints may also be defined at eithdpeal (that is, object-specific) oglobal
scope. Constraints defined at a local scope are applied only whenicpaant interacts
with a particular object. For instance, the example previously given of mavipgtient
onto a stretcher could be defined as a local constraint, applicable onlypatibat object.
Meanwhile, the patient health constraint could be a global constraint, apldito any
action taken by the participant.

The constrainentityandactionare used for defining local constraints, and specify the
object and action to which the constraint applies. Using these parametersstaaint may
be associated with a specifibject and limit the conditions under which the participant can
take certain actions using that object. Mhelation messagstores the violation message,
which is returned to the participant who initiated the action that caused the viol#tibe
constraint that has been violated is@visibility constraint, then the violation message is
appended to whatever message is generated by the execution of thatratdi@n. If, on
the other hand, the constraint igeasibilityconstraint, then the violation message is all that
is returned to the participant. Therm connectarfinally, determines how the constraint’'s
terms will be evaluated, as a composite logical expression. If the conrigcigithen the
constraint will be met iinyof its term are true. If the value &nd then the constraint will
only be met wherall of its terms are true.

Each of the terms of a constraint define a condition on a given variablevarable
name operator, value typeandtarget valueare used to define the logical condition against
which the current variable value will be tested, to see if the constraint is raetngtance,

a term might have the following parameteksvariable = Pulse,operator= greater than,
value type= integer,target value= 50 >. These parameters correspond to the logical
condition “Pulse- 50", and as long as this condition is satisfied, then the constraint as a
whole is considered satisfied.

Finally, theparent termandchild connectorfields are used to define composite terms,
by creating a hierarchical relationship among the terms of a constraint. Enggdhical
relationship is required for constraints that use a blengnofandor comparisons in their
logical expressions. The composite terms, which can be nested arbitegjlydmay then
be organized using thgarent termand linked using thehild connector The constraint
term class uses the composite design pattern, in that both simple and compaositarer
associated with constraints in the same way, and the logical statements thesergps
parsed using a consistent approach.

From an implementation perspective, the constraints are stored as patMERITS
database, and integrated into the process of executing each actioificaihgceach con-
straint is stored as a one-to-many relationship between a pewastraintentity, and one
or more childconstraint termentities, as defined in the constraint definition model. When
a participant executes an action, all relevant constraints (that is, aklgtobstraints, as
well as all constraints that are defined for the action that was takengtaieved from the
database, and each constraint is checked to see if the logical stategaatidry its terms
are satisfied. If not, either the action is cancelled and the violation messaggeirised
immediately (for a feasibility constraint), or the violation message is appended teghlt
of the action (for an advisibility constraint).
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Within the context of the running example, | have defined the following caims:.

Table 4.4: Patient Constraints

Scope o
Name Type Object Arc):tion Description
Can check feasibility | Patient | Check pulse| Orientation = face-up
pulse
Can perform | feasibility | Patient | Perform Orientation = face-up
CPR CPR
Can pushto | feasibility | Stretcher| Push to pa- Location # patient
patient tient
Can pushto | feasibility | Stretcher| Push to am- Location # ambulance
ambulance bulance
Should push | advisibility | Stretcher| All Role # bystander
Should move | advisibility Global Pulse <100 andPulse >60
patient

Taken together, the workflows and constraints offer the participantestrictive guid-
ance as they go through the scenario. That is, the participant reéeddisack but, as long
as he or she does not violate feasibility constraints, then the participaritriestacted in
terms of the actions (either correct or incorrect) that may be executed.

4.3.5 Timed Events

An additional component of the scenario definition is the implementation of timedsve
These events, in contrast to the action-response model used by thetinéeodjects and
associated workflows, are intiated when a specified amount of time has@lapthe sce-
nario. A timed event is defined according to the model shown in Figure 4.l14nt& are
typically defined when the scenario is developed, although they can alwodiéied sub-
sequently, if necessary (e.g., by an instructor facilitating the scenarimyeter, because
of the way that timed events are executed by the virtual world client, oneotahange
these events while a scenario is in progress. Any such changes to the viemts will be
reflected in the scenario the next time the scenario is enacted.

Thefirst occurrence timaetermines the time that the event timed first occurs, in sec-
onds elapsed since the start of the scenario. fidgggiencydetermines whether the event
is a single or repeatedly-occurring event, andttime intervaldetermines the frequency of
a repeated occurrence event. Thegetandactionidentify an object — and an action for
that object —that is triggered when the timed event occurs. prbeability, finally, is an
optional parameter that may be used to assign a probability to the timed evarnimg.clf
this parametep is defined, then the event will only happen with probabiity

The timed event execution mechanism is implemented, primarily through the virtual
world client, using the following process.

1. When the scenario is restarted, the MeRIiTS web service sends a lis tintd
events for the given scenario (let us assume therevanech events) to the virtual
world client.

2. This list of events is processed by a timer component in the virtual worttieach
occurrence timet( - - - t,,) is stored by the timer.
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Figure 4.11: Timed Event - Class Diagram

3. The timer then iterates once per second and increments the elapsaibdoeed.

4. When the elapsed scenario timie equal to some stored occurrence tity(@ < i <
n), it sends the associatedtionmessage to the appropridtegetobject (optionally
with probability p). If the event is a repeated occurrence event (with time interval
int;), then the timer creates a new occurrence event atiimant;.

The triggered action may, in turn, generate a call to the target object’slawrk hrough
this mechanism, the scenario can include timer-initiated workflow events with minimal in
teraction between the virtual world client and the workflow engine.

In my running example, | have defined an event to represent the patieingha heart
attack two minutes into the scenario. This event would be defined as shovablia 4.5.
ThedropPulseaction identified in this event is defined in the last row of Table 4.1.

Table 4.5: Patient Timed Event
Parameter | Value

Name | Heart attack
First Occurrence 120 seconds
Frequency| Single occurrence
Time Interval | N/A
Target| Patient
Action | changeVitals, dropPulsg
Probability | N/A
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4.3.6 Locations

In order to facilitate the parsing and analysis of participant actions withieraso, one
can define locations of interest for each scenario. These locationser@sfined in three
ways: using fixed co-ordinates, in terms of a target object, or in terms ofjattabject
under certain conditions. This location definition model is shown in Table 4.12.

Location

- name: Skring
- customRadius: double

‘%T?

FizedLocation ObjectLocation ConditionalObjectLocation
- coordinates: Struck - objectMame: String - objectMame: String
- specificity: Enum - logicalConditions: List<Term:=
«enUMeration » .
SpecificityTypes Coordinates
Region - xPos: double
Area - wPos: double
Landmark. - zPos: double
Other

Figure 4.12: Location - Class Diagram

The first type of location is defined in terms ofigedpoint. This type of location con-
sists of a name, a set of virtual world co-ordinates, a level of specifanitg,an optional
custom radius for locations that do not fit the defined levels of specifigibe levels of
specificity — region, area and landmark — have been chosen basedl'swdek on prox-
emics[36]. In this anthropologically-focused work, Hall defined four spalielineations:
intimate, personal, social and public. Each distance has an associatedmntbfar phase,
ranging from six inches (near intimate) to 25 feet (far public). Using thikwe a reference
point, | have defined three levels of specificity as shown in Table 4.6.

Table 4.6: Levels of Specificity

Level Radius (m) | Proxemics Equivalent
Region 10 | Public (far)

Area 2 | Social (close)
Landmark 1 | Personal (far)

At the most general, one can consider locations within a scenario atdian level.
In a healthcare context, for example, such locations might include “at théeat scene”,
“in the hospital”, or “at the patient’s house”. These regions may then bd tgsgive the
instructor a broad sense of each participant’s location as they progeedltithe scenario.

61



At a more precise level, one can consider releanasfor each scenario. Returning
once again to the healthcare context, one might be interested in locationasstiohthe
parking lot behind the hospital”, “inside Trauma Room 1", or “near the viatrthe acci-
dent scene”. The areas, thus, give the instructor a more precise aegsch participant’'s
location.

At the most fine-grained level of specification, an instructor might be istedein a
participant’s proximity to certain key objects or features. In this case, anelefindand-
marks that indicate precisely-defined places of interest. These landmarks$ealthcare
context, mightinclude “at the heart monitor”, “at the victim’s car”, or “at Efe department
reception desk”. The association of a participant’s co-ordinates withdarlark location is
quite rigid, as implied by the defined radius of 1 metre. Note that, while a landmark ma
seem similar to an object-based location, there are two key differences, &landmark
may refer to a non-interactive entity within the scenario —that is, a “prop’tibe@s not have
any impact on the functionality of the scenario — while an object-based locatishrefer
to an interactive object included in the scenario definition. Second, a lak@nhzcation
is fixed — that is, a specific set of co-ordinates — while an object-basatidoavill vary as
the object’s position changes.

These locations of interest can be defined hierarchically. Thatggnscan contain
one or moreareas which in turn might contain severidndmarks Therefore, depending
on the level of analytical granularity required, one can “zoom in” on rtiqdar location
within a scenario to determine each participant’s movement within that area.

The second type of location is defined in terms oblject The definition for this type
of location is dependent on the named object, and the location itself will vargnadiing
on where the object is located within the scenario. For object-based |logatimndefault
specificity is equivalent to thendmarkdefinition given previously. However, as with fixed
locations, one can also define a custom radius for an object-based mpdatiprovide a
different level of specificity, as required. By tracking a participantt®qmity to an object
(via object-based or conditional object locations), one can obtain a praliyidea of the
participant’sintentto use that object. That is, one can assume that a participant who moves
to within a certain distance of an object intends to use that object, and oramabze the
correlation between movement to an object-based location and interaction atithbijbct
to determine the degree to which a participant followed through with his oritmgtiéd)
intent to use an object.

The third type of location, aonditional objectocation, is defined in terms of abject
and a set otonditionswhich must be met for the location to be considered relevant. This
additional set of criteria provides the capability to track a participant’sipribx to a given
object at certain key points within a scenario. For instance, one might erifydrested in a
participant’s proximity to a stretcher when a patient has been placed ondlehsit These
conditions are defined using the sateem entities that were used to define constraints
(discussed in Section 4.3.4). As with object-based locations, the conditibjeatt location
is, by default, defined with a level of specificity equivalent to a landman#d,this can be
altered as necessary using the custom radius parameter.

Finally, it is worth noting that the concept of locations in a scenario is related to
broader issue of representing a scenario’s setting(s) in a virtual widnlt is, the locations
are identified using virtual world co-ordinates; these co-ordinates, bljcation, are part
of a larger setting within the virtual world. This setting might include elements ssch a
scenery (trees, hills, etc.), buildings, and inactive “prop” objects. aBse these setting
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elements must be implemented entirely within the chosen virtual world, and daawet h
any direct relationship to the definition or enactment of the scenario, teayaiincluded
in the MeRIiTS-based scenario definition.

4.3.7 Workflow Implementation Process

The workflows are implemented using Business Process Execution Lgsm@BREL), an

executable workflow definition language [90]. BPEL, generally spegldansists of three
types of constructs. First, there are constructs that connect othesemébes, either by in-
voking them, waiting for invocation, or creating an invocation-responssagesexchange.
Second, there are program control constructs - such as if statemarniddle assignment,
and loops - that form the core of most imperative programming languagesJava, C++).

Third, exception and error handling constructs allow the workflow toweictsom, and in

some cases even undo the results of, invalid states and erroneous irtpet.ir@portant

parts of a BPEL workflow include the definition of the workflow namespé#uoe address
and port type of the workflow (to allow external web services to acceswtinkflow), and

the definition of internal variables used by the workflow for data storagesachange.

A BPEL workflow is represented as an XML document and can be ex¢:byte BPEL
engine, of which there are sevéraHowever, there is no official graphical representation
for a BPEL workflow, although Business Process Modeling Notation (RIPigla graphical
representation standard that can be used for this purpose.

BPEL was chosen because its constructs are sufficient for expyeélsibehaviour that
needs to be defined, it is a well-established workflow definition and execlatimuage,
and there are several mature tools for defining and executing BPElflawwsgkwithin a web
services context. The BPEL language includes elements that correspmamhtoomponent
of the workflow model (described in Section 4.3.3), as shown in Table 4.7.

Table 4.7: Relationship between model and BPEL

Workflow Component | BPEL element

Input variable Part of the input message

Sequence Sequence

Condition If

Intialize Receive

Assignment Assign

Finish Reply

Output variable Comma-separated list of name-value pairs
Result Comma-separated list of result-value pairs

While BPEL is simpler than a programming language such as C++ or Java, itlis like
to be too technically challenging for most content experts (e.g., instrud¢torse directly
in defining scenarios. Although graphical tools for designing BPEL flmnls — of which
there are several — make some of the details easier to manage, these toely still the
user understanding the underlying programming concepts, an assumptigsthrealistic
for non-technical users. Indeed, West et al. have reported thsjteehe availabilty of

1Some examples include the Oracle BPEL Process Manager (http://wwlg.cam/technetwork/middleware/bpel/),
IBM Websphere Process Server (http://www-306.ibm.com/softwargfiatien/wps/), Microsoft BizTalk
Server (http://lwww.microsoft.com/biztalk/en/us/default.aspx), and Ap&DE (http://ode.apache.org/)
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process modelling tools, actually eliciting a process from stakeholderandlizing that
process remains a challenge [87]. To address this challenge, | hpedragnted with
some tools and processes to enable collaborative workflow definition byitet users,
while allowing instructors to retain control over the meaning of the workflohe details
of these approaches are described below.

One approach | have tried is an iterative design process, involving oddiain between
technical experts and instructors. In the first part of this procesmshectors describe the
workflow, using whatever techniques are most natural for them (e.gadies, sketches,
descriptive prose). To facilitate the sharing of this information, my colleagud | created
a wiki (that is, a collaboratively-edited webspace) where contentrexjgan post their
workflow description. In the next step of the process, technical &xpese this initial
workflow description to elicit a set of entities and actions. Using the wiki, teatiges and
actions can then be made available to the content experts for validationt &f pae such
workflow is shown in Figure 4.13. Then, based on these validated entitieactions, the
technical experts create an abstract representation of the workftogh wan be understood
and validated by the content experts. Finally, an executable workflovheateveloped
by the technical expert, based on the validated abstract workflow. Pphi®ach is quite
informal, technologically, as it uses a storytelling-based technique to elicivonkflow,
which is gradually converted into a useable artifact.

Expert's Scene Description
T R R e Object:

= gloves

= ¢-spine board
Character:

= Medic1

= Medic2
Image: NPC:

Activity:

= check airway (Medict Medic2)

= checks breathing (Medic1 Medic2)

= checks circulation (Medic1 Medic2)

= pace patient on a c-spine board (Medic1 + Medic2)

Narration: Paramedics arrive on the scene and don gloves. Two EMS staff assess and stabilize the patient
transport into ambulance.

Figure 4.13: Workflow Description Wiki

Another approach | have explored is the use of a graphical workflodeftiog tool.
One such tool is Visual Understanding Environment (V&JEeveloped by researchers at
Tufts. VUE allows the user to create a workflow by defining nodes (sgmted using
rectangles) and then creating connections between them (repressintgdines between
the rectangles). One advantage of VUE is that, in addition to allowing usergptote
workflows to several image formats (which can then be easily uploaded toip thik
tool also creates an XML-based description of the workflow. This dgsan, in turn, can
then be automatically converted into a BPEL workflow, as BPEL is also an Xkked
format. That is, the nodes and connections of the VUE representatiaoaverted to a
set of sequenceif, andassignelements in BPEL that represent an equivalent workflow.
The resulting generated workflow may require some fine-tuning by tedtexparts, but

2See http://vue.tufts.edu/
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it provides a very good starting point for the development of an exeleutedrkflow. The
VUE tool is shown in Figure 4.14. This approach is much more technologiaathydl than
the iterative design process, in that a usable workflow artifact is pestidicectly through
the VUE tool.

File Edit View Format Content Pathways Analysis Windows Help
X O g TR &6 CHIHICHT [ ¥ Search Everyihing

asthma (100%) |

e
I Chsck patient
il \
= / ‘
ulg Chec: ch a Check head i \
m it
T
s
——
Cﬂes\ W,M =

‘ Complais

G * Uay Shortness ofbieath, has been worse over the past few days.
Check b eathing Asore throat from coughing, and chest heaviness with deep breaths. | =
“ Patient denies having chest pain.

Patient responds with two- or three-word answers.
‘| ime, uew Wareh \
4 Cough is productive o thick, white sputum . Memummrgwen i ER e _\

‘The patient is breathing at 36 respirations per minute.
‘The patientis wheezing bilaterally . — L4

Figure 4.14: A simple workflow modelled in VUE
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4.4 The Virtual World Client

The virtual world client allows the participant to experience the workflowniimderactive,
immersive way. A screenshot of a virtual world scenario is shown in Eigut5. The
virtual world includes a variety of elements, which | present in three pelésnents related
to the scenario setting, avatars used by the scenario participants, aadtinéobjects. An
additional component of the client is the behaviour recording device hagidescribed in
Section 3.3. Each of these categories are discussed in the following seutitinparticular
attention paid to the implementation of the behaviour of interactive objects, whicteief
the most complex parts of the virtual world client.

Figure 4.15: Virtual World Client

4.4.1 Creating Settings Within the Virtual World

When creating a scenario in a virtual world, one must consider the settingiaghwhe
scenario will take place. That is, one must create a setting that is detailegretuogive the
participant a feeling opresences they experience the scenario. This setting will typically
consist of a landscape (e.g., hills, rivers, and road), backgrolemdeats (e.g., buildings
and trees), inactive “props”, and other entities as needed (e.g., postaralls).

Although this setting does not have a direct impact on the execution of tharszen
terms of interactive objects, workflows, and the like, the setting is related tot¢hgons
that are defined for a scenario (as mentioned in Section 4.3.6). Specijficedlynust ensure
that the meaningful locations for a scenario are appropriately regegsierthe setting, and
interactive objects are not obscured by background elements or. props

| make a distinction here betweémteractive object@andprops The former are vir-
tual world entities that possess interactive capabilities (as describedtiorséet.3), and
may trigger the execution of associated workflows. The latter are ineralistorld rep-
resentations of real-world entities, with no interactive capabilities. To surwhite both
types of entities must be appropriately represented in the virtual worldgae hich was
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discussed in Section 4.4.3), the participant cannot interact with propy iway and thus
their impact on the scenario is quite minimal.

In my running patient rescue example, the setting might include the elements listed in
Table 4.8.

Table 4.8: Setting for Patient Rescue Example

Setting Entity Type | Entities for Setting

Landscape Sidewalk, road, hilly terrain

Background elements Nearby buildings and stores, bus shelter
Props Parking meters, garbage cans, parked c¢ars
Other entities Poster in bus shelter

While none of the above items are directly related to the successful complétioa o
patient rescue scenario, they all contribute to providing the participantveigmse of being
in a “real” environment while he or she is going through the scenario.

4.4.2 Avatars

Each participant interacts with the virtual world via amatar, which was described at a
high level in Chapter 1. To briefly summarize, an avatar is a customizable gét¢éhmugh
which the participant can explore the virtual world, communicate with othdicjzants
(via their avatars) and interact with objects. To take advantage of theitaps offered by
the MeRITS framework, the avatars must be equipped with additional, custbiteres.
One of these is the behaviour recording device, which was describediin$3.3. Another
is the heads-up display (HUD) that has been developed to enable panticipdold items,
which is described in Section 4.4.3.

For each scenario, meanwhile, the avatars must be customized to apeipmaavey
the role(s) being taken on by the scenario participants and the overtdktohthe scenario.
For instance, in a medical context, all of the nurses’ avatars would wealrs while the
doctors’ avatars would wear white coats. Furthermore, all medical staffddbe equipped
with a stethoscope, as a standard piece of worn medical equipment.

Finally, depending on the setup of the virtual world, and the requirementsgartic-
ular educational context or scenario, the avatars might need to be djispeeific group
membership or access rights in order to participate in the scenario. In&eden for
instance, many educational areas are developed on private islaridg,aah only be ac-
cessed by members of a certain group. This restriction means that eticippat’s avatar
must be invited to the appropriate group in order to access the island aiuiade in the
scenario. A related consideration is that these groups can (and usualilgsbe defined
with very limited modification rights, so that members of the group ganticipatein the
scenario, but cann@hangethe entities in the scenario, either intentionally or accidentally.

4.4.3 Interactive Objects

Interactive objects are an essential part of a virtual world scendmnice shey encapsulate
a broad range of interactive capabilities. These objects may hairegeor composite
structure. For simple objects, my main concern is the representation of the wbjbe
virtual world. For composite objects, | had to consider the ways in which tjects
constituent parts could be combined and structured.
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The other challenge that must be considered is implementing an object'sdahag
specified by the associated actions in the corresponding workflow. t¥pisally, involves
the addition of native code to the virtual world representation of the objehts dode
calls web services responsible for interpreting the result of the actidi jféerms of any
immediate changes to the object’s appearance, as well as the impact of timecactte
process workflow.

These challenges are described in the following subsections.

Object Structure

An interactive object may have eithersanpleor compositestructure. Asimpleobject is
treated as a single, indivisible entity in the virtual world. For a simple object,, tiinen
composition of the object is clearly defined, and the structural challenge liepresenting
the object appropriately. Depending on the virtual world that is chogenpaay be able to
create the physical representation using external 3D modelling softwsng, in-world 3D
modelling tools, or by using 3D models created by other users. | have ftuwodgh devel-
opment experience in a virtual world, that each approach has bemefitsavbacks. In my
experience, using models created by other users tends to offer thealesiff between de-
velopment effort and object realism. However, there are also certaingtisns where the
other two approaches are required, and result in realistic, customijesad mpresentations.

A compositeobject, on the other hand, is made up of multiple objects, one of which
is defined as a “parent”. This composition of objects may be modified dynamiealtly
is particularly important when multiple objects move from one location to another. F
example, consider an objedtthat has been placed on top of another objgctWhenB is
moved to a new locatiom should travel along witlB in a synchronized manner.

| have developed a mechanism that solves this problem by merging thenteddyects
into a single composite object, and then moving the new composite object to thedgise
tination. This mechanism uses the “composite” design pattern, where altobjadiether
they are simple or composite — are handled in a similar manner by an algorithmoeispr
For details of the mechanism’s implementation, see Appendix D.

The mechanism allows much of the disassembly and re-assembly processiténoc
parallel among the parent and child entities within an object, while maintaining tesne
sary organization and synchronization through a relay entity. This piéatlen is crucial
to the implementation of the mechanism, since the total number of entities being detache
and re-attached can reach into the hundreds. Given the number of entibésed, the
mechanism would be unacceptably slow if each of these operations dsageentially.

Note that, while the disassembly and re-assembly process is in progresffettted
objects are quite “brittle”, in that their composition may not be correct in ternmestoér
their original or new parent entities. To address this issue, each objecthrough the use
of “in transition” and “finished” statuses, indicate whether it is in this brittle stateady
for use in the scenario.

Object Behaviour

Interacting with an object in a virtual world can pose a variety of challendegending
on the affordances and capabilities provided by the virtual world. The is§interacting
with an object, broadly speaking, can be divided into two phases: enahtingarticipant
to interact with an object in a variety of ways, and implementing the requirgzbnss
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to each of these interaction possibilities. Within these two phases, | haveatzbthe
participant-object interaction process into five steps:

1. Participant indicates intent to interact with object
2. Object responds with interaction possibilities

3. Participant chooses an action
4

. Object processes action, potentially relaying processing requestritario execution
engine

5. Object conveys result of action to participant through dialog boxydalip, or other
response mechanism

The first three steps of this process occur within the first phase (egdbérparticipant
to interact as desired with the object), while the last two steps are part odtbad phase
(responding to the participant’s chosen action). In the following papdug:d will describe
this process in detail, beginning with enabling the participant to indicate hig anteat to
interact with the object.

In Second Life, the default affordances provided for interacting witlolject are as
follows: an object can be touched, worn, sat on, driven, or takem ffigyer. These affor-
dances are not necessarily appropriate for all scenarios, and omomex kinds of interac-
tion, such as carrying or using an object, can be quite difficult to reptesesummary, the
default affordances provided were not, in this case, sufficiently daridlexible to support
the activities that make up the first phase of the process.

Due to of the inadequacy of the default affordances, | needed tdogesr interaction
mechanism that could present multiple interaction options to the participant imustivi
flexible way. Second Life offers two types of interaction, by default: ddiftking (or single-
clicking on a one-button mouse) on an object will “touch” the object and érigige code
associated with this interaction. Right-clicking, on the other hand, will bring series of
pie-chart menus with additional options, such as “sit”, “pay” or “take™hil& making use
of the additional menus was an appealing option, initially, | discovered thaivéigaot a
good choice, from a usability point of view. When interacting with an objeattigipants
were not sure whether they were supposed to left- or right-click, andeiratier case,
they were not sure which option, of the dozens that were presentgdyére supposed to
pick. To deal with this lack of clarity, | employed a convention where partitipavould
alwaysleft-click (that is, touch) an object in order to begin interacting with it, and any
additional interaction options would be presented through dialog boxeis approach,
which addressed all three steps in the first phase of the interactionspraaesured that
participants would always know how to begin interacting with an object, abdeguent
choices would be clear, relevant, and manageable.

Another challenge that | faced was dealing with objects that, in real life, beugicked
up and used. After several attempts, the solution | settled on involved geatiauxiliary
user interface component, referred to in Second Life as a headsplayd{slUD), that the
participants could use to pick up objects. This HUD communicates with the objedts th
might be affected by an item that the participant has picked up (e.qg., a pattiect, when
the participant picks up medical equipment), and informs the object(s) whith(it@ny)
the participant is currently holding. Each of the affected objects chatsjeserface dialog
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process accordingly, so that it first asks the participant if he or simswa use the held
item. If the participant decides not to use the held item, then the affected shjges the
participant the usual interaction dialog box. Although this issue does reatlyimap to the
phases and steps outlined above, it has a significant impact on the stepéiistibhase.

Once the method of interacting with an object was determined, | then had ttopeve
with an approach for actually imbuing that object with interactive capabilitiese @ the
chief challenges of implementing interactive objects in a virtual world is balgrtbmneed
for flexibility — that is, the ways in which a participant can interact with an dbjewith
consistency in the code and architecture.

In the case of my Second Life-based implementation, | have implemented alprece
for interactive objects which balances these concerns. The actioreshand results are
defined in a block of code at the start of the code, while the rest of the isocbnsistent
across all objects. The action choices, results, and other relevaalblesrare shown in
Algorithm 1.

Algorithm 1 Pseudocode for Interactive Objects

1. object Name <+ the name of the object
parentName < the name of the object’s parent, if it exists
dialogChannel < channel for messages sent to or from object’s dialog box
publicChannel < channel for interaction between objects, held item HUD
interactionChoices < array of interaction choices (including via held items)
interaction ResponseTypes < array of response types for each interaction
interactionResponses < array of responses for each interaction
validItems <+ array of items that are relevant to this object
heldItems <« associative array of items held by each avatar

In this first segment, | have defined the variables that are used in the dduese
variables can be separated into a few categories. First, there ardesitladt store general
information about the object (lines 1-2): its name and the name of its pareppli€able.
The parentNamevariable is required for objects that are part of a hierarchy of objasts,
described in Section 4.3.1.

Second, there arehannelvariables (lines 3-4) that route messages sent between the
dialog box and theIsTEN function, and between each object and the held items HUD of
the participant interacting with the object.

Third, there are thénteractionvariables (lines 5-7), which define the ways in which
the participant can interact with this object, the type for each interactioromssp and
the content of each interaction response. Depending on the interacijmonee type, the
corresponding response content entry will store slightly differentimédion, as shown in
Table 4.9.

Table 4.9: Interaction Response Information

Interaction type Response Information

show message The content of the message

play sound The sound clip to be played

change appearance The new texture for the object

rotate object The angle at which the object should be rotated
call scenario execution engirieThe parameters of the action to send to the sefver
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For interactions whose response is a request to the scenario exeauine,¢he result
corresponds to aaction that has been specified in the scenario definition. The type and
parameter for this action are retrieved from theeraction Responses array, embedded
ina HTTP request (via thiel Ht t pRequest function) and sent to the scenario execution
engine.

Fourth, there are thitem variables, which manage the relationship between the item
held by the participant interacting the object and the options presented bijt.

Algorithm 2 Pseudocode for Interactive Object®(cH function)
10: function TOUCH
11: if distanceguatar Pos, objectPos) > distanceT hreshold then

12: show dialog (“You are out of range”, [‘'OK"ldialogC'hannel)

13: else

14: if avatar is holding a relevant itethen

15: dialogMessage < “Do you want to use thétem or interact with the
object?”

16: show dialog ialogM essage, [item, object], dialogChannel)

17: else

18: dialogM essage < “What action do you want to take?”

19: show dialog ialogM essage, interactionChoices, dialogChannel)

20: end if

21: end if

22: end function

The ToucH function, which is called when a participant touches the object, acts as a
first point of contact for the participant. It ensures that the particigacibse enough to the
object to be able to realistically interact with it, and then presents an initial sgitahs
to the participant. The participant’s response is handled by thieen function. If the
participant is holding a relevant item, then the set of options is restricted to agimgy the
item or interacting directly with the object. If the participant chooses to usedlkitem,
then the chosen item passed into th&TEN function. If the participant chooses to interact
directly with the object, then the parameter is set to the name of the object.

Otherwise, the options are drawn from titionChoicesrray, and theISTEN function
parameter is set to the chosen action. Note thatrthecH function corresponds to step 1
(indicating intent), and potentially steps 2 and 3 (presenting options and makingice)
in the object interaction process.

The LISTEN function processes the participant’s dialog box responses, and ako de
with messages from other objects. Note that the function is a callback thdiriedlby the
Second Life scripting language, and is unrelated toligten behaviour that was defined
in the ABM (in Table 3.1). While this function may seem to address the behagimap-
sulated by thdisten behaviour, this is simply an unfortunate syntactic coincidence. The
LISTEN function presented here “listens” for a variety of messages, both fremattici-
pant and from other objects in the world, and thus forms an essentialfghg interaction
script. The participant’s responses fall into a few broad categories:

First, the participant might have chosen to interact with the object’s pareing dbject
is part of a hierarchy. In this case, the interaction request is passed fmathnt object
by triggering a call to the parent objectsNKED MESSAGEfunction, which is described
below.
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Algorithm 3 Pseudocode for Interactive ObjectsJTEN function)
23: function LISTEN(channel, message)

24: if channel == dialogChannel then

25: if message indicates that participant wants to interact with parent iteen
26: send linked message parent

27: else ifmessage indicates that participant wants to interact with objben
28: dialogM essage < “What action do you want to take?”

29: show dialog dialogM essage, interactionChoices, dialogChannel)
30: else

31 responseContent < interaction Responses|message]

32: responseType < interaction ResponseTypes[message]

33: if responseType == show a messagéen

34: show dialog tesultContent, actionChoices, dialogChannel)

35: else ifresponseType == play a soundhen

36: play sound tesponseContent)

37 else ifresponseType == change the object’s appearariben

38: change texturergsponseContent)

39: else ifresponseType == change the object’s rotatidhen

40: change the object’s rotation by sponseContent degrees

41: else ifresponseT'ype == send message to scenario execution entjier
42: URL <+ address of scenario execution engine

43: appendresponseContent to U RL as GET parameters

44: HTTPrequesi{ RL)

45: end if

46: end if

a7 end if

48: if channel == publicChannel then

49: if message indicates item has been picked up or droptezh

50: updateheldltems array accordingly

51 end if

52: end if

53: end function

Next, if the participant is holding a relevant item (e.g., a stethoscope, wienadting
with the patient’s chest), then the participant may have been offered the @btising the
item, and instead chosen to interact with the object directly. In this case, ithagznt is
shown a follow-up dialog menu that asks them to select an action fromctienChoices
array. In either case, these parts of the function address steps Datitkverall process.

If the LISTEN function has been called in response to the participant’s action selection,
the object responds accordingly, using HationResult@ssociative array (which includes
responses to the participant choosing to use a held item). These objstses are writ-
ten generically, so that the required information for a specific respanseeésage in a
dialog box, for example, or a sound clip) is supplied via the associatiag. dfturthermore,
when the response required by the participant’s choice involves @iogdbe action using
a workflow, the feedback is not shown through th&TEN function. In this case, the object
makes a request of the scenario execution engine, using the contentaatittreResults
array to determine the request parameters. ThiePRESPONSEfunction (described in Al-
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gorithm 5) is responsible for handling the response to this request, asgitbviding the
participant with the necessary feedback. Whether it is.tB@EN or theHTTPRESPONSE
function that ultimately handles the action response, this portion afigw®eN function is
responsible for dealing with step 4 (action processing) of the particiggatinteraction
process. If the response is contained within this section of code, thenditiessing step
5 (conveying the action result), as well. Otherwise, this step is handled byttheRE-
SPONSEfunction.

Finally, if the message being processed byltterEN function is from another object
(and thus being relayed guublicChanné), then the message must be parsed and processed
accordingly. For the purposes of this description, the only relevantagesghat may be
received are from the held/worn item HUDSs, informing the object that &ggzant has
decided to hold, drop, weatr, or discard a given item.

Algorithm 4 Pseudocode for Interactive ObjectsNKED M ESSAGEfunction)
54: function LINKED MESSAGHEmessage)

55: if message == objectName then

56: dialogM essage < “What action do you want to take?”

57: show dialog ialogM essage, interactionChoices, dialogChannel)
58: end if

59: end function

TheLINKED MESSAGEIs used for hierarchical message-passing. ThroughitiveeD -
MEssSAGEfunction, an action request that has been delegated to a parent adojebec
received by that object and processed accordingly. This functiemefibre, deals with
steps 2 and 3 of the overall process.

Algorithm 5 Pseudocode for Interactive Objecksr{PRESPONSEuUNction)

60: function HTTPRESPONSKEbody)

61: responseM essage < portion ofbody containing returned message (if any)
62: responseAction < portion ofbody containing returned action (if any)

63: if responseMessage # null then

64: show dialog tesponse M essage, emptylist, dialogChannel)
65: end if

66: if responseAction # null then

67: take action based on contentrefsponse Action

68: end if

69: end function

Finally, theHTTPRESPONSHEuNction handles the result of a HTTP request to the MeR-
iTS server. This requestis initiated from thsTEN function (on line 51) in order to process
an action using the workflow. The returned HTTP result represente#uback from the
workflow on the result of the action. In most cases, the result is simply aagesahich is
shown via a dialog box. In some situations, however, the result may trigger complex
responses, such as coordinated movement among several objecis chsth the response
includes aresponseActioparameter, which contains the information necessary to execute
the required response. In any case, #ite PRESPONSEfunction deals with step 5 of the
object interaction process.
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In terms of the running example, | have defined the variables for the pabgtt — the
complex parent entity and a child entity (an arm) — and the stretcher as shéwgohithm
6.

Algorithm 6 Pseudocode for Scenario Objects
1. // Patient Object (parent entity)
. object Name < “Patient”
. parentName +
. dialogChannel + 1
. publicChannel < 100
. interactionChoices < [‘Roll over”, “Move to stretcher”]
. interaction ResponseTypes < [“call scenario engine”, “call scenario engine”]
. interaction Responses < [‘move, roll”, “move, stretcher”]
. I/ Patient Object (arm entity)
. object Name «+ “Patient - Right arm”
. parentName < “Patient”
. dialogChannel < 2
: publicChannel < 100
. interactionChoices < [“Check pulse”, “Move arm”, “Work with patient”]
. interaction ResponseTypes + [“call scenario engine”, “rotate object”, “call parent”]
. interaction Responses < [‘assess, pulse”, “30”, “Patient”]
. /] Stretcher Object
. object Name < “Stretcher”
: parentName < *"
. dialogChannel < 3
: publicChannel < 100
- interactionChoices < ['Push to patient”, “Push to ambulance”]
. interaction ResponseTypes < [“call scenario engine”, “call scenario engine”)

. interaction Responses < [‘push, patient”, “push, ambulance”]
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Given these implementation details, | present a few sample execution patigthine
pseudocode. Note that this pseudocode focuses on the way that threisgiiocessed by
the relevant object, and does not include the mechanism by which the acggoided. For
details on the recording mechanism, see Section 3.3. Also, the overall tigerpmocess
step, when relevant, is indicated in italicized parentheses.

First, consider the case of a participant deciding to move the patient’s arisiniér-
action would proceed as follows:

1. The user clicks on the patient’s afstep 1)

2. TheToucH function is called, and the user is shown a dialog box with the options
contained in thénteractionChoices array(step 2)

3. The user selects the “Move arm” option, and this choice is passed taghen
function(step 3)

4. TheLISTEN function processes the “Move arm” message as foll(step 4)
(a) theresponseContent is given the value ininteraction Responses[‘Move

arm”] (“rotate object”)
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(b) theresponseType is given the value innteraction ResponseTypes[*Move
arml!] (“30")

(c) sinceresponseType == “rotate object”, the object is rotated by 30 degrees
(step 5)

Second, consider a slightly more complex case of the participant decidingj the
patient over. In this case, | have assumed that the patient is face-dodithe participant
has decided to roll the patient face-up. This interaction would procefallass:

1. The user clicks on the patiefstep 1)

2. TheToucH function is called, and the user is shown a dialog box with the options
contained in thénteractionChoices array(step 2)

3. The user selects the “Roll over” option, and this choice is passed toisheN
function(step 3)

4. TheLISTEN function processes the “Roll over” message as foll¢step 4)

(a) theresponseContent is given the value ininteraction Responses[“Roll over”]
(“call scenario engine”)

(b) theresponseType is given the value ininteraction ResponseTypes[‘Roll
over”] (“move, roll”)

(c) sinceresponseType == “call scenario engine”, a HTTP request is sent to the
scenario execution engine with the parameters “move” and “roll”.

5. The scenario execution engine processes the request, and yeatuens a result.

6. TheHTTPRESPONSEfunction is called, and the content of the result is parsed as
follows (step 5)

(a) The result contains a response message: “Patient rolled ovesstulty.” This
message is shown to the user via a dialog box.

(b) The result contains an action: “Roll patient over”. The patient is tiotaied
by 180 degrees around its centre.

Finally, consider a case where the participant initially clicks on the arm, amdde
cides to move the patient to the stretcher. This interaction would proceeticagsto

1. The user clicks on the patient’s astep 1)

2. TheToucH function is called, and the user is shown a dialog box with the options
contained in thénteractionChoices array(step 2)

3. The user selects the “Work with patient” option, and this choice is passtteto
LISTEN function(step 3)

4. TheLisTEN function determines that the user wants to work with the parent, and calls
the LINK MESSAGEfunction.

5. The parent entity receives the message viatheED MESSAGEfunction, and shows
the user a dialog box with the options for interacting with the pafstep 2)

75



6. The user selects the “Move to stretcher” option, and this choice is passhe
LISTEN function within the parent entitgstep 3)

7. TheLISTEN function then processes the message, as in the previoutstase 4 and
5).

4.5 Scenario Execution Engine

This section describes the role that is played by the scenario executioe @m{inking the
virtual world client to the scenario definition, and in recording the deteattdra

When a participant takes an action in the virtual world, the interaction bettheesari-
ous components proceeds as shown in Figure 4.16, and describeddhdivay sequence.
There is some overlap between this description and the discussion of imibgattion in
Section 4.4.3, although the two sections deal with the issue of processintjcppat’s
action from different perspectives. Specifically, step 1 in the sequbalow corresponds
to steps 1-3 of the object interaction process described previouslgtep®a below cor-
responds to the “relay request to the scenario execution engine” fibgsilithin step 4
of the interaction process. Steps 3-5 below, meanwhile, describe in detalébhanism
(which is omitted from the interaction process) by which the relayed redgubandled by
the engine. Step 6 below, finally, corresponds to the last step in the interpoticess.

Behau;l)ur Object Scenal_'lo Workfl_ow Scenario
Recording in VW Execution Constraints Execution Trace

Device Engine Component
>-

! ! Record action

1

1

1
. 1
Process action !
1
1
1
1
1

Check constraints

Send action: to workflow
execution component

Return result

1
1
l :
1
'. _ Return result. ' |
! |
| | !
! 1
1 .

Figure 4.16: Sequence Diagram

1. Participant takes an action in the virtual world (VW)
2. Action is processed simultaneously by behaviour recording devicedhdbject:

(a) VW object sends message to scenario execution engine describorg ac

76



(b) Behaviour recording device sends message to behaviour regaelivice de-
scribing the action, in terms of ABM

3. The relevant components process their respective messages:

(a) The scenario execution engine processes the action in three steps:
i. Values for the relevantariablesare retrieved from the DB
ii. Engine ensures that action does not violate emystraints
iii. If not, action is passed to workflow execution component

(b) Behaviour recording service sends behaviour description t@sograce DB
4. Workflow execution component executes object workflow with respdbe action:

(a) Workflow execution component follows required conditional brafoclkaction

(b) Required workflow components are executed, with results or updatéble
values added toesultstring

(c) Theresultstring is returned to the scenario execution engine
5. Scenario execution engine interprets result from workflow execatorponent

(a) Any variable values are extracted from the result string, DB updaieatdingly
(b) Resulting message and action (if any) extracted and returned to obéat

6. VW object receives resulting message and action (if any), andmdsgecordingly

The scenario execution engine receives a message from the intecdoj&eeindicating
the action that was taken and the identity of the actor. The engine then retitieveurrent
variable values from the MeRIiTS database and, using these valueks thsee if the given
action violates any constraints. If a feasibility constraint is violated, thenrtgme returns
an appropriate message to the virtual world object. If an advisibility consisauiolated,
then the engine stores the message as a warning to be appended to the pesgayof
the action result. If no feasibility constraints are violated, the engine seerdsction to
the workflow execution component (which executes the workflow for ¢hevant object)
for processing. The workflow execution component, following the aggradescribed at
the end of Section 4.3.3, first executes the workflow’s initial conditionahele(s) to de-
termine which components of the workflow to execute. The relevant compoaee then
executed, with any variable values or results (either messages or acpended to a
continually-updatedesultstring. Finally, once all the components have been executed, the
resultstring is returned to the scenario execution engine. This engine, uperingcthe
result string, extracts the result message/action, updates variable valueseasargcap-
pends any warning messages to the result message, and returnsltire@ssage/action to
the virtual world object.

The action, meanwhile, is also sent to the behaviour recording web sedegeibed in
terms of the ABM (which was discussed in Chapter 3). This web servicerindtores each
behaviour instance as an entry in a database table, whose schema isrsfiable 4.10.
This table collects the recorded behaviours of all simulation participants hvemables
the analysis of both an individual’'s behaviour and of group behavigautih the Scenario

Trace Analysis Toolkit (STAT) component. A sample set of database tabie®is shown
in Appendix E.
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Table 4.10: Structure for Storing Scenario Traces

Field Name Description
Actor The ID of the avatar that executed the behaviour
Behaviour Type| The type of behaviour (e.g., move, chat, interaction)
The behaviour parameters

movement: type, start location, end location

textChat: message
Parameters gesture: gesture description
hold/drop: object
interaction: message, options
interaction response: choice, response
Timestamp The time at which the behaviour occurred
Scenario An identifier for the scenario in which the behaviour occurred

4.6 Scenario Trace Analysis Toolkit

The Scenario Trace Analysis Toolkit (STAT) builds upon the functionalityhe behaviour
recording component, which is described in Section 3.3. While the scerez®dgenerated
by the behaviour recording component is a crucial starting point faratthnal evaluation,
it is not, on its own, sufficient. The scenario trace is composed of “raedmked behaviour
entries, as defined by the ABM model. These entries require furthengaeggregation
and analysis before they can be meaningfully interpreted by an instr@toe the scenario
trace has been appropriately parsed and aggregated, it can thealyosedrin a number of
ways, thus enabling the instructor to extract information at a higher levastfaction —
and educational significance — than would be possible with the scenarcaliate.

The process of translating the “raw” recorded action entries into a getreéd actions
that can be easily understood by the instructor is as follows.

1. The behaviour entries are retrieved by a web service, which filteresits accord-
ing to optional criteria (specified by the instructor via a web-based in&yfaach as
a date range, behaviour type, or location range.

2. The web service performs a variety of optional statistical calculatiotiseoretrieved
behaviours, which are described in detail in the following sections.

3. The web service saves the retrieved actions to a text file, and shomstdhthe
instructor in their “raw” format.

4. This text file, in turn, is processed further by a server-side scmigt tlae resulting
parsed behaviours are shown to the instructor.

The parsed behaviours, furthermore, are then used by the tragg-ideo annotation
component, which is described in Section 4.6.4.

The various parsing and analysis capabilities, which are encapsulatesl $témario
Trace Analysis Toolkit, are described in the following subsections. Thioseconcludes
with a description of the trace-based video annotation component.
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4.6.1 Movement Analysis

There are three different types of movement analysis supported by aiysancomponent:
proximity to locations of interest, proximity to other participants, and paths sadebny
individual participants.

To analyze a participant’s proximity to locations of interest, the analysis coempon
retrieves the relevant locations for the given scenario, and compargmtticipant’s co-
ordinates to the co-ordinates for each location. Through this mechanisipartiapant’s
“raw” movement record (expressed in terms of virtual world co-ords)atan be converted
to a sequence of locations that the participant has visited. These locatiodsfaned at
varying levels of specificity, according to the level of granularity reqlirethe analysis
process. For more details on the definition of locations for a scenariG@esgion 4.3.6.

The analysis of regions, areas, and landmarks is a relatively simple tas$latii in-
volves comparing a static, pre-defined location with a participant’s locatiowoth®r way
that the participant’s location information can be analyzed is by trackingtipant's lo-
cation relative to other participants. Given a set of participahtene can determine the
distance between all pairs of participarits and P,. This analysis is performed by ana-
lyzing the set of location records for all participant, sorted by the retiordstamp, and
tracking the “current” location for each participant. Each time a new reis@dcountered,
the “current” location for that participant is updated, and the distancedegiwhat partic-
ipant and all others is updated. Based on this continually-updated disteeasure, the
toolkit calculates the average, minimum and maximum distance between eaclpaattic
and can be easily extended to include other similar summary statistics.

Finally, by tracking the distance between subsequent co-ordinatepéstieipant, the
toolkit is able to find the distance traveled by that participant. This measurefdhe, can
be used as one measure of the level of activity of a participant, particifidinly scenario
requires a significant amount of movement by the participants.

4.6.2 Object Manipulation Analysis

The scenario trace contains arecord of every action initiated by eatitigemt. This subset
of the scenario trace can be analyzed in order to understand the actamgagticipant has
taken while participating in the scenario. This analysis has several immedaieatipns
to assessing educational outcomes for the participants.

First, the set of actions taken by each participant (or by the participardsgasup)
can be compared against a hormative set of “correct” actions to se&hié @articipant(s)
executed all of the required actions, and b) if the participant(s) exeantednnecessary or
counterproductive actions.

At a deeper level, the actions can be compared to a normative sequeftmgrett”
actions, to see if the participant(s) executed the actions in the expectedTdels espe-
cially important in cases where the order of actions is a key part of thectogss of the
participant’s enactment of the scenario. In a healthcare context, fondaathe sequencing
of actions is of critical importance when assessing a patient. This is, therafoessential
part of evaluating the participant’s competence in performing a patiereasassat.

Finally a participant’s (or group’s) actions in a given scenario can ladyaed over
multiple simulations of the scenario, to assess the extent to which the parti@pgnb(p)
has improved with practice.
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4.6.3 Aggregate Metrics

In addition to the above action-specific analysis of the scenario tracyasévoader anal-
yses of the trace are possible. These are described below.

Time length and Pace

Based on the first and last timestamp associated with a scenario, the STAGremhpec-
ognizes the length of the entire scenario session, and also the lengthis®bad inactive
segments. This information can be used as a measure of the time required tetearap
tain key tasks, and possibly also as an indication of a participant’s levardgéision, by
detecting periods of inactivity. This may be especially relevant when the diedudativity
is time sensitive. By examining a) the total number of behaviours that have td#ee
during a scenario and b) the scenario time length, an instructor can deteh@inamber
of behaviours per time unit during a scenario session, and thus deterraioedtall pace
of that session, as well as identify unusually busy (or slow) segmentgioitya

Conversation and Social Interactions

The messages sent between participants can be analyzed to understuiahinteraction
that occurred during the course of a scenario.

Atthe simplest level, the number of statements made by each participant caurtied;
offering a rough estimate of the degree to which each participant partidipateconver-
sation. In the context of a negotiation or exchange of information, an imtalanthese
totals can indicate control or dominance over the conversation by a partiarcipant.
This information can then be correlated or validated against other scel@si®o confirm
this preliminary indication.

Analyzing the available information further, the content of the conversatorbe an-
alyzed to determine the tone of individual participants, or of the conversatia whole.
For instance, the presence of slang terms could indicate a lack of sexssusmthe part of
one or more participants.

Finally, by analyzing the set of participants in a given conversation (er owltiple
conversations), one can draw conclusions about the ways in whichattieipants tend
to form conversational groups. That is, one can identify sets of paatitépthat tend to
talk to each other, or other participants that are excluded from comniersa Taking this
a step further, one can use these analyses to draw conclusions abouethll nature of
the interaction between participants. These conclusions could, for iestaglp categorize
the interaction among participants and instructors according to the taxonapgsed by
Messinger et al. [59].

Attention

The assessment of a participant’s level of attention requires a more thubjend of analy-

sis by the instructor, and has not yet implementated in the STAT componenevdnuhis
analysiscouldbe performed by synthesizing data related to a participant’s gaze, movement,
and conversation. A focused participant would likely move between metdv@ations, fo-

cus his or her attention on relevant objects, and not engage with idlersatioe with other
participants. A distracted participant, on the other hand, might wandenétbe scenario
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environment, focus on any object that seemed intriguing, and have loksraheous con-
versations. This is not intended to be a rigorous description of how tozmtilis aspect of
a participant’s behaviour. Rather, it is an indication that there ipthentialfor this kind
of analysis to be performed using the scenario trace data, and that tlyisisuisan be used
by the instructor to assess a participant’s level of attention to the scenario.

Patterns and Sequences

Finally, my analysis component includes two different knowledge-extraatiethods: pat-
tern matching and sequence mining. Frequently occurring sequencés eceed (a) on
a per-participant level, to identify a participant’s pattern of behavioursscnaultiple at-
tempts, or (b) on a scenario level, to identify common behaviour patterns gradigjpants
in a class. These patterns may indicate, for example, an area that needsti@otion from
instructors.

The sequence mining functionality is implemented as follows: Each behavioue in th
scenario trace is assigned an ID (hon-negative integer) corresgotadthe ABM-based
type of the behaviour and the associated parameters. Through this maieirsgenario
trace is compressed into a sequence of integers, which can be scaneeatioize repeat-
edly occurring instances of subsequences, where these subsesjuepresent behaviour
sequences. For example, a “wandering” behaviour pattern couldfredes a pattern
going back and forth between two locations of interest. That is, the bairaviat corre-
sponds to moving from A to B might be given an ID of 1, and moving from B to Ahig
be given an ID of 2. In this situation, a behaviour sequence of 1,2,1,2, yRlwddicate
that the participant was moving back and forth repeatedly between A and B.

This integer sequence is further processed by the Apriori pattermgméimm algo-
rithm [1], which enables the automatic identification of frequently occurrigtg sf in-
tegers across multiple integer sequences, which in this case refer teulifssenario ses-
sions. These sets of integers may then be converted back into sets wbbebiausing the
behaviour-to-integer mapping, to recognize frequently occurringesesps of behaviours
across different scenario sessions.

4.6.4 Trace-Based Video Annotation

The last tool within the STAT component is a trace-based video annotatibnTiog tool
automatically annotates a video recording of a scenario session with tteel feisaviours
for that session (elicited from the scenario trace), using the Actionabko\Adinotation
(AVA) service [11] to create the necessary video annotations. Whemskictor and/or
participants view the video through the AVA-based video player, they walbseannotation
describing each parsed behaviour, superimposed on the video aptiopagte moment.
This capability to automatically annotate a video with each participant’s behaviour
overcomes a significant drawback of standard video-based virtuéd wexording: its in-
ability to capture every participant’s behaviour. Video recording soffwacords the screen
and audio from an individual participant’'s perspective, while the dialmgeb that drive
user interaction are only shown to the participant who has initiated the intaraditoput
it more precisely, the video recording software can only capture thevtmelab(1) initi-
ated by the participarit who is running the recording program. Because of this limitation,
the recording omits information about the behaviok(B) initiated by participants s.t.
P#V.
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This automatic annotation capability provides the instructor with a solid starting poin
for further annotating and understanding the video recording of aasicesession. Given
the broad range of capabilities offered by the AVA system, one can easityinman in-
structor customizing the annotated content via an integrated, AVA-bassal jinterface.
Some of these annotation customization possibilities are described below.

Using the video annotation interface, the instructor can augment an autdipatica
notated video recording of the participant’s behaviours, adding annugaticeveral ways.
These automatically added annotations may be customized by the instructousoofoc
specific behaviours or participants, as appropriate. Then, the instaatananually add
annotations to indicate where missing behavialsuldhave been, for instance, or to ask
guestions of the participant at key points. The set of parsed behavianlso help here, to
indicate to the instructor the location of important behaviours in the timeline. ghrthe
AVA-based video player, then, the instructor can show each particgpaitteo annotated
with that participant’s behaviours. The instructor can highlight the ssfaglesompletion
of tasks via the automatically added annotations, and draw the participantiicatteo
incorrect, incomplete or missed tasks through additional, manually-addeth#ions.

For each parsed behaviour, a message is sent to the AVA API requénstiragmessage
be added to a set of annotations, at the time that the behaviour occuaticer® the start
of the scenario session.

More specifically, the process of transitioning from a set of parsedyiABRsed, be-
haviours to video annotations occurs as follows.

1. The scenario trace is retrieved by a web service, and the retriexat Behaviours
are saved to a text file.

2. The behaviours in this text file are parsed by a server-side scripgraannotation is
generated for each behaviour using the following mechanism.

3. For each parsed behaviour, the script callsatidAnnotationrmethod of the AVA
API, populating the annotation to be added with the content for the curezaeg
behaviour. Timing is an important element of the annotation — that is, the anmotatio
should appear in the video precisely when the participant is executing tiagibar
that is being annotated. However, the behaviour is recorded accdditggtimes-
tamp (that is, the date and time that the behaviour occurred), while the annotatio
must be added according to its frame number (that is, the number of sesionds
the start of the video). To bridge this gap, the script stores the timestamp firsthe
parsed behaviour, and uses this as its reference point for calculagifigathe num-
ber for subsequent behaviours. For instance, if the first behavtmunrs at 12:34:00
(hh:mm:ss), and the next behaviour occurs at 12:35:30, then the framesnfwnb
this behaviour is calculated as 12:35:30 - 12:34:00 = 90 seconds, or fame 9

4. Through theaddAnnotatiormethod, the AVA API constructs an XML file that stores
the content, start time, and end time of each annotation.

5. Finally, the annotated video client uses an Adobe Flex-based intettashow the
user (i.e., participant or instructor) the annotated video, drawing on the {&to
display the required annotations at the appropriate times.

3See http://www.adobe.com/products/flex.html
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While | did not have the opportunity to evaluate the trace-based video adiomotam-
ponent, through conversations with educators from a variety of dissipireceived infor-
mal confirmation that this kind of functionality would, in principle, be quite benaifito
students and instructors alike.

4.7 Summary

To summarize this chapter, | will return to the four requirements for my platfoamely,
the platform must:

1. support the creation of realistic, educationally effective scenarios;

2. enable participants to experience these scenarios in an immersive leaynag
meaningful learning to occur;

3. record participants’ actions as they go through the scenarios; and

4. enable instructors to analyze these scenario traces, and thus detetrether the
scenario’s educational goals have been met.

In this chapter, | described the components of the framework, and thagtitar of
these components. In the process, | implicitly addressed these corldemeaver, in order
to more clearly explain how the features of the framework support thgs&eenents, | will
briefly look at each requirement in turn, and investagate the ways in whgfrdmework
addresses each requirement.

The first requirement, supporting the creation of scenarios, is met thithegdefini-
tion of objects, actions, variables, workflows, constraints, and timedsteat make up
a scenario. These components, when considered together, make mpiekensive sce-
nario definition, which is flexible enough to allow a variety of participant eigmees. The
definition of these scenario components is described in Section 4.3. Intoré®@able
non-technical users to actually define a scenario using these compadnieats, created
a collection of web-based authoring tools. These tools present the ithemmintuitive,
menu-oriented graphical interface for defining the various componaerdsare connected
to the appropriate database tables in the MeRITS framework. | need totterfdevel-
opment and testing of these tools to ensure that they are indeed usdlyfraerd provide
users with the appropriate degree of control over the definition of theirasms.

The second requirement, enabling immersive enactment of a scenariaticjppats,
occurs through the virtual world client component of the frameworkdilesd in Section
4.4. The virtual world client, in its most basic form, allows synchronous conicatian,
some interaction with objects, and the exploration of realistic environments. evow
through the MeRITS framework, | have augmented the client with featudsasirobust
object interaction, dynamic object composition and, most importantly, integnaitbrthe
aforementioned scenario definition components. Robust object interaetiabilities al-
low participants to use in-world objects in ways that are appropriate andargléo the
scenario. Dynamic object composition ensures that objects behave ilistiaceey, even
when they are grouped with (e.g., placed on top of or inside) other objetite stenario.
This preserves the participant’s sense of immersion in the scenario, frsdemsure that
they have a focused, enjoyable experience. Integration with the szeledinition, finally,
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allows the detailed behaviours and relationships established in these dedititiom expe-
rienced by the participant through an engaging, immersive platform. With thgration
of these additional features, the virtual world client becomes a much milyedatured,
appealing platform for educational simulation.

The third requirement, recording participants’ behaviours, is addiéasgection 4.5,
which describes the integration of this ABM-based recording capability withréist of
the MeRITS framework. This section presents the mechanism by which tbgmnieed
behaviours are stored by the MeRITS framework, and connects this toéhesis of the
recorded scenario trace. The recording device itself, and the mesh#misugh which
behaviours are recognized and relayed by the device, is discussethigridetail in Section
3.3.

The fourth requirement, finally, is met through the STAT component, destiibde-
tail in Section 4.6. The tools in this component enable the instructor to extracimgéal
information from otherwise unmanageable low-level scenario tracespamdierstandhe
extent to which participants are absorbing the intended lessons from ¢beir#o experi-
ence.
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Chapter 5

Empirical Evaluation

In order to validate the components of the MeRIiTS framework, as well agiinsagonal
effectiveness of the system as a whole, | have conducted a numbes@fstudies and
experiments over the past several years.

In my first case study (described in Section 5.1) | worked with educatarkaal tech-
nical college to develop a scenario to train paramedics and EMTs in communieaitib
procedural skills. Through this experience, | made significant improxe&ste the MeR-
iTS framework, obtained student feedback on the virtual world clientgaitked valuable
insights about the process of developing a virtual world scenario.

In my second case study (described in Section 5.2), | worked with cobsaiguthe
School of Business on a virtual world-based marketing experiment. Xp&ienent, which
explored issues of negotiation and personal characteristics, pravidesith an opportu-
nity to evaluate the action recording and analysis components. By creatirigal setting
within which my colleagues could conduct their simulated economic exchamges &ble
to conduct a case study focusing on the action recording and analpsist @ the frame-
work, and provide validation for the effectiveness of the analysis tools.

In my third experiment (described in Section 5.3), | worked with instructotiser-ac-
ulty of Nursing at the University of Alberta to develop a scenario for ERsimg students.
In this experiment, | developed clear educational assessment methogdsidéothe virtual
world scenario, and thus were able to obtain some empirical evidence ofiticatenal
effectiveness of the scenario. Specifically, by comparing the perfarenaf students who
used the virtual world scenario before and after participating in the Boehavas able to
measure the learning that occurred through their experience particijratimg scenario.

Scenes from the three experiments are shown on the following pagesyidea visual
sense of the range of contexts that were explored.
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Figure 5.1: EMT Experiment — Accident Scene

Figure 5.2: Marketing Experiment — Cubicle
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Figure 5.3: ER Experiment — ER Ward

Based on my experience with these case studies and experiments, | helegpdd a
set of guidelines to avoid potential hurdles and pitfalls.

5.1 Case Study: EMT Patient Handoff Training

Our first full-fledged MeRiTS-based case study was a VW-based tgaisdenario for
paramedic and Emergency Medical Technician (EMT) students at the édortkiberta
Institute of Technology (NAIT).

EMTs need to acquire and apply a diverse set of knowledge and skillowdp the
best patient care. Furthermore, effective communication within, andscdsciplines is
critical in order to coordinate activities with co-workers and hospital st@fpically, these
skills are taught through real-life scenarios, which are expensivarapdse significant
restrictions on the participants.

The scenario that | created focuses on providing an opportunity teigedbe victim
rescue process, and to gain experience in interdisciplinary communic&joecifically,
EMT students (typically operating in a team of two, with one student taking a™lexde,
and the other acting as an assistant) must first rescue a victim from aadergcand
bring him to the ambulance, maintaining appropriate communication with other members
of the EMT team. Next, the students must bring the victim to the hospital and, while in
transition, conduct an initial conversation with a radio dispatcher andniaitg, members
of the emergency room (ER) staff at the hospital (if the dispatcher det¢tdpatch the
EMT through to the hospital). Finally, the students must bring the victim into aifab&iR
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department, where they have a hand-off conversation with members oRtls¢éaf. This
conversation elicits any additional details about the victim rescue and tregireass, and
further tests the EMT students’ interdisciplinary communication skills. It shbaldoted
that the roles that are adopted by the scenario participants — lead andra<sMT, nurse,
and radio dispatcher — are not specified or enforced by the MeRiTt8nsyand thus any
participant can take any action, regardless of his or her role in the rszehBwever, the
assignment of roles to participants can be assigned and enforced itijolopnanstructors
and facilitators, and used by instructors as part of the student assggsoeess.

In creating this scenario, | am seeking to address several educafwradomings of
real-world simulations. By providing students with an opportunity to practide $kéls in
a relevant context (that is, the virtual representation of the accidenesand hospital envi-
ronment), | hope to improve the applicability of their medical skills training. Inveeiing
the scenario through a shared online space, | am removing seveiitaigHogistical con-
straints —requiring all participants to be co-located, for instance — arudiegaarticipation
by distance learning students. Finally, by integrating interdisciplinary comratmicinto
the design of the scenario, | am ensuring that students get relevaningfe&practice and
training in this crucial skill.

5.1.1 Settings and Models

In designing and implementing the scenario, | began by defining the reéttigs, ob-
jects, workflows, and constraints. The creation of these basic scdmaliting blocks

(defined in Section 4.3), provided us with an initial implementation, which | thed as

a vehicle for discussion, requirements validation and refinement with th& MAtructors.

Each of these elements is described in the following paragraphs ands apropriate,
shown in Appendix A. Within the appendix, Section A.1 shows screensiithte settings
for this scenario, Section A.3 shows the interactive objects that are utezlsnenario, and
Section A.4 describes the workflows and constraints for those objects.tina, while the
incorporation of timed events was a possibility that was discussed with the iNgtiTictors

— specifically, including an injury to the patient that caused blood to spant the patient’s
chest, starting mid-way through the scenario — in the end these eventsavénelnded in

the scenario.

To maintain the necessary level of immersion and realism, | needed to deyglop a
priate settings in which the victim treatment and transfer could take place. Thkeyv
settings, therefore, were the accident scene and the hospital. In treeftisg, the main
challenge was to provide each participant with the same level of baclkgjioftormation
that would be available in a real-world rescue situation. Through the virtodtl, the par-
ticipant needed to be presented with any sights, sounds and smells thatootrldute to
his or her assessment of the accident scene. Some of these, sucs@sthef a barking
dog or the tree that the accident victim struck, could be conveyed threaugind clips or
in-world objects, respectively. Others, such as the smell of gasoliededeo be conveyed
via a written description. The accident scene is shown in Figure A.1.

In the second setting (the hospital), the focus was on providing a spase \stu-
dents, instructors, and facilitators could interact, conduct a handoffersation, and have
a post-scenario debriefing session. To achieve this goal, | create® apdce that was
large enough for many participants to occupy simultaneously, and alsedraseparate
debriefing area for use after the scenario has been completed. ThesB&nis in Figure
A.2, and the debriefing area in Figure A.3.
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Once the settings were developed, a set of locations for the scenaedlefered, based
on the key landmarks in the scenario. These locations are shown in Figubebw. These
landmarks were particularly important in this scenario, since the procesansferring
the victim from the accident scene to the hospital required a great deabwdment by
the participants — from the accident scene to the ambulance, for instancthemn to the
hospital — and thus it was essential to have a clear picture of wherelyekae participants
were located as they worked through the scenario.

Hospital

I} ambulance
gt hospital

Figure 5.4: Map of scenario locations

To enable participants to experience the scenario in an immersive, realigtisavaral
virtual objects were required. Most of these objects — the ambulancegyguadio, and
spineboard — were defined with a relatively limited set of available actionsseTactions
include choosing a destination when driving the ambulance, or moving thelgzird from
the stretcher to the road. Moreover, the visibility of these actions is deterrbyndie
position or status of the object — that is, the “push” action for the gurneptisinown
while it is in the back of the ambulance. Although the applicability of these actioulsl c
have been determined via feasibility constraints, this would result in showeénggttiicipant
potentially irrelevant actions. In order to keep the interface as straig¥dfdras possible
for the participant, | decided instead to include additional logic in each objsctipt to
show or hide the potentially irrelevant actions, as appropriate. The olgeetshown in
Section A.3, and the actions for the non-victim objects are listed in Table A.3.

The victim object, meanwhile, is defined with a much broader range of actitarsh
part of the victim (e.g., head, arms, legs) may be investigated and treatachtedy or
the participant may choose to treat the victim as a whole — to administer medication, fo
example. The victim is implemented as a hierarchially-organized collection oftsbpes
described in Section 4.3.1. Moreover, depending on the status of the viutirtha addi-
tional medical equipment placed on the victim by the participant, additional actiench
as removing an oxygen mask — may become available. As with the other objecssiteth
nario, | chose to control the availability of these additional actions via therfdfe script
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for the patient object, rather than creating feasibility constraints. Finalbhemding on the
type of treatment chosen, the victim may respond with a written description oéshiét, a
sound clip (of the victim’s breathing, for example), or a change in the victippearance.
These actions, and the associated responses, are implemented usingdlcévietebject
algorithm described in Section 4.4.3. Both the types of treatment available erittim’s
response to each treatment were created based on specificationsdivatcieprovided by
the NAIT instructors.

In order for the scenario to function properly, | needed to define afsedriables to
maintain the required information about the state of a particular scenariorse3hese
variables fall into two conceptual categories: some of the variables apgnsible for
maintaining the status of the victim — his blood pressure, pulse, and bloodsgllmeel.
The other variables track the participant’s progress through the socematerms of the
status of key activities. For instance, before the victim can be moved on spitheboard,
the spineboard must be moved from the gurney to the road. To addressniisaint, a
variable was defined to keep track of the spineboard’s current pasittecomplete set of
variables for the scenario is listed in Section A.2.

The scenario workflows define the behaviour of the various compongttits scenario
(blood pressure cuff, glucometer, gurney, radio, spineboard osistpe, thermometer, and
victim) and thus, taken together, define the actions that are available in th&riscas a
whole. The victim workflow, which is the most complex, is shown in Figure A.TBis
workflow, following the structure described at the end of Section 4.3;gw®es the current
action, sets relevant variables, and returns the required information pattieipant. For
instance, the current action might be to check the victim’s pulse, in whichtbasgork-
flow specifies that this action should be stored, and a message returnedparticipant
conveying the victim’s pulse.

For the victim workflow, this processing is divided up into a few categogascking
the victim’s vital signs, administering medication, and moving the victim. Within each cat-
egory, a certain amount of control flow is required to determine exactly thibgarticipant
has chosen to do (e.gvherethe victim is being moved to), and then to handle the action
accordingly. The workflows for the other objects in the scenario arerslim Figures A.8
to A.12.

The constraints, meanwhile, were largely focused on avoiding unrealistiptausible
situations. For instance, once the victim has been given medication, theatotssensure
that he cannot be given that same medication again. Similarly, if the victim easheved
on to the stretcher, he cannot be placed on the stretcher again. If thogpaaut attempts to
execute an impossible action, he or she is shown an appropriate err@gaegsough the
mechanism described in Section 4.3.4. Because of this focus, most ofritteaiots were
local (that is, specific to a single object), and fell under the categorgafibility, rather
than advisibility. The complete list of constraints is shown in Table A.4.

5.1.2 Development Process

The development of the paramedic training scenario followed an iteratoeegs, with
several opportunities for demonstration and validation among the particifzats stage
of this process is described in the following paragraphs.

Initial development phase: The first phase of the process was the initial development
of the scenario. Based on some preliminary conversations with parameicioss and
other medical professionals, | elicited a set of requirements for the $oenad a list of
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relevant entities and actions to be modelled. Based on this information, | d@aiaitial
version of the scenario — workflows, virtual objects, and the like — whichccthen act as
a starting point for further discussion and development.

Pilot Session:In March of 2010, | held a pilot session with a small group of paramedic
students at NAIT, along with a paramedic instructor and two medical docatons the
University of Alberta. From this session, | gathered some feedback $tadents, via a
debriefing session and post-session questionnaires. Througkiogdée students’ actions
as they went through the scenario, | also identified several areas fomierpent, both in
the rescue scenario and in the MeRITS system as a whole. In particuter gsohe students
found the user interface difficult to use, which then meant that they wezkle to treat the
victim effectively. As well, although the various workflows and componemse designed
to operate well together, there were some combinations of actions that tleatstaded
which were not anticipated, and which resulted in unrealistic behaviousth&n problem
that occurred was that the video recording expectations were not méuadestly clear
to the facilitators before the session, and thus there were some portions stuttents’
scenario experience that were not recorded. Specifically, while thadtiten between the
students and doctors in the ER was recorded, the students’ actionsumgee victim at
the accident scene were not fully captured.

Instructor Feedback: In October of 2010, | had a meeting with two instructors from
NAIT who had not previously been involved with the project. In this meeting, several
subsequent meetings in November and December, | received speeidizafek about the
clinical validity of the scenario, and on areas for improvement in the usefaote Among
the concerns raised during these meetings were:

¢ Insufficient range of treatment options: The instructors felt that thgeraxf victim
treatment options available to the student was not broad enough to allow dieatstu
to properly treat the victim.

e Level of realism: The instructors identified a few actions - such as moving¢tien
to the ambulance while he is on the stretcher - which were not shown in a realistic
way. Similarly, the accident scene seemed empty, and lacked some of tlyedoaak
elements (e.g., bystanders, ambient noise) that would be present inveoréhkcci-
dent scene.

e Quality of communication: Depending on the method of communication used - in
person conversation or two-way radio exchange - the scenario itkedwice over
IP (VOIP) communication (that is, conversation with headsets and micreghoor
written messages. The instructors felt that switching between these maoztes/ef-
sation would be jarring for students, and that communicating via written message
would be inconsistent with what they would experience in a real-life situatiom-
ever, there was also concern that the VOIP communication needed tofiofestf
guality and clarity to allow straightforward, smooth conversation among theipar
pants.

Scenario Refinement and System ImprovementBetween October, 2010 and Jan-
uary, 2011, 1 worked on implementing changes to the system, based drabiefdom the
paramedic instructors. Some of these changes were limited to the particuthis sife-
nario being developed, while others were improvements to the system asla vilfiee
scenario-specific changes that were implemented during this period were:
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e Victim treatment: The options for treating the victim were expanded and clarified
as per guidelines from the instructors. Additional body parts (e.g., radxiomen)
were also added, along with appropriate treatment options and responses

e Realism: The paramedics were given appropriate uniforms (as canmedegure
4), as were the nurses and doctors in the ER. This helped users febkfiacter”. |
also added bystanders and several background elements — a bagjrigrdnstance
— to the accident scene, to further increase the feeling of realism.

e Communication: | decided to use Second Life’s built-in audio chat (that idPYO
based) component for conversations, rather than relying on writteragess

In addition to these scenario-specific changes, | made two key systenmmyda/ements:

¢ Synchronized movement: The mechanism for portraying synchronizedmev by
multiple objects was made much smoother, and thus more realistic. The details of
my approach to movement synchronization are presented in Section 4.4.3.

e Usability: Rather than requiring the user to right-click to interact with some thjec
and left-click for others, the interaction method was unified so that left-clipkiorks
for all objects, and in all situations.

Training Session: Based on my experience in the pilot, | realized that providing stu-
dents with training in Second Life before asking them to participate in the soemas
essential, to ensure that the students have an adequate level of familiaritheviiker in-
terface and capabilities of the system. To this end, | created a 40-minute trairdrdgmo
program for students, and delivered it to fifteen paramedic studentaldta the end of
January, 2011. In this session, | showed students how to move and cacateusith their
avatars, and gave them a chance to practice with simplified versions ofuthperent they
would be using in the rescue scenario. | also showed them a demo of te ieenario,
to give them a better idea of what the experience of participating in the ricevauld be
like.

5.1.3 Study Procedure and Results
Procedure

To test this scenario, two EMT students went through a scenario seadiom Paramedic
instructor supervising the rescue process, and an Emergency Meitistngctor playing

the role of an ER nurse and subsequently evaluating the hand-offrsatiem. The two
students went through the session as a team, with Participant 2 taking a leawal tlve

scenario, and Participant 1 adopting a supporting role. Based on thlese it was ex-
pected that the student in the lead role would execute more actions than thetsiuthe

supporting role, since the lead role involved a greater responsibility fortingiassess-
ment and treatment actions. However, it was expected that both studeunlt$ wisit the

same locations, since they would both be responsible for treating the victiogthwat the

scenario. | was interested in evaluating the quality of the students’ learrpeyience,

and in assessing this perceived level of quality from the perspectivestio students and
instructors.
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Results

Through the recorded scenario traces, information was elicited abogquigtiey and char-
acteristics of the students’ experience in the scenario. This informatiomisatized in
5.1.3. In this table, one can see that Participant 2 was by far the more afdfietwo, hav-
ing executed nearly three times as many actions as Participant 1. Particglaotttaveled
much further, which indicates a greater level of activity. Since Participamas asked to
take on a lead role in the team, these numbers make sense, and confirmetie@gvel
of activity of each student.

Table 5.1: Student Activity Summary

Participant | # actions Time Pace (ac-| Most freq. Distance
(mins) tions/min) | action travelled

(m)

Participant 1 35 60 0.58 | Palpate chest 446.67
Participant 2 111 60 1.85| Call hospital 694.89

In order to provide a more detailed analysis of the students’ behavioir vibigs to
landmark locations were tracked. These visit sequences are showgside the “correct”
sequence, in Table 5.1.3. From this table, by comparing the students’ vjsiérsees to
the “correct” sequence of locations (as dictated to us by domain expdggjéar that the
performance of Participant 2 was much better that that of Participanté lothtions that
the participants visited are also shown in Figure 5.5.

Table 5.2: Locations Visited During EMT Scenario

Participant 1 Participant 2 “Correct” Sequence
Start position (fire hall) | Start position (fire hall) | Start position (fire hall)
In ambulance on site In ambulance on site In ambulance on site
Behind ambulance on site Behind ambulance on site Behind ambulance on site
Victim Gurney Gurney
Behind ambulance at ER Victim Victim
Gurney Gurney
In ambulance on site Behind ambulance on site
Behind ambulance on siteln ambulance on site
Hospital Behind ambulance on site
Behind ambulance at ER Hospital
Hospital Behind ambulance at ER
Behind ambulance at ER

The hand-off from the EMT students to the instructor playing the role of Rmé&rse
was followed by a debriefing conversation among the students and ins&utke primary
focus of this conversation was an evaluation of the students’ perfornhgrtbe instructors,
although the simulation experience as a whole was also discussed. In tise cbuhis
discussion, the instructors offered students feedback about impringirgcommunication
skills, and there was also discussion by both students and instructorstabquros and
cons of the simulation environment.

One such piece of feedback was that the students relay not only tresisese and
treatment information, but also “pertinent negatives” — that is, potentisdesafor concern
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Figure 5.5: Map of Visited Locations

that werenot present, or information (from bystanders, for example), that wasvak a
able during the patient rescue process. This instructor, who was pldngngle of an ER
nurse, also confirmed that the students’ conversation with him at the Hpsgiiah was
much shorter than the conversation that had happened while the studeatsnweute to
the hospital, was indeed sufficient to convey the necessary informati@nothier instruc-
tor reminded the students of a mnemonic — “CHAT”, for complaint, history, ssssent
and treatment — that they could use when relaying information to other pantisipathe
rescue and hand-off process. This instructor also highlighted the inmgertd continuous
communication between the students as they went through the rescuespesctss was
an area where the students did not do very well.

The students, meanwhile, described a certain amount of confusion wbatittheir
partner was doing during the rescue, and appreciated the feedbatkhe instructors on
their communication skills, the CHAT mnemonic, and the relevance of pertingatines.
Participant 1, in particular, commented that

The pertinent negatives is actually something that | wouldn’t have
thought of, and that was great to hear.

They also identified a few areas for improvement, such as the inclusiorstdrigers
or other participants, which would make the rescue experience richanarel complex.
Participant 2 also suggested incorporating additional avatar gestulleanamations, in
order to visually convey the activities of each avatar. While this would céythaa useful
feature (and is discussed in Section 6.2), it was pointed out by one ofdinedtors that not
being able to see a colleague’s actions was in some waywarealistic approach, since

Finally, the same student also commented that

and thus appreciated the opportunity to practice that experience in a einitisdnment.

94



There’s a lot of timegin a real-world situation that things are hap-
pening, and it's more because of things that you've said or that you've
delegated, than you're going to see those things happening.

I've never actually given a patient off to anyone, and we didn't even
practice that in scenarios at school that much.

5.1.4 Discussion

The EMT handoff scenario provided good experience in developinigt@al/world sce-
nario, with regards to going through a collaborative, interdisciplinargkbg@ment process,
refining the scenario content and MeRITS tools, and ensuring the ressittargario was
ready for use by students. The experiment, finally, provided useful lingi&dation of
the educational utility of the scenario; students and instructors alike foenexiberience
worthwhile, and students were able to communicate and collaborate effecivd receive
educationally relevant feedback from instructors. Specifically, basagihat the students
said — and what they didn’t say — the instructors were able to offer thermstsiddvice on
how to improve their communication, both within their paramedic team and when commu-
nicating with other disciplines involved in the rescue process.

Furthermore, through analyzing the students’ scenario traces, thatualgions were
evaluated on several levels. First, the instructors assessed the stadioits with respect
to the roles that were assigned to the students (lead and supporting p@aramtled rescue
process), and see if the students’ in-world actions were consistent wih tbles. The in-
structors were also able to compare the locations visited by each student¢xpketed”
sequence of location visits for the scenario, and thus assess thectoes®’ of the stu-
dents’ actions, in terms of their movement through the scenario. In a morgyfagfined
scenario, the students’ interactions with in-world objects — and perhapstegir commu-
nication — could be compared to a pre-defined “correct” set of locatetgyns, and/or
communication activities, to obtain a more detailed evaluation of each studetitissac

5.2 Case Study: Marketing Experiment

Marketing researchers ran an experiment with students in Second Lifde YWe market-
ing experiment was not explicitly designed for the MeRITS framework, | mesgeof the
opportunity to test the utility of the framework’s analysis tools. This case sflidiyiot
focus on the educational impact of the framework, but rather on its pdtémggovide a
virtual space to conduct a study, its capacity to accurately record partisipactions in a
virtual world, and subsequently enable instructors to analyze these axatianvariety of
ways. The marketing experiment itself is described in the following paragrap

In the experiment, students took on the role of either a “buyer” or “sellea’series of
negotiations. In these negotiations, the seller offers to rent a stall at @nankl the buyer
wants to rent the stall for their business. The buyer can expect to maka@%he seller,
who is aware of this, can rent the stall for anywhere from $0.01 to $%50this situation,
then, for the buyer to “break even” they will want to pay at most $2.5@Hfemarket stall.
To ensure that the participants were motivated to get a good deal, thepaidrat the end
of the experiment according to how much they “earned” in the experimerat-ighif a
student “broke even” in each of the four rounds, he or she would baen paid a total of
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$10 at the end of the experiment.

The objective of the experiment was to study how appearance infludheeegotiation
outcome: the buyer and the seller were assigned avatars which had thiégbtdebias the
negotiations. The hypothesis is that an attractive (or tall) participant wilbbeta get a
good deal from an unattractive (or short) participant. That is, if thersiallattractive (or
tall), he or she will be able to get a higher price, while if the buyer is attra¢ivéall), he
or she will be able to negotiate a lower price. Each negotiator participatediirrdands
of negotiations, where they were assigned a variety of avatars, withategpheight and
attractiveness.

5.2.1 Settings and Models

The negotation space, objects, and workflows are described in Apgdgnd

First, | needed to create an environment in which the negotiation could tage. pla
This environment needed to be appropriate and realistic enough to bébfdalbsit not
so detailed that it would distract participants from the negotiation procedscitied on
creating a series of cubicles, each containing two chairs and a deskheknmportant
consideration was the way the cubicles were laid out in the virtual world vail daving
the participants overhear each other in real life, Second Life’s texdebelsat feature was
used. However, this required considering the possibility of participargshearing other
text chat conversations in the virtual world. In Second Life, a messagdy text chat will
be visible to any other avatars within 20 metres. To account for this, theleslrieeded
to be separated by 20 metres to avoid having the content of multiple negotiag®inree
visible within a single cubicle. A screenshot of the negotiation environmertaars in
Figure B.1.

In this scenario, the variables that were required were focused onrdpegal and
confirmation of a negotiated price. These variables included a means dafyiolenthe
buyer and seller, a proposed price, and whether the price was at.cEptea complete list
of variables, see Section B.2.

The only interactive object that | created for the experiment was a antvaich the
participants could click on to confirm their negotiated price. The contrgetbls shown
in Figure B.2. This object was not strictly necessary, since the negotiatsuit rcould
(usually) be inferred from the log of the text chat messages sent dimengegotiation.
However, the price could be extracted automatically from the log of the patitspinter-
action with the contract object, which greatly simplified further analysis of dgotiation
sessions. Furthermore, in cases where the outcome of the negotiatiosan from
the text chat log (when the last messages from each participant indidgéezthd prices,
for example), the contract could act as a clear indicator of an agneeulfinal price, if the
participants did in fact arrive at an agreement.

In developing the contract object, | wanted to ensure that the price negistea the
contract was in fact confirmed by both parties, and thus avoid the potésttiabuse. To
this end, | created a simple workflow to be followed by the participants, gioded by the
contract. This workflow, involving a buyer, a seller, and the contraceseidbed below.

1. When clicked initially, the contract asks the seller to enter the agreetunxe or
“no deal".

2. The participant playing the role of the selléts) enters a price (or “no deal”).
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3. The contract registers the price (or “no deal”), and identifless the seller.
4. The contract then asks the buyer to confirm the price.

5. The participant playing the role of the buyd?y) enters “confirm” if the price is
correct.

6. The contract, upon receiving “confirm” frofiz (Where Pz # Ps), registers the
negotiation result.

If the price entered in Step 2 is incorrect, the buyer may discuss this withltee aed
ensure that the correct price is entered. The onus, in general, is parti@pants to use
the object the way in which it was intended; however, the responsibility is ultiynaleced
on the buyer to confirm the price entered by the seller.

5.2.2 Development Process

Since the interaction in this experiment was limited to a conversation betweemtsiude
there was little need for workflow modelling and definition. Rather, much of thiketiag
researchers’ development efforts were focused on the creatioth@viavatar appearance
customization tools provided by Second Life) of appropriate avatars &opdhnticipants,
which were then validated using reliable “attractiveness” metrics. My tsffaneanwhile,
were focused on the development of a suitable space for the participasdadact their
negotiation session.

In creating the avatars, the marketing researchers and | were guided $yubture of
the experiment. That is, we needed to have avatars for each of the atthacattractive,
tall/short, and male/female combinations. Moreover, since we were expeetiwgdn 20
and 30 participants per class, we needed to have several of eachraaatafor use.

5.2.3 Study Procedure and Results
Procedure

The participants in the marketing experiment were recruited from a sg@ardnarketing
class in the School of Business at the University of Alberta. The studeartscipation in

the marketing experiment occurred in two phases. First, students exfeoemd Life to
gain some original experience with the world, creating two avatars for tHeessand ex-
ploring the virtual presence of several well-known businesses. ®egavere sufficiently
familiar with Second Life, they took part in the experiment itself.

The experiment was conducted with approximately 30 students from tworsecfian
undergraduate marketing course over two hour-long sessions. Tensiwall used a single
computer lab for the experiment, but communicated solely via the in-world tekfefture,
and thus they could not “overhear” each others’ conversationsh Eamd of negotiations
lasted about ten minutes, and the students were asked to log in using antliéfeaar for
each round.

From the point of view of my research, | was interested in assessingdbedieg ca-
pabilities of the MeRITS framework — with a particular focus on the chat corteand,
more importantly, the analysis capabilities of the STAT component (describ8ddtion
4.6). That is, | wanted to find out whether the content that was recoridethe frame-
work possessed sufficient detailed for meaningful analysis, andsisgevhether the STAT
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component was indeed able to provide the analysis capabilities requiree byattketing
researchers.

Results

At the most basic level, the marketing researchers wanted to know what(iramy) the
buyer and seller settled on in order to validate their hypothesis about thetiofjadiractive-
ness/height on the negotiation outcome. However, in order to gain a rictlerstanding of
the negotiation process, they used (with my guidance) my trace analysis glehtosome
gualitative information about the negotiation process. Was one participaattatkative, or
generally more active, than the other? Was the outcome affected by @ddéein the rela-
tive amount of activity of the participants? Was there a difference in outeuitheregards
to the conversational informality? That is, was the participant who used ooticejuial
terms more or less likely to achieve a favourable outcome?

| computed several summary statistics for each conversation: the nundiaterhents
made by each participant; the percentage of statements made by each perticpan-
cluded informal or slang terms; the minimum, maximum and average distance hetwee
the participants; the distance traveled by each participant; and the pritedhtrticipants
agreed upon, showing the profit made by the buyer or seller, as a@ieo hese statistics,
for a single negotiation from each session, are shown in Table 5.3 batoihe Icolumns
that list the participants statistics separately (Quantity, Informality and DistEragelled),
the participant with the “seller” role is always listed first.

Table 5.3: Summary of Analysis for Marketing Experiment

Session Price Conversation Distance (m)
Quantity | Informality (%) | Travelled | Inter-participant
— | Session1(R1) $2.50 48 | 62| 27.10| 12.90| 3.74| 22.70 3.45
Q| Session2 (R6) $2.50 14| 14| 7.14| 21.40|2.61| 2.05 1.31
8 Session 3 (R2) $3.75 16 | 10| 0.00 0.00 | 3.64 | 11.70 4.10
Session 4 (R1) $2.50 8 51| 12.50 0.00| 0.98| 6.13 2.46
«~ | Session1(R6) $2.50 7 6| 0.00 0.00| 489 | 7.93 6.55
§ Session 2 (R6) $2.00 16 | 15| 0.00 0.00| 0.00| 0.29 N/A
O | Session 3 (R2) $2.50 8 | 11| 12.50 0.00| 5.51| 153 18.55
Session 4 (R2) $2.50 19| 19| 0.00 0.00 | 1.07| 3.95 20.58

After compiling summary statistics for each session, across both classegputed the
correlation (R-value) between the four principal conversational sugpnstatistics — con-
versational quantity (the number of statements made by each participantyatity (the
percentage of each participant’s conversation that consisted of skamg Wol”, “haha”,
“rotfl” and “jk”), inter-participant distance (the distance between the taxtipipants at any
point in time), and distance traveled by each participant — and the negotiated por
the statistics where the two participants’ values were calculated separatelyyier of
statements in a conversation and distance traveled by each participant)masuvalue
was calculated by subtracting the seller’'s value from that of the buy@tiss approach
was chosen in order to ensure that the summary value would be highefféoemnices that
favoured the landlord, and lower for differences that favouredehéeer. This decision was
made to ensure consistency when analyzing multiple sessions, and to facilaitsis of
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the correlation between these values and the negotiated price. The resutsoan in
Table 5.4.

Table 5.4: Correlation of Summary Statistics with Negotiated Price

Correlation statistic Correlation (R value)
Conversational quantity 0.19
Conversational informality -0.04
Inter-participant distance 0.07
Distance travelled 0.04

| found that there was no correlation (that is, the R-value was too closzdp lzetween
the price and three of the statistics: conversational informality, inter-paatitigistance,
and distance travelled. However, for the conversational quantity, tese slight positive
correlation. That is, the participant with more statements in the course of gjotiateon
tended to get a slightly better price — a higher price for the seller, or a loxar for the
buyer.

The feedback | received from the researcher conducting theiengr@rwas very posi-
tive, on the whole [75]. With regards to the functionality of the system, sherted that

The level of possible specification on the output was useful and appro-
priately granular... The summary statistics were a wonderful addit{on.
| can’t enthuse over them enough!

She also had positive feedback about the usability of the system:

| found the tool very straightforward... This tool generally does what it
is designed to do, with a minimum of superfluous interface elements.

She had a few suggestions as well, such as adding the ability to expottydicekli-
crosoft Excel and improving the clarity of the output shown in the browaleof which
were subsequently implemented.

5.2.4 Discussion

The marketing experiment provided initial validation of the action recordirbaaralysis
components. Specifically, the marketing researchers and | were able timrmba partici-
pants’ movement and communication through the recording device, andréercdnclu-
sions about the results of the experiment through careful analysiss# theorded actions.
These conclusions included not only the marketing research questionabkatsked — the
correlation between avatar appearance and bargaining outcome —duabaklations be-
tween the bargaining outcome and behavioural patterns such as @iorecharacteristics
and movement patterns.

5.3 Experiment: Training Emergency Nurses
Based on my previous experience with developing scenarios, | creaeehario for ER

nursing students, and conducted an experiment to assess the exteititagihg a virtual
world-based scenario enriched the classroom-based learning exeerie
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To this end, my development process followed two parallel tracks. In tigifira simi-
lar manner as with the other projects described here, | went throughdbegsrof defining,
developing and refining a scenario using the MeRITS system. Meanwhigs, dlaveloped
an experimental procedure which would be used to assess the studefasmance in the
virtual world scenario.

5.3.1 Settings and Models

The scenario development process went through the usual stagesating an appropri-
ate setting for the scenario, defining workflows and constraints, deugldipe necessary
virtual objects, and validating and refining the scenario. The scendtiogsebjects, and
workflows are described in Appendix C.

Since the spatial scope of the scenario was relatively limited (as comparesEd/h
scenario), there was only one setting that needed to be developed:vaar8RT his setting
is shown in Figure C.1. | defined a set of relevant locations for this sewinigh are shown
in Figure 5.6. Because of the reduced complexity of the scenario setting&@hgle indoor
location, as compared to several locations, both indoor and outdotigf&MWT scenario —
the development effort required for this aspect of the scenario washlas it had been for
the EMT scenario. However, it is worth emphasizing that the requiredalawent effort
was related directly to the settingg®mplexity rather than the size or number of settings
required by the scenario.

Figure 5.6: Map of ER Locations

Once the setting was defined, | then needed to define the variables tHdtmaintain
information about the state of a particular scenario session. As with the EbMaso, |
defined variables to keep track of the patient’s status — her blood peegsise, respiratory
rate, oxygen saturation, and temperature — and to track the studentsgsdgrough the
scenario, with regards to key activities. In this case, these activities gatlgiving the
patient oxygen and asthma medication. However, for this scenario | dedidditional
variables, which can be grouped conceptually into two categories. Qra# gariables
kept track of the order in which the students assessed the patient, intongevide the
instructors with a means of evaluating the students’ assessment skills. Téresethof
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variables kept track of the trajectory of the patient’s vital signs, as théyhHeapotential to
change over the course of a scenario session. The complete satbfesfor the scenario
is listed in Section C.2.

For this scenario, | needed to develop the patient, headwall equipmerat véatisigns
monitor. As with the EMT scenario, the primary object was the patient itself,iwihithis
case was a healthy, responsive, middle-aged woman. | used a similaaajppo modelling
this object’s interactivity — the user can treat specific areas, or inteiicthve patient as
a whole — with a few modifications for this scenario. When interacting with thergatie
the user is provided with the opportunity to “talk” to the patient by choosinmfeopre-
determined set of questions, and the patient will deliver answers (vistiexin a dialog
box) to these questions. The other significant change that was madésfecéimario was
that the mannequin used for the patient was changed to be a female, rathendle, to
ensure that the scenario remained realistic and believable. The patieowis shFigure
c.2.

Another key group of objects that needed to be created was the “h#adna as-
sociated equipment. In a standard hospital room, the headwall is a settsf patlets
and equipment located just behind the patient's head (hence the term)piatachs the
equipment that nurses need to be able to access easily. This includescootntly-used
diagnostic equipment, such as a blood pressure cuff and thermometeq@pcent that
would be needed in an emergency situation — an oxygen pump, an IV puchguation
equipment. The headwall is shown in Figure C.3. In the process of creaisnequipment,
the mechanism for enabling the user to hold and use equipment was modiftety slig
the new approach, the user picks up an item and it is shown in the custoitenescHUD,
which was described in Section 4.4.3. However, to use the equipment, thineiselicks
on the relevant part of the patient (e.g., the arm, to use the blood pres$i)rand is able to
choose between using the currently held object, or interacting with the sklsmty part,
as usual. To drop the item, the user simply clicks on the image shown in the Ultwidge
This change to the interface required modifying the victim slightly, so that it"aasre”
of which items could be used with which body parts, and also to ensure thattime knew
when the user held a particular item, so that the appropriate choices coulddsmted.

Finally, the scenario required a working vital signs monitor, which wouldvdiginfor-
mation from the variables stored within the MeRIiTS system. To accomplish thisatext
a custom web service which, using the PHP graphics library, goes thtbegfollowing
process:

1. The necessary vital sign data (i.e., pulse, respiratory rate) is retfiera the MeR-
iTS system

2. Each vital sign value is compared to a baseline value, which is used tdatalthe
width of the vital sign pattern image.
For instance, the baseline value for the pulse is 80 beats per minute (BPiM}) w
corresponds to a pattern width of 100 pixels. If the pulse is 160 BPM, thissents
a two-fold increase from the baseline value. Therefore, the width mwstrbpressed
by 50% (to 50 pixels) to generate the appropriate vital sign pattern.

3. Based on this calculation, the vital sign pattern image is repeated in ordithe fi
width of the vital sighs monitor (800 pixels).
Returning to the pulse example, the baseline pulse image is repeated 8 times to fill
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the monitor (8*100 pixels = 800 pixels). Because the image has been caagi®g
50%, this image must be repeated 16 times (16*50 pixels = 800 pixels).

4. The resulting composite pattern is stored as a PNG image.

5. The web service then returns the updated chart as a HTML page, wifetierated
images contained within.

The above process, therefore, takes an existing vital sign chartpates it with a
single set of new readings. However, to mimic the real-world behaviourvitahsigns
monitor, which updates itself regularly (e.g., every second), this pravesded to run
repeatedly. To achieve this, this process is embedded in a webpageftashas itself
with a set frequency (e.g., once per second), thus creating a constpdtying chart. The
webpage, in turn, is used by the virtual vital signs monitor as a surfacedeXthis means
that the vital signs monitor in the virtual world is able to present the user withithlesigns
chart which is updated regularly based on the values stored in the MeR§t&1s This
object is shown in Figure C.4.

Therefore, in summary, | have developed several means to repobsengies to scenario
in the virtual world: first, and most commonly, the participant can receigdldack (either
by dialog box-based messages or sound clips) that conveys releesrsr® information.
Second, relevant objects can change, by moving or rotating accordthg tesult of the
action taken by the participant. Third, dynamically-updated textures carebted which
important information (such as vital signs, as described above).

5.3.2 Development Process

In creating the workflows for the scenario, | started with an existing siera “Shortness
of Breath / Asthma Diagnosis” scenario that was created for use with aggaimbased
simulation. This was a very helpful starting point, in that the structure of thiess®, many
of the clinical details (such as the patient’s vital signs), and the expediedsthat would
be performed by the student were clearly defined. The original veddithre scenario was
used for a pilot study, which is described in Section 5.3.3.

However, there were many other details that were not included in therszdeéinition.
For instance, in addition to the expected “correct” actions, the student algghthoose to
take a number of other actions which, while not impossible or entirely inapptepwere
not the focus of the scenario. For instance, the student could choaselyae the patient’s
abdomen, which would not be relevant to a breathing-related diagnosisevdq if the
student is not aware that he or she is treating a patient with a breathitedretamplaint,
then analyzing the abdomen might be a reasonable course of action.

| worked with an ER nursing instructor to fill in these details, to refine the aen
for use within the context of her course, and to validate the clinical aspgttie scenario.
Through this collaboration, | created a workflow for the ER patient thatrparated several
key requirements. The patient workflow, along with the objects and ER sedtieghown
in Appendix C. First, the diagnostic actions that the student can take asdeshowith the
appropriate responses. Second, the workflow maintains the order ih thi@student has
performed these actions, in order to assess the correctness of thiagriféhen assessing
a patient, the nurse is supposed to follow a “head-to-toe” order, to @nisat the most
critical areas of the patient (e.g., head, heart, lungs) are checkiedrfiied, the workflow
also keeps track of which actions are critical to the patient’s survival, (ebhgcking the
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patient’s level of consciousness) and which are less important (e.gkiobevhether the

patient has back pain). As with the “head-to-toe” ordering requiremensttident should
perform critical actions before non-critical actions, to ensure that serere problems are
dealt with first. The workflow is able to, on a broader level, keep trackefeékdback that
should be provided to the student, based on the student’s choice of actimhthe order

in which those actions are performed. These feedback messagestmatheeing shown

immediately (as was the case in the EMT scenario), are shown to the stugeimeadr she

has finished assessing the patient.

Based on feedback from the nursing instructor, | augmented the warkdicallow
the health of the patient to decline as the student goes through the sceWdrile. this
could have been implemented as a timed event (as described in Section 4e3&)vds
concern that it would difficult to determine an appropriate amount of time to vedidre
causing the patient’'s health to decline. That is, the time required to perfoaatam in
the virtual world is different from what it would be in real life, and the eifnce between
the two — especially for students who are still learning how to perform thetena —
is not clear. To address this concern, | created a “timing” scheme bastd mumber of
actions taken (validated by the ER nursing instructor) to determine whentibatfshealth
should decline. The scheme works by counting the number of actions take@for each
actions, the patient will decline by a given amount. This value can be adjpased on the
proficiency of the students going through the scenario — less expeatishogents can be
given more chances to work with the patient before the decline beginshamtcline will
happen more slowly. The patient’s status may, of course, also change steident goes
through the scenario, and thus the patient’s vital signs may stabilize or implepending
on the student’s actions.

5.3.3 Pilot Study — Procedure and Results
Procedure

In order to get some initial feedback on the scenario, | tested the origemsion of the
scenario with students taking part in “Save Stan Saturday”. This everghwiok place in
March, 2011, consisted of a day of interdisciplinary simulation-basednp@xercises for
healthcare students from a range of institutions and disciplines. The &ysheticipated

in groups ranging in size from one to seven students. Each group w&rs gjiten-minute
introduction to using the virtual world, and then had 15-20 minutes to go thrtheysim-
ulation. After they had completed the simulation, they then had a short (5-1Qehinu
debriefing conversation, and were then given a questionnaire to fill out.

Results

| had a total of fifteen students participate in the simulation, from the UnivesEityberta
(10), NAIT (4), and Grant MacEwan University (1). Of these studethe largest number
were nursing students (6), with others coming from pharmacy (2), med@jneespiratory
therapy (2), diagnostic medical sonography (2), and speech pagh@lpg There were 4
males and 11 females among the participants, ranging in age from 21 to 5, andrage
age of 27.9. Most students were in either their first (5) or second €8) wdth 1 third-year
and 3 fourth-year students.

In the questionnaire, students were asked about the level of realism stéhario,
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the extent to which they were able to apply their knowledge in completing theusoen
and their overall opinion of the experience, through a series of Likexstipns. For these
guestions, a value of 1 corresponds to “strongly disagree”, whilerggponds to “strongly
agree”. They were also asked some free-form questions, eliciting theiegsipns of the
scenario, their expectations of a virtual world simulation. The summarizedised the
survey questions are shown in Tables 5.5 and 5.6. For complete reselfgpsendix F.

Table 5.5: Questionnaire Results from Usability Testing — Likert Questions

Question Min | Max | Avg

1. This experience has improved my inter-professional teamwork 2 5] 3.40

skills

2. The level of realism was sufficient for suspension of disbelief 1 5| 3.47

3. The level of realism was sufficient to enable learning 2 51 3.80

4. | was able to apply the following knowledge and skills in completing the si®nar
a. Knowledge of medical facts 2 51| 3.79
b. Knowledge of relevant procedures 2 51| 3.79
¢. Communication skills 2 41 3.40

5. The experience was interesting, and | felt engaged in the expe3 51 4.00

rience

6. | would recommend this experience to other learners 3 51| 4.07

Table 5.6: Questionnaire Results from Pilot Study — Free-form Questions

Q1. What did you like about this learning experience?

| liked interacting with the other disciplines and utilizing their expertise
| like the idea that using video game as a tool to facilitate learning. This makesitea
more interesting

Q2. What would you change or improve?

Allow for treatments and see if treatments improve or exacerbate the problem
Being able to obtain more patient history. Ask them specific questions.

Q3. What did you learn about inter-professional collaboration and temwork?

The more we talk the more chances of success
Teamwork is crucial in providing quality patient care
That everyone’s opinion help in the process of diagnosing the patient

Q5. How did this experience compare to your expectations, based omgvious experi-
ence?

New and exciting
| have never experienced a health related simulation/virtual world pnoglike this

Q6. Do you have any other comments?

| think that computers could be used, if real people can’'t meet with etiar
| was initially intimidated... but was willing to try and | had fun.
If successful, would be a great resource for students
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5.3.4 Pilot Study — Discussion

From the results shown in Table 5.5, one can see that the students feletteisovas
sufficiently realistic, and had a very positive opinion of the scenario, ewttole. From
the free-form text results, one can see that students were enthudimstidize idea of using
a virtual world for education. They highlighted some areas for improvememhostly
having to do with the range of treatment options or interactivity of the patienthiehw
were helpful in developing the customized version of the simulation. Finally, wWere
able to learn valuable lessons about interdisciplinary communication and tefmvinich
was very much in keeping with the overall goal of the “Save Stan” event.

Based on these results, | was able to determine that the ER scenario waspmih
improvements to the patient treatment options, usable and appropriate fgeaafaunder-
graduate healthcare students.

5.3.5 Collaborative Study — Procedure and Results

Following the pilot study, | planned an experiment that would assess tteatalal im-
pact of the scenario for nursing students. While | was finalizing theses plamad the
opportunity — through a second offering of the “Save Stan” simulationteeenducted in
February, 2012 — to work with nursing, pharmacy, and respiratoraplyeiRT) students to
evaluate the simulation in a collaborative setting. While the original intention hexd tioe
run the experiment individually with upper-year nursing students, | felt e Save Stan
event would provide the students with a valuable interdisciplinary learnipgreymity, in
addition to the original goal of providing training in patient assessment.

Collaborative Study — Procedure

The collaborative version of the experiment was run in seven rounisteareach round
consisted of one “run” of the simulation with a group of 4-6 students. Withaf ean, my
colleagues and | followed the experiment procedure — administering sirprdation test
and questionnaire, providing a brief training session, running the soeoanducting a de-
briefing session, and administering a post-simulation test and questionngioall®hgues
enlisted a nursing instructbto conduct a debriefing session with the students following
each simulation session.

The participants in the experiment went through three phases, which were

1. Pre-simulation: All participants took a short test, which asssessed thaliofepro-
ficiency in going through the patient analysis and diagnosis process.reBés
of these tests are referred to BseTest. The participants also filled out a brief
guestionnaire which elicited previous experience with simulation-based anich
virtual worlds.

2. Simulation: The participants went through a brief training session, wlaieé them
the required familiarity with the virtual world interface. After this, the particigan
went through the scenario in small groups, conducting an assessmntést dtient
and recording their diagnosis. These activities were recorded usiagtibe record-
ing tools built in to MeRITS, and were also captured using screen-capiftrease

1Katherine Bowman, from Grant MacEwan University
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(Camtasia). Following the scenario, the students went through a debiefingrsa-
tion with a nursing instructor.

3. Post-simulation: The participants were given a post-simulation questienndiich
elicited their opinions about their simulation experience. The participants aiko to
a second short test, similar to the pre-simulation test, to once again assess their
proficiency in analyzing and diagnosing a patient. These results areectt® as
PostTest.

From this process, several key variables can be analyzed, in ordeavtoconclusions
about the virtual world-based learning experience:

e Absolute improvement: By comparingreTest to PostTest, one can determine
what (if any) improvement occurred through the students’ participatioreinittual
world scenario. The null hypothesisi&-eTest = PostTest.

e VW actions vs. test performance: By connecting students’ actions in #reaso
with their test results, one can attempt to draw two kinds of conclusions: dist,
can see if there is any correlation between the students’ pre-testrparfoe and their
scenario proficiency — that is, whether their prior knowledge and abilities/ed
them to perform more (or less) effectively in the scenario. Second, shemario
proficiency can be correlated with their post-test performance, to sesrikttenario
experience had any impact on their test performance.

Due to the limited time available for each “run” — one hour, including setup time — |
was not able to assess the students’ attitudes towards computer-aidectimstras | had
initially intended. Additionally, because all participating students went thrabhghvWw
scenario, | was not able to compare the results with a control group r asypiitial ex-
perimental design. However, there were a substantial number of pantieiwho provided
pre- and post-simulation test results, as well as informal questionnasesti@edback. The
results of the analysis of this data are described in the following section.

Collaborative Study — Results

Here are the summarized results from the version of the experiment thatimas part of
the Save Stan event. For the full test contents and results, see AppenfilixeZcerpt from
the test that was given to the students is shown Table 5.7.
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Table 5.7: Excerpt from Pre- and Post-Simulation Test

Part 1: Choose Questions to Ask

Please choose the three most important questions from the following options:
1. Do you have any allergies?

6. Has anyone around you been sick?

Part 2: Choose Assessments

Please identify the 6 most important assessments, and suggest an otdento
a. Back pain

m. Peripheral pulses

Part 3: Choose Actions

Please identify the 7 most important actions.
a. Apply oxygen

. Sit patient up in bed
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A summary of the pre- and post-simulation test results is shown in Table 5.8, with th

full results shown in Tables G.2, G.3, and G.4.

Table 5.8: Pre- and Post-Simulation Test Results

Test Components
Participant Num students | Questions to Ask| Assessmentg Actions | Total
Pre-Sim Avg 27 5.44 9.85 10.08 | 25.15
Post-Sim Avg 24 5.57 10.21 10.42| 25.96
Average Difference 0.13 0.36 0.34| 0.81

In terms of individual participants’ results, ten of the participants improve thsults,
six participants saw a decline in their results, and the remaining four stayedre
The pre-simulation questionnaire, shown in Table 5.9, focused on thenssudevious
expectations and experience with simulation-based training and virtual svoflde full

pre-simulation questionnaire results are shown in Table G.6.

Table 5.9: Pre-Simulation Questionnaire — Likert Question Results

Rating Scheme | Min | Max | Avg

1. Rate your previous experience with educational simulations.

None 1-7 Extensive | 1] 7] 4.36
2. Rate your previous experience with virtual worlds/online environnents.

None 1-7 Extensive | 1] 7] 2.24
3. What are your expectations for the simulation?
Low/Pessimistic 1-7 High/Optimistic 3| 7| 4.96
4. What are your expectations for the virtual world interface?
Low/Pessimistic 1-7 High/Optimistic 2| 6 | 4.44

The post-simulation questionnaire, as with the questionnaire from the usalstitygte
session, used a five-point Likert scale, where a value of 1 corrdspon‘strongly dis-
agree”, while 5 corresponds to “strongly agree”. The results for fkert.questions and
free-form results are summarized in Tables 5.10 and 5.11. The full regeltshown in

Table G.8 and Section G.4.
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Table 5.10: Post-Simulation Questionnaire — Likert Question Results

Question Min | Max | Average
1. This simulation has enhanced my understanding of the 3 5 4.00
patient analysis and treatment process.
2. The level of realism was sufficient to enable learning in the followingsare
a. Interacting with the patient 1 4 2.63
b. Using medical equipment 2 5 3.32
c. Treating the patient 3 5 3.79
3. I was able to apply the following knowledge and skills in completing the saenar
a. Knowledge of medical facts 2 5 4.00
b. Knowledge of relevant procedures 2 5 3.79
¢. Communication skills 3 5 4.37
4. Throughout the scenario, | understood what | needed to 2 4 3.26
do next
5. The experience was interesting, and | felt engaged in the 3 5 4.00
experience
6. The scenario was well organized 3 5 3.84
7. I would recommend this experience to other students 3 5 3.89
8. Overall, this was a useful learning experience, in that it added to my:
a. Textbook learning 2 5 3.44
b. Classroom learning 2 5 3.58
c. Practical learning 2 5 3.89

Table 5.11: Post-Simulation Questionnaire — Free-Form Question Results

Q1: What did you like about this simulation?

Never have experienced a virtual simulation before, it was differenbagubd experience.
It forced us to communicate because wefladld different perspectives.
It gave us a good opportunity to interact with other health care providers.

Q2: What would you change or improve?

| would improve the training... before the simulation. Better patient care waddit.
The questions that we can ask the patient should be more detailed.

Q3: What did you learn about patient analysis and diagnosis?

Organization is important in assessments.
To check the vitals

Q4: What was your experience with the virtual world interface?

It was difficult compared to reality in some aspects.
I am not very skilled with computers so | was mostly confused about hoattords.
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The other approach that | took to eliciting information from the questionnaselts
was to summarize each student’s pre- and post-simulation questionnaivasesjnto de-
scriptive categories — low, medium, and high levels of experience/expedtdtpthe pre-
simulation questionnaire, and negative, neutral and positive opiniotisf@ost-simulation
guestionnaire — based on the average of the student’s scores fottadl qiestions in each
guestionnaire. For each questionnaire, the category thresholds assée bn the distribu-
tion of Likert values across the range of possible answers, as sholablia 5.12.

Table 5.12: Pre- and Post-Simulation Questionnaire Aggregation Categories

Category \ Value Range\ Corresponding Answer(s)
Pre-Simulation Questionnaire

Low [1,3) None/Low

Medium [3,5) middle of range

High [5,7] Extensive/High
Post-Simulation Questionnaire

Negative [1,3) Strongly Disagree/Disagree

Neutral [3,4) Neutral

Positive [4, 5] Agree/Strongly Agree

The aggregation results for each questionnaire are shown in Table 5.13.

Table 5.13: Pre- and Post-Simulation Questionnaire Aggregation Results

Category | Num students | Average score
Pre-Simulation Questionnaire
Low 4 2.30
Medium 7 3.56
High 12 4.83
Post-Simulation Questionnaire
Negative 0 N/A
Neutral 12 3.41
Positive 7 4.19

Another way that one can look at these results is on a per-student toesi® whether
students’ attitudes towards the simulation changed between the pre- arglrpoksttion
guestionnaires. In Table 5.14, below, shows the number of studentsathatté each
change category (“Low to Negative”, “Low to Neutral”, etc.), the trajegtior the change
(downward, no change or upward), and the total number of studerttfathinto each
trajectory category.
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Table 5.14: Pre- and Post-Simulation Questionnaire Aggregation Changes

Pre-Sim Category | Post-Sim Category| Trajectory | Num students
Negative no change 0
Low Neutral upward 1
Positive upward 1
Negative downward 0
Medium Neutral no change 5
Positive upward 2
Negative downward 0
High Neutral downward 6
Positive no change 4
Trajectory Totals
Downward 6
No change 9
Upward 4
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The other type of results that | have from the experiment is the debriefsgia con-
tent, which provides a more detailed picture of the students’ experieneeofQ@ne biggest
themes that came out of the debriefing sessions was the importance of téeama@om-
munication in effectively treating the patient as a group. In particular, tiperpnity to
work together as an interdisciplinary team, and taking advantage of egaatigamt’s skills
and knowledge, was something that the students really appreciated. Somets on
this theme were:

Communication is key, working together as a team. Otherwise it's|just
going to be disjointed, and you’ll have different aims. Then, essentially,
the patient won't be treated as well as that patient should be.

We communicated well, | thought, still listened to each other, bounced
ideas off each other.

There’s stuff we all don’t know, so we always just ask each othainitd
know what a proper heart rate was, you guys knew it was elevated, so
that's good.

[| appreciated getting to know the respiratory therapists and what they
did. 1 didn’t know they would check the respiratory rate... | had no idea
what was going on with the respiratory rate, so it's good that you guys
knew “oh, increase the oxygen” and even knew what meds to give them.

[We did well at delegation, we divided the tasks at the beginning, sq we
know who's taking care of what.

| think at the end we kind of pulled together and started working as a
team really well.

[| appreciated the team aspect where we had to bounce ideas off each
other, find out about the oxygen, ventolin, atrovent, just make sure we
know exactly what's going on with the patient, don’t just assume things
happen or don’'t happen.

The facilitator also observed this, as indicated by the following comments:
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Initially you guys were quite shy with each other, and we had pharmacy
and respiratory therapy sort of in their own individual roles... and then

you guys really started to collaborate nicely, clarifying what you were

doing, telling each other what you were doing, clarifying “what’s the
dose of ventolin?”... It seemed that you guys weren't uncomfortable
sharing your knowledge with each other, but you respected what-spme
one else would say, and you would take that into account. That'’s all
part of interdisciplinary teamwork.

You clarified that orders were being done or interventions were being
implemented appropriately. | really liked that you were constantly ...
sharing your findings.

Conversely, students were also aware of the difficulty of taking on amuiti&r role —
especially the pharmacy and respiratory therapy students who werktagk&e on nursing
role. One student observed that

It's the same with pharmacy, because we usually don't take care of vi-
tals, we take care of the medication aspect of things, and | was like fOh,
right, | should take her body temperature” and all that kind of stuff, and

going outside our scope of practice, of what you're used to.

Another interesting theme that came up in several debriefing sessionseniaspibr-
tance of managing the physical space around the patient — ensuringetbaitdients weren't
getting in each others’ way, and making sure that each person was atdettotige “right
place” around the bed to effectively treat the patient.

| found at times it was hard 'cause if your avatar was standing by|the
bed and someone else came up you got pushed out of the way, sqg if you
were trying to click on a hand you couldn’t cause somebody else game
in and sort of shoved your avatar out of the way.

| thought it was very realistic in the way that we were getting in each
other’s way, 'cause it really does happen like that.

The students also expressed that the technology aspect of the simulasianclial-
lenge. Several students found it challenging getting used to the useaagerf
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We're all trying to figure out how to work the system, so that lags us
back.

| didn’t realize at first that you had to keep clicking to get to stuff, and
once | figured that out, it's like “I'll just keep clicking and see everything
that | can get out of it”, and then report some of the findings.

It was kinda clumsy to try and do things, | still don’t know where the
medication is!

| didn’t know how to work with it until it was too late.

This was a concern which likely could have been mitigated by providing a noone ¢
prehensive training session. Because each round was only an hgun limtal, the training
session was limited to approximately 10 minutes, which was not sufficient foe &6 the
students.

Other students, however, expressed reluctance or opposition witlllseégaechnology
in general:

| wish I just could be there in real life, and just do everything hands-on,
but just involving the computer and having a different way of accessing
everything made it a bit more complicated.

Me and technology are not friends.

If I could use my hands I'd be a lot happier.

5.3.6 Collaborative Study — Discussion

As described in the preceding section, the results of the experiment fathiotcategories:
learning outcome data that indicate the degree to which students learnddrebpatient
assessment process, and debriefing and opinion data that indicataliheafithe students’
experience.

In the first category the learning outcome data consists of the pre- ahdipugation
test results. | found that there was very little difference between thepogpost-simulation
test results, which may be explained by several factors.

In the initial design of the experiment, each nursing student was to go thrihgg
simulation individually, and the simulation would then provide the student withbfeed
on whether his or her choices were a) made in the correct order anpigpaiate for the
patient’s condition. However, because | conducted the scenario witdpgaf students, this
feedback became less helpful (since the group of students was mudikégsto perform
their actions in a coordinated, organized fashion), and was replacttlmpnversational
feedback provided by the nursing instructor in her debriefing sessfghie this feedback
was certainly useful and relevant, it did not necessarily address theutar skills tested
in the pre- and post-simulation quizzes. Therefore, each group ofrdtun@y not have
received the full benefit of the scenario’s post-simulation feedbackamesm.
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Second, as mentioned earlier, the students were from a range of dissiflumsing,
respiratory therapy, and pharmacy), and at various stages of trfrong2nd to 4th year).
Because of this range of educational backgrounds, they may nothaalvthe necessary
background in patient assessment and treatment for a single simulaticonsesmake
a significant difference in their overall ability in this area. Moreover, thst itself was
designed with nursing students in mind, and thus may not have been entipebpepte
for students from other disciplines.

With regards to the questionnaires, the results were generally quite poSiigejues-
tions were scored using a 5-point Likert scale, with 1 representingrigyalisagree”, 3
representing a “neutral” rating, and 5 representing “strongly agiide"only question that
received a score below “neutral” had to do with the realism of the pati¢ity.eGonversely,
guestions concerning the overall learning outcomes, the students’ abilippty medical
facts to solve the simulation, and the application of communication skills all reteaixe-
age scores corresponding to a rating of “agree” or better.

From the pre- and post-simulation questionnaire aggregation resultaimse&that the
responses from the pre-simulation indicated a generally high level oiopieexperience
and simulation expectations, although this aggregation obscures the veaydoage rating
for the “VW experience” question — that is, while students had a generajly lavel of
expectations, this wasot based on previous experience with virtual worlds. The post-
simulation responses, meanwhile, showed a generally neutral-to-posisipense to the
simulation, with no students expressing a negative opinion, on averagee tBere were
slightly fewer students who completed the post-simulation questionnaire, thetotaler
of students across the post-simulation categories is slightly less than foetisenprlation
analysis (23 students completed the pre-simulation questionnaire, compdr@dotothe
post-simulation questionnaire).

From the per-student aggregation results, meanwhile, one can seeehmabsh fre-
guent patterns were “medium to neutral” and “high to positive”, which indieaconsistent
opinion, while the most frequent change was from high to neutral. Thisyin) indicates
that the majority of students had their expectations at least met, if not ex;abdeugh
participating in the simulation experience. Moreover, while a significant podictudents
found that their high expectations were not fully met by the scenario, ttedents still had
an opinion of the scenario that was neutral or better. It is also worth n@smentioned
earlier, that these high expectations were not based on previous virdal experience,
and thus some adjustment to the reality of what virtual worlds can (and fadois to be
expected.

To sum up, a few key results can be gleaned from this experiment: firderggiwere
able to gain valuable inter-professional communication skills and collaboraxjperience
through their participation in the simulation. This was a theme that was highlighted in th
students’ comments in the debriefing sessions, and also appeared irtstgdestionnaire
feedback. Second, the inter-professional, collaborative natureeca$absions was, while
beneficial in some ways, a barrier to obtaining definitive pre- and postiaiom objec-
tive assessment results. The differences between students’ preositbst scores was,
although positive, quite small, and | ame thus unable to draw any conclusamsthis
result. Third, the aggregated results of the students’ questionnaireafdedhdicates that
students were, on the whole, quite happy with their simulation experience.
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5.3.7 Individual Study — Procedure and Results
Individual Study — Procedure

| performed a run of the ER experiment with 4th-year nursing students iohiMa012, this
time asking the participants to go through the scenario individually, ratheiirtreagroup.
As with the previous experiment runs, | conducted pre- and post-simulastato assess
the students’ level of competence, and also gave the students pre-sargirpolation ques-
tionnaires, to assess their opinions about the scenario. For this runefgbement, | also
administered Allen’s tool for measuring attitude toward computer assisteddtistruboth
before and after the simulation [2]. In this run of the experiment, | had stad® through
the scenario individually, in order to focus on the procedural (rathen dollaborative)
aspect of the scenario.

It should be mentioned that | recruited participants for a control grobhp,did not par-
ticipate in the scenario, but continued to take part in their usual classrasadlactivities.
These participants were asked, like the experimental group members, tat fijluestion-
naires and tests at the beginning and end of the simulation period, to assessved of
competence and opinions about virtual world-based training. While the id§pbnse was
quite positive, students in the control group did not follow through on trs-gionulation
portion of the experiment; thus, their participation in the experiment was eéilus form-
ing any kind of comparison with the experimental group, and has been omitiadiese
results.

Individual Study — Results

A summary of the pre- and post-simulation test results is shown in Table 5.15heithll
results shown in Tables H.2, H.3, and H.4.

Table 5.15: Pre- and Post-Simulation Test Results

Test Components
Participant Num students | Questions to Ask| Assessmentg Actions | Total
Pre-Sim Avg 7 5.14 10.43 10.29| 25.86
Post-Sim Avg 7 5.14 10.00 10.86 | 26.00
Average Difference 0.00 -0.43 0.57| 0.14

In terms of individual participants’ results, three of the participants imptdkieir re-
sults, three participants saw a decline in their results, and the remaining [martistpyed
the same.

As can be seen from these results, the students did not show any aonisigisove-
ment, in terms of the pre-simulation vs. post-simulation test scores. While sonemtstud
improved their scores, an equal number earned a lower post-simulatice gdgth one
student showing no change.

The pre-simulation questionnaire, whose results are summarized in Tabléogliged
on the students’ previous expectations and experience with simulatiod-trageng and
virtual worlds. The full pre-simulation questionnaire results are showmerH.6.

The post-simulation questionnaire, as with the questionnaire from the usalility te
ing session, used a five-point Likert scale, where a value of 1 gmnels to “strongly
disagree”, while 5 corresponds to “strongly agree”. The questiohsdad in the question-
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Table 5.16: Pre-Simulation Questionnaire — Likert Question Results

Rating Scheme | Min | Max | Avg

1. Rate your previous experience with educational simulations.

None 1-7 Extensive | 2] 7] 4.67
2. Rate your previous experience with virtual worlds/online environnents.

None 1-7 Extensive | 1] 2] 1.17
3. What are your expectations for the simulation?
Low/Pessimistic 1-7 High/Optimistic 4] 7| 5.00
4. What are your expectations for the virtual world interface?
Low/Pessimistic 1-7 High/Optimistic 2| 7| 5.33

naire, along with the aggregated results, are shown in Table 5.17. Thm&mkimulation
guestionnaire results are shown in Table H.8.

Table 5.17: Post-Simulation Questionnaire — Likert Question Results

Question Min | Max | Average
1. This simulation has enhanced my understanding ofl the 3 5 4.00
patient analysis and treatment process.
2. The level of realism was sufficient snispend disbeliefn the following areas:
a. Interacting with the patient 2 4 3.43
b. Using medical equipment 4 4 4.00
c. Treating the patient 4 4 4.00
d. The hospital/lER department 2 4 3.14
3. The level of realism was sufficient émable learningin the following areas:
a. Interacting with the patient 3 5 3.86
b. Using medical equipment 4 5 4.14
c. Treating the patient 4 4 4.00
4. | was able to apply the following knowledge and skills in completing the stenar
a. Knowledge of medical facts 4 5 414
b. Knowledge of relevant procedures 2 5 3.86
c. Communication skills 2 4 2.71
5. Throughout the scenario, | understood what | needed to 3 4 3.71
do next
6. The experience was interesting, and | felt engaged in the4 4 4.00
experience
7. The scenario was well organized 3 4 3.86
8. The following activities were useful in facilitating my learning:
a. Pre-simulation instructions 4 5 4.14
b. Pre-simulation practice 3 5 4.00
c. Simulation experience 4 5 4.43
9. I would recommend this experience to other students 4 5 4.29
10. Overall, this was a useful learning experience, in that it added to my:
a. Textbook learning 2 5 3.71
b. Classroom learning 2 5 3.57
c. Practical learning 4 5 4.57
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From the free-form section of the post-simulation questionnaires, somestite opin-
ions on the scenario were elicited.

One of the themes that emerged from this feedback was that the scemaiitedrthe
students with a low-pressure environment within which to practice their skills.
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It is a non-threatening environment to learn about assessing and treat-
ing patients.

Not as scary as the first day of clinical!

A chance to try out basic interventions without “real” consequences on
a real patient.

Low-pressure learning experience.

Another recurring theme was the overall utility of the scenario, and geappeal of
the virtual world-based learning environment:

This was a really good experience! | think everyone should give it g try.

| think these types of training and practise methods would be incredibly
uvaluable in nursing programs.

Would be great to have a humber of these scenarios before oun first
clinical experience for clinical.

This would be a good learning tool to have.

Finally, for this run, | administered Allen’s tool for measuring attitude towawthe
puter assisted instruction [2]. The tool uses 14 bipolar adjective s@atgs ‘{valuable” vs.
“worthless”), and asks the student to record his or her first impresdiont each adjective.
The summarized results of administering the tool before and after the simulegish@vn
in Table 5.18. The full results are shown in Tables H.10, H.11, and H.12.

Table 5.18: Pre- and Post-Simulation Attitude Assessment Results

Pre-Simulation Post-Simulation | Difference
Item Min | Max | Avg | Min | Max | Avg Avg
Flexible 2 7| 4.83 4 7| 5.43 0.83
Useful 4 7| 5.33 5 7| 6.43 1.00
Stimulating 4 7| 5.33 5 7| 6.00 0.83
Meaningful 2 7| 4.67 5 7| 571 1.17
Pleasant 4 7| 4.83 4 7| 5.86 1.00
Valuable 3 7| 4.67 5 7| 6.00 1.33
Creative 5 7| 6.00 5 7| 6.43 0.50
Personal 2 4|1 2.50 1 5] 3.71 1.17
Efficient 4 6| 5.00 3 7| 5.29 0.17
Appropriate 4 6| 5.17 4 7| 571 0.50
Comfortable 4 7| 5.33 6 7| 6.29 1.00
Non-threatening 2 7| 5.50 6 7| 6.43 1.00
Easy to control 3 5] 4.00 5 7] 5.86 1.83
Timesaving 2 5| 3.50 3 6| 4.86 1.50
Total 52 85| 66.67| 69 93 | 80.00 13.83
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5.3.8 Individual Study — Discussion

As with the collaborative scenario-based run of the scenario, studadtgénerally high
expectations going into the scenario, although these expectations wesappatrted by
much virtual world experience. In fact, it is notable that thighestvalue given for the
“previous virtual world experience” question was 2, which indicatesrg l@v overall
level of experience among the participants.

Again, many of the post-simulation questionnaire results are consistent wsi fitwon
the collaborative scenario-based run; the opinions expressed hyittents were generally
quite positive, with especially high results for questions relating to the ovguality of
the experience (Q1, Q9), application of knowledge (Q4a, Q10c), aetldé engagement
(Q6).

The notable exception to this trend is the question about the application of cammun
cation skills. In the multi-participant “Save Stan” run, this question recefliechighest
response, with an average score of 4.37 out of 5. In this run — wlaetieipants went
through the scenario individually — this was the only question to get angwe@ore be-
low 3 (2.71). This difference highlights the importance of including multiple piasitts
in conveying communications-related lessons. That is, while theresamgstudent-to-
patient communication in the single-participant version of the scenario,retudiel not see
it as having nearly the same impact as the inter-student conversations¢hatea in the
multiple-participant version.

From the attitude assessment results, itis clear that students’ attitudestoaanouter-
aided instruction improved after going through the simulation. Every item in Sesament
tool showed at least some improvement, with particularly large gains in thedivialy
“timesaving”, and “easy to control” items. It is also notable that in several iteqpartic-
ularly “meaningful”, “easy to control”, and “non-threatening” — the lotvesore increased
significantly, indicating a change from a mixed or mostly negative opinion to a comss-
tently positive attitude for those items. These results, which are consistertheitonclu-
sions drawn from the questionnaire, indicate that students felt quite phgiitbout their
experience with the simulation, and felt strongly about the overall valuesaldility of the
virtual world-based scenario.

In summary, while the students did not show consistent improvement in theictess,
there were several results that were quite supportive of the value virthal world-based
scenario. First, the numerical results from the post-simulation questionndicatied that
students felt quite positively about the scenario, in terms of its immersivepesdical
applicability, and the overall quality of the experience. From the fremfguestionnaire
answers, meanwhile, students expressed appreciation for the low-strésonment pro-
vided by the virtual world scenario, and the potential of the virtual woddéda approach
for providing educational and practice experiences. Finally, in meggstidents’ attitude
toward computer-aided instruction before and after the simulation, | was@loleserve
a consistent improvement in the students’ attitude. This provides furthezremgdor the
positive attitude shown by the students towards the virtual world-basedrsoeand for
the willingness shown by students to participate in, and be engaged by, tthisfk@arning
experience.
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5.4 Threats to Validity

As with any experiment, there are concerns about the validity of the expaahresults
that must be addressed.

First, there is the challenge of measuring the students’ pre- and post-simdatiovl-
edge and skills in an appropriate and timely fashion. If the students are testeabn after
the simulation experience, the lessons from the experience may not Ithtienkao have
an impact on the students’ understanding of the skills and concepts begid,tand thus
there might not be much noticeable effect, regardless of the effectis@ri¢he simulation.
Conversely, if the post-simulation evaluation occurs too long after the simul#tioeffect
of the simulation experience becomes confounded with students’ sulbsexyperiences
— classroom lectures, other learning exercises, etc. — and it becomeasingly diffi-
cult to conclusively identify the effect of the simulation experience on theesiis’ level
of knowledge. Because of the structure of my experiments — working witte iudents
right before the end of term, recruiting others as part of a larger simuledient — | did not
have as much control over the timing of the pre- and post-simulation tests agd ave
liked. In the case of the experiment that was conducted as part of tleeSanw event, the
post-simulation evaluation was probably too soon after the simulation experiemd this
may have reduced the quality of the results.

Second, there are the shortcomings and fidelity-related issues that an@aidable
part of creating a simulation of a real-world environment or experiend&t i, in cre-
ating a virtual world representation of a particular environment, objectebaviour, the
VW representation will not bexactlythe same as its real-world counterpart. The goal, of
course, is to create a VW representation that is “close enough” to théhiegJ in terms
of its functionality, appearance, and relationship to the rest of the soerar this end, |
consulted extensively with experts and educators in creating eactris;griat-tested the
scenarios with students, and generally attempted to ensure that my VW salgjeets and
behaviours wersufficiently realistidor a given scenario. However, this process is not fool-
proof, and something that was an irrelevant detail to one student mayavelldleemed like
a glaring error to another.

Third, it is possible that there is some inherent quality or characteristic ofithal
world experience that is detrimental to learning. That is, there could be aspeet of the
user interface, for example, that causes students to have difficultyigano matter how
well-designed the scenario might be, or how realistic the objects and interbetiaviours.
Hopefully by conducting further standardized, repeatable experimetht3A/-based sce-
narios, and comparing these results to equivalent “traditional” exerctisan either dispel
this concern or, at worst, understand it better and work to mitigate it.

5.5 Towards a Scenario Development Methodology

Based on my experience with the case studies and experiments describiedsaction, |
propose the following broadly-applicable guidelines.

5.5.1 Facilitator and Instructor Involvement

When running an educational program, co-ordination with facilitators artdugters is
crucial, on several levels. On a practical level, it is essential that emerinvolved in the

121



project understands their role, their responsibilities, and the way thatitigulfill their
role within the virtual world. This kind of common understanding is essentialriaing a
scenario as smoothly as possible.

From an educational point of view, the instructors should be consultéé atart of the
development process to ensure that the learning objectives are clddhad they can be
met through the proposed scenario. It is, after all, the instructors whasgbss students
based on these learning objectives, so it is important that there is a shraterstanding
of these objectives and how they are to be met by the students. As thepiaesloof the
scenario proceeds, the instructors should be consulted regularlysuceethat the imple-
mentation of the scenario is consistent with the initial educational vision, anththdetails
of the scenario (setting, appearance of objects, required tasks, dtdg wonsistent with
students’ expectations, based on the students’ classroom experiences

5.5.2 Mandatory Virtual World Training

As | have found, the ability to use a virtual world effectively is not acqiliirsstantaneously,
even for students of the “digital generation.” Rather, most students wiliire some train-
ing in using their avatar, and mastering the fine points of movement, communicatidn,
camera control. Moreover, students will, typically, not realize that they tigis training
until they are "stuck” - they are unable to communicate, for instance, or dvatar ends
up in an unexpected location.

From this experience, | have found that offering a voluntary trainisgiee is insuffi-
cient, since the students who need to attend the training session may nauwguojrasthat
they know enough already. This will put some students at a disadvantegeit\comes to
running the program, and may cause delays for the rest of the students|| aRather, it is
important to make the session mandatory, to ensure that everyone hasthsetaf skills,
and level of comfort, in using the virtual world. These sessions shoulddadnstructors
and facilitators, as well as studentsil-of the scenario participants need to be sufficiently
comfortable with the virtual world to fulfill their roles effectively and efficilgn Finally,
one should make sure that the tasks students are attempting in the training sessie-
lated to what they’ll be doing in the education session; however, the thskédsnot be so
similar as to “give away” any new experiences or challenges that will bsgmted during
the session.

One way to facilitate this kind of training session is to create a separate trairgag a
which contains simplified itemsimilar to, but not exactly the same as, those that will
be used in the scenario. In this training area, a scenario facilitator caid@rstudents
with training in the basics of controlling their avatars, and also give the stsidarhance to
familiarize themselves with particular virtual world objects that will be used ind¢baario.
This approach was used in the context of the EMT handoff scenario o atladents to
become comfortable with relevant activities — driving an ambulance, pushgugney and
interacting with a victim — without actually exposing the students to the accidsotiee
scenario.

5.5.3 Planning for Technical Problems

As virtual worlds are an emerging technology, there are a number ofita¢lproblems
that may arise, and one should be as prepared as possible for themdtidiffi First, be
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sure to test, test, and then test again! Test the code in individual contpptieninterac-
tion between components, and the computers and networks used to runtala¢ wirld
software. As much as possible, try to duplicate the “real” environment wésing, in
order to obtain a realistic idea of how the system will behave when the time comas to
the educational program. This includes factors such as the softwadeydre, peripherals,
network connection, and number of participants in the virtual space oéadtich can have
an effect on overall performance.

On this note, one should be conservative when assessing whether ateoegn run
virtual world software. Barely meeting the minimum requirements, whether in tefms
memory, graphics capabilities, or internet connection speed, may resulfrirsteating
experience for students and facilitators, and a poor outcome for thegpnog

Another potential problem is space requirements for creating a digitatdiegoof a
program. These recordings, while comprehensive and accuraigrgrarge, often taking
many gigabytes of space for quite brief segments of video. In order tddxpuately pre-
pared, one should ideally have an extra external hard drive on fraodder to store the
recording of the sesion.

One should allow users time to get set up on their computers, log into the virbula, w
and generally get ready to participate in the educational program. Ttegrsead take time,
and if this is not accounted for, students will feel rushed and facilitatorsewdlup feeling
behind schedule and disorganized.

Finally, one should have backup plans in place for as many of the progyamonents
as possible. People may not log in on time — or at all — computers might crakimtamet
connections can fail. If one has contingency plans, then these obstadd® dealt with
smoothly and effectively, rather than becoming insurmountable obstacles.

5.6 Summary

In this chapter, | have presented three empirical evaluations, eachidh wealt with a
different educational context, had its own distinct characteristics, eowided insight into
different aspects of the MeRITS framework. The following table sums ugeteealuations.

5.6.1 Connection to Educational Theories

The last column in the table, Related Theories, ties the evaluations presetitisctimapter
to the educational theories discussed in Chapter 2.

First, Kolb’s theory of experiential learning [50], and de Freitas’ relaé®ploratory
learning theory [17], are connected to the EMT and ER evaluations. Ballese evalua-
tions followed an experiential/exploratory learning approach, in that theipants expe-
rienced the scenario, and were then able to, through a debriefingsatiga, reflect on the
experience and (potentially) revise their mental models. The repeatability e€émarios
meant that, had time permitted, the participants could have revisited the scamartested
their learning. Finally, the emphasis by de Freitas on the social aspectoiig#s rein-
forced by the co-operation shown in both the EMT handoff scenaridtandollaborative
version of the ER nursing experiment.

The Cognitive Apprenticeship model proposed by Collins [14] is also geitvant
here, as the aim in both evaluations was to provide the participants with autbgpée
riences that could help them master the relevant skills (in this case, denisiking and
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Table 5.19: Summary of Empirical Evaluations
Name and Characteristics Lessons Related
Focus Learned Theories
: roles: two EMTs (lead and supporting), Can Experiential
EMT: o .
. one ER staff qualitatively | learning
accident . . .
multiple scenes, outdoor (accident site)assess [50],
scene rescue . ) "
and indoor (hospital) student per- | Cognitive
and handoff . R .
objects: victim, ambulance, gurney, | formance, apprentice-
spineboard, medical equipment role ship [14],
workflows specify victim behaviour, adoption Educational
interaction with equipment co-creation
participants: 2 EMT students from [59]
NAIT
Marketing: | roles: buyer and seller Canrecord | Discourse
negotiation | single indoor scene: simple cubicle participants’ | [9],
exercise object: contract to confirm negotiation| actions and | non-verbal
with variety | workflow specifies negotiation provide communica-
of avatars confirmation process useful tion
participants: 30 undergraduate businesanalysis [58]
students from U of A
.| roles: nurse, RT and pharmacist Canteach | Collaborative
ER Nursing: | . . i : .
: single indoor scene: hospital ER ward| procedural, | learning
assessing . o ) .
. objects: patient, medical equipment | teamwork [45],
and treating . :
atient workflows specify patient status, and collabo- | Exploratory
P trajectory, reactions to treatment ration learning [17]
participants: 27 students in Nursing, RTskills
Pharmacy from U of A, NAIT, Grant
MacEwan

communication skills). Again, the repeatability of the scenarios is crucial, girmtiews

the students to practise these authentic skills, and enables the instructaiticipaia in a
variety of ways — as an expert modelling the “correct” approach, asf@derate joining in
the activity, and finally as an observer.

Finally, the importance of communication is a common theme in all three experiments,
which is connected to several educational theories — educationatatierr [59], discourse
[9], non-verbal communication [58] and collaborative learning [45kd8inger’s proposal
that educational co-creation can be achieved through virtual a woddsu@ported by the
EMT handoff scenario, which involved collaboration among students astcugtors. The
theories of discourse and non-verbal communication, while not an intahfiocus of the
marketing experiment, were certainly relevant to that situation. Finally, as imiplithae
first paragraph of this section, the collaborative nature of the ER muesiperiment is
connected to Johnson’s work on collaborative learning.

To sum up, the educational theories at the core of my research — exjrand ex-
ploratory learning, cognitive apprenticeship, and theories related to coioation — not
only informed the definition of the models used in the MeRITS framework, bu¢ &kso
strongly tied to the empirical evaluations that | conducted.
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5.6.2 Conclusions

There are several broad conclusions that may be drawn from thésrebmy case studies
and experiments.

First, when training students in a procedure for which there is a cleaidyleshed
“correct” sequence of actions (e.g., go X0, perform actionY, and then to gaz), a
MeRiTS-based VW simulation provides an effective environment fortimiag this pro-
cedure, recording this experience, and analyzing the action trace taoeegch student’s
actions to the correct sequence.

Second, the capability for students to enter the VW and adopt specific+dled of
an EMT, for instance, or an ER nurse — enables the students to gain leatxqierience
in interdisciplinary communication and collaboration skills. This experience feulif
to obtain in real-world training exercises, and the use of a VW breaks daavy of the
logistical and practical barriers that are associated with real-worlatisesrof this type.

Third, the action recording and analysis capabilities of the MeRITS franiealtow
the instructor to analyze students’ actions from a variety of perspectimdsto understand
these actions both on an individual and group interaction level.

Finally, the VW environment — and the MeRITS framework specifically — presid
flexible platform for the creation of a variety of scenarios, teachinggoal or commu-
nication skills, for either individuals or groups of students. Students Slaven a willing-
ness to try technology which may be unfamiliar to them and, especially wheidpcowith
sufficient training, have expressed largely positive feelings aboirtdkgerience.
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Chapter 6

Contributions and Future Work

Virtual worlds are increasingly being adopted as platforms for condustinglations in the
context of competency-based training programs. In my work in this atead identified
the need for a virtual world-based training system that allows instructomsttonly deliver
educational experiences to students, but also record, analyze dedstamd the students’
actions as they go through the training session. To meet this need, | heslepi a
framework for developing and enacting virtual world-based scenasibih supports the
recording and analysis of participants’ in-world behaviour.

6.1 Contributions

In my work, my central thesis is that virtual worlds offer a cost-effecilatform for
simulation-based training. Through the MeRITS framework, | have mads=aleseveral
contributions which support this thesis.

The first contribution is the creation tlie MeRIiTS framework itself, which is de-
scribed in detail in Chapter 4. The framework takes advantage of thetbt#ithe virtual
world platform by supporting the development, enactment and analysis ofasioms for
educational purposes. The framework is based on a generic modelofld user activity,
the Avatar Behaviour Model (ABM), described in Chapter 3. This modskdbes, in an
implementation-independent manner, the educationally-relevant actiorstibet can take
within a virtual world. Specifically, based on relevant pedagogical thepk have focused
on three types of actions: movement and exploration, experiencing thé,wod social
interaction. The ABM provides a solid foundation for the framework, upbich | have
developed scenario definition, enactment, and recording tools. Baserlsaimderlying
foundation, | have developed models for the specification of virtual waksked scenarios
(described in Section 4.3), and designed a scenario execution endinkitka the enact-
ment of these modelled scenarios (see Section 4.5). | have also hadvexexperience in
a particular virtual world (Second Life), which has been accumulateddfiirthe process of
implementing several scenarios. Through this process, | have dededopgions for sev-
eral virtual world-based design challenges (discussed in Sectionwhigh are applicable
to other virtual worlds, as well.

There has been similar work in this area by Taylor et al., who have alsdopedca
generic framework for virtual world-based simulation [77], and Nakaresal., who have
developed a language for specifying participant-driven scenariosvirtual world [62].
However, Taylor's framework is limited to describing virtual patient behawiand does not
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apply to other kinds of interactive objects. Nakanishi’'s Q language, mabeuacks some

features included in MeRITS — timed events and constraints — which make tharisce
behaviour definition capabilities provided by MeRITS significantly more esgive and

comprehensive.

The second contribution & comprehensive recording component and accompany-
ing set of analysis tools The recording tools (described in Section 3.3) are based on the
ABM, and thus can be implemented in any virtual world. In implementing the reauprd
tool, | have drawn on research from educational psychology to erbat the tool is not
only technically cohesive, but also pedagogically appropriate. THgsis&ools (presented
in Section 4.6), meanwhile, provide instructors with a powerful means anstehding stu-
dents’ actions in a virtual world, and answering a wide range of reseprestions. At this
point, the toolkit includes three tools. First, statistical-analysis tools provideugiers
with a succinct, meaningful summary of the students’ activities, both indilidaad as a
group, by distilling a comprehensive record of each student’s acti@word, the pattern-
analysis and recognition tool enables instructors to analyze patternsaifiber and thus
draw conclusions about groups of students, or particular studentsseveral sessions.
Third, the video annotation component enables instructors to view a digitaidieg of all
students’ behaviour, augmented by annotations that describe eacht'stotigect interac-
tion, movement, and communication activities.

Relevant work has been done in this area by Hurst, who identified threg ¢fpecorded
action data that should be captured for virtual world-based scen&®js These three
types — reflective data, machinima, and environment data — are consistierthevkind
of information that is captured by the behaviour recording and analydis poovided by
MeRITS. However, Hurst's work was limited to identifying these types of rded data,
and there was no effort to actually implement a system that would capturathis&hother
relevant project is the “River City” environment developed by Nelsaal.et custom-built,
game-oriented virtual world which includes an integrated tool to track stedaations
[64]. This tracking system is used to inform a student guidance systeamwh turn, pro-
vides the students with customized hints as they participate in the game. While Kiegrac
system has an educationally-oriented focus, and the recorded actansea for pedagog-
ical purposes, there are several key differences as compared t@rky kirst, the set of
actions that are recorded are focused on the “River City” environmedtaee not neces-
sarily applicable to any other context or virtual world platform. For exantple,talking
to town residents” action is not necessarily applicable to other educatiomi@ts, and the
“reading signs” action may not be possible in another virtual world. Arradifeerence is
that the recorded data is used as input to another component (the gjuidkamce system),
rather than being shown to instructors or students as a part of the edatatiocess. One
other project worth noting is by Marty, who integrated a variety of recgrdimpabilities
into a “pedagogical dungeon” [54]. This work shares some chaisiitsrwith my efforts,
including the creation of recording tools based on a foundation of ddasi action types,
and a set of analysis tools that allow these basic types to be aggregated ietoeaudily
understandable activities, from an educational point of view. Howdarty’s recording
tools were created for a custom game platform, and thus cannot be appegkteeral-
purpose virtual world. Moreover, the analysis capabilities offered laytyk tools are not
nearly as extensive as those provided by MeRITS.

Third, to validate the utility of the framework,have, in consultation with instruc-
tors, developed several scenarios using the MeRITS framework (gsented in Chapter
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5), and evaluated these scenarios in a variety of way# the most rigorous experiment,
| conducted an experiment (see Section 5.3) which assessed the eakiceffiectiveness
of the virtual world simulation. In this experiment, | assessed the educatonedmes
for students participating in the simulation, provided qualitative evaluation offleefor-
mance through an instructor-guided debriefing session, and also ele@dldck from the
students on their experience using the virtual world simulation. | also coeditwo other
supporting case studies (described in Sections 5.1 and 5.2) which pvaidiztion for the
communication skills training and behaviour recording and analysis asgentswork.

A few other researchers, such as Dev and Greci, have undertakiar studies of
the effectiveness of virtual world-based training [19], [31]. Thse&elies indicate that, in
the contexts analyzed by the researchers (emergency medicine andesjsinse, respec-
tively), virtual world-based training does indeed allow students to meeatagidmal goals.
Dev showed that, by taking part in a series of virtual medical cases, rgtudere able
to improve their team performance skills, which were rigorously evaluategkpgrt ob-
servers. Greci used training exercises along with reflective learmisgis1s to provide
students with both a realistic experience and meaningful reflection on thisierpe im-
proved communication and decision-making skills. In both of these studiesvieg, the
focus of the evaluation was on virtual world scenarios that were designepecific con-
texts. While the researchers provide ample evidence of the effectsvehtdwese particular
scenarios, they do not provide the means for these results to be extenatbér contexts
via the virtual world being evaluated. In my work, | provide both evaluatioseveral sce-
narios implemented using MeRITS, as well as a generally-applicable fratkekadrcan
be applied to a wide range of other educational contexts.

Finally, through my scenario development experience, | have gainedissigo the
process of developing and delivering a virtual world-based scenahich are relevant for
other researchers or educators going through this process. Thieedirges, presented in
Section 5.5, are general in nature, and can be applied to projects faamgaof educational
contexts and virtual world implementation situations. Some of these guidelinestared
by Cai, in his high-level analysis of the use of virtual worlds for educadiac training [8].
In this work, Cai presents a seven-stage process for designingniFigaolutions, includ-
ing describing learning objectives, developing the game, and conduqiost-aleployment
evaluation. However, Cai does not advocate, as | do, for the involeofenstructors
throughout the development process, and his analysis does not inpkriécsrecommen-
dations for the deployment and execution of the project.

6.2 Future Work

| am considering several areas for future work. One of these idajsng additional statis-
tical analysis tools, to provide instructors with further insights into studenta/arid be-
haviour. For instance, | am investigating the analysis of conversationad&rstand which
students frequently participate in conversations, whether one persdmttemterrupt an-
other, and whether some students are excluded. | want to further getielgaze analysis
tool to allow the instructor to determine what the student is looking at, and witbthgaze
target is relevant for the student’s current activity, rather than jyirting on changes in
gaze direction.
Another area that warrants further investigation is the implementation of thelvirtu

world client — and, particularly, the recording tools — for another virtuadiek At this time,
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| have focused my development efforts on Second Life, as it is the vistoddl with which

I have had the most experience. However, there are other worldsasu@pen Wonderland
and Sirikata, which may be used for educational simulation. | could implementiemt ¢
and associated recording tool within these virtual worlds, and see ifénesny differences
in efficiency or recording capabilities which emerge from this implementatiocgss

A third area that | am interested in exploring is the automatic incorporationatbav
gestures into certain kinds of interaction. For instance, when taking a fatiood pres-
sure, a student’s avatar could automatically perform a gesture that wondthe avatar
leaning over patient’s arm and affixing a blood pressure cuff, anddfiena few seconds
removing the cuff. This would be very useful in multi-participant scenanidtere each
participant is provided with a very limited set of visual cues to understarad wther par-
ticipants are doing during the enactment of the scenario. This was an issweathraised
during the evaluation of the EMT scenario, and also would have beeruh&lghe “Save
Stan”-based ER nursing experiment. While Second Life offers the abilityeate custom
gestures (which is, of course, an essential requirement for this éatiiere are other bar-
riers to be overcome in implementing this feature. The most significant of thésat,isn
order for the gesture to be executed in a realistic manner, the avatar amedetrant object
must be rotated appropriately. In the blood pressure cuff example, dfter awust be facing
the patient’s arm before he or she leans over to affix the cuff, othethasgesture will not
make any sense to other participants.

Finally, my colleagues and | are beginning to investigate the integration of irgoat
outside sources, such as mobile phones and gaming systems, into the ehataménual
world-based scenario. The integration of input from smartphonestisylarly appealing
in terms of the potential for developing MeRiTS-based augmented reality g&RE3s),
which combine virtual-world and real-world experiences into a cohedivended” game.
Typically, these games involve smartphone-based activity in a real-wdtldgséscanning
QR codes, GPS-tracked movement, gyroscope-tracked phone orightatith an addi-
tional layer of information or interactivity conveyed through a virtual wottttorporating
input from gaming systems, meanwhile, will allow us to take advantage of thethietic
intutitiveness of motion-based systems such as the Nintendo Wii and Mitidsefct,
which treat the user’s body position, weight, and movement as input. Byratieg input
from these systems, we can enable participants to move in the real worldearttiose
movements reflected in the virtual world. For situations involving physicatdination
among multiple participants — a surgical team managing the physical spacel &xqa-
tient, for example — this kind of kinesthetic input could be significantly more intuiivd
appealing than the standard keyboard- and mouse-based inputidffeeestandard com-
puter interface, while requiring much less expense and overhead théfladged virtual
reality system.

6.3 Conclusion

In conclusion, | have presented a novel, robust virtual world-basedational platform,
supported by relevant educational psychology research. Fromctidoal perspective, the
framework provides the necessary scenario definition and execupabitities for creating
and delivering a wide range of virtual world-based training scenaFinsn a design point
of view, the framework is based on my model of avatar behaviour whichgtinisiinformed
by research on educationally-relevant activities in a virtual world cantéixe components
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built upon this framework, meanwhile, include a set of recording and sisalgols that
enable the instructors to assess students’ behaviour in a compreheasiver. Through
these components, the instructor is able to not only provide students with ansivwener
interactive experience, but also determine whether, through this emperithe students
have met the educational goals of the scenario.

The empirical evaluations that are presented provide evidence of thevrark’s util-
ity and educational relevance, through several case studies andhnseus in a range of
contexts. Through a case study in an EMT training context, | providestfiy the func-
tionality of the framework in delivering a collaboration-focused traininghac®, and of
the capabilities of the recording and analysis tools in assessing the studehgs/iour
while participating in this scenario. In a marketing case study, meanwhileyiderfurther
demonstration of the range of analysis capabilities incorporated into thersyetduding
conversational content analysis and correlation of a key outcome withugagxperiment
session characteristics. Finally, working within an ER context, | providgeexce of the
educational impact of a scenario developed with the framework. Threeggral runs of
the scenario with varying groups of participants, | show — through aisatysest results,
guestionnaires, and debriefing conversations — that students le&dm@deamwork, inter-
disciplinary communication, and patient assessment through participating sc¢hario.
Moreover, the virtual world setting provided students with a safe, lowsune environment
in which to practice clinical skills, and learn about the patient assessnugegy.
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Appendix A

Scenario Definition — EMT Handoff

A.1 Settings

Figure A.1: Accident Scene

137



Figure A.2: Emergency Room

Figure A.3: Debriefing Area
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A.2 Variables

Table A.1: Variables

Name Type Default Value
Systolic BP integer 100
Pulse Checked boolean false
Called Hospital boolean false
On Spineboard boolean false
Goggles string off
Diastolic BP integer 60
Pulse integer 110
Pulse Description string weak
Saline Given boolean false
Spineboard Location | string on gurney
Transport Status string on ground
Blood Glucose real 2.1
Blood Glucose Checked boolean false
Dextrose Given boolean false
Ambulance Location string fire hall
Gurney Location string fire hall
Gurney Status string in ambulance

A.3 Obijects

Table A.2: Object Actions for the EMT handoff scenario

Action \

Description

\ Constraint

Ambulance

Drive to accident scen

to the accident scene

e Drive from the starting location None

Drive to hospital

Drive from the accident scene {

the hospital

oVictim must be in ambulance

Gurney

Push to accident scene Push from the ambulance to theNone

accident scene

Push to ambulance

Push from the accident scene
the ambulance

td/ictim must be on the gurney

Spineboard

Move to victim

Move the spineboard to th
ground beside the victim

e Spineboard must be on gurney

Radio

Call hospital

Call ER staff in the hospital

None

End call

End the call to the ER staff

The call must have been starte
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PARAMEDIC UNIT

EMS

EMERGENCY MEDICAL SERVIC ES

Figure A.4: Ambulance

Figure A.5: Gurney and Spineboard
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Figure A.6: Radio

Figure A.7: Victim
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A.4 Workflows and Constraints

Start Processing

Set O,5at Message

Result Result

Legend

O 1nitialize

[ ] Assignment
O condition

& Finish

Figure A.8: Pulse Oximeter Workflow

Start Processing

Set Radio

Message

Set Radio Called

Return Result

Figure A.9: Radio Workflow

142




Start Processing

Set Spineboard Message

Set Spineboard Location

Return Result

Figure A.10: Spineboard Workflow

Start Processing

Set Pulse Message

Set Pulse Checked

Return Result

Figure A.11: Stethoscope Workflow
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Start Processing

Set Temperature Message

Figure A.12: Thermometer Workflow

Start Processing

r
]

Figure A.13: Victim Workflow

s
—

Set Pulse Msg

Set GCS Message

Check Airway Msg

Set Reassess Msg

Set Pulse Checked

Figure A.14: Victim Workflow - Vital Signs




Set Saline Msg

Set Dextrose Msg

Set Saline Given

Adjust

Vitals

Figure A.15: Victim Workflow - Give Medication

Move Vict

im Action

Transport Vi

ctim Action

Set Spineboard Status

Set Transport Status

Figure A.16: Victim Workflow - Movement
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Table A.3: Constraints for the EMT handoff scenario

Name Type Scope \ Constraint
Victim vital signs

Basic vital signs Feasibility Global SystolicBP> 65 and DiastolicBP> 45
Vital signs and movement Advisibility Global SystolicBP> 75 and DiastolicBP> 55

Other clinical constraints
Should wear PPE during treatment Advisibility | Local (Victim) | When moving victim, Goggles = on
Should check pulse before moving victim | Advisibility | Local (Victim) | When moving victim, CheckedPulse = yes
Must start IV before administering dextrose Advisibility | Local (Victim) | When giving dextrose, SalineGiven = yes

Moving victim to spineboard

and gurney

ca-

Spineboard on ground Feasibility | Local (Victim) | Before putting victim on spineboard, SpineboardLo
tion = onGround

Victim on spineboard Feasibility | Local (Victim) | Before moving victim to gurney, OnSpineboard = yes

Victim already in transit Feasibility | Local (Victim) | Before moving victim to gurney, OnSpineboard = yes

Actions to be taken once

PPE can only be put on once Feasibility | Local (PPE) | Before putting on goggles, Goggles = off

Hospital can only be called once Feasibility | Local (Radio) | Before calling hospital, CalledHospital = no

Victim can only be moved to spineboard onceFeasibility | Local (Victim) | When moving victim to spineboard, OnSpineboard =
Can only give victim saline once Feasibility | Local (Victim) | Before giving victim saline, SalineGiven = no

Can only give victim dextrose once Feasibility | Local (Victim) | Before giving victim dextrose, DextroseGiven = no




Appendix B

Scenario Definition — Marketing

B.1 Settings

Figure B.1: Marketing Negotiation Cubicle
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B.2 Variables

Table B.1: Variables

Name Type Default Value
Seller ID integer 0
Buyer ID integer 0
Proposed Price | real 0.00
Price Confirmed boolean false

B.3 Objects

Table B.2: Object Actions for the Marketing Experiment

Action | Description

\ Constraint

Contract

Enter price Seller enters price

Confirm price| Buyer confirms price

Buyer ID is different from seller ID

Reject price

Buyer rejects price

Buyer ID is different from seller ID

Rental Agreement

convallis et velit
Suspendisse conset

Cras ullamcorper porta nibh at adipiscing. Vestibulum ante
ipsum primis in faucibus orci luctus et ultrices posuere
cubilia Curae; Suspendisse fermentum est ut felis feugiat

et tempor leo mattis. Donec non condimentum odio.

Fusce fermentum tempor bibendum. Sed sollicitudin quam
ut tortor convallis mattis eleifend felis gravida. Nunc sed
turpis et lorem ultrices auctor. Pellentesque mi lacus,

tempor ac varius ac, feugiat sed ipsum. Ut venenatis justo
sed mi semper eget auctor metus scelerisque. Nunc semper
nisl sit amet est rutrum sed blandit eros pharetra

Fusce quis sagittis massa. Sed vulputate iaculis libero, a
pharetra magna rhoncus auctor. Morbi orci massa, mollis
quis ultrices vel, eleifend eget eros.

Landlord
Renter

Figure B.2: Contract
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B.4 Workflows and Constraints

Start Processing

| [ewemre [emene]

Set Price Confirm Price

Figure B.3: Contract Workflow
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Appendix C

ing

— ER Nurs

INItIonN

Scenario Def

C.1 Settings

Emergency Room

Figure C.1
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C.2 Variables

Table C.1: Variables

Name Type Default Value
SystolicBP integer 108
DiastolicBP integer 64
HeartRate integer 114
RespiratoryRate integer 36
OxygenSaturation | integer 91
Temperature integer 37
CheckedChest boolean false
CheckedHead boolean false
NebulizerMedication string none
EvaluationMessage | string blank
CriticalChecked boolean false
NonCriticalChecked| boolean false
CheckedAbdomen | boolean false
CheckedPelvis boolean false
CheckedExtremities| boolean false
OxygenRate integer 0
OxygenGiven boolean false
NumActions integer 0
VitalsTrajectory string downward
MedicationGiven boolean false
VitalsStatus string downward
IVGiven boolean false
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C.3 Objects

Table C.2: Object Actions for the ER Nursing Experiment

Action

Description

| Constraint

Patient

Perform action

Perform an assessment or tre
ment action

atAssessment is not already fir
ished

Finish assessment

Complete the assessment

Assessment is not already fi
ished

Oxygen Pump

Set G rate Set the rate of oxygen flow Another pump is not already be
ing used
Administer G Administer oxygen to the patientO, rate is set, is between 2 and

L/min

4

Medical Air Pump

Set medication

Set the medication to be admi
istered

1-Another pump is not already be
ing used

Administer medication

Administer medication to the pa
tient

-medication is set to either “ven
tolin” or “atrovent”

Figure C.2: ER Patient
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Figure C.3: Headwall

Figure C.4: Vital Signs Monitor
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C.4 Workflows and Constraints

Start Processing

-

=

H

ey

Figure C.5: Patient Workflow
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=

- -

‘ Feedback Msg ‘ ‘ Feedback Msg ‘ ‘ Feedback Msg ‘
[ I I

Figure C.6: Patient Workflow - Check Patient

Update Evaluation Update Evaluation Update Evaluation
Message Message Message

Figure C.7: Patient Workflow - Assessment Order
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Update Critical Item Update Non-critical Item
Checked Variable Checked Variable

Update Evaluation
Message

Figure C.8: Patient Workflow - Critical ltems Checked First
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Increment Num Actions

Increase Vitals Decrease Vitals

Update Vital Signs
Trajectory

Reset Num Actions

Figure C.9: Patient Workflow - Update Num Actions
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o
=1

-

Assessment Msg

Assessment Msg

Finish Message

Assessment Msg

Append Evaluation
Message(s)

Figure C.10: Patient Workflow - Finish Assessment

Start Processing

=

Set Medication
to Administer

Set Meds Given

Set Vitals Trajectory

—_

Set O, Level
to Administer

Set O, Given

‘ Set Vitals Trajectory ‘ ‘ Set Vitals Trajectory ‘

(s

Figure C.11: Oxygen and Medical Air Pump Workflow
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Appendix D

Dynamic Object Composition

This composite entity is then disassembled into its constituent parts upon aivicak
specifically, the mechanism involves old parent entitiesP;, - - -, P,,, n child entities
Cma1,---,Cnm,pforeachold parent entit¥,,,, a new parent entity (whereN € P, ---, P,,),
and a relay entity?. These entities interact as follows, and as shown in Figure D.1:

1. P; sends a “disassemble” messagdddor somel < i < m

2. R sends a “start disassembly” (SD) message to ea¢h of -, P,

3. Upon receipt of SD, eacR; sets its status to “in transition”, and sends a “confirm
disassembly” (CD) message i

4. Upon receipt of CD, fronP;, R sends a “detach child” (DC) message@®; for
1<j<n

5. Upon receipt of DC(; ; detaches itself from its paref}

6. Once all of the children aP, have been detachef; sends a “finished disassembly”
(FD) message t@&

7. Upon receipt FD fronP;, R sends a “start reassembly” (SR) messagh¥’ favith the
expected number of childrefi
Note thatll = Py + --- P, + (Ciq1 + - - - + C;, foreachl <i < m)

8. Upon receipt of SRV setsE and responds with a “confirm reassembly” (CR)R0
9. Upon receipt of CRR sends an “attach t&/” (AN) message ta?; andC; ;
10. Upon receipt of ANC; ; and P; attach themselves &

11. WhenN reaches the expected number of childf&rnt sends a “finished reassembly”
(FR) message t&

12. Uponreceipt of FRER sends a “finished assembly” (FA) message to eadh of- -, P,

13. Upon receipt of FA, each; sets its status to “finished”
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Parent Entities Child Entities
(P_‘U seny Pm) (CI! weay Cm,n)

Relay Entity (R) New Parent Entity (N)

Disassemble

Start Disassembly

,____________________

Confirm Disassembly

I
X Detach Child
|

I‘ Detach from parent

All children detached

Finished Disassembly

Start Reassembly

Confirm Reassembly

Attach to New

Attach to New

Attach to parent

.

Attach to parent

All childrer attached
Finished Reassembly l

|
|
|
|
|
|
|
|
|
|
| +
|

|

l‘ Finished Assembly

Figure D.1: Entity Disassembly and Re-assembly Sequence Diagram
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Appendix E

Scenario Trace and Parsed Actions

E.1 Scenario Trace
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E.2 Parsed Actions

Movement:Dave Westlandmoved fromStart position to equipment closet(2012-01-26
10:23:09) [Source: lines 1-2 of trace]

Movement:Dave Westlandmoved fromequipment closetto ER bed 3(2012-01-26
10:23:11) [Source: lines 2-4]

Movement:Dave Westlandmoved fromER bed 3to ER patient (2012-01-26 10:23:12)
[Source: lines 4-5]

Interaction:Dave Westlandwas showrfWhat would you like to do with the chest?”
with options“respirations,skin colour,patient,cough,lung sounds,pulse”
(2012-01-26 10:23:15) [Source: line 6]

Interaction:Dave Westlandchose‘cough” and was presented with the respotiBee
patient has a dry cough.” (2012-01-26 10:23:18) [Source: line 7]

Movement:Dave Westlandmoved fromER patient to headwall (2012-01-26 10:23:23)
[Source: lines 8-9]

Held Item: Dave Westlandpicked up aPulseOximeter(2012-01-26 10:23:26)

[Source: line 10]

Movement:Dave Westlandmoved fromheadwallto ER patient (2012-01-26 10:23:27)
[Source: lines 11-16]

Interaction:Dave Westlandwas showriWould you like to use the PulseOximeter, or
assess the right arm?”with options“PulseOxim,RightArm”

(2012-01-26 10:23:33) [Source: line 17]

Interaction:Dave Westlandchose PulseOximeter” and was presented with the response
‘Oxygen saturation is 91%” (2012-01-26 10:23:37) [Source: line 18]

Movement:Dave Westlandmoved fromER patient to headwall (2012-01-26 10:23:43)
[Source: lines 19-20]

Movement:Dave Westlandmoved fromheadwallto ER patient (2012-01-26 10:23:44)
[Source: lines 20-21]

Dropped Item:Dave Westlanddropped &ulseOximeter(2012-01-26 10:23:44)
[Source: line 22]

Chat: Dave Westlandsaid“hello there” (2012-01-26 10:23:50) [Source: line 25]

Movement:Dave Westlandmoved fromER patient to ER bed 3(2012-01-26 10:24:04)
[Source: lines 23-24 and 26-31]
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Appendix F

ER Nursing — Pilot Study

F.1 Post-Simulation Questionnaire — Likert Questions

The following table shows the Likert-style questions that were asked ofuldersts partic-
ipating in the initial usability study for the ER nursing scenario, after they Haghtpart in
a run of the simulation.

Table F.1: Post-Simulation Questionnaire - Likert Questions

Disagree
Neutral
Strongly Agree
Not applicable

Strongly Disagre
Agree

Question
1. This experience has improved my inter-
professional teamwork skills
2. The level of realism was sulfficient for suspension
of disbelief
3. The level of realism was sufficient to enable learn-
ing
4. | was able to apply the following knowledge and skills in completing the sa®nar

a. Knowledge of medical facts

b. Knowledge of relevant procedures

¢. Communication skills
5. The experience was interesting, and | felt engaged
in the experience
6. | would recommend this experience to other
learners
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The following table presents the students’ resposes to the Likert-styl&éansebsted
previously.

Table F.2: Post-Simulation Questionnaire — Likert Question Results

Participant | Q1| Q2| Q3| Qd4a | Q4b | Q4c| Q5| Q6
Student 1 3 4 4 5 5 4 4 4
Student 2 5 5 5 2 2 4 5 5
Student 3 2 4 4 4 4 3 4 4
Student 4 3 4 4 4 4 3 4 4
Student 5 4 2 4 4 4 4 3 4
Student 6 4 4 4 4 4 4 5 5
Student 7 3 3 4 4 4 4 3 3
Student 8 4 4 4 4 4 4 5 4
Student 9 4 4 4 - - 4 4 4
Student 10 3 4 4 4 4 3 3 4
Student 11 3 2 2 3 3 3 4 3
Student 12 4 4 4 3 3 4 3 4
Student 13 4 4 3 4 4 2 5 5
Student 14 3 3 3 3 3 3 4 4
Student 15 2 1 4 5 5 2 4 4
Average 3.40| 3.47| 3.80| 3.79| 3.79| 3.40| 4.00| 4.07

F.2 Post-Simulation Questionnaire — Free-Form Questions

The students were, in addition to the Likert-style questions listed previosglyddor their
response to six free-form questions. These questions, along with thentsuresponses,
are shown below.

1. What did you like about this learning experience?

Made you systematically think about the problem

Shows my strengths and weaknesses about what | need to work on irotesson
This new program is an alternative way of learning, it's very interactive

It's fascinating how technology can be used in helping us visually see aefiRg
It was easy to do, and was somewhat realistic.

There was no pressure

| had never used computers for something like this before

| liked interacting with the other disciplines and utilizing their expertise

Great way to learn through virtual simulations!

Virtual, can access from computer

| like the idea that using video game as a tool to facilitate learning. This makesrgar
more interesting

| liked how | could interact with other nurses

Ability to do health assessment

| liked the virtual effect, use of how to treat a patient

Having to interact with the environment in order to perform tests/examinations
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2. What would you change or improve?

Allow for treatments and see if treatments improve or exacerbate the problem
Would add more organization of the goal and roles for all of the playtss alist of what
we know and don’t know

More info and R&D on more functions and user interactions

More realism to the scenario; not much information about the patient waslpch Having
a look at the chart would help

Have more information (patient) available and results of treatment

Some speech-related details

Hard to navigate

Some technical change of the programming of the game

Incorporation of more diagnostic imaging modalities would be great!

Have a brief history of patient - helps with focusing assessment. As | tigklesigns, it
would be nice for them to appear on a virtual clipboard so | don’t haverteember them
Being able to obtain more patient history. Ask them specific questions.

More patient information and medical history available. Perhaps creatataa profile
of patient (HPI, Med Hx, Medications, FHXx, Allergies, Smoking, Alcohdt.e but have
the info revealed with the correct questions being askekind of like Choose Your Own
Adventure.

3. What did you learn about inter-professional collaboration and temwork?

N/A as there were not others with me. See potential though with the headphone
Communication is a valuable element, communication with client is important
I'm not too sure how this program was supposed to be interdisciplinary

| did not get a chance to communicate with other health professionals agthevasly one
who attended at that particular time for this simulation

It's good to talk to each other

The more we talk the more chances of success

It can be done with computers, which is an alternative

It was great listening to input from the other disciplines

Communication is key

Teamwork is crucial in providing quality patient care

Each discipline has a significant role to play with their specific knowledge

That everyone’s opinion help in the process of diagnosing the patient.

| didn’t communicate with anyone else during the simulation

4. Describe your previous experience with simulations and with virtuaworlds.

None

No previous experience, computer games maybe

My first experience and only experience with simulations prior to this was ibitesy
team. Very realistic.

None

1 sim lab, O virtual

None

0 virtual worlds. | have used sim labs at MacEwan
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No previous experience

Sims: in school and lab work

This is a pretty real life experience, but | had a hard time using the buttoksydoard
because | don't play virtual games

None with virtual worlds. Minimal with simulation (two scenarios in the nursinggpam)
0

5. How did this experience compare to your expectations, based omgwious experi-
ence?

Had no previous experience, better than some video games | have fieard o

New and exciting

| have never experienced a health related simulation/virtual world prolikarthis

Very different, never considered using the “Save Stan” system taiexpe an ER situa-
tion. Was hoping there were more health professionals available for me to cuoateu
with using this system.

It was interesting

No previous experience in virtual

| had no idea what to expect.

Novel, interesting

It wasn't very specific to my field of study

It is an interesting way to learn - it takes a little skill and practice for it to work teriis-
ciplinary program

This experience was less intense than the other simulation

No expectations

6. Do you have any other comments?

This may be difficult with people who are not very oriented with the directiohahges on
a computer.

| think that computers could be used if real people can't meet with each dttiénk that
it's always better to talk to and see real people.

I was initially intimidated by the computer experience because | don't play ctangames
but was willing to try and | had fun. Thank you!

The scenario felt beyond the scope of my practice, didn’t feel like Irhadh to contribute.
It was interesting to have the opportunity to work with nurses, etc.

If successful, would be a great resource for students

166



Appendix G

ER Nursing — Collaborative Study

G.1 Pre- and Post-Simulation Tests

The students patrticipating in the evaluation of the ER scenario were givehlzefere and
after they participated in a run of the simulation. The test is shown in Table G.1.
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Table G.1: Pre- and Post-Simulation Test

Part 1: Questions to Ask

Please choose the three most important questions from the following options:
1. Do you have any allergies?

2. Are you on a special diet?

3. Do you have a family history of diabetes?

4. Do you have any medical conditions?

5. Are you taking any medications?

6. Has anyone around you been sick?

Part 2: Assessments

Please identify the 6 most important assessments, and suggest an ordiehithey should
be taken.

a. Back pain

b. Blood pressure

c. Lung sounds

d. Level of consciousness

e. Jaundice

f. Neuro-vital signs

g. Psychosocial presentation of patient
h. Recent injuries or illnesses

i. Respiratory rate

j. Temperature

k. Pain

|. Bowel sounds

m. Peripheral pulses

Part 3: Actions

Please identify the 7 most important actions.
a. Apply oxygen

b. Suction the patient

c. Insert oral airway

d. Call respiratory therapy

e. Consult physician

f. ECG

g. Draw bloodwork (including CBC, cardiac enzymes)
h. Calm patient

i. Administer medication

j. Start IV

k. Prepare code cart

. Sit patient up in bed
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The test results are presented in Tables G.2, G.3, and G.4.

Table G.2: Pre-Simulation Test Results

Test Components
Participant | Questions to Ask| Assessments Actions | Total
Pre-Sim 1 6 11 10 27
Pre-Sim 2 4 11 10 25
Pre-Sim 3 6 9 12 27
Pre-Sim 4 6 9 12 27
Pre-Sim 5 6 11 10 27
Pre-Sim 6 6 10 6 22
Pre-Sim 7 6 10 12 28
Pre-Sim 8 6 10 10 26
Pre-Sim 9 6 10 10 26
Pre-Sim 10 4 15 10 29
Pre-Sim 11 6 6 8 20
Pre-Sim 12 6 10 12 28
Pre-Sim 13 6 10 12 28
Pre-Sim 14 4 11 12 27
Pre-Sim 15 6 9 12 27
Pre-Sim 16 6 10 12 28
Pre-Sim 17 4 9 8 21
Pre-Sim 18 4 10 12 26
Pre-Sim 19 6 9 12 27
Pre-Sim 20 6 12 8 26
Pre-Sim 21 - 9 8 17
Pre-Sim 22 6 9 8 23
Pre-Sim 23 4 10 8 22
Pre-Sim 24 6 7 8 21
Pre-Sim 25 4 9 10 23
Pre-Sim 26 6 11 10 27
Pre-Sim 27 6 10 10 26
Pre-Sim Avg 5.44 9.85 10.08| 25.15
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Table G.3: Post-Simulation Test Results

Test Components
Participant Questions to Ask | Assessmentg Actions | Total
Post-Sim 1 6 8 10 24
Post-Sim 2 4 11 10 25
Post-Sim 3 6 13 14 33
Post-Sim 4 6 14 10 30
Post-Sim 5 6 11 10 27
Post-Sim 6 6 9 12 27
Post-Sim 7 6 10 12 28
Post-Sim 8 4 10 10 24
Post-Sim 9 6 10 8 24
Post-Sim 10 4 9 12 25
Post-Sim 11 4 8 10 22
Post-Sim 12 6 9 12 27
Post-Sim 13 6 12 10 28
Post-Sim 14 - 10 8 18
Post-Sim 15 6 12 8 26
Post-Sim 16 6 8 10 24
Post-Sim 17 6 9 10 25
Post-Sim 18 6 9 10 25
Post-Sim 19 6 12 10 28
Post-Sim 20 6 10 10 26
Post-Sim 21 6 10 10 26
Post-Sim 22 4 8 12 24
Post-Sim 23 6 11 10 27
Post-Sim 24 6 12 12 30
Post-Sim Avg 5.57 10.21 10.42| 25.96
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Table G.4: Difference Between Pre- and Post-Simulation Test Results

Test Components
Participant | Questions to Ask | Assessments Actions | Total
Student 1 0 -3 0 -3
Student 2 0 0 0 0
Student 5 0 0 0 0
Student 6 0 0 0 0
Student 7 0 1 0 1
Student 8 -2 0 -2 -4
Student 9 0 0 2 2
Student 10 0 0 4 4
Student 11 0 -2 -2 -4
Student 12 0 0 0 0
Student 13 0 0 2 2
Student 14 0 1 0 1
Student 15 0 3 0 3
Student 16 2 -2 2 2
Student 17 0 2 2 4
Student 18 2 0 0 2
Student 19 0 1 0 1
Student 20 0 1 -2 -1
Student 21 0 0 -2 -2
Student 23 0 1 -2 -1

G.2 Pre-Simulation Questionnaire

In addition to the pre-simulation quiz, the students were also given a pre-sionupies-
tionnaire, which addressed their previous experience with educatiomalbsions and vir-
tual worlds. The questions included in the questionnaire and the studesugtsrare shown
in the following tables. Note that the students are grouped into aggregagecass(“low”,
“medium”, and “high”) based on the average of their Likert scores.

Table G.5: Pre-Simulation Questionnaire — Questions
1. Rate your previous experience with educational simulations.
None 1 2 3 4 5 6 7 Extensive
2. Rate your previous experience with virtual worlds/online environments.
None 1 2 3 4 5 6 7 Extensive
3. What are your expectations for the simulation?
Low/Pessimistic 1 2 3 4 5 6 7 High/Optimistic
4. What are your expectations for the virtual world interface?
Low/Pessimistic 1 2 3 4 5 6 7 High/Optimistic

171



Table G.6: Pre-Simulation Questionnaire — Results

Participant | Q1| Q2| Q3] Q4 | Average
Low level of experience/expectations
Student 15 1 1 3 3 2.00
Student 25 1 1 4 4 2.50
Student 1 3 1 4 3 2.75
Student 22 4 1 3 3 2.75
Medium level of experience/expectations
Student 5 4 1 4 3 3.00
Student 3 4 1 4 4 3.25
Student 14 2 1 5 5 3.25
Student 12 3 1 5 5 3.50
Student 20 5 3 4 2 3.50
Student 9 6 1 4 4 3.75
Student 18 5 1 7 2 3.75
Student 7 3 1 6 6 4.00
Student 21 4 2 5 5 4.00
High experience/expectations

Student 2 4 3 5 5 4.25
Student 4 5 1 7 5 4.50
Student 6 5 2 6 5 4.50
Student 17 7 1 5 5 4.50
Student 11 6 3 5 5 4.75
Student 19 5 4 5 5 4.75
Student 10 5 4 6 5 5.00
Student 13 6 2 6 6 5.00
Student 16 4 7 5 4 5.00
Student 23 5 6 4 5 5.00
Student 24 6 2 6 6 5.00
Student 8 6 5 6 6 5.75
Average 436| 2.24| 496 | 4.44
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G.3 Post-Simulation Questionnaire — Likert Questions

In addition to the post-simulation quiz, the students were also given a post-8onujaes-
tionnaire, which elicited their thoughts on the quality and effectiveness ddithelation.
The questions included in the questionnaire and the students’ resultsoane ishthe fol-
lowing tables. Note that, as with the pre-simulation questionnaire, the studergsoaped
into aggregate categories (“negative”, “neutral”, and “positive’3dzhon the average of
their Likert scores.

Table G.7: Post-Simulation Questionnaire — Likert Questions
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1. This simulation has enhanced my understanding of the

patient analysis and treatment process.

2. The level of realism was sufficient &mable learningin the following areas:
a. Interacting with the patient
b. Using medical equipment
c. Treating the patient

3. I was able to apply the following knowledge and skills in completing the sa®nar
a. Knowledge of medical facts
b. Knowledge of relevant procedures
¢. Communication skills

4. Throughout the scenario, | understood what | needed to

do next

5. The experience was interesting, and | felt engaged in the

experience

6. The scenario was well organized

7. I would recommend this experience to other students

8. Overall, this was a useful learning experience, in that it added to my:
a. Textbook learning
b. Classroom learning
c. Practical learning
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V.1

Table G.8: Post-Simulation Questionnaire — Likert Question Results

Student | Q1] Q2a][Q2b[Q2c[Q3a|Q3b|Q3c| Q4| Q5| Q6] Q7] Q8a| Q8b | Q8c | Average
Negative flong
Neutral
Student 15| 4 3 2 3 3 3 4 2 3 3 3 3 3 3 3.00
Student 2 3 1 2 4 4 4 5 2 4 3 3 2 2 4 3.07
Student 9 4 2 3 3 4 4 3 3 3 3 3 3 3 3 3.14
Student 10 1 2 3 4 4 4 3 4 4 3 4 3 2 3.15
Student 16| 3 3 3 3 4 4 4 3 3 3 3 3 3 3 3.21
Student 7 3 2 3 4 2 3 5 3 4 4 4 2 3 4 3.29
Student 3 4 2 3 3 4 3 5 3 4 4 4 2 3 4 3.43
Student 11 4 2 3 3 4 3 4 3 4 4 4 3 4 4 3.50
Student 14 3 2 2 4 4 4 4 4 4 3 4 4 4 4 3.57
Student 12 4 2 3 4 4 4 5 3 4 4 4 4 4 4 3.79
Student 19| 4 2 4 4 4 4 5 3 4 4 4 4 3.83
Student 8 4 2 4 3 5 5 5 4 4 3 4 4 4 4 3.93
Positive
Student 13| 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4.00
Student 1 4 4 4 4 4 4 5 4 5 4 5 3 3 4 4.07
Student 5 5 3 4 4 4 2 3 3 5 5 5 5 5 5 4.14
Student 17 5 4 5 5 4 4 4 3 4 4 4 4 3 5 4.14
Student 18 4 4 4 4 4 4 5 4 4 5 4 4 4 4 4.14
Student 4 5 3 4 5 5 4 5 4 4 4 4 4 4 4 4.21
Student 6 5 4 4 5 5 5 4 4 5 5 5 4 5 5 4.64
Avg 4.00| 2.63| 3.32| 3.79| 4.00| 3.79| 4.37| 3.26| 4.00| 3.84| 3.89| 3.44| 3.58| 3.89 3.70




G.4 Post-Simulation Questionnaire — Free-Form Questions

The students were, in addition to the Likert-style questions listed previos&lgddor their
response to five free-form questions. These questions, along wittutienss’ responses,
are shown below.

1. What did you like about this learning experience?

Never have experienced a virtual simulation before, it was differeshbagood experience.
It forced us to communicate because we were all looking at things froerelift perspec-
tives.

It gave us a good opportunity to interact with other health care providers.

The technology of simulation was amazing.

2. What would you change or improve?

I would improve the training of how to interact with the patient and how to perfproce-
dures on the patient before the simulation. Better patient care would result.

It may need to be a bit longer in order to allow people to get used to the sysiginea
comfortable with actions they need to take.

The questions that we can ask the patient should be more detailed.

The lag time of the computers

3. What was your experience with the virtual world interface?
It was difficult compared to reality in some aspects.
I am not very skilled with computers so | was mostly confused about how tbidgs.

4. What did you learn about patient analysis and diagnosis?
Organization is important in assessments.
To check the vitals

5. Do you have any other comments?
Great!

175



Appendix H

ER Nursing — Individual Study

H.1 Pre- and Post-Simulation Test Results

The students patrticipating in the evaluation of the ER scenario were givehlzefere and
after they participated in a run of the simulation. The test is shown in Table G.1.
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Table H.1: Pre- and Post-Simulation Test

Part 1: Questions to Ask

Please choose the three most important questions from the following options:
1. Do you have any allergies?

2. Are you on a special diet?

3. Do you have a family history of diabetes?

4. Do you have any medical conditions?

5. Are you taking any medications?

6. Has anyone around you been sick?

Part 2: Assessments

Please identify the 6 most important assessments, and suggest an ordiehithey should
be taken.

a. Back pain

b. Blood pressure

c. Lung sounds

d. Level of consciousness

e. Jaundice

f. Neuro-vital signs

g. Psychosocial presentation of patient
h. Recent injuries or illnesses

i. Respiratory rate

j. Temperature

k. Pain

|. Bowel sounds

m. Peripheral pulses

Part 3: Actions

Please identify the 7 most important actions.
a. Apply oxygen

b. Suction the patient

c. Insert oral airway

d. Call respiratory therapy

e. Consult physician

f. ECG

g. Draw bloodwork (including CBC, cardiac enzymes)
h. Calm patient

i. Administer medication

j. Start IV

k. Prepare code cart

. Sit patient up in bed
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The test results are presented in Tables H.2, H.3, and H.4.

Table H.2: Pre-Simulation Test Results

Test Components
Participant | Questions to Ask| Assessments Actions | Total
Pre-Sim 1 6 10 12 28
Pre-Sim 2 6 11 10 27
Pre-Sim 3 4 9 10 23
Pre-Sim 4 4 11 12 27
Pre-Sim 5 6 14 8 28
Pre-Sim 6 6 8 10 24
Pre-Sim 7 5 10 10 24
Pre-Sim Avg 5.14 10.43 10.29 | 25.86

Table H.3: Post-Simulation Test Results

Test Components
Participant Questions to Ask | Assessments Actions | Total
Post-Sim 1 6 8 12 26
Post-Sim 2 6 11 10 27
Post-Sim 3 4 10 14 28
Post-Sim 4 4 8 10 22
Post-Sim 5 6 11 10 27
Post-Sim 6 6 10 10 26
Post-Sim 7 4 12 10 26
Post-Sim Avg 5.14 10.00 10.86| 26.00

Table H.4: Difference Between Pre- and Post-Simulation Test Results

Test Components
Participant | Questions to Ask | Assessments Actions | Total
Student 1 0 -2 0 -2
Student 2 0 0 0 0
Student 3 0 1 4 5
Student 4 0 -3 -2 -5
Student 5 0 -3 2 -1
Student 6 0 2 0 2
Student 7 0 2 0 2
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H.2 Pre-Simulation Questionnaire

In addition to the pre-simulation quiz, the students were also given a pre-tiomupies-
tionnaire, which addressed their previous experience with educatiomalbsions and vir-
tual worlds. The questions included in the questionnaire and the studesu#fsrare shown
in the following tables. Note that the students are grouped into aggregagecas(“low”,
“medium”, and “high”) based on the average of their Likert scores.

Table H.5: Pre-Simulation Questionnaire - Likert Questions
1. Rate your previous experience with educational simulations.
None 1 2 3 4 5 6 7 Extensive
2. Rate your previous experience with virtual worlds/online environments.
None 1 2 3 4 5 6 7 Extensive
3. What are your expectations for the simulation?
Low/Pessimistic 1 2 3 4 5 6 7 High/Optimistic
4. What are your expectations for the virtual world interface?
Low/Pessimistic 1 2 3 4 5 6 7 High/Optimistic
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Table H.6: Pre-Simulation Questionnaire - Likert Question Results

Participant | Q1| Q2| Q3| Q4 | Average
Student 1 6 1 5 6 4.50
Student 2 — —

Student 3 6 2 6 6 5.00
Student 4 7 1 4 7 4,75
Student 5 4 1 4 2 2.75
Student 6 2 1 7 7 4.25
Student 7 3 1 4 4 3.00
Average 4.67| 1.67| 5.00| 4.04
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H.3 Post-Simulation Questionnaire — Likert Questions

In addition to the post-simulation quiz, the students were also given a post-8onujaes-
tionnaire, which elicited their thoughts on the quality and effectiveness ddithelation.
The questions included in the questionnaire and the students’ resultsoane ishthe fol-
lowing tables. Note that, as with the pre-simulation questionnaire, the studergsoaped
into aggregate categories (“negative”, “neutral”, and “positive’3dzhon the average of
their Likert scores.

Table H.7: Post-Simulation Questionnaire - Likert Questions

A~

O

o) o

c o |2
R} o | ©
e < | ©
>3 | > |3
(@] = © (@)] o
c |2 538 |c|a
ST |32 9|«
s | .2 [ ) ] =}
0n O |2 < 0n 2

Question
1. This simulation has enhanced my understanding of| t
patient analysis and treatment process.
2. The level of realism was sufficient feuspension of disbeliein the following areas:
a. Interacting with the patient
b. Using medical equipment
c. Treating the patient
c. The hospital/ER department
3. The level of realism was sufficient émable learningin the following areas:
a. Interacting with the patient
b. Using medical equipment
c. Treating the patient
4. | was able to apply the following knowledge and skills in completing the sazenar
a. Knowledge of medical facts
b. Knowledge of relevant procedures
c. Communication skills
5. Throughout the scenario, | understood what | needed to
do next
6. The experience was interesting, and | felt engaged in the
experience
7. The scenario was well organized
8. The following activities were useful in facilitating my learning:
a. Pre-simulation instructions
b. Pre-simulation practice
c. Simulation experience
9. I would recommend this experience to other students
10. Overall, this was a useful learning experience, in that it added to my:
a. Textbook learning
b. Classroom learning
c. Practical learning

>
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Table H.8: Post-Simulation Questionnaire - Likert Question Results

Student | Q1 [ Q2a| Q2b | Q2c| 2d | Q3a| Q3b | Q3c | Q4a | Q4b | Q4c| Q5| Q6| Q7 | Q8a| Q8b | Q8c | Q9 | Ql0a | Q10b | Q10c
Student1| 4 4 4 4 4 5 5 4 4 4 4 4 4 4 4 4 4 4 4 5
Student2| 3 2 4 4 3 4 4 4 4 4 2 4 4 4 4 4 4 4 4 2 4
Student3| 5 3 4 4 3 3 4 4 4 4 3 3 4 4 4 4 5 5 3 4 5
Student4| 5 4 4 4 2 4 4 4 4 2 3 4 4 4 4 5 5 5 5 5 5
Student5| 4 4 4 4 4 4 4 5 5 2 4 4 4 5 3 5 4 4 4 5
Student6| 3 3 4 4 3 3 4 4 4 2 4 4 3 4 4 4 4 2 2 4
Student7| 4 4 4 4 3 4 4 4 4 4 3 3 4 4 4 4 4 4 4 4 4
Average | 4.00 | 3.43 | 4.00 | 4.00 | 3.14 | 3.86 | 4.14 | 4.00 | 414 | 3.86| 2.71 | 3.71 | 4.00 | 3.86 | 4.14 | 400 | 4.43 | 429| 3.71| 3.57| 457




H.4 Post-Simulation Questionnaire — Free-Form Questions

The students were, in addition to the Likert-style questions listed previos&lgddor their
response to five free-form questions. These questions, along wittutienss’ responses,
are shown below.

1. What did you like about this learning experience?

A chance to try out basic interventions without “real” consequencesaaigatient.
Easy to understand

Interactive and different

Hands-on, clinical approach

Not as scary as first day of clinical!

It was straight forward and well explained

Engaging/easy to use simulation activity

Gave you an opportunity to think through what might actually be going wroitly the
patient if you followed the vital signs.

It encouraged me to think about what assessments were relevanttimdgrine patient
It is a non-threatening environment to learn about assessing and trpatiegts

2. What would you change or improve?

More of a sense of beginning or end...

I would like more assessment questions to gain a better understanding atitm’p con-
dition... more subjective questions please

Medical air pump -¢, have always used inhalers in past

Ask patient questions more directly

Needed to ask about smoking -¢, emphysema?

More interaction with patient

| would keep the question box up and if you wanted to assess all thoseyane&an con-
tinually click and go. Otherwise you have to jump back and forth between testigns
and patient to ask the next assessment question.

I would like to see more options for interacting with the patient in terms of talking and
getting the patient to move. | would like to get some feedback while doing th@soen

If the change in the patient condition could be quicker.

3. What did you learn about patient analysis and diagnosisZonsolidation of nursing
process

Air pump for atrovent/ventolin

Possibly asthma - wheezing

| learnt that you can do some assessment skills to get leads into what steodibshe next.
even though the computer told me at the end | should have assessed thisatrtti@time
| felt I didn't need to, and just went looking for what my gut told me was rigtbelieve |
was able to make the right diagnosis in the end.

It is important to think through what the symptoms indicate

Assessing and treating needs to be more systematic.

4. What was your experience with the virtual world interface?
Low-pressure learning experience
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None

Interesting!

| tried it during Save Stan, but it was hard competing with the other studeritgdlgato
figure out who has what medical apparatus and how it actually worksgzkrit most of my
time that day trying to just take my avatar for a walk around the ER.

It was easy to manipulate and understand

5. Do you have any other comments?

Definitely a useful tool for learning clinical drills. | think these types of tiagnand prac-
tise methods would be incredibly valuable in running programs. Please kisejpth
Would be great to have a number of those scenarios before our fiisetkixperience for
clinical 1.

Was awesome! Thanks

This was a really good experience! | think everyone should give it a try.

| really enjoyed the experience, would have liked to see a definite congltsite treat-
ment

This would be a good learning tool to have.

H.5 Attitude Assessement — Computer-Assisted Instruction

I administered Allen’s tool for measuring attitude toward computer assisteddtisin [2].
The tool uses 14 bipolar adjective scales (e.g., “valuable” vs. “wolHleand asks the
student to record his or her first impression about each item. The toobwensim Table
H.9, and the results of administering the tool before and after the simulaticshawen in
Tables H.10, H.11, and H.12. Note that the numerical values shown in Ta®larkl not
actually shown in the tool, but are presented here in order to clarify hiwevare assigned
to each item in the tool.

Table H.9: Attitude Assessment Tool
Rigid 11234 |5|6]|7 Flexible
Useful 716(5(4(13|2|1 Useless
Stimulating 716(5]4|3]2]|1 Boring
Meaningless 112|134 |5|6]|7 Meaningful
Pleasant 716|543 |2]|1 Unpleasant
Valuable 716541321 Worthless
Creative 716541321 Stifling
Impersonal 112(3|4|5|6]|7 Personal
Efficient 716|543 |2]|1 Inefficient
Inappropriate 112|134 |5|6]|7 Appropriate
Comfortable 716541321 Uncomfortable
Non-threatening 7 | 6 |54 | 3| 2|1 Threatening
Overpowering | 1/2|3|4|5|6|7 Easy to control
Timesaving 716|5|4]3|2]| 1] Time-consuming
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Table H.10: Pre-Simulation Attitude Assessment

Student 1 2 3 4 5 6 7 8 9 10 11| 12 13 14 | Total
Student 1 2 6 4 2 5 3 5 3 5 6 4 2 3 2 52
Student 3 6 6 6 5 4 6 7 2 6 6 4 7 5 5 75
Student 4 7 7 7 7 7 7 7 4 5 6 7 7 5 2 85
Student 5 4 4 4 4 5 4 6 2 4 4 7 7 4 4 63
Student 6 6 5 5 5 4 4 6 2 6 5 5 5 3 4 65
Student 7 4 4 6 5 4 4 5 2 4 4 5 5 4 4 60
Average | 4.83 | 5.33| 533 | 4.67 | 483 | 467 | 6.00| 250 | 5.00 | 5.17 | 5.33 | 5.50 | 4.00 | 3.50 | 66.67
Table H.11: Post-Simulation Attitude Assessment
Student 1 2 3 4 5 6 7 8 9 10 1] 12 13 14 | Total
Student 1 7 7 7 7 7 7 7 5 7 7 6 6 7 6 93
Student 2 4 7 5 5 6 6 6 4 6 6 6 6 6 4 77
Student 3 5 7 6 6 7 6 7 4 5 6 6 7 5 6 83
Student 4 7 7 7 7 6 7 7 1 5 7 7 7 7 3 85
Student 5 6 6 5 5 5 5 7 3 6 5 7 7 6 6 79
Student 6 5 5 6 5 6 6 6 5 5 4 6 6 5 4 74
Student 7 4 6 6 5 4 5 5 4 3 5 6 6 5 5 69
Average | 543 | 6.43 | 6.00 | 5.71 | 5.86 | 6.00 | 6.43 | 3.71 | 5.29 | 5.71 | 6.29 | 6.43 | 5.86 | 4.86 | 80.00
Table H.12: Pre vs. Post-Simulation Attitude Assessment
Student 1 2 3 4 5 6 7 8 9 10 11| 12 13 14 | Total
Student 1 5 1 3 5 2 4 2 2 2 1 2 4 4 4 41
Student3| -1 1 0 1 3 0 0 2 -1 0 2 0 0 1 8
Student 4 0 0 0 0 -1 0 0 3 0 1 0 0 2 1 0
Student 5 2 2 1 1 0 1 1 1 2 1 0 0 2 2 16
Student6] -1 0 1 0 2 2 0 3 -1 -1 1 1 2 0 9
Student 7 0 2 0 0 0 1 0 2 -1 1 1 1 1 1 9
Average | 0.83 ] 1.00 | 0.83| 1.17| 1.00| 1.33| 0.50 | 1.17 | 0.17 [ 0.50 | 1.00 | 1.00 | 1.83 | 1.50 | 13.83
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