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Abstract—The electromagnetic transient (EMT) simulation of
a power system interconnected with wind farms involves such
intensive computations that fully digital real-time simulators are
among the effective tools for performing such simulations. To
practically exploit real-time simulators for the simulation of wind
farms with numerous wind turbines, the application of aggrega-
tion techniques is inevitable. In this paper, a detailed EMT model
of a grid-connected wind farm with ten doubly-fed-induction-
generator-based General Electric 1.5-MW wind turbines has been
implemented on an advanced PC-Cluster-based real-time simula-
tor. Three levels of physical aggregation methods are presented
to reduce the computational efforts of the real-time simulation
while maintaining adequate accuracy. A combination of these ag-
gregation methods with parallel processing allowed the real-time
simulation to be carried out with a fixed time step of 50 μs and
high accuracy. Various fault transient results are provided for all
the aggregation levels and compared against results from the de-
tailed wind farm model. The validity of the proposed methods and
real-time simulation results has also been confirmed by comparing
with offline simulation results in MATLAB/SIMULINK.

Index Terms—Distributed computing, power system simulation,
real-time systems, wind energy.

I. INTRODUCTION

G LOBAL WIND farms of increasing size are being estab-
lished for large-scale harvesting of this abundant renew-

able energy resource [1], [2]. Modeling and simulation tools are
essential to accurately predict the behavior of a wind farm vis-
à-vis the power system [3]. An insight into the dynamic impact
of a grid-connected wind farm requires comprehensive stability
studies [4], [5]. Moreover, the existence of sophisticated power
electronic interface for the wind farms, the testing of protection
and control schemes, and the arrangement of insulation levels
in wind farms involve detailed electromagnetic transient (EMT)
studies.

Several commercially available simulation tools such as
EMTP, MATLAB/SIMULINK, and PSCAD/EMTDC provide
detailed models for simulating wind farms. However, all of
these simulators are offline tools which involve excessive
computation time. For example, a 100-s duration of detailed
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EMT simulation of a ten-turbine wind farm in MATLAB/
SIMULINK, as presented in this paper, can last for several
hours on a 2.8-GHz CPU. However, the same simulation on a
real-time simulator will take 100 s. Another advantage of real-
time simulators is their capability to communicate with real-
world hardware such as digital controllers and protective relays.
This feature, called hardware-in-the-loop (HIL) simulation,
allows such equipment to be designed, tested, and validated
under realistic system conditions before being placed in the
field [6]–[9]. Practical applications that make this simulation
worthy to conduct include the study of the impact of unbalanced
operation, an analysis of ferroresonance in the wind farm,
turbine interaction within the wind farm, and internal fault
studies within the farm. Furthermore, HIL simulation can be
a useful facility for training engineers.

Both fixed- and variable-speed turbines [10]–[12] have been
used for wind generators; however, the doubly fed induction
generators (DFIGs) have become a widely accepted design
for several recent wind farm installations [13]. In [14], the
HYPERSIM real-time simulator with 50-μs time step was
used to model one wind-turbine-driven DFIG using pulsewidth
modulation converters. In [15], a real-time HIL test facility,
designed for testing an all-electric ship propulsion system, was
utilized for wind energy research; they have used the real-time
digital simulator (RTDS) with a time step of 50 μs to validate
their results. In [16], a detailed real-time transient simulation
for a single DFIG-based grid-connected wind turbine based on
the General Electric (GE) 1.5-MW generator design has been
implemented and validated on an advanced PC-Cluster-based
real-time simulator. This paper presented detailed mechanical
and electrical models for a single wind turbine, the control
systems, and required optimization for real-time simulation. To
find the most appropriate model which satisfies both accuracy
and real-time constraints, several experiments were performed,
and it was realized that the best configuration was the fifth-
order wound rotor induction machine model with a two-mass
mechanical model [17]. However, the issue that still remains
unresolved is how to perform real-time simulation of large
wind farms connected to the grid. Although multiple processor
nodes with task partitioning might be used to perform such
a simulation in real time, it certainly would not be practical
if we represent a wind farm with hundreds of turbines using
detailed models for individual turbines. Aggregation techniques
need to be used invariably to achieve accurate real-time sim-
ulation of large wind farms. In the literature, the available
offline aggregation techniques can be classified into two main
groups [18], [19]: system reduction and physical aggregation
methods.
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In this paper, we focus on a combination of parallel process-
ing and the physical aggregation method to achieve real-time
simulation of a grid-connected wind farm. The real-time sim-
ulation was carried out with a 50-μs time step which al-
lows one to show the detailed switching waveforms of power
electronic converters for the individual DFIG, as well as the
overall dynamic response of the wind farm. In Section II, we
summarize the currently available aggregation methods with
their merits and drawbacks. In Section III, the structure of
the power network and a wind farm with ten DFIG-based
GE 1.5-MW wind turbines is shown. The performance of a
detailed wind farm model without aggregation is presented in
this section. In Section IV, three levels of physical aggregation
using successive model reductions are applied to the wind farm,
and the results are compared with the detailed wind farm model.
Conclusions are presented in Section V.

II. SUMMARY OF WIND FARM AGGREGATION METHODS

Two main groups of aggregation techniques could be identi-
fied in the literature: system reduction and physical aggregation
methods. The attempt in the former is to simplify and reduce the
order of the wind farm and power system models by exploiting
reduction schemes. In [20], an aggregation model based on the
linearization of both electrical and mechanical equations for
wind turbines is proposed. This model is for power quality
studies such as fluctuation of electrical and mechanical vari-
ables, and flicker. Aggregation techniques for both constant-
and variable-speed wind turbines are discussed in [21]. For
constant-speed turbines, it was originally proposed to sum
up only the mechanical power of the single wind turbines.
However, this method produced errors in the case of variable-
speed wind turbines; thus, instead of the mechanical powers,
only the electrical powers of the wind turbines were added.
Further simplifications were considered in [21], such as the use
of a constant performance coefficient (Cp) instead of Ĉp(λ, θ).
The singular perturbation theory has been proposed in [18] to
reduce the order of wind farms. The basis of this theory is to
partition the time-varying variables of a system according to the
rate of their dynamic change. The system is divided into two
separate subsystems: slow and fast; the slow subsystem is
solved by neglecting the fast one, and then, the fast subsystem is
reintroduced to be solved in the appropriate time scale. In [18],
it is explained that, in a wind farm except for rotor variables of
the induction generator, other variables such as stator currents,
terminal voltages, and branch currents can be included in the
fast subsystem.

In the physical aggregation technique, the idea is to replace a
set of wind turbines by a representative wind turbine in the wind
farm simulation. The suggested method in [22] was to group
wind turbines with identical operational conditions and conse-
quently rescale the equivalents. For instance, in a wind farm
with a rectangular arrangement, depending on the wind direc-
tion, a set of wind turbines existing in rows or columns was re-
placed with a single representative for each row or column [17].
A similar method has been used in [19], in which the wind
turbines in the wind farms were divided into three groups based
on the physical distances among them.

All of the aforementioned aggregation techniques were de-
signed and implemented for offline simulations; however, their
feasibility for real-time simulation is yet to be explored. The
focus of this paper is on the real-time simulation of a grid-
connected wind farm using the physical aggregation method.
Different levels of aggregation have been achieved through
the attuned utilization of wind farm physical data and elec-
trical properties. The wind farm layout, wind direction, and
correlation between the various vertically aligned wind turbines
are the significant parameters for clustering wind turbines and
partitioning the wind farm into several regions, as will be shown
in Section IV.

III. WIND FARM STRUCTURE AND DYNAMICS

Real-time studies on the single grid-connected wind turbine
[16] have provided the fundamental building blocks and the
necessary tool set for the model construction and analysis of
a wind farm. To bring out the most salient characteristics of
a wind farm, its electrical connections and physical attributes
must be first clearly defined.

A. Structure of the Wind Farm

As shown in Fig. 1, the ten DFIG-based wind turbines of a
wind farm were electrically divided into four groups. The de-
tailed EMT model of each wind turbine includes the complete
aerodynamic, mechanical, and electrical components of the
wind turbine, the back-to-back voltage source converter (VSC)-
based power electronic interface, as well as the mechanical and
electrical controllers of the wind turbine. Each wind turbine had
its own 0.575/25-kV distribution transformer connected to the
subcollector bus (cB1–cB4). Through the collector transformer,
the voltage is boosted to 138-kV transmission level. At the end
of the parallel circuit, the infinite bus B1 is backed by an ideal
three-phase voltage source.

The geographical illustration shown in Fig. 2 indicates that
the wind turbines are equally spaced on the same altitude with
no surrounding obstacles. The variable wind source (υw) was
made up of four components [23]–[25]: average speed, gust,
ramp, and turbulence, as shown in Fig. 3. The average wind
speed was assumed to be the same across the entire wind farm.
The turbulence is a Gaussian-distributed random signal, while
the wind speed nonlinearity and the geographical specifics
of the wind farm land are ignored. It is, however, possible
to define the turbulence in relation to the height at which the
wind speed signal is of interest. In this way the geographical
unevenness and nonlinearity of the wind speed can be included
in the simulation [23]. In the direction shown in Fig. 2, the
gust, ramp, and turbulence riding on the average wind speed
would first concurrently affect wind turbines 1, 2, and 3; then
4 and 5; and so on. In order to reflect the geographical location
and distance, the wind speed signals feeding to different wind
turbines were individually coordinated. Since wind turbines 1,
2, and 3 were the first to be affected by the wind digressions,
the wind speed pattern experienced by these three wind
turbines became the modulation reference.
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Fig. 1. Wind farm schematic.

Fig. 2. Physical attributes of the wind farm and the hypothetical wind
direction.

Fig. 3. Wind speed signal generation.

Referring to the physical descriptions given previously, the
detailed wind farm model was developed under MATLAB/
SIMULINK. Wirings internal to the wind farm were omitted
mainly due to the existence of transformers (behind the wind
turbines) which have a high impedance in comparison with
the impedances of short-length wiring cables [21]. Neverthe-
less, the cables connecting the subcollector buses to the main
collector bus and the transmission lines supporting the entire

Fig. 4. Wind farm offline simulation response to variable wind speed mea-
sured at the collector bus: (a) generated active power and (b) generated reactive
power from the wind farm.

wind farm were represented with the conventional distributed
parameter line model. The line sections between the collector
and subcollector buses are modeled with the 50-km distrib-
uted parameter line model. Although the line length and the
impedances associated with the line may not reflect the real-
world situation, the practice is considered valid for the study
of real-time simulation realization and aggregation technique
development; these will be more discussed in the next section.

For the 100-s offline simulation, all the wind turbines were
initialized under exactly the same conditions. The control ob-
jective for the wind turbines was to produce maximum active
power at unity power factor. The simulation time step was fixed
to 50 μs. As the aggregated behavior of the wind farm is more
important, the active (Pcoll) and reactive (Qcoll) powers at the
collector bus were measured and shown in Fig. 4.

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on August 13,2010 at 18:15:33 UTC from IEEE Xplore.  Restrictions apply. 

READ O
NLY



JALILI-MARANDI et al.: SIMULATION OF GRID-CONNECTED WIND FARMS USING PHYSICAL AGGREGATION 3013

Fig. 5. Distribution of the subsystems for the wind farm model across the PC-Cluster-based real-time simulator.

The variations seen in Pcoll are the recordings of the collec-
tive wind farm response to the wind alternations. With the given
controller design, the wind turbines would only monitor and
regulate the reactive power at the low-voltage side of their own
distribution transformer to zero. As the internal wirings were
ignored, the power factor at the subcollector buses should be
very close to unity. However, the active currents flowing toward
the collector bus have excited the shunt capacitances associated
with the cables and, in turn, increased the generation of reactive
power by small amount.

B. Real-Time Simulation of the Wind Farm

To complete the 100-s offline simulation in MATLAB/
SIMULINK, 10 022.0 s was needed on average. One way to
increase the simulation turnaround time would be to execute
the model on an advanced PC-Cluster-based real-time simulator
[26], [27]. Solving the wind farm model in real time required
the computation power of eight 3-GHz Intel Xeon CPUs in-
side four shared-memory (RAM) dual-processor cluster nodes.
Aside from speed increase, the added features from the simu-
lator will also extend the range of investigations, such as HIL
testing.

By referring to the computation time recorded for the real-
time simulation of a single grid-connected wind turbine in [16],
it was concluded that a maximum of three detailed wind turbine
models can be simulated on a single cluster node with the time
step fixed to 50 μs. In order to evenly distribute the computation
load across the PC Cluster, the complete wind farm was divided
into four subsystems, on the PC Cluster shown in Fig. 5. Fig. 6
shows the wind farm distribution across the various subsys-
tems which are processed in parallel on the cluster node. The
Master subsystem contained the transmission system and one
wind turbine, while the three Slave subsystems contained three
wind turbines each. The communication between the Master

and Slave subsystems was established through the Bergeron
transmission line model [29].

Due to the length and characteristic impedance, electrical
signals sent from one end of a transmission line will be received
at the other end with a time delay τ . Because of this delay,
the transmission line can be modeled as two separate yet in-
terdependent portions. By knowing the history terms from one
portion, the other portion can calculate its present state using
nodal analysis. The transmission line modeling (TLM) method
[30] is used to decompose the overall wind farm power system
model. After splitting the transmission line model into two, one
portion was retained in the Master subsystem connecting to
the collector bus, and the second portion was accommodated
in the Slave subsystems linking the wind turbines. The time
step is small enough that the history terms from both portions
were communicated to either sides just with a one time-step
delay.

In theory, this model division technique should also increase
the simulation speed. Since the entire electrical network was
divided into four parts linked with data signals, four smaller
sets of state-space matrices should be formed to represent the
linear electrical components. Based on the DFIG optimization
studies in [16], a smaller state-space matrix can be solved
with less time. The C-code for the entire system is gener-
ated using MATLAB’s real-time workshop and compiled using
OPAL-RT’s RT-LAB [31] software. After loading the executa-
bles for the four subsystems onto the PC Cluster (Fig. 5), a real-
time simulation of the wind farm was started, and simulation
results were exported to an external oscilloscope.

The real-time wind speed signals affecting the four groups
of wind turbines in the wind farm over a 100-s interval are
shown in Fig. 7. As the average wind speed was set to 11.3 m/s,
a 19.16-s delay was created for the forefront of the wind
variations to reach the consecutive sets of wind turbines. This
explains why the variations in the wind speed signals sent
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Fig. 6. Division of the detailed wind farm model for real-time simulation.

to wind turbines 4 and 5 υw45 were started at t = 19.16 s.
Based on the same principle, the wind signals delivered to wind
turbines 6, 7, and 8 υw678 and those generated for wind turbines
9 and 10 υw9X were delayed by 38.32 and 57.48 s, respectively,
with respect to υw123 as the modulation reference.

Fig. 8 shows the the active (Pcoll) and reactive (Qcoll) powers
at the collector bus that are the simulation results on the
OPAL-RT real-time simulator. To validate the simulator results,
those are superimposed on the offline simulation results in
Fig. 9, which shows they are exactly the same. The detailed
switching voltage and current waveforms for the stator side con-
verter of individual DFIG in the wind farm are shown in Fig. 10.
The grid interface for each wind turbine consists of two six-
pulse VSCs connected back-to-back at their dc terminals with
a shared buffering capacitor. In order to accurately represent
the collective behavior of a six-pulse converter, a time-stamped
switching function model was utilized [26], [28]. By comparing
the real-time simulation results with the corresponding offline
simulation results from MATLAB/SIMULINK, the model divi-
sion technique was validated. The execution time performance

log for the real-time simulation is shown in Table I. While
the model computation time for the individual subsystems was
within the 50-μs limit, the last row of Table I shows that the
time step has overrun the 50-μs limit. Because the simulator
needed more time to finish the necessary computations and
communications, the time step was automatically expanded. It
was obvious that the communication overhead was the main
cause for the overruns.

As the intensive computation has already pushed the cluster
nodes executing the slave subsystems close to the time limit, not
enough margin is left to handle the communications. Although
the situation can be resolved by simply enlarging the time
step, a more versatile solution of wind farm aggregation is
investigated in Section IV.

IV. WIND FARM AGGREGATION FOR

REAL-TIME SIMULATION

To reduce the amount of time and computational resources
needed for the real-time simulation of a wind farm, a better
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Fig. 7. Real-time oscilloscope trace of the synthesis of the variable wind
speed signals for (a) wind turbines 1, 2, and 3; (b) wind turbines 4 and 5;
(c) wind turbines 6, 7, and 8; and (d) wind turbines 9 and 10. ( X-axis scale)
1 Div. = 10 s. ( Y -axis scale) 1 Div. = 5.65 m/s..

Fig. 8. Real-time oscilloscope trace of the wind farm response to variable
wind speed measured at the collector bus: (a) Generated active power and
(b) generated reactive power from the wind farm. (X-axis scale) 1 Div. =
10 s. (Y -axis scale) 1 Div. = 1 MW(P ) and 1 MV Ar (Q).

solution is to develop an aggregated model that is capable
of representing the collective behavior of multiple or all the
wind turbines. Different levels of aggregation can be achieved
through attuned utilizations of the data regarding the physical
attributes and electrical properties of the wind farm. In this
section, three levels of aggregation are presented, and their fea-
sibility is demonstrated for real-time simulation. The detailed
wind farm model is used as a high resolution benchmark against
which the results from the aggregated models were compared.
Both steady-state and transient results have been considered.
In the transient case, two kinds of grid faults, single-line-to-
ground and three-phase-to-ground, were imposed on bus B2
shown in Fig. 1. The single-line-to-ground fault happened at

Fig. 9. Comparison of real-time results of the detailed model with the offline
simulation: (a) Generated active power and (b) generated reactive power from
the wind farm at the collector bus.

Fig. 10. Real-time oscilloscope trace of converter phase-to-phase and phase-
to-ground voltages, line current, and harmonic spectrum of phase-to-phase
voltage: υab V(×500), υa V(×500), iab A(×200).

t = 10.15 s and lasted for 9 cycles/0.15 s; after all the transients
from this fault have completely settled down, a 9-cycle/0.15-s
three-phase-to-ground fault was triggered at t = 20 s.

A. Level-1 Aggregation

According to the wind farm layout and wind direction given
in Fig. 2, the strong correlation between the vertically aligned
wind turbines allowed the division of the wind farm into
four regions, as shown in Fig. 11. To represent the collective
generation capacity within each region, an equivalently rated
wind turbine model was utilized. For example, the replacement
wind turbine model of Region 1 had a rating of 50.01 MVA
(= 3 ∗ 1.67 MVA).

The higher rating wind turbines were derived directly from
the existing model with a nominal rating of 1.67 MVA. Since
the wound rotor induction motor in the existing wind turbine
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TABLE I
PERFORMANCE LOG FOR THE REAL-TIME SIMULATION OF THE DETAILED WIND FARM MODEL

Fig. 11. Division of the wind farm for level-1 aggregation.

model was specified with per-unit parameters, its output capac-
ity can be proportionally increased by changing the base power.
There was no need to change any other parameters because the
replaced model must inherit the mechanical properties and the
controller characteristics. The four aggregated models were di-
rectly connected to the four subcollector buses shown in Fig. 1.
Since the wind speed signals shown in Fig. 7 have already
accounted for the sparsity of the wind farm, they were directly
applied to the four aggregated models. Due to the differences in
rating, the wind speed signals υw123 and υw678 were applied
to the aggregated wind turbines representing Regions 1 and
3, respectively, while the wind speed signals υw45 and υw9X

were applied to the wind turbines representing Regions 2 and
4, respectively.

By grouping and replacing the wind turbines experiencing
similar wind variations with an equivalent model, the average
offline simulation time was halved to 5542.0 s. Comparisons of
the simulation results accredited the aggregation technique. At
the collector bus, the variable wind speed responses generated
by the aggregation model were very close to those produced
using the detailed wind farm model. Using the following, the

maximum discrepancies in the collector bus active and reactive
power waveforms were found to be 0.92% and 3.70%, respec-
tively (Table II):

εp =
max(Pdetailed − Pagg.)

Pdetailed
(1)

εQ =
max(Qdetailed − Qagg.)

Qdetailed
(2)

where Pdetailed and Qdetailed were defined as the collector
bus active and reactive powers generated using the detailed
wind farm model, and Pagg. and Qagg. were representing the
collector bus active and reactive powers generated using the
aggregated model.

Figs. 12 and 13 show the response of the aggregated and
detailed wind farm models under balanced and unbalanced
fault conditions. Overall, the steady-state and transient re-
sults match very well. Under the magnified views given in
Figs. 12 and 13, the deviations become more obvious. For
the single-line-to-ground fault (Fig. 12), the aggregated wind
farm model tends to underestimate the oscillations in Vcoll and
Icoll. Minor dc offsets were also observed. By referring to
Figs. 12 and 13, the discrepancies are better depicted as the
mismatching high-frequency voltage and current components.
In the enlarged views, the waveforms generated by the aggre-
gated model could only outline those generated by the detailed
wind farm model; higher frequency jitters were not closely
matched.

When comparing the results for a three-phase balanced fault,
it was found that the magnitudes of the post-fault power spikes
were slightly exaggerated. This exaggeration was caused by
the apparent mismatches in the post-fault voltage and current
waveforms (Fig. 13), although the pattern and timing of the
responses were still found to be very accurate. Since the third
harmonic was filtered by the star–delta connection of the trans-
former, the fourth harmonic became the most prominent com-
ponent in the voltage waveform (Fig. 13(a)). The aggregated
model was able to adequately capture the dominant harmonic.

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on August 13,2010 at 18:15:33 UTC from IEEE Xplore.  Restrictions apply. 

READ O
NLY



JALILI-MARANDI et al.: SIMULATION OF GRID-CONNECTED WIND FARMS USING PHYSICAL AGGREGATION 3017

TABLE II
OFFLINE EXECUTION TIMES AND ERRORS ASSOCIATED WITH DIFFERENT LEVELS OF AGGREGATION

Fig. 12. Comparisons of the collector bus: phase-a (a) voltage and (b) current during the single-line-to-ground fault generated by the detailed and level-1
aggregation model.

Fig. 13. Comparisons of the collector bus: phase-a (a) voltage and (b) current during the three-phase-to-ground fault generated by the detailed and level-1
aggregation model.

B. Level-2 Aggregation

In this level, the wind farm was divided into two parts from
the middle. This setup required two equivalent wind turbine
models with five times the nominal generation capacity. In
order to preserve the physical attributes of the wind farm, the

wind speed signals were finely adjusted. For the first equivalent
model representing wind turbines 1–5, the wind speed pattern
was constructed from υw123 and υw45. Since three of the five
wind turbines should experience υw123 and the remaining two
should experience υw45, the magnitudes of the gust and ramp
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Fig. 14. Variable wind speed signals for the level-2 aggregation model.

Fig. 15. Comparisons of the collector bus: phase-a (a) voltage and (b) current during the three-phase fault generated by the detailed and level-2 aggregation
model.

were scaled accordingly while still maintaining the average
wind speed at 11.3 m/s. The rescaled composite wind speed
signals for level-2 aggregation are shown in Fig. 14.

Since the entire wind farm was represented by only two
equivalent wind turbines, the electrical connections at the sub-
collector buses were adjusted correspondingly. Two cables were
put in parallel to conserve their combined effects on power
transmission.

As more details were eliminated from the wind farm model,
it was expected to produce a degradation in simulation accuracy
for the exchange of higher efficiency. Comparisons of the
simulation results showed larger discrepancies. The maximum
deviations in active and reactive powers increased to εP =
2.42% and εQ = 6.04% (Table II). Although the wave shapes
for the fault responses were still very close to those produced
by the detailed wind farm model, the exaggerated power spikes
along with the enlarged dc offsets may lead to unnecessary
concerns regarding the fault immunity of the wind farm.

In Fig. 15, the fault voltage and current waveform com-
parisons showed further disagreements for the high-frequency

components. For the three-phase fault voltage waveform
(Fig. 15(a)), the amplitude differences and phase delay of the
fourth harmonic component became more obvious.

C. Level-3 Aggregation

To achieve the highest level of aggregation, all ten wind
turbines were collectively represented with an equivalent model
having ten times the nominal capacity. For this highly compact
wind farm model, the rescaled wind pattern was synthesized
from the four wind speed signals shown in Fig. 7. All the sub-
collector buses were merged into one, and the cables connecting
to the collector bus were combined in parallel. After a series of
combinations, the wind farm was simplified to a single grid-
connected wind turbine.

The simulation result comparisons showed higher discrep-
ancies. Maximum errors εP and εQ have further increased to
8.07% and 8.15%, respectively (Table II). In the fault response
comparisons (Fig. 16), the exaggeration in three-phase fault
responses becomes more severe.

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on August 13,2010 at 18:15:33 UTC from IEEE Xplore.  Restrictions apply. 

READ O
NLY



JALILI-MARANDI et al.: SIMULATION OF GRID-CONNECTED WIND FARMS USING PHYSICAL AGGREGATION 3019

Fig. 16. Comparisons of the collector bus: phase-a (a) voltage and (b) current during the three-phase fault generated by the detailed and level-3 aggregation
model.

D. Aggregation Summary

These studies conducted in the previous sections demon-
strated how to effectively incorporate the electromechanical
prosperities of a wind farm for aggregation purposes. In gen-
eral, it was concluded that the macro behavior of the wind
farm is determined by the wind speed and the geographical
properties. When it comes to matching the fast transients, such
as fault responses, the aggregations of the electrical network
would have more substantial influence.

The achieved results for the active and reactive powers in
the collector bus during different levels of aggregation have
been shown in Fig. 17. When the model becomes simpler, the
simulation speed and the accuracy of the simulation results cor-
respondingly reduce, as summarized in Table II. The applica-
tions of these aggregated models should depend on the type of
studies performed. All three models are considered sufficiently
accurate for variable wind speed analysis and fault studies on
the wind farm. When it comes to analyzing the detailed EMT
response of the wind farm, the level-1 aggregation model is
generally recommended. The intermediate level-2 aggregation
model can be used to achieve the balance between simulation
speed and accuracy.

E. Real-Time Performance of the Aggregated Models

To investigate the benefit of adopting the aggregated models
for real-time simulations, the offline models were separated
into subsystems. As shown in Table III, the level-1 aggregation
model required a total of three cluster nodes to ensure that
the simulation time step (Ts) was kept below the 50-μs limit.
However, the maximum computation TRT and communication
(Tcom) times were substantially reduced when compared with
those recorded for the detailed wind farm model.

The real-time performance shown in the third row has high-
lighted the benefits of the level-2 aggregation model. First,

Fig. 17. Comparison of powers at the collector bus for different levels of
aggregation: (a) active power and (b) reactive power.
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TABLE III
MAXIMUM EXECUTION TIMES FOR INDIVIDUAL TASKS

WITHIN ONE TIME STEP

the number of nodes required for running the model in real
time has drastically reduced to one. This improvement not
only reduced the demand on the computational hardware but
also improved the simulation performance. Since no internode
communication was required, the 30.853-μs computation time
alone could easily fit into the 50-μs bracket. When the accu-
racy was also taken into account, level-2 aggregation model
became the most suitable candidate for real-time studies of
the wind farm interacting with variable wind speed and fault
analysis.

Because the level-3 aggregation model resembled a single
grid-connected wind turbine, the amount of resources required
for real-time simulation was the lowest among the three ag-
gregation models. Considering the amount of time needed to
develop, compile, and finally run the simulation in real-time, the
level-3 aggregation model is highly recommended for timely
variable wind speed studies.

V. CONCLUSION

Real-time digital simulation has been an effective tool for
predicting wind farm behavior accurately, and more impor-
tantly, with speed, specifically when repeated simulations need
to be run for long periods of time, it has been a better alternative
to offline simulation. Furthermore, if an external device such
as a protective relay or a digital controller needs to be tested
and validated, then real-time simulation is the only recourse.
The main finding of this paper is that the detailed real-time
EMT simulation of realistic-size wind farms is indeed possible
with the currently available off-the-shelf computer hardware.
This paper has demonstrated that feasibility by simulating a
grid-connected wind farm with ten DFIG-based turbines on
a PC-Cluster-based real-time simulator; the wind farm model
was split into various subsystems linked by transmission line
models and processed in parallel on the PC-Cluster nodes.
However, modeling individual wind turbines in detail is not a
feasible solution, as the size of the wind farm increases due to
excessive computational hardware requirement. For simulating
large-scale wind farms in real time, aggregation is a better
option. This paper has investigated three levels of aggregation
based on the physical attributes of the wind farm. While the
aggregated models varied in accuracy, from the most complex
to the simplest, all of them showed a significant decrease in
execution and communication times, and thus computational
resources, compared with the detailed wind farm model. This
opens the way for customizable aggregated models which users
can configure based on the desired accuracy and speed. Having
these models of the wind farm would be helpful in expediting
several practical applications such as the study of the impact
of unbalanced operation, the analysis of ferroresonance in the

wind farm, turbine interaction within the wind farm, and inter-
nal fault studies within the farm. Future research in this area
might include a combination of various levels of aggregation
based on the distances of individual turbines from the transient
location and the geographical terrain.
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