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ABSTRACT

The problems of displaying an irregularly shaped surface created from noisy data
manifest themselves in unrealistic and inaccurate surface characteristies. These prob
lems are relevant to medical visualization in which the surface data must appear os
close to the actual surface as possible. It is discussed in detail how to transform three
dimensional discrete points from the surface of a human trunk into a realistic and
accurate surface visualization. Realistic human back surfaces were ercated that can
be used in the assessment of subjects with scoliosis. Mcthods are presented which
minimize the effects of noise and create realistic solid surfaces that can be viewed and
manipulated in six degrees of freedom. Automated techniques of houndary detee-
tion, triangulation and noisc reduction are discussed. T'his work determines the hest
techniques for transforming three dimensional back surface data, with the eriteria he-
ing: realism of presentation and surface acenracy. Specifically, a lincar tiiangulation
algorithm is developed which defines the data boundaries. A subsequent non-linear

filtering of the triangulated data produces the desired noise reduction effects.



ACKNOWLEDGEMENTS

I acknowledge the many scientists and enginec:s who take pride in their work and
provide the coming generation solid evidence of their progress and the means to take
the next step.

I am thankful for the funds made available for research by the Glenrose Rehabil-

itation Hospital and the National Research Council.

Thanks:

For thie brainstorming and reflective powers Ketan Bhalla, Daryl Maier and Michael
Polak as I would bounce ideas off them. Some of the returns were over my head, some
were off the wall, but there were a few that scored and I am grateful.

For the sounds of music which resonate in my mind. The peaceful and uplifting
sounds from Hausmusik, Moser’s groups and Taize.

No thanks to ID software, creators of DOOM.

A big number 10 Eskimo burp to all relatives: A.K.A. eat and run restaurants
and moral supporters.

I finally thank my entertainment and sports ccordinators Michael Polak, Daryl

Maier, and Nick Bucyk.



TABLE OF CONTENTS

1 Introduction

1.1 Objectives / Scope

1.1.1 Motivation

...........

1.1.2  Computer Environment

1.1.3  Representatica Criteria

1.2  Backgrownd

1.2.1  Scoliosis

..........

1.2.2 Data Acquisition

—
N
w
<
-
o
=
S
=
o)
=
-
o
7
=
~
~
~
[
<
)
A
-
A d
=
2

2 Literature Review
2.1 Boundary Generation . . . . .. . ..

2.1.1 Qualification / Assumptions .

2.1.2 Boundaries through scctioning

..................

..................

2.1.3 Boundary Generation After Triangulation (Graphing Theory)

2.1.4 2-D Veltkamp

..................



2.1.5 3D Veltkamp

...........................

2.2 Triangulation ..o 00000 0oL

2.2.1  Trimming the Delaunay Triangulation

.............

2.2.2  Point Density based Triangnlation

2.3  Noise Reduction

..............................

2.3.1 Noise Reduction through Equation Fitting

...........

2.3.2  Resampling to Organized Points o 0 0 0 00 L.

........

2.3.3  Filtering

..............................

2.3.4  Sununary

.............................

Boundary Formation

3.1 Background . . ... 000000000

3.2 Implementation

..............................

3.2.1  Density

..............................

3.3 Maximum Line Length

3.4 TPPurther Considerations

..........................

341 Summary

.............................

Triangulation

4.1 Initial Triangulation (Stage 1)

......................

4.1.1 Triangulation about one Point

..................

4.2 Triangle Optimization (Stage 2)

.....................

4.2.1  Summary

.............................

35

35

36

37

37

38

39

41

45

46

48

50

52

57

60



5 Noise Reduction

5.1 Resampling . ... ... ..

5.2 Standard Filters. . . . . ..
5.2.1  TImplementation . . .

5.3 Custom Filter . . . . . . ..
5.3.1  Implementation . . .

6 Results

6.1 Accuracy. . ... ... ...
6.1.1 Accuracy - Boundary
6.1.2  Accuracy - Triangulation
6.1.3  Accuracy - Effects of Noise .

6.2 Realism . ... .... ..
6.2.1 Realism - Boundary .
6.2.2  Realism - Triangulation
6.2.3 Realisin - Effects of Noise

6.3 Speed ... .. .......
6.3.1 Speed - Triangulation

6.4 Automation .. .. .. ...

7 Conclusions and Future Work

7.0.1 Future Work

Bibliography

.......................

.......................

.......................

.......................

.......................

.......................

.......................

61

6!

63

61

91



LIST OF FIGURES

-
o
<t

2.0

o
-1

Spinal Curves

Single projector/Single camera setup

Structured Light Patterns: A dorsal patient view

Line Rasterstercography

Data distribution from a uniform grid of dots projected onto a back

surlace

Ambiguous boundaries

Two dimensional Veltkamp .

Shaded test data for Veltkamp’s boundary generation . . . . . . . .
Boundary Erosion .

Three dimensional Veltkamp .

Triangle Shape Comparison: Sliver vs Equilateral . . . . . . . . ..

Delaunay circle

Point Classifications . . . . . . . . .. .. ... 00000
Density Approximation Graph . . . . . . .. oo o000 oL

Density Histogram

8

10

16

19

20

39

41

42



3.4 Connection Lengths Graph o 0 0 00 00 00 00 0 o A

3.5 Rectification and Rotation . . . . . . . . .. A7

4.1 Triangulation Partitioning . . . . . . . . . ... Y|
g g C
4.2 Sample Point Neighbourhood .0 0 00 0000000000 R

£330 Triansle Intevior Angles 0 00 0 0 0000000 LA

6.1 Boundary Accuracy: The computer generated boundary is shown in
the black outline . . . . o0 0 0o G

6.2 Triangle Mesh and Holes © 0 0 0 0 0 00 00 0000000000000

6.3 Inappropriate Object for 'Priangulation . . . ... . ... 0000 06
6.1 Triangle Optimization . . .. . . ... 00T

6.5 Triangle Shading . . . . . .. ... L . . ... T8
6.6 Back Surface I: Noisec Comparison . . . . . .. . .. .. .. ... ... 79
6.7 Back Surface Il: Noise Comparison . . . . .. . ... .. ... ... 80
6.8 Total Triangulation Time vs Number of Points . . . . 0 . . .. . . .. X3
6.9 Triangulation and Initialization Graph . . . . . . .. . .. .. .. .. 83

6.10 Back Surface I: different view points . . . . . . . ... 0000 L. ®

7.1 Graphical Summary . . . . .. . ... . ... ... 8K



LIST OF TABLES

4.1 Creatingone Triangle . . . .. . ... ..o o0 .

6.1 Surface Accuracy . . . . . ... ... L.

6.2 Triangulation Algorithm Processing Time (Orders)

..........

..........

..........



Chapter 1

Introduction

1.1 Objectives / Scope

The objective of this study was to develop a data transformation wkich will convert
discrete three dimensional data into a realistic and accurate representation of the
human back. In doing so, the process should minimize user interaction and errors
due to data transformation, and maximize the speed of the computer represeniation

and manipulation.

1.1.1 Motivation

To better understand the effect of spinal misaligniment on distortion of the human
trunk, tools are needed to measure and yuantify surface features. In cooperation with
the Glenrose Rehabilitation Hospital, back surface modeling was perforined to aid in
the study and treatment of scoliosis. A program was developed which allows clinicians

to compare and analyze digital images, three dimensional spinal column data, and



three dimensional back surfaces. This work contributes to the back surface portion
by combining image processing and data visualization techniques to create accurate
and realistic three dimensional computer generated models of the human back from
discrete, three dimensional noints.

Clinicians require a means of visualizing the trunk deformity in three dimensions,
because a three dimensional model adds to the number of physical measures that
can be made on a back surface from a patient in the standing position. A set of
data transformations is required to manipulate discrete data points into a computer
representation which approximates the actual back surface. The model should be
realistic in order to aid a clinician in deciding on a treatment protocol or assess the
cffects of trecatment. The data contains only shape information, because color and
texture are not acquired. Features of interest include: the asymmetry of the entire
trunk; the general shape and directions of the spinal curvature; the asymmetry of the
shoulders; and the narrowing or widening of the trunk at the waist or various I=2ights.

Many of the features of interest are not easily definable in term of mathematical
equations or absolute positioning, so an appropriate definition of a feature is now

introduced.

Minimum feature sizc is defined by sampling frequency. The highest sam-
pling frequency defines the smallest feature that can be detected by the data
acquisilion system. Since the currently used system has a distance between
samples of 1 cm, the features that can be detected are, by Nyquist’s sam-

pling theorem [5], just over 2 cm in diameter.



Any representation of the data should make it possible to single out features of the
minimum size. How this information is portrayed will determine the quality of the
representation. The quality (realism) will be judged against pictures of the patient
and accuracy is determined by how much the resulting surface deviates from the

original data points.

1.1.2 Computer Environment

The protocol for data transformations was developed for use on an IBM RS6000
computer with 32 Megabytes of random access memory (RAM). The computer was
equipped with a graphics accelerator card with a depth bufler and a three dimen-
sional matrix pipeline for image rotation, translation and scaling. Also built into the
graphics card are the equations for simple lighting and shading calculations. Any
method developed was required to work at reasonable speeds on this computer; on
the order of minutes (0-5 minutes). This is fast enough to preprocess the maximum
number of data sets acquired per day. The on-screen rendering of the surface data
had a time constraint on the order of seconds (0-5). T'he ability to view the back
surface from many different view points requires this short time period for rendering
to make it a viable tool for use in a clinic.

The low level software routines were all written using C or using the IBM Graphics
Language (GL). The interfacing was written using the X and Motif libraries and a
good base for the interfacing was written by various other programmers prior to this

study.



There are a variety of possible approaches to creating a realistic surface, all of
which depend on the size of the data set and the resources available. The best
methods were sought for only the given computer resources and the existing back

surface data sets.

1.1.3 Representation Criteria

In general, a realistic and accurate representation of the back surface is desired. This
representation must be casily manipulated by a clinician. The ideal representation

would have the following characteristics:
1. all the visible properties of skin;

2. the shape of the actual and computer representations look identical to the hu-

man eye;
3. a surface which lies strictiy within the boundaries of the data;

4. a fully connected solid surface; and,

]
.

instantaneous rotation and on screen manipulation of the surface.

1.2 Background

1.2.1 Scoliosis

Scoliosis is an abnormal lateral curvature of the spinal column coupled with rotation

of the individual vertebra. Some cases of scoliosis (about 20%) are secondary to other



conditions such as spina bifida or inuscular distrophy, or are the direct result of known
events such as radiation or malnutrition. The majority of scolivsis (about 80%%) falls
under the category of idiopathic scoliosis. This means that the spinal curvature occurs
for no known reasons.

Scoliosis is usually detected during the adolescent growth spurt.  As the spine
grows, the spinal column begins to bend and twist. A non-scoliotic spine appears
straight when seen from the dorsal view (figure 1.1 A). As scen from the side, a
normal spine has a rounding in the upper part of the back (thoracic kyphosis) and a
depression in the lower part (lumbar lordosis). With scoliosis, (figure 1.1 B) the spine
is ’S’ shaped in the dorsal view. Most scoliotic curves bend to the right in the upper
part of the back and have a compensating curve to the left in the lower part of the
back. The rib cage, pelvis and spinal column can all be affected. The asymmetries
can cause back pain, physical problems such as imbalance, an awkward gait and
respiratory problems. The awkward appearance of a scoliotic patient causes negative
reactions from the self-conscious patient as well as other pecople. Many people with
scoliosis seek treatment because they are unhappy with their appearance.

The current alternate treatment methods are bracing for moderate scoliosis and
surgery for severe cases. Braces are placed around the whole trunk with the intent
to apply corrective forces to the trunk. Surgery is used to support the structurally
unstable spine and to correct as much as possible the asymmetries of the trunk.
Pre-bent rods are fixed to the spine with wires, hooks or screws to support and

mold the spine. The effectiveness of these treatments is hard to assess. A consistent



Figure 1.1: Spinal Curves: A) Normal dorsal (back) view; B) Scoliotic dorsal (back)
view



quantification of the changes due to each treatment would help in this assessment

and is one of the goals of future study.

1.2.2 Data Acquisition

Back surface data is obtained from the scoliosis clinics at the Glenrose Rehabilitation
hospital. The acquisition uses one camera and a projected light pattern. A standard
35mm projector is used. The setup is shown in figure 1.2. The back is essentially
featureless, so features are imposed by projecting a light pattern upon the back. The
depth of the surface is calculated by matching the imaged light pattern to that of a
reference image. The reference image is a camera image capture of the light pattern

projected onto a vertical plane.

YA

Figure 1.2: Single projector/Single camera sctup

-1



The projected light pattern is a regular grid of points. When projected it results
in white points of light against a dark back surface (figure 1.3). One image is taken
of the points on the back surface and the second is taken of the points projected
onto a vertical flat board (reference grid) located at Z=0. In practice, the reference
grid remains constant and the reference needs to be re-imaged only when the system
layout is changed or inadvertently jarred. The light patterns between the two pictures

need to be matched in order for the third dimension to be calculated.

Figure 1.3: Structured Light Patterns: A dorsal patient view

An automated data acquisition system [18] has been developed which will replace
the currently used method. The method is called line rasterstereography. The dot
pattern is replaced by a horizontal line pattern and the spacing between lines is

comparable to that of the vertical spacing of dots. Two cameras are situated with



one below and one above the projector. There is no difference in the format of this
new data (figure 1.4), therefore the methods of data transformation will apply to

these data sets as well.

Figure 1.4: Line Rasterstereography

The data is a set of XYZ triplets. The most significant error in the data is in the
Z component and it is less than £2mm [6]. The points are randomly ordered with
a semi-uniform density. A sample of the data distribution from a dot projection is
shown in figure 1.5. Although the projector generates a uniform pattern the camera
sees the points of light at an angle, thus the distorted pattern. The planar density of
the points is approximately one point per square centimetre. For other light patterns

the density changes depending on the period of the light patiern and the camera

1



angles. Since the exact density of the data and the pattern of the data is not known,
it is assumed that the points are randomly distributed over the surface in a relatively

uniforim density.

Figure 1.5: Data distribution from a uniform grid of dots projected onto a back
surface

Data capture does not distinguish folds (occluded regions) or sharp creases (cusps)
in the surface. Therefore, the points are assumed to represent a continuous surface.
Coverage of the entire back surface from the neck to the hips is acquired. The number
of points in a data set varies between 500 and 2000. This number depends on the
density of points and the size of the child that is being imaged. Only the Cartesian
coordinates of these points are stored, but not in any particular order. So from the

computers point of view there is a random distribution of data points

10



The data will be connected into a solid triangular mesh for the final representation.
The triangles would be Gouraud shaded [1] in an artificially lit environment. Justifica-
tion for this choice comes from the criterion for the final surface. This representation
would be a solid surface and could be {ully connected. The simplest surfacing clement
is a polygon and the simplest polygon is a triangle. As a result of these two facts,
the hardware can reproduce the surface at the fastest possible refresh rate for a solid
object. The combination of lighting and shading prodaces a reflectance and shading
that closely resembles that of the actual surface in a lit room. The lighting model
would need to be flexible to accurately depict different skin pigmentations.

Other possible methods of surface representation are not as well suited for the
application or have additional constraints put on the data. Surface splines are signif-
icantly affected by noise in the data, and the ordering ol data points must be known
in order to generate the surface. This and the lengthy computations required to ren-
der the spline surface made this option unrealistic for clinical viewing. i takes on
the order of 5-10 seconds to render wire splines and 10-20 scconds to render spline
surfaces. Wire patch models render quickly, but they still require organized points
to calculate higher order curves. The wire models do not interpolate over the whole
surface and therefore do not provide the illusion of a solid surface. If rendering time
is to be optimized and a solid surface created, a triangular mesh is required to display

the surface.

H



1.2.3 Problems to Overcome

The second criterion, (i.e. the shape of the actual and computer representations look
idemtical to the human eye), is limited by the density of the data. The decision to use
triangles keeps the surface shape and structure as localized as possible. This means
that the fewest nmmber of points in the smallest area can be connected to form a
surfacing clement. It is non-trivial to define the triangle connections and the problem
is compounded when combined with the fifth criterion where connections must lie
within the boundary of the data.

Aspects of the data that are directly opposed to the development of an accurate
and realistic surface are the random distribution of points, the lack of a defined
boundary and the noise present in the data. The random distribution of points makes
it harder to define a neighbourhood of points, because there is no means of predicting
where any point will lie. Point neighbourhoods are necessary for connecting the data
points into the desired triangles.

The lack of a boundary leads to ambiguity when defining where the surface begins
and ends in three dimensional space. This could lead to defining triangles that overlap
or exist outside the surface. These connections would in turn appear as false surfaces
and confuse analysis. Finally, noise in the data may either mask features or create
undesirable lalse features.

The categories of data transformations which constitute the possible means to

accomplish the objectives, and that will be further investigated are listed below:

L. a process of connecting data points into a triangle mesh (triangulation). Trian-

12
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gulation is required to create a fully connected surface of triangles:
2. a boundary generation process, to constrain the connection of points to within

the region of interest;

3. a process to reduce the effects of noise, so the representation does not exhibit

false features;

4. a means to display the data after all preformatting and connection definitions

arc complete; and.

5. standard noise reduction techniques require the data to he ordered, therefore a

resampling or reformatiing technique is required.

1.3 Thesis Organization

The remainder of the thesis will concentrate on the three main topics: boundary
generation, triangulation and noise reduction. Fach topic is reviewed separately in
chapter 2. The methods of implementation are then presented in detail in chapters 3
through 5. These methods are then evaluated in chapter 6, using the eriterion set oud,
in the objectives. The results presented in chapter 6 are accompanied by pictures of
various surface representations at different stages of the data transformation. FKach
portion of the data transformation will eventually mesh with the others to provide a

comprehensive means for a realistic data visnalization.



Chapter 2

Literature Review

2.1 Boundary Generation

There are few applications that require boundary generation techniques. Most data
sets have boundary information stored within the data. Applications like Magnetic
Resonance Imaging and volume visualization [7][23]{9][2] will most often have the data
for visualization come in the form of a regular grid of data points. Other applications
will have regular sampling or simple boundaries [8][16][11], which implicitly define the
boundary. All boundary points in these applications lie in set positions or are already
defined to be part of the boundary polygon. This has limited the amount of research
that has been done on the subject of boundary generation for irregularly shaped
objects. For the case of the human trunk, the boundary is ambiguous; knowledge of

the actual boundary shape is necessary to generate an acceptable boundary.

14



2.1.1 Qualification / Assumptions

It is clear that a boundary can be defined manually by someone with knowledge of
the original object described by the data. This discussion will focus on techniques of
boundary generation that minimize user interaction.

The boundary was sought in two dimensions (in the XY plane. disregarding 7
(depth)). A boundary will be defined as a cyclic graph of the outermost data points.
The interior points need to be excluded from the boundary and the boundary should
encase all interior points with a single closed polygon. This excludes the need for
recognition of holes within the interior of the surface.

For an irregularly shaped boundary, as in this case for the back data, it is desir-
able to have a uniform density of data points that uniquely and adeguately define a
boundary. This is because multiple boundaries can be derived from identical data sets
(figure 2.1). A smooth (coarse) boundary or a jagged (fine) boundary can both be
generated from the same data sets. The best bonndary was one that was indicative of
the underlying surface. Any method of boundary generation relies on knowledge re-
lating to data density and the underlying object itself in order to find an appropriate

bounding polygon.

2.1.2 Boundaries through sectioning

A method of sectioning the data points into a grid of regions was developed by Zhang
[28]. If points are found within a grid region, the extreme points in the vertical and

horizontal (away from the center of the data set) are taken as being boundary points.
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FFigure 2.1: Different boundaries for the same data set: A) Course boundary; B) Fine

boundary



Either, one point has both the extreme value for the X and Y coordinate, or multiple
points, each an extreme in one direction are chosen as boundary points.

The order of surface traversal is important as well as choosing the optimal size of
grid. Choosing a grid that is too small can lead to boundaries crossing one another [28]
and a grid that is too large causes regions outside the data set to be included within
the boundary. The way in which the final boundary is realized is highly dependent
on the grid size chosen, or correspondingly, is highly dependent on the density of the
points in the data set.

User interaction is necessary, but undesirable, to define the grid size that is appro-
priate for the data set. Even with an appropriate grid size, due to the irregular point
distribution, the boundary may still cut through corners leaving valid data points
outside the boundary. By the same reasoning, the boundary may enclose portions
which are not part of the region of interest. An optimal choice of grid spacing can

minimize these negative effects, but is not guaranteed to eliminate them [28].

2.1.3 Boundary Generation After Triangulation (Graphing

Theory)

A iess obvious approach is taken by Veltkamp [26]. When triangulating an irregularly
shaped data set it is necessary to define a boundary Lo ensure that triangle connections
do not degrade the integrity /continuity of the surface. In Veltkamp’s thesis (published
in book form as given in reference [26]) triangulation is performed ignoring all criterion

for a boundary. This approach genecrates an excess of false triangles. The way in

17



which a boundary is created is to systematically remove those triangles which defy
the criterion set out for the boundary of the object. The data sets that are used in
his discussions produce boundaries that are Hamilton cycles [26]. This means they
are both cyclic and contain all the data points. Cyclic means that there is at least
one path that goes in a circle through at least 3 unique points. However, the interior
points are strictly not to be included in the two dimensional boundary for the data
sets of interest here. Instead, all valid interior points should be contained within the

hounding polygon.

2.1.4 2-D Veltkamp

Veltkamp [26] generalizes his boundary generation to N dimensions and the criterion
for triangle elimination in two and three dimensions are of interest.

The process that is followed for boundary generation is illustrated in figure 2.2. An
initial outer boundary is present after the triangulation. The triangle edges along this
boundary each see an angle opposite themselves. The triangles with the largest angles
become candidates for removal. The interior angles which are the largest (obtuse) are
removed first. Removals are made until the boundary contains all data points. As
will be discussed later this will not necessarily work for data distributions containing
non-boundary points. Triangles are restricted from being removed if all three points
of the triangle already lie on the boundary. This ensures that all triangles within the
interior of the boundary are not removed, since these triangles all have three boundary

points as vertices. It also ensures that the boundary is a single cyclic graph. Once

18



all triangles have all three points on the boundary the triangle removal terminates.
Veltkamp produced boundaries which closely represent the true boundaries of his test

objects figures 2.2 and 2.3.

Picture Omitted Due to Copyright Material

Figure 2.2: Two dimensional Veltkamp [26]: 4 stages of boundary generation
A) Original points; B) Delaunay Triangulation; C) The desired boundary (bold lines),
extraneous connections (dashed lines); D) Outer triangles have been Eliminated

2.1.5 3D Veltkamp

The simple difference when generalizing Veltkarp’s methods to three dimensions is
that a tetrahedron’s interior angles opposite the initial three dimensional boundary
is used for the removal of triangles.

The three dimensional examples given, assume that the surface is a closed three

dimensional object. This produces triangles across the back of the surfaces. The

19



20

Picture Omitted Due to Copyright Material

Figure 2.3: Shaded test data for Veltkamp’s [26] boundary generation: A,C) Final
boundary (triangle mesh); B,D) Bezier triangle subdivision and shaded surface (con-
tinuous over the first derivative)



undesirable effect is these triangles may pierce portions of the mid-surface as they
stretch from edge to edge across the back. Triangles stretehing from side to side
across the back of the facial mask can be seen in 2.3 ().

Veltkamp recognized the need for boundary generation, because of the many depth
maps of data produced in computer vision and geometric modeling. However, all
these methods initially capture data in the form of a single depth map. Veltkamp's
methods do not take advantage of the added information gained by knowledge of the
data acquisition format. The fact that there will be no overlapping of poiuts, and
that there is a uniform distribution of data would be helpful in ensuring that triangles
do not stretch across the backside of the surfaces, or potentially through the surface

The two dimensional version of his boundary detection is one which will eliminate
the extraneous triangle surfacing across the back of the data set.

However, it is unclear without further investigation whether it would be possible
to use this method on a two dimensional data set in which there are points within the
boundaries that are not meant to be incorporated into the boundary. It is possible
that the process of eroding triangles may not have a sufflicient terminating condition.
If there are internal points to a two dimensional boundary, it is foreseeable that the
boundary could erode the actual boundary and cut inwards and appear as snake like
paths within the surface (figure 2.4).

Veltkamp’s work was useful in that it illuminated the problems of triangulation
across the back of three dimensional surfaces. It also provided further support for us-

ing the Delaunay triangulation process. Veltkamp is the only person who has used a
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Picture Omitted Due to Copyright Material

Figure 2.5: Three dimensional boundaries by Veltkamp [26]: The successive stages
of boundary generation for a mask reconstructed from laser-range data points (1468
vertices and 2930 triangles). Bottom right: wire frame of the final boundary.



triangulation technique in order to define an outer boundary. Delaunay triangulation
is used to create a surface and then the obtuse triangles are removed from the bound-
aries. This has a similar efflect as minimizing the number of obtuse triangles from a
triangulated surface, which is the basis of the implementation to be presented here.
The stages of the triangulation are depicted in figure 2.5 and are further explained in

the next chapter.

2.2 Triangulation

The simplest surfacing polygon is a triangle. The triangle produces a planar (bilinear)
interpolation between the discrete points. The Delaunay triangle (described later in
this section) is also the most local connection that can be made between data points.
Other surfacing polygons like square patches and circles are less efficient at surfacing
when compared to the triangle, because the graphics hardware was optimized for
triangle generation and triangle shading. A Non-Rational B-Spline (NURBS) surface
was also considered for surfacing, but it renders an order of magnitude slower than
single triangles. While a single triangle mesh takes one second to render the corre-
sponding NURBS surface takes ten seconds. NURBS is implemented with many small
triangles fit to a spline in two dimensions. These smaller triangles are a close approx-
imation to the spline curve and create a continuous surface over the first derivative.
As will be further described in the discussions on noise, splines are not well suited to
data with noise. The problems with noise in the data and the slow rate of rendering

mmade NURBS an unrealistic choice for the surface representation.
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Triangulation is a well studied ficld for irregular point distributions. A triangle
has been a very convenient means of representing surfaces and volumes of data on
computers [7][9]. The coordinates of only three points in three dimensional space
define a plane and its normal. The planc bilincarly interpolates between the three
points to define a solid surface element.

Most techniques for triangulation come to a point where they have a quadrilateral
defined [13]. The four points are in the smallest possible neighbourhood. A decision
is required as to which of the two diagonals are to be used to make the two triangles.
There are at least three ways to decide upon the diagonals. One is to minimize the
diagonal length so that all connections are as short as possible [13]. The next is to
maximize the minimum interior angles in the triangles [13][22] so that surface arca is
maximized. The last is to minimize the maximum interior angle which attempts to
eliminate obtuse angles [13].

The minimizing the diagonals and minimizing the maximum interior triangle an-
gles may create slivers (thin triangles) which produce a non-continuous illusion in a
triangulated surface (figure 2.6). The same effect can occur by minimizing the maxi-
mum interior angles. Slivers are caused by choosing a triangle with a minimized area
or small interior angles. The reason for the non-continuous illusion is due to the cal-
culation of the surface normals. Surface normals which are very different on adjacent
surfaces creates a sharp contrast in lighting. If the long, thin iriangle connects points
which are far apart (i.e. not in the most local neighbourhood), then the 7 coordinates

can vary with a greater magnitude than with local triangle connections. The large
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changes in 7 across a single triangle result in sharp contrast in light shading across
the triangle.

Lawson’s [22] maximizing the minimum angle is equivalent to the Delaunay tri-
angulation [1]. By maximizing the triangle’s interior angles the triangles are kept as
close to equilateral as possible; subsequently the average area of the set of triangles
is maximized [22][11]. This is the only method that has a unique solution that can
be found without testing every set of triangles [13]. The speeds of a maximizing
the minimum angle and the Delaunay algorithm is greater than any other method of
triangulation for irregular data sets. 'The reason for this is the Delaunay algorithm is
the only non-exhaustive triangulation. The two dimensional Delaunay is O(nlogn).
There is also a three dimensional equivalent, but it can be shown that a two dimen-
sional triangulation is equivalent [3], given the data does not fold back on itself. The
back surface data is a depth map and cannot describe folds in the surface, so the
triangulation can be performed in the XY plane, without loss of information.

The Delaunay triangulation superimposes a circle that circumscribes the three
points of a potential triangle (figure 2.7). If no other point in the data set lies within
that circle it is considered the best choice for a triangle [22]. In the case where a point
lies within the circle (point ‘D’ in figure 2.7) a more optimal triangle can be created;
specifically, a triangle with the vertices ‘B, ‘D’ and ‘C’. Subsequently, when a circle

circumscribes this new triangle it will not have point ‘A’ in its interior.

NOTE: From here on the only criterion that will be used for choosing

an optimal triangulation will be the Delaunay circle criterion, which is
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Figure 2.6: Thin triangles cause noisy light refiections (Rasterstercography (line pat-
tern) data):A, C) Gouraud shaded surface and data points with all thin triangles;
B,D) Same area with close to equilateral triangles. Fvery fourth data point is used

from the original data set.



Figure 2.7: Delaunay circle

synonymous with maximizing the minimum interior angle.

One remaining challenge in defining which points constitute a valid triangle is
incorporating the boundary. Boundaries have been successfully incorporated in the
triangulation of regularly sampled volume data [19] containing white noise. The
density of the sampled points is used as a guide to the location of the bounding
points [28]. By adding a constant noise tolerance factor to the calculated density
the boundary lines are made flexible enough to create a reasonable boundary. To
claborate: the tolerance level adds to the maximum allowable distance between data
points which are to be counected.

Two methods of possible significance in three dimensional surface triangulation
with boundaries are trimming the Delaunay triangulation and a triangulation based
on point density. While trimming the Delaunay triangulation provided some useful
basic concepts the core of the implementation will be derived from the density based

triangulation.



2.2.1 Trimming the Delaunay Triangulation

An approach suggested by Veltkamp [26] is to define the Delaunay Triangulation and
then trim away the invalid triangles to form a valid boundary. Since the Delaunay
triangulation makes all connections to points in closest proximity [1]. all valid con-
nections will exist in its creation. However, the extrancous connections need to be
removed. Using Veltkamp’s own, newly developed graph theory cach triangle is given
various measures of goodness. Goodness is based on a combination of the ratio of tri-
angle side lengths, and interior angle propoertions. Those triangles with large angles
facing the initial outer boundary (obtuse triangles) have low goodness factors and
become candidates for removal.

It is easily seen that one could remove all inappropriate triangles to reveal the
true boundary of figure 2.2. There are no points in the interior of the vase of figure
2.2. 1t is not clear whether only the appropriate triangles will be removed in the case
where some data points are not a part of the boundary. The criterion that Veltkamp
suggests for triangle removal are based on the knowledge that there are no interior
points. For this reason, the immediate literal use of Veltkamp’s methods would not

be appropriate for our data.

2.2.2 Point Density based Triangulation

The theoretical algorithm developed by Hoppe [20] uses an estimation of the data
density to define both the surface boundary and the valid triangle connections. Unlike

the graph theory presented in Veltkamp, Hoppe et al. [20] take advantage of some
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characteristics of the data sets. It is clearly stated that, “it is also impossible to recover
features ... in regions where insufficient sampling has occurred” [20]. The density of
the points must be estimated. A circle, which is guaranteed to hold at least one
data point, has a diamecter, p; where p is proportional to the density. Taking into
consideration noise ¢, a maximal distance between points is given as (p + €).

Tangent planes are first defined for every point in the data set. This is accom-
plished by defining a neighbourhood size in terms of points. The user would pick an
acceptable number, and the tangent plane would be a least squares fit of the neigh-
bourhood to a plane. An automated technique to calculate the neighbourhood size
was recommended by Hoppe [20], but had not yet been implemented. Hoppe [20]
also suggested that in range images (depth maps) there may be a means of using
information from the data capturing technique to define a neighbourhood size. The
tangent planes create a locally linear approxir-:.tion to the surface.

A Euclidean Minimum Spanning Tree (EMST) was constructed in O(n?) which
connects the centers of all tangent planes into a graph. This graph was used to
eventually connect all points that are in closest proximity. A modified marching
cubes [7]{24][20] algorithm is used to subdivide the area into cubes slightly smaller
than (p + ¢). Any tangent plane cutting through such a cube constitutes a possible
border planc. The point nearest this plane is then connected to the nearest points in
the neighbouring cubes to form the surfacing triangles.

A triangle optimization follows, which collapses edges that may have been falsely

formed. The criterion used to eliminate these triangles is to minimize the product
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(mazximum edge length x circumscribing circle radius). Within the article by Hoppe
[20] there was no discussion on how well this criterion worked [20].

It would be possible to directly implement their algorithms, but Hoppe [20] points
out that the algorithm needs improvement before it can be automated. The density
of the points needs to be known before the process begins so an antomated means to
calculate the minimum point density is required. The neighbourhood size (related to
the density) is an input parameter that should be derived in an automatic routine.
The speed and accuracy of the algorithm depends on these inputs so they become a
crucial part of the triangulation.

The truly relevant portions of Hoppe’s [20] procedures are those which can be
translated into two dimensions. The calculation of point density and maximal con-
nection line length can be translated into two dimensions directly. The marching
cubes algorithm could be translated into a marching rectangle algorithm. However,
there is no means of translating the tangent plane idea to a tangent line eriterion that
would still make sense for the data of interest. As with Veltkamp’s [26] theories, the
data used in [20] was all strictly boundary data. There is never any non-boundary
or interior points. If there were no interior points in the trunk images, the theories
presented in Hoppe [20] would be directly transferable. The existence of the interior
points requires a slightly different approach to defining the boundary of our data sets.
The methods used are presented in the chapter on the triangulation implementation.
The two methods previously described both contributed to the form of the algorithm.

The basic concepts of triangulating based on a point density, and removing trian-
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gles after the triangulation to optimize the surface, are unique to the two methods

described above and have directly lead to the implementation described in chapter 4.

2.3 Noise Reduction

When developing any system, maintaining accuracy is of some importance. Assuming
that a triangulated description of the surface can be obtained, and that the surface
lies strictly within the boundary of the data, the surface will still be inaccurate due
to the noise in the data. In the research preceding this work [28], surfaces were
produced that showed the potential problems of leaving the noise as part of the data
set. Noise can result in ripples or a wavy appearance to the whole surface, causing
the surface to appear unrcalistic. A more serious side effect of the presence of noise
is it can mask true features or produce a surface that appears to have features where
none actually exist. With monitoring for scoliosis, the critical point is whether there
has been change in the trunk. Noise can either hide the change or give the false
impression that change has occurred. This can greatly hamper the usefulness of the
trunk measures. These false or phantom features could show up as a bump on the back
surface. When making surface comparisons between checkups on the same patient
those phantom featu— '-ill generally not appear in the same positions thus making
chasacteristics of the surface inconsistent. Misleading visual cues such as phantom
features need to be removed to make the surface data useful for analysis.

A smooth surface is not necessarily ideal. Smoothing can produce the same un-

desirable effects as noise. It can hide features. It is not suggested that the sampling



will pick up all features no matter how small, but the data set contains information of
features of a specific dimension/frequency. If those size features were to be smoothed
over, the resultant surface, regardless of its visual appeal is no longer as useful and is
potentially misleading.

Splines [18] are smoothing curves which interpolate between points and pass
through the actual data points. Splines in the presence of noise will create fluc-
tuations in the curve. Although the surface would appcar smoother than the flat
triangle connection of the original surface it requires both that noise be already min-
imized and that some organization of points is known. Neither of these conditions
hold for our data, which makes splines an inappropriate choice for surface generation.

In the world of data visualization for volume or three dimensional data, there is a
lack of published material on removing the eflects of noise. Noise is recognized to exist
in the capturing of surface data [20]{12], but it is only significant in structured light
imaging [12]. Many of the techniques for data capture such as magnetic resonance
imaging and laser range scanning have considerably smaller noisc levels, due to the
precision in the equipment being used. However, these methods of data capture
are not yet appropriate for back surface data. The patient needs to be lying for
a magnetic resonance image. Lying down causes the back surface to change which
will mask much of the surface asymmetry seen in the standing position. The long
scanning times required for laser scanning would require that the patient not move
or change posture for many seconds. Since patients constantly move due to sway and

breathing, laser range scanners would contain motion artifacts.
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2.3.1 Noise Reduction through Equation Fitting

‘The research done by W. Frobin and E. Heirholzer [12] examines interpolation tech-
niques to fit structured light data to a regular grid and presents measures of accuracy.
The purpose of their study was to produce a data set that can be used in surface shape
analysis. The method presented [12] was a smoothing algorithm that takes a neigh-
bourhood of points and least square fits the data to a second order equation. Noise
reduction was a side effect of fitting the polynomial to a relatively large area. The
size of the neighbourhood of influence was a parameter that is empirically defined so
that it works well with their surfaces.

However, random distributions of points require lengthy matrix inversion calcu-
lations when fitting the points to a second order patch. To eliminate this problem a
linear interpolation was performed between points in a row and again between rows
of points. This interpolation creates a grid on which the new depth (Z) values will be
placed for the smoothed surface. The ability to do this implies that there needs to be
a priori knowledge of the organization of the points, as there is with the structured
light data they were using (figure 1.4 and 2.6 C) [18]. High densities of points lie
in the rows while the distance between rows was less dense. For our data sets, the
initial interpolation to a grid is not possible using the same methods since implicit
neighbourhood information is not readily available. The data sets which will be used
will vary depending on the periodic pattern of light projected onto the back surface
of the patient. Both the line rasterstereography and the dot projection patterns need

to be processed using the same algorithms.
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2.3.2 Resampling to Organized Points

Without a sufficient method to reduce the effects of noise, the data would require
resampling so that known techniques can be used. As was suggested by Frobin [12],
Tiede [24], and Turk {25] a set of data points can be lincarly interpolated to a regular
grid. Unorganized points can be linearly interpolated if a triangle mesh is defined for
the surface [25]. A regular grid can then be produced by choosing the surface points
such that they land on grid intersections. The accuracy of the resampled points was

not a concern in [25], but will be discussed here in the noise reduction chapter,

2.3.3 Filtering

Assuming that a regular grid of points is now at our disposal, there are multiple
techniques for minimizing the effects of different types of noise. It was not known at
the onset of this study the actual types of noise that were present in the data or how
it was distributed. However, both linear and non-lincar filters are useful for removing
the effects of noise in two dimensional image processing [10]. By treating the three
dimensional surface data set like a two dimensional intensity (depth) image, it was
expected that image processing filters could be applied successfully.

The local average filter (linear) is defined in a kernel which is convolved with a
regular grid (depth map) to remove white noise. fligh frequency components are
assumed to be noise and they are minimized by this filter. The size of kernel is
determined by the desired region of influence. Another linear filter is the ideal filter

(sinc function) which acts similarly, as a low pass filter at a specific frequency. The



median filter (non-linear) removes spike noise from a regular grid while retaining slope
and edge information. Fach filter has its advantages and disadvantages. The local
average filter blurs edges (ridges on the surface), the median filter only removes spike
noise , and the ideal filter cannot be physically implemented: only approximations to
it.

Each filter was tested. Another filter will be derived from these standard image
processing filters to produce the desired noise reduction for the back surface data.
All these methods are detailed in chapter 5 on the implementation of noise reduction

methods.

2.3.4 Summary

Based on surface reconstruction literature a proposed method of creating a realistic
surface is now developed. That surface reconstruction will involve the description
of the data set in terms of a triangle mesh, the subsequent determination of the
boundary of the data set, and the reduction in the effects caused by noise in the data
through filtering. The next three chapters deal with each process separately starting

with the boundary generation problem.
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Chapter 3

Boundary Formation

3.1 Background

In all boundary or sectioning schemes [17][12][14] with the only found exception being
[26], there is a manual decision making process which determined an initial boundary
or sections to be made.

Veltkamp [26] comes the closest to finding an automated, rigorous method of
generating a boundary from random points. His rescarch was looking for the best
theoretical surface for any irregularly sampled object. Although Veltkamp states that
no assumptions can be made about his data sets, our data allows and relies on the
assumption that the surface is adequately and relatively uniformly sampled. These
two conditions must hold to recover the surface features of interest.

For any data capturing technique, in which the data points themselves are the
only information available, thie computer boundary generation should be able to find

the boundary with as much certainty as a manual generation. This assumption rules
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out any necessity for manual intervention in the boundary generation process. Any
surface property/characteristic which requires manual insertion is not part of the data
set and indicates that sampling is not adequate to capture such features. Trying to
automate the insertion of boundary characteristics such as breaks or sharp cuts which
cannot be captured by the data acquisition system was not considered.

The classification of surface topologies for a triangle mesh [27] (figure 3.1) sug-
gested that, by using only the information inherent in the data capturing technique,
an efficient and unambiguous boundary can be generated from the back surface data.
These classifications are determined after generating the triangle mesh, which sug-
gests that the boundary should be inherent in the data. By examining the data there
should be a best guess for where the data begins and ends, and that is where the
boundary should be defined. Any and all features of the surface should be present in
the data and be defined by the data. The most important class for boundary detection
was the boundary class. After a proper triangulation, the boundary is automatically
defined by the data points which are not completely surrounded by surfacing triangles.
Working with this realization, the next step was to find the appropriate triangulation

which would automatically triangulate within the natural boundary of the data.

3.2 Implementation

Rather than explicitly defining a boundary, the problem was approached as defining
the longest connection line in the connectivity graph of the data. The triangulation

routine would not be constrained by a boundary, but rather would be constrained
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Simple Cuomplex Boundsry

lnterior Edge Interior Corner

Figure 3.1: Point Classification for a triangulated mesh

by the length of the triangle edges. In three dimensions, this has the effect of not
connecting points on the surface which are across the back, because they are farther
apart than allowed. Since the triangulation will be accomplished in two dimensions,
the boundary that will be created by such a triangulation will connect all points on the
boundary which are, at most, some pre-set distance apart. If the density of points
is relatively uniform, all boundary points will be approximately the same distance
apart. If this distance is used to limit the line length, a completely connected surface
can be derived which is enclosed by the appropriate boundary.

It was desirable to automate the line length threshold calculation. A method was
developed to find an approximation to the point density in two dimensions. From the

density, the maximum connecting line length is calculated.

3.2.1 Density

The list of XYZ coordinates were back projected onto the X-Y plane. The result of the

back projection is a distribution of points in two dimensions. The center coordinate
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in the X and Y directions is used as an approximation to the centroid of the data
points. The chosen centroid will be well within the boundary of the data sets of
interest, because the imaged area of the back is approximately rectangular in shape.
To obtain an overall appreximation to the density, a density value is assigned to each
point in the data set. The most common value (mode) of these densities is used as
the density approximation for the whole surface.

To calculate the density for each point, the points are sorted in increasing distance
from the center of the bounding rectangle. Then, a density is assigned to each point

as follows:

() = ———7
PR =% Radius(n)?

(3.1)

where:
p(n) is the density as calculated for point n,

N is the number of points within a radius of Radius(n) from the centroid,
and

Radius(n) is the radial distance from point n to the centroid of the data
set.

The densities will be more inaccurate as the circular area becomes larger than the
actual boundaries of the data. The densities which are calculated for areas containing
very few points will also be prone to errors, because a large area is required over which

an average density can be calculated. A sample list of densities (figure 3.2) for each



point in a surface demonstrates how the density numbers vary as the avea increases,
over which the approximation is taken. The data is not perfectly uniform so when

few data points are considered the density will not be a reliable average which can be

generalized to the rest of the surface.
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Figure 3.2: Point Number vs Density Calculation

The most common density, or mode, is taken to be a good approximation to
the data sampling density. A histogram with 256 vertical lines (divisions) (ligure 3.3)
shows where the mode is located: at & 9.5 x 1073 Points/mm?*. Rho (p) will represent
this theoretical density of points from here on and is approximately 1 Point/cmn? for

all surfaces used as examples.

3.3 Maximum Line Length

The square root of the density is the theoretical maximum distance between any
two points in a uniform point distribution. Since the point density is not uniform

throughout the data set, a correction (safety) factor is introduced to ensure all points
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Figure 3.3: Density Histogram

will be connected which reside within some maximum distance from one another. The
non-uniform stretching or shrinking of the light pattern in the Y (vertical) direction
varies depending on the relative angles between the projected light and the camera’s
focal direction. The current data acquisition system (figure 1.2) has a projector angle
of 30° from the horizontal and the camnera is parallel to the horizontal. The maximum
connection line length required to completely connect surfaces at various angles is
given in figure 3.4, For line rasterstereography the point density is different, and for
camera setups which change the distance of the projector camera or the density of the
prejected patterns the density calculation will reflect those differences. For a single
consistent camera setup the same approximate density will always be calculated, but
since there are many varying possible data sets for back surface reconstruction the
density must be calculated without the base knowledge of which camera setup was
used.

If the surface is inclined at 30° or less there is no data acquired, because the

42



Line Lengths tor Dafferent Surtace Inchnatons from the Hortzontat

— -

8

Ling X square 1001 density
3 8 B 8

-

Maximum Length of Connection
wn

w

87
st

50 60 70 80 890
Inclination angle of the surtace in degrees

Figure 3.4: Connection lengths for surfaces with different orientations
projected light will no longer reflect off the surface towards the camera. The same is
true when the surface is inclined at 180° (laying flat). The fact that most back surfaces
approximate a vertical plane when standing, makes structured light an appropriate
imaging technique. Only features such as protruding shoulder blades and waist creases
cannot be captured effectively using this light projection technique. If a back surface
were to be so severely deformed as to have large arcas occluded by features on the
back, this data acquisition system would no longer be appropriate to image the back
surface. The density of points on the back surface would no longer have implicit
neighbourhood information provided by a relatively uniform density of points. In the
presence of occluded or sparsely sampled areas, the density of points would no longer
be adequate to either describe the surface below in enough detail for analysis, or to
make decisions as to how to connect the data points into a single solid surface.

When choosing the correction factor for the maximum line lesgth the range of

back inclination angles must be encompassed which will include all back surfaces of
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interest. ‘The maximum line length was chosen to be able to connect all surfaces
features at angles greater than 45°. The extreme case would be a whole flat surface
at 45°. In figure 3.4 the horizontal line shows that in order to connect all points in
a planar surface at 45° the connection lines would need to be at least three times
the theoretical maximum line length. It has been empirically determined that a line
length of (2.5 < \/p) is sufficient to completelv connect all back surfaces in the current
structured light data sets. Data sets from patients with severe back deformities could
he completely connected with a line length (2.5 x (/p). This tested the extreme
cases where the density of the data points would have the least uniform density.
The density is the least uniform because the angles of the back surface go through
the largest fluctuations thereby altering the displacement in the Y coordinate by the
greatest amounts.

However, data sets which are not derived from structured light data acquisition
systems, such as hand digitized data, may not have the inherent relatively uniform
density. In such a case, the multiplying factor may need to be increased to fully
connect the entire data set. Increasing the multiplying factor affects the accuracy of
the boundary, just as with any other surface, but it would be necessary if the entire
data set was to be fully connected.

By changing the multiplying factor, the length of the allowable connection line
changes. By increasing the factor, the allowed connections become longer and the
likelihood of making a invalid conuection outside the region of the back surface in-

creases. If the multiplying factor is too small then all valid connections cannot be
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made, leaving holes in the surface or not including data points in the surface.

3.4 Further Considerations

In sarfaces with points missing (features that were occluded, or errors), or when using
random light patterns, a larger multiplying factor is required to completely connect
the surface. Otherwise, the surface triangulation routine will leave holes in the surface
wherever the necessary line length required to span the hole is too long. The problem
with choosing too large a correction value is that all density information becomes
irrelevant, and line lengths become too long. The smallest correction factor possible
is desired so that areas outside the surface are not included in the surface.

Another solution to finding an accurate point density is to rectify the data. 'T'his
would rotate all points into the plane of the projector and regain the regular grid
pattern that was projected onto the surface. Rectification is accomplished by mul-
tiplying each point by a rotation matrix. The rotation matrix would depend on the
angle between the projector and the cameia, thus it requires that more information
about the data be known. By multiplying the vertices by the matrix all points will
once again be in the periodic light pattern which was projected on the back surfac
All rotation should occur about the focal point of the projector (X,Y,7 = 0,0,5;
ensures that the focal point of the projector is the saine before and after v <itic iion
and keeps the data points centered. If the data is not already centered about the
focal point of the camera a translation is required before rotation can be applied.

Translation to the focal origin and rotation can he applied consccutively in a matrix



multiplication with the data points to apply the desired rectification. The necessary
multiplication is seen in equation 3.3

Assuming that the periodic pattern is of the necessary uniform density, the density
approximation calculation and triangulation process will be faster and will work well
for more types of surfaces. An example of a data set rotated into the plane of the
projector is seen in figure 3.5. The only problem is that the data acquisition system
needs to be structured light and the projector angle must be known. This requires

more a priori knowledge and places some restrictions on the data used.

[V'] = [Rotation][Translation][V] (3.2)
X' 1 0 0 0 1 00 X, X
Y’ 0 cosl sind 0O 01 0 Y, Y

— (3.3)
A 0 —sinf cos0 O 001 Z Z
k | 0 0 0 1 000 1 1

3.4.1 Summary

The process to find the length of the longest vidid connection between data points
has been generalized to any data distribution with a relatively uniform density. By
minimizing this length, the boundary is kept as close to the actual boundary as
possible. The accuracy of the boundary is maximized by limiting the connection of
points to those within the maximum line length. This length will be used to ensure

that connections in the triangle mesh generation (next chapter) will not go outside
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Figure 3.5: Left: data distribution before rectification; Right: rectified data

the boundaries of the data sets.
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Chapter 4

Triangulation

The information sources available for the triangulation process were:

I. The automated density calculation described in the previous section.

2. The data acquisition method cannot capture folds in the surface.

3. A list of points in their Cartesian coordinates in the format:

X1

X2

Xn

Yl

Y2

Yn

71

Z2

Zn

Xn, Yn and Zn are all numeric (integer, float, or double)

The criterion for the final surface representation which are relevant to the trian-

gulation process are:
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3) That the surface lies strictly within the boundaries of the data

4) That a fully connected solid surface be created

To insure the connection of all points in the surface. the connections were made
to every point within the maximum line length. Triangles were made out of three
such connected lines. By stating that strictly no connecting line length should exceed
the maximum line length, it was postulated that the boundary will be implicitly
constructed and the surfacing triangles would all lie within its bounds.

The triangulation process is divided into two stages. Connecting the points into
triangles is the first stage of the triangulation. The second stage addresses the con-
cern for optimal triangle shape. There are different criterion for deciding the best
proportions for a triangle. It was decided that the Delaunay triangulation would be
the best, because it is a unique triangulation and connects the most. local three points
in all cases. Locality was described in figure © 7 by a circular arca that contains no
data point in its interior and circumscribes the three points which define a triangle,

The two stages will be discussed separatel, because that is how they were imple-
mented. First a triangulated mesh is created and then a re-triangulation is performed
to optimize the triangulation. Re-triangulation (different versions of re-triangulations
can be found in [25], [15], [20], and [24]) has been demonstrated to successfully adjust
triangle shape after a mesh has been created. The same concept is used here so that,
the initial mesh generation can be more quickly defined.

The optimization stage takes a fraction of the time for mesh generation, but, would

take more time if done in conjunction with the mesh generation. It is more efficient,
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to do the steps separately, rather than together, becanse to optimize a triangle the
nearest neighbours to that point need to be known. The initial mesh provides knowl-
edge of the nearest triangles to a given point and the searching time is subsequently
reduced. This may not have been an actual time saving splitting of tasks had there
not been an efficient means to defining the initial mesh without optimization. This

efficient process of creating the initial mesh now described in detail.

4.1 Initial Triangulation (Stage 1)

As stated, all points and only those points within a distance less than or equal to the
maximum line length (ID) were connected. This allows the two dimensional plane to
be subdivided, thus subdividing the task of searching for nearest neighbours.

The total data set is divided into a regular square grid in the XY plane. The
dimension of each square of the grid is equal to the maximum line length. The
process of triangulation takes place within a neighbourhood of four such grid squares.
FFour adjacent squares (figure 4.1) are chosen and an exhaustive nearest neighbour
list is constructed for each point within its interior. Only those points within the four
adjacent squares are candidates for connections. Only those points within a Euclidean
distapce less than the maximum line length are added to any other point’s list. Those
lists are then sorted in order of increasing distance from the original point. This is

necessary to ensure that no triangles can possibly overlap.
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Figure 4.1: Triangulation Partitioning: The width and height of the smallest. squares
are equal to the maximum allowed connection line length



4.1.1 Triangulation about one Point

Isach point within the group of four grid squares is iterated through one at a time
until it is cither surrounded by triangles or has run out of neighbours in its list.
The steps involved in choosing and storing the information for each triangle is best
explained using an example. The sample neighbourhood is given in figure 4.2. The
sorted lists of nearest neighbours is given in table 4.1. One point is chosen (in no

particular order) and is triangulated.

I D C D c D c
D ™ e ® ® M °
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Figure 4.2: Sample Point Neighbourhood: Steps taken in triangulation

Point A(BI|C|DJE|F
Valid B|C|B|E|DI|A
Distances | F |A{D|{C|A | E
EIE|E|B|B
CiID|A F
C
Invalid DIF|FlA B
D
C

Table 4.1: Creating one Triangle: List of Nearest Neighbours, Those points below the
dividing line are beyond the longest acceptable connecting line



Point A will be chosen as the first point for all triangles and the point nearest to
it (first in A’s list of neighbours) is taken as a candidate for the second point in a
triangle. Line A-B would be one edge of a potential triangle. If there can be found a
point other than A or B that is in both necighbourhood lists of A and B it becomes
the third point in the triangle. Since E is the first point found in both the lists of
A and B it becomes the third point (NOTE: A's list is always traversed first. when
looking for a candidate point).

Now that a potential triangle has been found it must be determined that it does
not overlap any portion of any triangle that has previously been delined. First, the
storage structure of a triangle must be known. A structure had been previously
created which has space to store triangles for every point in the data set. Bach point
gets a copy of the triangle information:

Example storage for point E:

e the identifiers of the other two points (A, 13)

e the respective angles the connecting lines (originating at the original point)

make with the horizontal ([A-E 300°], [B-E 2°])

The points are stored in order such that if the two connection lines originate at 19,
by pivoting the first line counter-clockwise towards the second line, one of the interior
angles of the triangle will have been swept through (figure 4.3).

To determine whether a triangle overlaps another, only the three points in the new

triangle need to be examined. All triangles defined in the triangle storage structure



A

IFigure 4.3: 'Triangle Interior Angles: Line AE will be stored first because it sweeps
counter clockwise to line B-E through the interior of the triangle.

under any of these points are examined further (in this case (A,B and E). The interior
triangle angles of the new triangle must strictly not include any portion of an interior
angle of another, previously created triangie.

The determination of overlap is best described in the following pseudocode.

/* TEST FOR OVERLAP x*/

if ( new_triangle and old_triangle share a vertex (V) ) then {

/* four triangle edge lines will originate from V */

minimum_angle = angle(V,old_triangle.edge_:1):

maximum_angle = angle(V,old_triangle.edge_2);

first_new_angle = angle(V,new_triangle.edgel);

second_new_angle = angle(V,new_triangle.edge2);
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if ( first_new_angle is between
maximum_angle and (minimum_angle + 180 degrees) ) then
The triangles do not overlap;

elseif (second_new_angle < 360 degrees) then
The triangles do not overlap;

else

The triangles overlap;

if ( The triangles do not overlap ) then {

ADD_TO_VALID_TRIANGLES (new_triangle);

/* TEST FOR COMPLETENESS */

if ( unused(vertex(i)) ) then {

if (sum of surrounding triangles of vertex(i) == 360) then
SURROUNDED = TRUE;
/* go on to the next vertex */

i=1i+1;

-



else /* continue */

triangulate (vertex(i));

TEST FOR OVERLAP

A description of the above pscudo-code explains the process. Suppose there are two
triangies that share one vertex (V), then there will be two new triangle edges and
two old triangle edges that are coincident at vertex V. To determine whether the
two triangles overlap a nes frame of reference is created. The first line in the new
triangle structure (the first line encountered traversing the triangle in a counter-
clockwise fashion), is given the angle 0°. The remaining three lines are made relative
to this one. If the angle the old triangle’s first edge lies between the last edge of the
new triangle and 180° the triangles do not overlap. If the previous condition was not
true, then if the last edge of the old triangle is less than 360° then the triangles do not
overlap, otherwise the triangles do overlap. If no triangles with coincident vertices to

the new triangle overlap, then no triangles overlap and the triangle is added to the

list of triangles.
COMPLETENESS

The next step is the same for whether the triangles overlap, or if a new triangle was
added. If the current point being triangulated (A) is surrounded by triangles: the

sum of all interior angles of all triangles originating at A equals 360°, the next point



in the region is examined in the same fashion. If point A is not surrounded, line A-B
is used again and another third point is sought. Once two triangles containing line
A-B have been added, the next point in A’s neighbour list is chosen as a candidate
for connection.

One point is triangulated until it has no remaining neighbors which are candidates
for connection, or the point is completely surrounded by triangles. Each point in the
group of four grid squares is triangulated followed by the next group of four. The
order in which the groups are chosen is irrelevant, so any systematic progression

through the entire area will suffice.

4.2 Triangle Optimization (Stage 2)

Retriangulating a triangle mesh is used when an initial mesh is not the best repre-
sentation for a surface. It can be used to reduce the number of triangles [23][27][25],
to improve the shape of the triangles [15]{20], and to varying the level of detail in a
representation [23][25]. The retriangulation will, in this case, optimize the triangle
shape as defined by the Delaunay criteria. To reiterate: the triangle is optimal if a
circle circumscribing the three vertices strictly contains no other point in its interior.

The method used to optimize the triangles is based on an equivalent set of eriterion
to the Delaunay criteria for optimal triangles. Sibson [14] illustrated the optimization
with two adjacent triangles incident on one edge (figure 2.7). Adjacent triangles refer
to triangles neighbouring on the edge opposite hoth triangles’ largest interior angle.

It is proven in [22] that the alternate triangles arc chosen only when a point is in the
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interior of the circle circurnscribing the points of one triangle.
Only those triangles in the mesh with an interior angle greater than 90° will be
examined for retriangulation. It is proven below that by only examining these trian-

gles all potential optimization will be done.

Statement : At least one of the two adjacent triangles requiring optimization has

an angle greater than 90°.

PROOVF of the above statement (by contradiction): It has already been established
that a circle circumsceribing the vertices of one triangle has the fourth point in its in-
terior (thus the need for optimization), and that a fully connected non-overlapping

triangle mesh is the origin of the triangles.

Premise:

A) Triangles do not overlap one another.
B) There is a non-optimal triangle adjacent

to another triangle along their longest edges.

Assumption: There exists two acute triangles adjacent on one edge which lie on

or within a circle circumscribing one of the triangles’ vertices.
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1. A right angle triangle has its longest edge equal to the diameter of a circle

circins scribing its three vertices.

2. Any acute triangle will always contain within its interior the center of the cirele

circumscribing its three vertices.

3. Any obtuse triangle will strictly never contain within its interior the center of

the circle circumscribing its three vertices.

4. There is only one center to a circle and it cannot be included in the interiors of

two triangles which do not overlap.

Since, by premise A, the triangles do not overlap, statements 2 along with
4 directly contradicts the assumption. Thus, by contradiction, at least
one of the two adjacent triangles of a potential optimization has an angle

greater than 90°.

Only obtuse triangles are singled out for the optimization stage. I is a simple
matter to find the acute or obtuse triangle that is adjacent to the long edge of the
obtuse triangle. All triangle information that is stored in the initial stage can be used
to find the adjacent triangles to each obtuse one. Thus, the method for finding the
candidates for optimization has been established, and it remains to he shown how the
optimization is achieved.

When the two triangles of an optimization have been located, it is then determined

whether the fourth vertex lies within a circle circumseribing the vertices of one of the
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two triangles. If it does lie within the circle, the quadrilateral created by the four
points is divided along its opposite diagonal: creating two new triangle 3 choosing
the alternate diagonal it is shown by Sibson [22] that the points no longer exist within
the other’s circumscribing circle. One of the two new triangles may still be obtuse, in
which case it will be added to the list of triangles yet to be optimized. This process
converges as the number of obtuse triangles decreases and the circumscribing circles
become smaller and smaller until the optimal triangulation is complete.

The final results of the triangulation are written to a file. The description of the
triangle mesh is given in terms of vertex triplets which are integer indices into the

array of three dimensional points: as in the following table.

Pointl Point2 Point3

4.2.1 Summary

This constitutes the last measures that were taken to satisfy the connectivity of the
surface and the boundary generation. The next processes will be aimed at transform-

ing this connected surface into a noise reduced and thus more realistic surface.



Chapter 5

Noise Reduction

The local average filter, median filter and one custom filter was used to minumize
noise in the data sets. For the standard filters (local average, and median) to be
applied it was necessary to resample the data into a regular grid so that convolution

with a kernel was possible.

5.1 Resampling

Resampling took the form of a bilincar interpolation hetween points in their respective
local neighbourhoods. It was accomplished by taking the output from the trinngula-
tion and choosing points which were regularly spaced in the X ¥ plane and residing
on the planar triangle surfaces in the 7 coordinate.

The resampling introduced an error in the data which was proportional to the
sampling interval. The maximum possible erroz is equal to half the resampling interval
for bilinear sampling. This is the maximum distance that a resampled surface will be

above or below the original data points. This assuines that the siallest surface feature
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is a half sinusoid or half circle with a diameter equal to twice the original sampling
frequency. In order to maintain the same feature size a resampling frequency of twice
the original is necessary (by Nyquist’s sampling theorem). Since accuracy was one
of the criterion for the final surface representation, the resampling frequency needs
to be such that the maximum possible error in the Z coordinate does not exceed the
original data acquisition uncertainty. However, the higher the sampling rate the more
triangles that need to be rendered on the screen in the final representation. The goal
is o find a balance between the number of triangles and the error introduced due to
resampling.

The sampling interval was chosen so that the on screen rendering towk less than
a scecond for a surface with approximately 2000 original points (Depenidant on the
computer hardware). The smallest sampling interval that complies with this crite-
rion is one third of the original sample spacing. When sampling at this interval the
maximum possible height difference between the original surface and resampled sur-
face is 1.5, This is the vertical (Z) displacement of the resampled surface from
the original data points.

The inputs to the resampling routine are the uncertainty value for the data ac-
quisition, and the original density estimate as calculated during the triangulation
process. The surface is then resampled with the restriction that the original uncer-
tainty is not exceeded. In the worst case the resampling and noise reduction processes
will move any point a distance in the Z coordinate equal to the original uncertainty.

This is analogous to finding a best fit curve through error bars for two dimensional
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data sets. The error bars would be 2mm above and below each data point in this case
and the surface will always pass between the upper and lower bounds of the ervor

bars for each original data point.

E.g. The original uncertainty is 2mm in the 7 coordinate and resampling
at one third the original sampling density would move the surface at. most.
1.5mm in the Z coordinate. The convolution with a noise reduction filter
could move any point 0.5mm in the Z coordinate without the sum of the

resampling error and noise reduction exceeding the original uncertainty.

5.2 Standard Filters

A local average filter and a median filter were used in noise reduction. T'he local
average filter is meant to remove high [requency components in the data. It was
implemented in a slightly modified form so that a tolerance level limits the change
in the Z coordinate. This tolerance level is calculated using equation 5.1. Whenever
the absolute change in depth is greater than the tolerance level the point is clamped

at the tolerance level.

Tolerance = NoiseLevel — Resampling Frror (5.1)

The neighbourhood encotnpassed by the filter kernel must include the central
point and its most immediate neighbours. Using a necighbourbood size that goes

beyond these limits causes the highest frequency components in the surface (smallest



features) to be eroded (smoothed over). Using a smaller neighbourhood size reduces
the influence of the neighbonring points and the filtering technique loses its ability to
significantly change the values of the central data points, and therefore its ability to
reduce the effects of noise. Smaller kernel sizes (i.e. 3 x 3 and 5 x 5) were applied to
resampled data sets and the amount of noise reduction ranged from undetectable to
i nificant.

A 7 « T neighbourhood in the resampled surface corresponds to an area on the
original surface which contains approximately 9 points which is approximately a 3 x 3
neighbourhood of the original data points. If the original data was a regular grid
(uniform density) then a 3 x 3 neighbourhood would be covered by a 7 x 7 kernel, but
the non-uniformity in the back data requires a larger kernel. To ensure that close to
9 original data points arc encompassed by the filter kernel, the minimumof a 9 x 9

neighbourhood is required for a kernel size.

5.2.1 Implementation

Both the median filter and the local average filter were tested on back surfaces using
9 x 9 kernels. The weighting given to each point in the kernels was set to unity.
Unity weighting is the standard way to implement a local average or median filter.
Other weighting combinations were experimented with, but no visual improvements
were detected. Based on the results of the filtering with unity weighting, there was
no reason to explore the use of other weighting factors.

The local average filter (kernel = 9 x 9 array of 1’s) was convolved with the
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resampled data and retriangulated for display. The triangulation routine used for
the display of the resampled data is simplified because of the explicit knowledge of
neighbourhood information within a regular grid. The central point is replaced with
the average of all its neighbours in the 9 < 9 arca. If the new value of the central
point differs from the old value with a magnitude greater than the tolerance, then
the new value is clamped at the tolerance level.

The median filter chooses the median value of a sorted list of poirts in an area
under a 9 x 9 kernel. The points are sorted by their 7 coordinates and the middle
(median) value is replaced into the regular grid of points as the central value, As with
the local average filter, the tolerance level was used to clamp the amount of change

in a central value by the tolerance level.

5.3 Custom Filter

Using the knowledge that the points are distributed in a relatively uniform manner
and that the triangulation of the points connects the points into local neighbourhoods,
a custom filter was implemented. Fach point in the triangulated mesh is surrounded
by a finite number of neighbours. Those neighbours form a cirele (or partial cirele in
the case of houndary points) about the center point (sce figure 3.1). An average of the
depths of all these points was thought to have a similar effect on the surface structure
as the local average filter would. Resampling is not necessary for this method, so
the error that would have been introduced from resampling is eliminated. 'T'his gives

the filter more leeway to climinate noise without exceeding the noise tolerance level
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(equation 5.1). The tolerance level is still used to clamp the change in point heights,

but that tolerance level is now larger.

5.3.1 Implementation

This method requires that the triangular mesh was previously created. From within
the triangulation program, the depth values for each neighbour and the center point
were summed and divided by the number of points in the summation. This average
was then compared against the original depth value of the center point and clamped
using the tolerance level. The resultant points were then stored and written to the
triangle connections file as before. The triangle connections still remain valid after
filtering, because the height (7 coordinate) is the only value changed for each point

and the height was not taken into consideration during the triangulation.



Chapter 6

Results

Tests were performed to determine how closely the objectives were met by the chosen
methods. The tests explored the degree of accuracy, speed of the processes, the level
of automation, and the realistic qualities of the output for all processes. "T'he best way
to evaluate many of the results is through images of the process output. "Phe images
in this chapter are used to help illustrate the quality and accuracy of the different

stages of the back surface creation.

6.1 Accuracy
Accuracy was evaluated differently for the three stages of surface generation: bound-

ary detection, triangulation, and reduction of the effects of noise.

6.1.1 Accuracy - Boundary

For the boundary detection, the accuracy was determined by how closely the gener-

ated boundary was to the actual boundary of the patients back. This can be deter-
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mined by overlaying the generated triangle mesh over a photograph of the patients
back, which was taken at approximately the same time. In the example to be shown
there was a couple of seconds delay between the taking of the greyscale photograph
and the data set pictures. In figure 6.1 the computer generated boundary was shown
as a black outline which stays within the physical boundaries of the patient’s photo-
graph. This showed that limiting of the line length eliminated the problem of long
connections which create surfaces ~utside the physical boundary of the patients back.
The boundary does not closely follow the actual boundary (there is a gap between the
computer boundary and actual boundary), because the data itself was not acquired

exactly on the actual boundary of the patients back.

6.1.2 Accuracy - Triangulation

The sccond stage of surface generation was to generate a triangle mesh. Although
the boundary was created at the same time they both address different criteria for
accuracy. 'The purpose of triangulation was to create a solid triangle mesh of the
most, local neighbourhoods of points. The triangles were to include all data points

and were not to overlap. The accuracy of the triangle mesh can be seen as how closely
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the surface connections match the surface shape of the original surface. This was done

in a two dimensional test which ensured that no holes were left in the surfaces and
all data points were included in the mesh. Four examples of mesh creation can be
found in figure 6.2. The first figure (1) shows a highly non-uniform distribution of

points (not obtained using structured light techniques). This figure (I) illustrates
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Figure 6.1: Boundary Accuracy: The computer generated boundary is shown in the
black outline



the problems that occur when the point neighbourhoods cannot be determined, due
to the lack of a uniform density of points. The next figure (II) illustrates the fully
connected version of that same surface. This was done by increasing the allowed
connection length so that the connections can span large holes (holes as seen in the
first figure (1)). Note however, by increasing the allowed connection line length the
outer border has begun to include regions which are not part of the back surface
(thin triapgles around the outer boundary of the mesh), and therefore, lowered the
accuracy of the outer boundary. This clearly shows the importance of having a close
to uniform density of points so the local neighbourhoods can b= defined automatically.

The next two figures (Il and 1V) are data sets obtained using structured iight.
The mesh generation is both complete and remains within the boundaries of the data
set. ‘The third figare (11) was obtained from a periodic dot pattern projection and the
fourth was every fourth point from a line rasterstereography data set. The periodic
projection of light onto the back surface ensures a relatively uniform dersity and thus
local neighbourhood information is derived which creates ail valid connections.

The planar triangles used in the triangulation process do not try to predict or
interpolate accurately the surface coordinates between the individual data points.
Rather, the triangles provide a solid looking surface making no assumptions about
how the actual surface may undulate between data points. Accuracy can only be
determined absolutely if data were taken from a mathematically defined object so
that every intermediate value were kiown and could be compared with the planar

triangulated surface. However in the absence of a mathematical data set representa-
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tive of a general back surface, a relative accuracy can be determined for the surface
and it can be shown that the planar triangulation does nct loose accuracy after the
custom noise filtering process.

Half the points from two data sets were removed and both resulting sets of data
were triangulated into respective surfaces. The result is two surfaces at approximately
half the original data density. Using the assumption that the data left out of the
surface was a good approximation to the exact surface, the distances of the “exact”
data to the surface was determined for each of the two surfaces. The distance in the
7 coordinate from each “exact” point to the surface was determined and the resulting

deviation from the surfaces are given in table 6.1.

Surface Exact Data Standard Root Mean

Source . Assumed Deviation | Squared Error
Dot Projection st half «i onginal data 1.3mm 1.1lmm
Surface 204 half of original data 1.7mm 1.3mm
Custom Filtered Dot 1st half cf original data 1.2mm 0.95mm
Projection Surface 2nd half of original data 1.5mm 1.2mm
Rasterstereography 1st half of original data 1.4mm 1.lmm
Surface 2nd half of original data | 1.4mm 1.1mm
Custom Filtered Ist half of original data 1.4mm 1.1mm
I Rasterstercograp!:y Surface | 2nd hali of original data | 1.3mm 1.0mm

Table 6.1: Surface Accuracy: Two surfaces with half the points missing and half
assumed to be exact

The same was done for the surfaces after reducing the effects of noise. It was
desired that the process of filtering would not decrease tne accuracy of the resulting
surfaces. The resuits in table 6.1 indicate that the relative accuracy is comparable

to that of the triangulation of the original data set, when compared with the original
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data points (assumed to be exact surface data points).

6.1.3 Accuracy - Effects of Noise

The last stage of the surface generation was to remove the effects of noise. The
accuracy was measured as the uncertainty in the 7Z coordinate. As the surface was
manipulated through filtering, the data points will be moved. The distance that each
data point moves from its originai position adds to the uncertainty found in the data
acquisition stage. The three filters (local average, median and custom filter) were
evaluated on how well they removed the effects of noise for a given accuracy. An
desired, maximum uncertainty was set before the filtering was done and then the
filters were evaluated qualitatively. The details of these results are provided in the

next section on realism.

6.2 Realism

As with accuracy, realism was evaluated separately for cach of the stages: boundary
generation, triangulation, and reducing the effects of noise. For cach stage the char-
acteristics that were used to evaluate realism are given and the results are presented

in a graphic comparison for the triangulation and noise portions.

6.2.1 Realism - Boundary

A boundary was considered realistic if it complies with the properties of the actual

surface boundary. The actual boundary of the back surface creates a continuous



contour in two dimensions which outlines the back and follows the outlines of the
neck arms and shoulders. How closely the computer generated boundary comes to
the actual boundary was limited by the density and the area which the data covers.
The area given by body structures outside the back have little or no coverage in the
data sets. Therefore, arms and the neck region are cut ott from being included in the
boundary. The data points near the actual edge of the back are often missing due
to limitations in the data acquisition process. At the edges of the back surface the
relative angles between the projector and the reflecting surface areas are not adequate
to allow the camera to detect the light pattern. Without the adequate detection of
the light, no data points can be calculated. For this reason, all computer generated
boundaries will have a smaller perimeter than the corresponding two dimensional
boundary found on a photograph of the same surface. This is illustrated in the
previously referenced figure 6.1.

A boundary’s realism was also apparent in the way it holds to other boundary
characteristics: non-overlapping, single polygon outline and continuous. The bound-
ary was continuous to the degree in which the data was continuous. The first and
second derivatives of the boundary are not continuous because the connecting lines
(triangle edges) are linear. Whether or not a single polygon outline was created was
determined by whether the surface was adequately sampled as seen in figure 6.2.
Since the surface in figure 6.2 I) was not adequately sampled to describe the entire
surface, disconnected bounding polygons create holes amidst the surface. This was

also cvident in figure 6.3 when clothing or other objects are included in the data
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set, and they cannot be adequately sampled with structured light techniques. The
property of non-overlapping was taken care of by the triangulation process in two

dimensions. No triangles can overlap, therefore, no boundary line can overlap.

€.2.2 Realism - Triangulation

The triangulation process was meant to add a solid continuous surface appearance
in three dimensions. The non-overlapping property of the surface was taken care
of by triangulating in two dimensions and doing exhaustive testing for overlapping
triangles. However, the continuity of the surface was not fully addressed by the
simple triangle mesh, so other measures had to be taken to provide the illusion of
a continuous surface. Rather than using an arbitrary triangulation, which produces
triangles of arbitrary dimensions, a Delaunay triangle optimization stage was used to
eliminate the ef -ts of thin triangles (see figure 2.6). Two figures are now introduced
which show the stages before and after triangle optimizat.on for one data set. Figure
6.4 A) is before optimization and the lighting fluctuations are more prononnced (due
to thin triangles) than in the optimized suciace: figure 6.4 B).

The second vay in which the illusion of continuity was achieved was through
shading. Even though the first derivatives (slopes) of abutting triangles may instan-
taneously change at their meeting point the bilincar shadiog (Gouraud) ereates the
appearance of a smooth transition from one surface element to the next. Fignres 6.5

A) and B) illustrate the flat shaded and Gouraud shaded sirfaces.

-
{

(o1



NS

Figure 6.3: Triangulation of a back surface and surrounding clothing
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Figure 6.4: Triangle Optimization: A,C) Arbitrary triangle mesh (stage 1); 1300
Optimized triangulation (Delaunay triangle mesh)
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Figure 6.5: Triangle Shading:A) flat shaded triangles; B) Gouraud shaded triangles

6.2.3 Realism - Effects of Noise

The results for reducing the effects of noise is a simple visual comparison between
the three filtered surfaces and the original surface. Each surface is Gouraud shaded
azie each of them was limited to moving any of the data points by more than 1.5mm
in the Z coordinate. The local average and median filters required the surface to be

resampled and the custom filter did not. The results are presented in figures 6.6 and

6.7.
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Figure 6.7: Back Surface II: A) Original surface; B) 9x9 local average filtered, resam-
pled surface; C) 9x9 median filter, resampled surface and D) Custom noise filter
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6.3 Speed

The amount of time it took to determine the approximate density of the data set
and to apply the noise filters was on the order of one second for all of the data sets
tested (less than 2000 original data points). The longest time spans occurred when
generating the optimized triangle mesh and when rendering the triangulated mesh
on the screcn. For this reason, the results pertaining to speed of processing will
be restricted tu the triangulation process. All computer calculations were done by
an RS6000 and the graphics were rendered by software and a graphics accelerator
board. The details of the computer used are presented in chapter | under Computer

Environment.

6.3.1 Speed - Triangulation

The choice of a triangle [or the surfacing clement minimizes the rendering time for the
surface. All surfaces refresh within one second with up to = 15000 triangles (/2 7500
data points). All original back surface data will contain fewer triangles. Howcoever,
this number is exceedc.. ficiently small resampling period is used or the data
set area is increased.

Although the triangulation time is not crucial to the performance of the display,
it is presented here as time taken to preprocess the data for display. The three stages
of triangulation have the orders as given in table 6.2.

The experimental timing graphs for the total triangulation process for data sets

with less than 5000 points is given in figure 6.8. The experimental connection vs



Stages Theoretical Order | Experimental Order
Initialization of data structures O(n) O(n?)
Triangulation into a connected mesh O(n) O(n)
Triangle Optimization O(n) n/a

Table 6.2: Triangulation Algorithm Processing Time (Orders): Triangle optimization
was not, assessed experimentally, partially duc to the extremely short processing times
initialization graph is shown in figure 6.9. The graph of total triangulation time is
very close to lincar, with a slight tendency to O{n?). The reason for the upturn
in figure 6.8 can be seen in figure 6.9. The initialization time begins to increase in
O(n?) and becomes a significant amount of the processing time after & 5000 points.
A limited number of data points were taken outside the reasonable rarge of 0-5000
points. These indicate that the initialization time will be equal to the triangulation
time somewhere between 30 000 and 40 000 points. The possible reasons for this will

be explored in the conclusions.

6.4 Automation

The entire process from beginning to end (boundary detection to display) requires
the input of two items. First the Cartesian coordinates o each point in the data
set must be known. This data set has no restrictions placed upon its ordering. The
sccond input is the errer in the data acquisition system, or the amount of uncertainty
that is allowed to be introduced by the noise filtering process. With these two items,
any data which is sufficiently uniform in density can be rendered in three dimensions.

Up until now the images that have been presented have been of a single viewpoint
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Total time taken during triangulation
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of the surface. This was to keep all images consistent. Figure 6.10 is shown here to

illustrate the three dimensional nature of the back surfaces .

Figure 6.10: Back Surface It different view points



Chapter 7

Conclusions and Future Work

The objective was to automate a process of transformation which will convert discrete
ithree dimensional data into a realistic and accurate representation of the human back.
In doing so, the process was to ininimize the amount of user interaction and errors
due to data transformation, and maximize the speed of the computer representation
and manipulation.

It was found that in order to portray a realistic back surface on the computer screen
the surfacing clement would need to be easily rendered. This would be necessary if
the rendering speed was to be under a couple of seconds for data sets of over 1000
points (which is typical for ack surface data). The triangle is the smallest surfacing
polygon and renders the fastest of all solid surfacing elements which could create a
surface. A triangle mesh was therefore used to generate a solid looking surface.

To ensure full connectivity and valid connections when creating the triangle mesh
it was nccessary to derive some approximation to the density of the data zet (when

back projected onto the X-Y plane). An appropriate approximation can be derived



by taking sample arcas within the boundaries of the data and choosing the most
common density of points. A line length which will make all valid ¢ riangle connections
is derived from this density approximation. When caleuiating an appropriate line
length the non-uniformities in the density must be taken into consideration so that
all valid connections can be made across the entire hack surface leaving no holes in
the data set.

It was found that by creating all valid triangle connections, an appropriate hound
ary was automatically crcated for the data set. This eliminated the need to explicitly
know the type of object and its inherent shape, The conuectivity of the surface relies
on adequate sampling of the surface. Without adequate sampling it has been shown
(see figure 6.2 1) that the connectivity that is intuitive for the shape of a back surface
is not achicved. It is also shown in part 11 of ligure 6.2 that the relaxation of the
connectivity properties causes connections to be made around the outside of the data
set, encompassing arcas that are not indicative of the underlying actual snrface: thus
reduciiig both realism and accuracy of the representation.

Once the solid connected surface of triangles was created it was necessary to
interpolate the shading across the surface of cach triangle to improve the illusion of a
continuous surface. The bilinear interpolation provided by Gourand shading was the
best solution for shading, because the caleulations could Le performed in the graphics
acceleration hardware. The noise present in the data was the last major hurdle to
creating a realistic surface.

The three filters that were tested for effectiveness on removing the effects of noise



were tested for constant error tolerances. The custom filter, which acts as a local
average filter on the triangle mesh, had significantly better results than either the
standard local average or median filters. The reason for this is that in order to
inplement the local average and median filters it is necessary to know the ordering
of the points in terms of a periodic grid of data points. In the process of resampling
cerror is introduced which is not introduced during the custom filtering. Since the
crror tolerances are set values, some of that tolerance was used by resampling, and
left less tolerance for the filtering process.

The custom filtering resulted in a triangulated back surface which had a relative
accuracy less than or equivalent to that of the planar triangulation of the original
data set before filtering. The results shown in table 6.1 show deviations from the
“exact” surface data which tend towards values within the actual data acquisition
accuracy of approximately £2mm.

The entire process from the raw original data to a three dimensional computer
representation of the surface is shown for one data set in figure 7.1. The amouni of
processing time for a data set of less than 2000 points is under 20 seconds. The on
screen rendering of the same surface is less than one second between refreshes when

turning the object in three dimensions.

7.0.1 Future Work

As the number of data points increases above 20 000 the initialization time becomes

the dominant factor in the overall performance of the triangulation. The order of the

87



-

Figure 7.1: Graphical Summary: [) Photograph of the patient’s back; 1) Original
data set in the X-Y plane; I1I) triangle mesh; IV) Shaded surface; V) Remaoval of the
effects of noise; VI) The computer sur-face superimposed on the patient’s photograph
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triangulation initiaiization should be reducible to O(n). The reason for the higher
order was the allocation of memory becomes inefficient as the number of points in-
creases. Intuitively, the number of points should not affect the time it takes to allocate
mermory, but the saine memory allocations take longer the more points that are added
to the initialization structure. Since precisely the same amount of work is theoreti-
cally required to add cach data point to the structure, it is desirable to reduce the
actual amount of time 1t takes to linear. This would then make the entire triangu-
lation program lincar and it more casily applied to large data sets for this or other
applications. Experiments in allocating larger areas of memory at a time resulted in
gains in speed of three $hines. This is still not linear and therefore more work on this
problem is required.

If the data set is too large for screen representation then techniques for triangle
decimation [27][23] and multiple scaling of surface data [25] can be used to both reduce
the number of surface elemen's used to render a surface and consequently speed up
the rendering time.

Other structured light data sets or laser range finders will have very similar data
sets and the data transformations presented will work with this data. The level
of noise in laser range finding may not require the noise reduction stage, but the
triangulation and boundary detection information would be of some use. The type
of surfaces being imaged and the projector (laser, or projected structured light) and
camera angles may require data rectification in order to calculate the appropriate

densities for the data set. This was described in the boundary implementation section.
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A resampled (regular grid) version of the data can be ased to quantify and monitor
changes in the surface shape {21]. By using surface curvaiures shong with other
rotation and scale independent mcasures the changes in shape can be successtully
quantified. This is the next step in the development of the analysis program: being

developed for the Glenrose Rehabilitation Hospital.
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