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. ARSTPACT
A techinque is described for the design of a mu1t1var1aq1e
’(ontro]1er for-a VTOL (Vertica] Takeoff and Landing) helicopter, based
dn a recént technique incorporating ho]é assignment and minimum eigéﬁ—
value sensitivity. A fourth order state space model of the helicopter
available in the literature and used by earlier ;esearchers is used in
the present design a]ﬁo. Since the elements of the‘system matrix of
the~mo&e1 do change over varying flight conditions, the minimum sen-
sitiyit; design approach u;ed in this thesis has a decided advaéigge
over many previous design proquures which neglected the paraﬁeterfvar_
iations and designed fixed feedback contf011grs or resorted to more

complex adaptive techniques.
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CHAPTER (1)
INTRODUCTION

1.1 History of Vertical Take-off and Landing (VTOL) Aircraft

One of the first cencepts of VIOL* aircraft was recorded by
Leonarao da Vinci in 1483. 1t was not until hear the end of the
eighteenth ceﬁtury when the first physical model of a VTOL aircraft was
made by Launoy and Bienvena [Hﬂ}** %

During the next one hundred and twenty’years there were many
concept§ proposed and imp]ementgd onfnumerous>VTOL aircraft configurations
in many cqyntries of the world. In 1907 Bregugt of Frante designed and
built a VTOL Fotary wing aircraft which was succe§sfu1 in 1ifting itself
and a pi]ﬁt off the ground.“ Although this aircraft could fly, it could T
do'so"oﬁ1y when tethered to the ground sinde the pilot had absolutely no
directional control over the aircraft. It was this lack of contro] which
p]ag&ed every inventor and%gngineer who pioneered in the development of

the VTOL aircraft.

1.2 Development of Control Systems

During the first World War, Vonkarman and Petroczy produced a
capative helicopz:r use  only for army observation duties.  This he]icopter
could be stabili.:d 0.1y by use of its mooring cables. “r-7 1910 tb 1820

the advances seen i: i+ deve]opment of the VTOL aircraft was almost nil.

- * Hereafter in this thesis, VTOL will be understood to mean specifically -
he]icopter. ¢ :

** Numbers in recténgu]ar brackets refer to referances 1isted under
Bibliography. :



. pilot attention was ‘equired. 7

’
v

Trevnext ten to fifteen years saw many éxperimenta] designs of
helicopters. Dufinj this perigd of time the designers used .a "direct"
method for pilot cortrol over the various modes df operation of the air-
craft. This is shovn in figure 1 for only one control mode, forward
f]ight. Although tlis was a feasible method of‘tonprol{ it was not prac-
tical over even a stort period of time because constant énd absolute

' .

‘Ih 1935-11736 Breguent-Dorand of France was able to maintain a
helicopter airhorne‘for a reasonable time which exh{bited good control
charatteristics. Th» Breguet-Ddrénd helicopter provided,

i) cyc.ic pitch control - to govern horjzonta1 flight;
ii) collective pitch control - to govern vertical f}ight;”and

\

!\ ii1) differential collective control - to govern yaw motion.

- Rather-than -the direct control, these controls were connected by systems

of bell-cranks, levers and plates from the pilot controls to the respec-
o~

tive controlled mode of operation. This type of control was .used and 3

_improved upon over the subsequent years:

[t was not until the introduction of modern control theory that
a significant change was séén,inlthe design of controls for the VTOL air-*
c"aftf

1.3 Application of Modern Control Theory to VTOL Aircraft Controls
. .l

With the introduction of mdéern control theory, the control of °
the VTOL aircraft was greatly 1ncreasgd and improved uéon.' This waé pos-
sible since now the pilot was able to divert his a£teht{bn to tasks other
than strict]y‘that of'f1ying the aircraft. .

In the modern day helicopter the input commands of the pilo:

-
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Figure 1. Direct Control



are supplemented by means of feedback from the output of the control
system. This feedback can be accomplished electronically in a number
of ways. . ' s
A constant gain feedbéék contro]]ér; which is nearly always

preferred because of jts simplicity and cost, is one means of proViding
the necessary control and\stability.éugmentation. With the 1ncrea§iqg}
advancements in technology more sophisticated control systems are be1ng'
proposed. -For instance adaptive controllers are used, which in many cases,
require on-board computers for cont%nua] updating of the feedback matrix
~to ensure stability of the system [1] . These systems\whi1e being very
prdmising, are also very expensive to implement on exfsting V7oL aircraft.
Until the recent1y~péoposed systems can be 1mp1emented,qt a more resonable
cost there may still be ways of re-designing the existing systems so that
they are more.aéceptable to the aircraft industry both from the point of
view of performﬂnce and cost. - |

- | What follows in subseduent chapters outlines a new procedure
for designing a simpler and less costly constant gain feedback controller.
The method }esu1ts in a more stable system with better.resbonse charac-
terjstics over the_flight'fegiﬁe than-those of some previous design pro-
cedures which also employ cohstant gain feédback controllers.

1.4 Scope of Thesis

The aim of research repqrted in this thesis is to‘show the
feasibility o% usfhg pole assignment and minimum seﬁs{fivity design
technique to develop a controller for use in a VTOL aircraft.

In Crapter 2, a brief outline of the method~to be used wii] be

given. Also an arbitrary second-order linear time ifvarient multivariable



system will be used to demonstrate the aop%oacﬁ used. The results will
then be compared to those Obtainéd using an aribitrary feedback controller.

. Chapter 3 shows the results obtained using the miqimum
sensitivity approach when appW{gﬁ to a helicopter. Ih this study the
model used by K.S. Narendra and S.S; Tripathi [1] is used. An arbitrary
controller is then used on- the same system and the results compared to
those obtainea using the minimum‘sensifivity design approach.

Chapter 4 discusses the introductjon of integral control
a1bng with minimum éensitivity design in developing a confro]]er for
improving the rransiént and steady‘étate performance of the'VTOL-air—
craft.

In Chapter 5, the results are summarized and conclusions

stated. ' ' . .



CHAPTER (2)

POLE ASSIGNMENT WITH MINIMUN EIGENVALUE SENSITIVITY
TO PLANT PARAMETER VARIATIONS

\AG

'

'2.1 Introduction

!

In thig cﬁapter é‘procedure is described for assigning the
zlosed loop po]eS‘bf a feedback control Systemlto épecified locations in
the complex frequency plane in such a‘way that the po]es.have minimum
sensitivity to plant pa}aﬁéter variations. The'discussion follows closely
the work of Gourishankér and Ramar [é@]. This design.pfdcedure is used
later in this thesis for designing feedback controllers for VTOL aircraft.

| In the design of control systems, mathématica] models of the
p]ant or process tb be controlled are used. In many cases the parameters
of ‘the p]anf are subje;f to variations caused éy several factors such as
enviroﬁmenta1 éhanges, exte;nal control inpﬁts, égeing of cbhponents, etc.
In mgny cases, even small changes in tﬁe values of the plant parameter§ may
affect the”system behaviour apﬁreciab]y. Since the design of controllers
is usually based on nominal values of plant barametérs it becomes necessary
to study the effect df parameter variations. on sysfem behaviourpr The
sensitivity of system behanpur‘to vafiations in plant parameters‘as re-
f]ected in the mathematica]w;ode1 hasAengaged the attention of reasearchers
- in recent years. Ohe measure of this is known as eigenvalue sensitivity
| which is defined as the seﬁsitivity of the tﬁosed-lodp poies of a s}steh
to yariations in plant parameters; ‘A1though eigenvalue sensitivity is a
less direct measure of system performance it is befng recognized more and
more as a very useful measure of System'perfonnance [18,,24, 26].' One

advantaée of using eigenvalue sensitivity is that it can be easily



computed.: It is well known that al) the é]osed—ioop poles can be
assigned exactly to des{r ocations wﬁen all the'stateﬁvariables.are
available for fgedback'[28 . Hdvaer, thé’solutioh is not Unique in that
.more than ohe_feedback controller can be-designed to achieve the same

v

objective as far as bolé locations are concerned. D1fferent feedback
controllers may resu]t 1n d1fferent behav1our of the system from some
other point of view. This design freedom can be used to satisfy some
other design criterion without altering thé.desired-po]e locations.

| Invthe procedure described in this chapter this'de31gn freedom
-is used to m1n1m1ze the sensitivity of the ass1qned closed-Toop po1es
with respect to var1at1ons in the parameters of the p]ant In other wordg,h'
pole assignment and insensitive design are combined. The c]oséd-]oop A
poles are specified a priori in order to achijeve a certaih transiént“re—
sponse and the feedback contreller is designed to achieve these pble lo- .

cations. The sensitiv}ty of these poles to parameter varfiations will be

a minimum.

2.2. Design of a Unity Rank Feedback Controller for Pole Assignment

- Consider’ a Tinear time invarient multivariable system repre-

sentecd by »
5 . 5
X = AX b Bl mm e . (2-1)

where x ° an n-dimensional state vector\ u is an r-dimensional 1nput
vector, N | X n system matr1x and B is fhe nxr input matr1x This
multi-ing = s> * reduced: to an equivalent’ s1ng1e 1npqt system by
defining a rew . input u® as |

- T TS Uy PR (2-2)

where



G = [1 S EREERIES Q;]T ----------- e T (2'3)

is an r- d1mens1ona1 column vector, and R is the r- d1mens1ona1 externa]
input contro] vector Then using (2 2) equation (2-1) becomes’

Q

X = AX + BQU 4 BR wmeeme oo (2-4) -

Now a feedback control.

is designed such that the poles of the closeqd-loop system

o .
x = (A'+ Bgk)x + BRV\ .
0 - o ] .
x = (A + bqk)x + BR ?—--—‘----__.' _________________ (2-6)
© A \
x = A + BR J \
where
b =8
Aq q
A=A+bk
o ' 9 .
are at the specified Tocations 515 So» «.. S.. Note that k is an

n-dimensional row vector :
(T S (2-7)
and.is a function of,the‘r-dimensionél.vectoF q. In general q is chosen
arbitrarily. In this thesis q wil be chosen to minimize the sensitivfty‘
r?f the sigenva1ues'of the closed-lopp system. Once q ié chosen the vector
k is,determiﬁéd for the specified pole 1ocations ' The rxn unity- -rank
Afeedback matr1x K for the given c1osed Toop system (2-6) is eas11y

obta1ned as - w



2.3 Eigenvalue Sensitivity

‘gTﬁte we are using unity-rank feg@back, the vector q wf]T be
chosen'fo ensure minimum sens{tivity of. the eigenva]des of the closed-
loop system, thus resulting. in the minimum sensitivity feedback controller
as défined by (2-8). | | |

Following Morgan [26] thé sensitivity S;E of any pole |
(eigenvaTue) S of the c]osed—]oop.system matrix A in equation (2-6) with

respect to a "small" variation in the element a.

T of the open-loop system

matrix A is definéd aé

"
-—
It
i
“r
=3
2
——
wn
;/
@
=2}
LJ
1
'
]
1
I
)
1
]
1
1
]
|
—
[p%)
)
Ne]
S

‘where

g'(s,) 1is the derivative of the closed-loop system
characteristic polynominal with respect to
s evaluated at s = S5

R(s.) is the adjoint(sil - A), 1. is the nxn
Identity matrix; and

3

tr denotes the trace g§f a matrix.

As can be seen from (2-6), the closed-loop system matrix A, is

a function of g and k; k is a function of q and therefore the sensitivity

;
sz

variations in the parameter ajz onvsg2 a sensitivity functional is form-

is directly a function of q. Iﬁ order to minimize the effect of the

ulated [26]as. = —



J obviously is a function. of q. Thé objective is to determine
q such that J is a minimum. Note that (2-10) is general in that it is.
apylicable when all the elements of A are subject to variation. Now to

r

facilitate the minimization of J with respect to q, the sensitivity

functional, 1 should be evaluted ip"terms‘of q. This is accomplished if

the sensitivity, S}Z,.cag bé ermined as only a function of q. One:

method of achieving this is to transform the matrix pair (A,bq) to

phase-variable br canonical form. By using a method reported in the
P .

literature [19], a transformation matrix P(q) is determ%ﬁed which tfans—

~

forms the matrix pair (A,bq) to'phase—variab1e forﬁ, i.e the.tran$form--

ation
v 7 . ‘ ) )
or T Meeeee e kT T U (2-11)

is obtained.

Rk

Now using the transformation equation (2-11) one obtains for

the tfansformed closed-looped system equation

.4

P(a)(A + b)P(@) 2+ P(q)BR

o]

Z = .
or . B Co(2-12)
% =Rz + P(q)BR — : .
where
" Ro = P(a) (A + b k)P(Q)Th e (2-13)

The preselection of the desired poles of the closed-loop system'matrix A

determines the elements of Ao, where Ao in canonical form is written as

¢

o = | rmmmemee (2-18)




where o Lo are the known coefficients of the closed-Toop

10
"5 characteristic equation

s o+as"h e S"P e st @y =0 --- {2-15)

We can rewrite (2-9) in terms of the transformed equation as

i 1 " \3 Ao v
Sy, .= tr [ L(s )] cmmmmme e (2-16)
12 9'(51) L a ] : .

where
L(si) is the adjoint(s s;T - Ao), noting this. is
independent of q by the def1n1t1on of Ao
in (2-14). _

Now substituting (2-13) into (2-16) we have

Sj'g TR [L(s; j———" P{q) (A + bqk)P.(q)'l)]

| 5.) 255

s}l - tr [P(a)"L(s,) )P(q \)a—-—z(A + b k]| - (2-17)
J .

- Since only the elements of A are varying

l(})

(A+bk)=2R + 3 K)

anji qQ aaj-Z ‘3§jl q
that is
- A =
— + b k) = e T T T RO 2-18
aa.(A q ) 3Aa ( )

Je . e

11



then using equation (2-18) in (2-17), one ohtains for the sensitivity

i1 -1 - :
thi arzg;S'PQ(Q) Ls )P (q)  =mmmmmmm e (2-19)

where ax

P,(2)71 45 the.tth row of P(q)"t
P.(q) is the jth column of P(q)

Using (2-17) in equation (2-10) we have the senéitiv1ty
fuﬁctjona], J.stricﬁiy as a function of the variable q. We can now
vminimize the functional J with respect to g; the required k necessary

~for the desired pole 1dcations can theﬁ be easi]y_determined by.use

of equation (2-13). Once k is known, the minimum sensitivity controller
. ./‘ .

-1

« "K is obtained by equation (2-8). - . a
| Th> above procedure is uti]izgd throughout the remainder of
this thesis to obtain the minimum sensiii?ity contro]]ef.
2.3 An Example
In this section a numerical example is presented to illustrate

the minimum sensitivity design procedure aescribed in‘the'previous sectinn,

| Consider a linear time-invarient secondiorder system with two
inputs and two outpqts‘described by

o}
X

A;( + BU “"‘"""—---"—'——‘-"—"—"-'-—.————--t—— ’(2—20)

where

p~)
i
“
[oy)
1




Now using the unjty-rank feedback matrix as defined by (Z—Q<J?nd (2-8),

equation (2-20) becomes

) N ¥
% = (A + bqk)x +RR 1§§

o]

X Ax +BR

Since there ar. only two inputs<we can write g in the following
form §
- ' T | : v
c9= [0 9] e (2-22)
where 9 the -scalar is to be determined such that the sensitivity
functional J is a minimum.
It can be shown that the matrix which transforms the pair

(A,bq) is the same as that which transforms the matrix pair (A,bq) to
I N
e

¥

* phase-variable or canonical form B4l .
To determine the transformation mat;fx,‘P(q)3 the controll-

ability matrix Q is formed where

e ' - : ' | )
£ = b ] Ab e e PR O S Y 2"23 )
| Q [(q . é] == ( )
or - ' '
[ Ay 29, + 1
3 Q B
qp + 1 2q; + 1
: We then have ’ : .
o - B
S R |
Q! -
4 +1 9 | ,
2q1 +1 2q; + 1J - - ' >




¢ ™
‘.The trarsformation matrix
. ¢
p
P(q) = 1
P2
is obtained as follows: '
i). 'set the last row of Q'l = Py
ii) solve the equation Py = plA.
7 . »
Therefore
' q * 1 91
R o |
9 T 1
r- .
[ ]
2
2q1 +1 2q1 + 1
F— + 1 T
S I )
2q, +1 2q, +1
1- 1
P(q) =
1 1
f2q, + 1 2q, +1
L 1 ‘ l -
ard
‘ e}
1 q1
ZCE ,.
) 1 ) +1
_ ~- d

The po1e$ of the open-loop system are 0 and 2 as. determined
by the tégfs of det(sI - R) = 0, which results in the open-loon equation
S(S = 2) = 0 mmemmmmmm oo o~ (2-24)

Since the opeﬁ;loop system is unstable, we wish t; stabilize

the system by using-a constant qain feedback controller which will be
- ‘ ¢ )



designed using pole assignment and minimum eigenvalue sensitivity. In
order to obtain a "qood" .transieni responsc w2 will choose new closed-

loop system pole locations as Sy -1 and S : -2._ The characteristic

S

equation of the closed-loop system is then

(s+1)(s+2) =0 .

243 +2=0

<«

Comparing coef ‘icients of equation (2-25) and (2-15), we get

d1‘= 2 .
--------------------------------------- (2-26)
02 = 3 v .
In canonical form the closed-loop fystém matrix then has the form
0 1 ) 1
Ao = = | e (2-27)
-y -, -2 -3
Now -
S + 1
L(s;) = adj(s,1 - Ao) = i eL2
-2 S,
i
for 1 = 1; Si = s1 = -1, we qget
L S ) =1 | eememmmrmmecrccmcmccrrm e 2'4. )
e 4 %
and for i = 2; S; ¥ Sy 7 -2, we get
) 1 1
L(s,) =" | e e (2-29)
-2 -2

Now g'(si) is the derivative of the closed-loop characteristic equation
+
(2-25) evaluatad at S (i = 1,2), therefore |
g'(5y) = 25, 3 memmmmmeciecoesoiooiieoeo (2-30)



Thus for i = 1

and for i = 2

~-

" The sensitivity

(2-32)

~

" S

v

D(q, +2)
29, + 1 T

_ (20 ¢ (e, 1)

(2-19) : | -
S R T L 1S S (2-33)
17 g'(sy) e 1 7
for i = 1,2 g
. =12 Y
: 0= 1,2 !
" then for i = 1, using the results of P(9), P(q)7t, (2-28) and (2-31)
. ' -
- - [aus 3 -0 (20 +3)(q + 2)
77 21 : 29 +1
sl T
A
, (2q) - 1){9y - 1) (2q, - 1)(q, +.2)
—
_ “qp + 1 2qp *+ 1 —
and for i = 2, using the results of P(q), P(q)'l, (?-79) and (2-32)

(7a) + 3)(qq + 2)
2q1 + 1

aay

2q1 +1

Nekt we sha]J consider two cases of plant parameter

variations.

system matrix A,

These are manifested as variations of the elements of the

16



Case 1

"lenpote the matrix A as

! 12 |

321 a2

and assume the element 59 alone is subjected to variations. Then the

sensitivity functional to be minimized is

2 ..
- \"] 1 2
‘i, izl(1521’)
\
. S 2 2 1\2 o
, = sy NE(IsS D)
G2 )2 2 /
5 2(2q, - 1)%(ay - 1) (2.30)
a (qu + 1)2 | - B

By inspection the minimum value of J = 0 occurs if 9y = 5 or 1. Infinite

h

values of qq @ disrequarded for practical reasons. Choosing q; = 1

qises the foll wing results:

o

1
- T oo _
q = [1 1] - by = ,
E ;] r -
T 5| :
p = s p-l . ’
1 1 a0 2.
—

Now it is known that by using thg transformation matrik P, the canonical
form of A is Ac. THerefore using the relationship shown in equation (2-13)

we can solve for the only unknown v%lye, k, which assigns the poles to

17



the desiréd locations in the conplex frequency plane. Thus we have

S I TS| S --- (2-35)

and using equation (2-8) we find the minimum sensitivity controller K

to be

This feedback matrix, K, should result in the poles vf_the c]o&gd-1oop

syé}em to be at the desired‘1ocations_of sy = -1, S, = -2. This can

easily be varified bv takiag det(sl - (A + BK)) = 0. ‘
Now Tet the elenent &y vary such that Aayy = 0.2, then

\

AA =
: 0.2 9]
Denote
A= A WA e (2-37)
or _
LN
L 1 1
A =
1.7 - 1

Then the perturbed closed- oop system matrfx is

or

which results in a c]osed—loop‘characteri§t1c equation of

03



2
T+ 3 2 =0
-------------------------- (2-39)
(s +2)(s+1)=0
indicating we have closed-loop pole locations of.s1 = -1 and Sy = -2.

Thus we see there are no variations in the pole locations when the
element 351 varies from 1 to 1.2. in fact, as can be seen from X any
_variation in 359 will have "no" affect ori the pole locations.

Now suppose we disregard the sensitivity criterion ahd assign
the closed-Toop poles to the same locations as before by choosing an

arbitrary.q. Let g = [1 1Q]T. Then following the procedure

described earlier we get - .
) _a 15
K = 21 21
‘ - 270 150
21 2T

By taking det[sI - (A + BK)] = 0, it is €asily shown that the

poles of the c1bsed-1oop system using arbitrary feedback are at the exact

Tocations.
571 Nowiusing the same variation in 2, as before one obtains for
the~c1oséd-loop characteristic equation

| S2 4 35 4+ 0.3716 = 0+ <mmemmeomeiee oo (2-40)
which has pole locations of s; = -0.13 and'sé:= -2.87.  Thus we see that

for a 20% change in 315 Sy chénges.ﬁy 87% and So chahges by 43;§%.*'

* See Appendix.III for the method used to calculate the percent change
1n pole locat1ons _

19



Case 2
Now suppose all the elements of A are subjected to variations.

The functional to be minimized is then

'_n n n i
=0 DT ss,h
i=1 j=1 2=1
3= (i (sh,0? + sk ? + (sL D2

12+ (53N + (IS5 D2 + (155,))2

and using the values obtained for SA and Sg the above becomes

2, 4 3 2 P
J = ———— (16q, + 32q7 + 76q°% + 4 + 50) -- (2-47)
AR I e T |

Equation (2-41) was solved on the'digita1 computer atvthe
University of A]berta.cehter using the minimization Subroutine ZXMIN
(Int.’Mathematica1 Statistical Lib., Vol. 1, £d. 5) to determine the °
minimum falve‘of J. The minimum value of J = 47.097 occurs when

g =0.714. Then using the value of g = [1  0.714] the mininum
sensitivity controller was determined as
-3.471 -1.472
K =
_ -2.478 -1.05
- This feedback maffix obtained using the minimum sensitivity design assigns
-the poles of the closed-Tloop system ib the exact Tocations of Sy = -1 and .
= 2. ' '

73
Taking the variation in A to be

20



‘R

N

results in thi perturbed closed-loop systen matrix of

n -1.378 -0.15
A= ‘;
-4 .849 -1.422

which has pol:> locations 0°

Sy = -0.55 -
52 = —2.25 ‘ ] .
-~ Thus we see that S changes by 45% and S5 changes by 12.5%.

Now using an arbitrary controller by choosing g = [ﬁ 1@]T

L .

one obtiins {as before) the reecback matrix of

-7 15

21 71
K = :
' - 270 150
21 21

Then subjecting A to the same viriations as shown in'(2-42) and using

<

the above K, one obt.ins thg po’es of the perturbed closed-Toop system as .

Sy = 0.14

So = -2.94 o
‘indicat{hg that s, cl.anges by 114% andrsz'chénges by 47%.. Also as can
be seen by the above pole locations, the arbitrary system becomes uhs?gb]e
when A-is,subjecfed‘Lo‘the~variztion indicated. | |

Thus one can see that the minimum sensitivity controller design

" has definite advantaces over the arbitrary feedback qontqu]er'design

-

for pole -assiunment.
‘Both systgms were s{ﬁulated with the extefné] confro] input

Ro=[1.0 1.0]T for the cases AA = 0 and AA = equation(2-42). The,zi§>\

responseé obtained wfeh using the'mfniﬁum sensitivity contro]]ef are. |

shown ir figure 2 for X ani in figUre 4 for Xo3 when using the arbitrary

controllar the resporses are shown in figure 3 for Xq and figure 5 for Xo-
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‘ WITH AA=0
3} —o—e— WITH AAFO

F
1 i -
| 8 10
TIME (sec)
Ny Figure 2. Response of.X ‘Using the

Minimum Sensi%ivity ControT]er



| 'TIME (sec)

Figure 3. Response of X; Using the
Arbitrary Controller

4L
f —— WITH AA=0
-o—eo- WITH AAF
3}_» * . .
H N
oLt
I..
O ‘l a.l‘ l. > . | 8
0 2 4 6 8 0
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—— WITH AA=0
—e—e WITH AAF#O.

i
1 L 1
O & 8 10
. TIME (sec)
-05} ———
/’ )
Figure 4. Response of X5 Usivng the ' bas

Minimum Sensitivity Controller
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——— WITH AA=0
-o—o- WITH AAFO

Y 4 6 8 10
~__ TIME (sec)

Figur2 5. Response of Xp Using the
Arbitrary Controlier



CHAPTER (3)

[

VTOL CONTROLLER TESIGN

3.1 General objectives of Feedback Controller

In geneﬁé1, the dynamics of a VTOL aircraft are such.phat it
is inherentTy unstahle. For this aircraft tovbe of any practical use,
some form of sfab%]ity and/or control augmehtation is‘requ%red so that
iﬁ will be stable and controllable during its flight regime. The intro-
duction of feedback controllers into the VTOL system is one way of
achieving this.

/ Over the past fifty years or 56 many controllers have been
designed and proven to be useful on existing VTOL aircraft. Somg of
these are outlined in the references at the end of this thesis.

Although stabi11ty is perhapsithe main‘criterion in the designv
:of;a VTOL aircraft controller it is hothb; far the anly factor to be con-
éidered. Response of the syétem to predetermined or disturbance inputs,
cost of implementing the control §ysteh and re1iab%11ty of the system
-are é]so important criteria to be'consideréd whén'designing a controller.

It is shown in this thesfs (in this chapter and the next) that
a conétant gain feedback controtler designed by using the minimum ejgen-
value or pole assignment enhances the stability and transient r Jonse
characteristics of the VTOL aircraft considered, even'undér'conditions of
plant parameter Qariétions. Also the cost of implementing a.constant
feedback contro1 scheme (és presented here) is re]ative1y smai] compared

to some of the other more sophisticated control scheme§3 such as the

adabtive controi scheme proposed by Narendra and Tripafhi [1] .



3.2 Model Dynamics

The model used in the design procedfire N¥s that used- by

K.S;.Narendra and S.Si Tripathi [1] . Asmin most other techniques used
Tor VTOL controller design‘this model 1is 6gianed byrlinearization of. the
system dynamics afound a nominal air épeed.‘

| The linearized model of the VTOL aircraft in the vertical plane
is described by | © )

S S (3-1)
where A is the (4x4) syspe% matrix, B is the (4x2) control matrix, x is
the 5?dimensiona1 state vector and u is the 2-dimensional control vector.
The $tate variables are: : R

X1 --horizontal velocity;
Xy - vertical veTocity;
X4 - pitch rate, and

Xg - pitch angle.

- collective, and

Uy - Tongitudinal cyclic.

* The control u, is located on the collective pitch lever at the pilots
side. Its matn use is the control oyer the vertical velocity of the
VTOL aircraft by the selection of a desired flight angle. The flight
path or angle is changed merely by the pilot applying collective

~ control pressure in an up or down motion. This control also has some

~affect on the horizontal velocity. ’ :

The control u, is oOne of the controls located on the cyclic control
stick 1mmedia%e1y in front-of the pilot. Its main use is .to control
the horfizontal velocity of the VIOL aircraft. The up and down movement
. of the control (the one we -e considering) changes the forward hori-
zontal velocity of the helicopter while a left or right movement of
. the control will change the heading reference to that of the flight .
indicator. : . N o

v



In this thesis, following [1] ,

to be one hundred and thirty-five (135) knots.

the nominal airspeed is assumed

the system matrix A and control matrix B are:

d1 2
a a
PR 2 G J
431 23
a a
41
L

42

a13

423

433

a3

14

¢

[ 0.0366 0.0
0.0482 -1.0
0.1002 0.3

L_0.0 0.0

0,422 0.1761)
3.5086 -7.5922
-5.52 4.49
| 0.0 0.0

271
1

681

o

0.0188

0.0024

-0.707

1.0

- 1.42

At this nominal airspeed

-0.4555
-4.0208

0.0

As thg‘aircraft speed deviates from the nominal air speed. all

thq/e]ements in the first three rows of both matrices change.

The host

s1gn1f1cant changes occuring in the e]ements a3, and a34, hQ rest of -the

elements can be assumed to remain constant without seridus loss of

accuracy .*

Thesdesign teqhnique»described in chapter (2) js used here to

take into account the changes in the parameters 2,, and ag; as the air-

'speed changes from sixtxp(60) to one hundred and seventy (170) knots.

* In this thes1s the design technique 1s used only to take into account
the changes in ,the elements of the plant matrix A.
necessary, this.design can easjly be modified to 1ncorporate the

changes.in the control matrix B as well

f1g .

However, if found



[t is assumed that the elements a4, and 34 véry in a linear manner as

the a1r<peed changes from sixty to «ne hundred and thirty-five knots,

and from one hundred and thirty-five to one hundred and seventy knots.

Although the above assump:ior is not entirely valid, it is acceptable

to i]]ustra%e the design procedure. The manner in which 39 and Ry

vary as a function of time fs sﬁown in figures 6 and 7 rq§pect1ve1y;

, S ..

Note that the time shown in figures 6 and 7 is only approximate as it

had to be taken from the graphs of reference 1, Page 194. |
Since two elements of the matrix A are changing w1tb//hanges

in airspeed the-functiona] to be minimized is

] = n (}Si |)2 + (|S' P! mmmmmmesmmommo e (3-2)
\//,/ BT 1 |

Since the closed-loop system is of 4th order, there are foufrr’qenva1ues.

The desired locations for these eigenvalues are

Sy * -1.5 —

! ' ) ya
52 = f2.0 7
S, = -1+ il
5= -1 -1

TQe Foftﬁgn program 1istedAin Appendix I was dsed to carry out
necessary computations for the entire design procedure. This program was
vwri?ﬁen to incbrporate the Subroutiﬁe ZXMIN which computes the minimum of
the junctiona] J (3-2). | . }

The minimum value of .1 = 0. 0054 was obta1ned when 9y *© 0.677.

Th1s resulted in the minimum s:nsitivity feedback controlier

29
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0.5047

0.3681

32
0.06635 o
8 9 10

TIME (sec)

Figure 6. Change in the Parameter a,, of the
System Matrix ‘A as a.fugction of Time
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2.562

1.42
! .
|

Q34 !

|
I

a7 I
s )
l
|
|
|
I
,' A2
I
| .-
|
| . -

0”98 R S L - 1 1 J 1 A 1 -
-0 1162 3 .4 5 6657 8 9 10

TIME (sec)

Figure 7. Chang2 in the Parameter a,, of the
Systen Matrix A as a Fugétion of Time
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-3.268 20,1334 0.8567 2.930
ke » s (3-3)

-2.212  -0.0903 0.5799 1.984

At the nominal airspeed of one hundred and thirty-five knots, this feed-

back controller (3—3L assigns the closed-loop poles exactly to the desired

Tocations.

{
i
!

-

Now using the minimum sensitivity controllér (3-3) the system

was cheked for ;5abi1ity and pole variation of the closed-loop system

at the extremes qf the flight reqime speeds, i.e. at sixty and at )

one hundred and seventy knots. /t sixty knots Az, = 0.06635, a34 = 0.,1198

and at one Hundrgg and ,eventy knots a,, = 0.5047 and 4y, =-2.526.

vihere

Lgt

At sixty kno“s:

Denote

- -
n 0 0 0
0 n - 0 n '
Y e ——m——eee—o- (3-4)
: 0 .Aa32 N Aa34 :
| _ n O’b 0 0 -
. _
¢ - N . b
Aa32 0.39125 :
A§34 = —1:3002 : - _ : :
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Now replacing A by A in equation (p_a' one obtains for the closed-loop

svetem

It

a,

(A + BK)X + gn
- N
X

Ax + BR

where A is the closed-loop system matrix, and R is the external control

vector, the magn{tude of which S determined by the pilot.
" .

When the pole 1ocatiOng of A were checked it was found that

51 = -0.796

S, = -1.55

sy = -1.58 + J1 13
s, = -1.58 - 133

which indicates that thel system iy s'table at the lower extreme of the
flight regime. Thus ore can S€€ that for a dag, = -0.30175 which

corresponds to a.82% change in 332 and for a bagy = -1.3002 Which

corresponds to a 92% change in a3¢ the closed-loop po]eé change by

As 0.704 - . or a 47% change in 54

1
¥ .
85, 0.45\\¥w\—' or a 22.5% change in s,

As, = -0.58 + J0 38 or a 46% change ins, a /4.9°

AS -0.58 - 30 33 or a 46% change in 5q @ 1:3,9°‘£u

o 4
At one hundred and seventy knots: o .
Using the same notation as\gfifr | “
day, = 0.1365 I :

Y]
Dag, = 1‘106x

. S N . :
Again checking the pole locationS of A the closed-loop system resulted in

s

pole locations o?r



Sl = -1.52 )
S, = -2.56

5y= <071+ §0.916

5, = {0.71 - in.96

Thus for a change in s, of 37% and a change in a3y of 78% the

closed-loop pcles changed by

AS -0.02 or a 1.3% change in 59

1
A, -0.56 " or a 28% change in So

1
~

i

i

. 0
Sy = 0.29 - j0.054 or a jn.sx change in s, @ /-8
0

: 0
55 0.29 + j0.054 or -8% change ins, @ /8

[o7)

. 4
Again we see that the system is stable at t e upper end of the VTOL f]ight

regime. D ';'_

By using the standard methdd for pole aésiqnment incorpdraffng
~unity rank fpedback one can obtain for the VTOL system by rhoos1ng arhi-
trar11y, q = [1 IQ]T ‘the feedback contro1ler

1.063 ~O.30a -0.709 - -0.535

16,65 -3.02  -7.00  .5.35
\ At the nominal'air spééd, it can easily be shown the arbitrary
controller of (3-7)_a$signs the Close(L1oop<po1gs to the exact desired
locations as in the‘pfevious insténce.‘

‘At $1<ty5knots:

The ¢ osed-loop poles were found to be -

s, = -2.92 + j4.65

1
S, = -2.97 - j4.65
s, = 0.167 + j0.764

]

0.167 - jo.764 o



From the Tocation of the poles of the closed-Toop System it is clear

that the system js unstable when the plant matrix A is subjected to the

34

variation“of‘Aa32 T -0.30175 and sa,, = -1.3002 which resulted in pole

lTocation changes of

\ /\S1
AS A

4

AS3

884

b

"

for aléhange in a,, and

-1.42 + j4.65 or a 121% change in 5, 04/-57.9
-0.9?7 - j4.65 or a 118.5% change in s,
1.167 - j0.236 or a 84% change in s, A /-57.3

1.167 + j0.236 or & 84% change in s

34

G At one hundred and seventy knots:

Tne closed-Toop poles were found to be

°

Hi

-0.026

5.83 . .
0.176 + 32.4
0.176 - j2.4

of 82% and 92% -respectively.

0

£257.
8 /579°
0
0

g P/ 573

Again by the location of -the poles in the :omplex freguency plane one can

see that the system is unstable when the p'ant matrix A is subjected to

] ariati
the v ation of Aa32

Tocation changes of

AS,
Iy

AS3

ASA =

= 0.1365 and Aay, = *.106 which resulted in pole
1.474 or a 98.3% change in'sl
\
-3.83 : or a 91.5% change in So ,

for a change in 3.5 and

1.176 + j1.4 or a 129% change in's, @ H49.2°

1.176 - j1.4 or a 129% change in s, 0 /49.2°

34 of 7% an' 78%'?éspectively.

Thus one can see that .the design procedure which minimizes

eigenvalue sensitivity has definite advantages over an arbitrary controller



which also assigns the closed-loop poles to the desired locations at the
nominal speed of operation.

3.3 "Tracking Capabilities of the Controller

The ability of a control system to alter the steady state
condition of fhe aircraft to a new steady state condition in a satis-
factory manner, as determined by pi]dt control inputs, is a measure éf
how well Lhe system iS»abieito track or follow desired command inputs.
An over damped system response will result in the aircraft being too
sluggish or slow to reaéh its new desired steady state condition where as
an underdamped system may resgit.in uricontrollable oscillations of the‘
aircraft when it is subjected to command inputs. A schematicbdiagram of
the VTOL control system in the tracking mode is shown in figure 8.

| Bytchoosing the dominant poles of the closed-loop systém'as
3 ;= -1+ 1 |

at the nominal airspeed of one hundred and thirty five knots resuits in a

. " :
damping ratio of - =.707 and the undamped natural frequency of oscilla-
tion wn = 1.414 radians/second. At sixty knots .the damping ratio r = 0.765
0.6

H

and o 2.065 radians/second, and at one hundred and seventy knots g

n

[}

and Wy 1.i83.radians/secondf.

The above'vaiuesrof r and.mn are within the bdund;ies of
_‘g.> 0.45 of critical and 0.5 rédians/second < wp é 5 radians/second as
deterﬁined by Buffum and Robertson [10]. . ' V\y)

Tc check the tracking tapabi]ities of the minimﬁm sensitivity

controller ari the arbitrary controller the following procedure was

adopted.

36
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| As mentioned previouslv, the model beinq used {S that used by
Narendre and Tripathi [1]. From [i] it i; impossible to determine the
exact.p‘fot ipput which corresnonds to any»particu1ar air speed. For
this reason, in the fo]]owing simulations, the p110t inputs (in this case
R) were choosen as step 1nRuts represent1nq a particular horizontal
ve1oc1ty (see Table I),. }he pilot inputs are used to jenerate the
corresponding control input to the system which results in an arbitrary
§teady ctate condition for each of the four output states X{» 22, X3 and
Xg (the'arbit}ary steady states are obtained since we are arbitrarily
selecting the pilot innut to representia particular air speed).

”JK% sixty knots shen a3é = (),N6635 and a34 ='ﬂ 1196, the pilot
input was chosen to be R = [b 4 0.4] T; at one hundred and thirty-five ~
knotsﬂa32 = 0.3681 and.a34 = 1.42 the pilot 1nput was taken as

= [1.( 1. O] T, and at one hundred and seventy knots a32 = 0.5047,“'
= 2.526 and the pi]ot input was !%keh as R~ E 25 I;ZS]T.
e )

S

Theisystem was simulated on t e digital

434

uter using the -

A

CSMP prcgram 11$¥eg in Appendix I1 to d termine t e steady state values oF

the variables correspond1ng to each of th‘ .’steady state conditions

ment1oned_1n the previous paragraph.

C ‘ if'was now assumed that the/aircraff was flying in steady
state at sixty knots.with R = [b.4 O.4]T and initial conditions on the
var{ab1es as determined previously. Alsg by pr1or simulation at one
hundred and th1rty f1ve knots the - sfeady state va]ues of the varwab]es at

thdf“a1r speed were a]so determ1ned

The pilot inpu* was now suddenly increased.from R = [b a4 0. 4]T
to R = [}IO 1. Q] to simulat 4y acce]erat1on from sixty to one hundred
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and thirty-five knots. Since the parameters a3, and'a34 change with
changes in air speed, the change in the system matrix A was programed
{ﬁto the simulation (this was done by modifying tﬁé program in Appendix II).
The response of the aircréft was then determined and plotted as shown in
~figures 9, 10, 11 and 12 for Xqs Xos Xg and X4 respecfive1y.

The above procedure was then repeated to simulate an acceler-
ation from;one hundred and thirty-five to one hundrbd and seventy knots?
The response was-again obtained and plotted as shown 1n'figures 13, 14,

15+and 16 for x &é, x5 and x4'respective1y. - \

1°
Now for comparisign purposes an arbitrary feed matrix'was used
(the one determined fn Section 3.2). The previously determined steady
sfate values of X1 Xo» X3 and x, "t sixty, one hundred and thirty—five'
‘and one hundred and seventy knots respectively were used to determine the
réspettive pilot .input required to achievewthe same steady state values.at
the desired air spee&s when the arbitrary controller is used on the same
aircraft. It is felt this is valid reasdning since for a comp]ete]y.
“different controller the pilot inpUts will be diffefent to achieve the
same éteady state results. Using this méthod it was }ound that to obtain
the same steady state Qa1ues as previoﬁs at sixty, one hundred andAthfrtyf
five and one hundréd and seventy knots that R = [-0.59 -7.68)',
R= [-1.25 -:3.9)" and R = [1.45 -15.1§1T'respective1y.
The systeh was then simulated starting fn steady state at
sixty knots (R'= [}0.59 ;7.68]T) and suddenly accelerating té one
hundfedcand‘thirty-fiveaknots (R changed.to R = [}1.25 -13.QJT)_ The

response was obtained, p1otted and compared to the response ébtained under

the same conditions using the minimum sensitivity controller shown in
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3.4 Regulating Capab111t1es of the Controller

45

figures 9, 10, 11 and 12, | -

- : The/ahove procedure was theh repeated to stmulate an accel-
erat1on from one»hundred and th1rty f1ve to one hundred and seventy knot’////;
using the appropr1ate pilot input and 1n1t1a1 conditions. The resu]ts -
obtained were then plotted and compared to those obtained for the same

s1tuat1on when us1nq the minimum sens1t1v1ty controller, see figure 13,

o

14, 15’ and 16 .

It must be noted that a]though We are concerned in this design

ma1n1y with contro]11ng the hor1zontal speed of the aircraft that the
g

contro1 inputs used, name1y co]]ect1ve anvapng1tud1na1 cyc11c, produce

changes in the other variables as well as the hor1zonta] velocity:

v

. ‘variable X Th1s is ‘common in all VTOL type aircraft as the ‘modes of

operation of the VTOL a]rcraft are not sufficiently decoupled so that

changes in one .mode of operation will not affect changes 1in another [2]

The 1ong1tud1na1 cyc11c input from the contro1 ‘column is the main contro]
(0‘

over "the hor1zonta1 speed of the a1rcraft The collective 1nput from the

=

: coT]ect1ve pitch iever affects not on]y the horiZontal ve]oc1ty but also

the vertical velocity. Just how one affects the other is quite compli-

cated and beyond the scope of this thes1s The references listed at the

D
end of th1s ttesis provide ample 1nformat1on on th1s aspect [iéf : N

The requla t1nq ability of any controller is qu1te 1mportant
especially in a VTOL a1rcraft By regu]at1on is meant the ab111ty of the
contro]]er to maintain a steady state condition in the presence of dis-

)

turbances.
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From equation (3- 1) which descr1bes the dynamics of the heli
copter,}K the vert1ca1 plane we have designed a un1ty rank minimum sen-
sitivity contro]ler of the form shown in equation (2-2). For regulation

purposes we will redefine (2-2) to take into account disturbances by

defing

U= qul + Rt W e (3-8)
where

u': equation (2-5)

‘R = pi]ot input

W = appropriately d1mens1oned d1stUrbance vector

In all previous ca]cu]at1ons and simulations w was taken as
identically zero (whether W=0 or w # 0 has no effect on the design of
the-contrd]]er) It is now desired to see how the contro]]er will re-
gulate the speed of the VTOL a1rcraft in the presence of d1sturbances,
ie. w # 0.

Assume that the pilot is flying the he]1copter a1ong in a
steady state cond1t1on at one hundred and tﬁ1rty five knots. Suddenly
there is a gust of windsuch that w = [, =[0.4  0.4] which
lasts for "three seconds W1thout any correct1ve pilot action the response
of the system variables of the c]osed Toop system with the minimum sensi-
tivity controller shown in figures 17, 18 19 and 20 for xl, Xos X3 and Xa
respectively. '

| o For compar1son purposes the closed-Toop control system with an
arb1trary contro]1er having.the same pole locations as the minimum sen-

sitivity controller was subjected to the same test. The results are shown

50
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in figures 17, 18, 19~aqg\20 for x;s x5, x5 and x, respectively, to make

‘comparison €dsjer,
From the results shown in figures 17, 18, 19 and 20 it can be

seen that the regulating capégjjitiés of the minimum sensitivitxrtontro11ef'

are far SUPeTigr to, thoce of the arbitrary controller.

Va
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CHAPTER (4) .

I
~

o

INCORPORATION OF INTEGBAL CONTROL

4.1 Intgroduction

In fﬁe previous chapter -the controller was designed without
any‘consﬁderation given to fhe steqdy-statewerrots produced when the
system 4s subjected to step command inputs. Steady-state errors will
always gccur Qhen a propoftiona] control system is activated by step
commang, inputs. - One way of reducing the steady-state -errors is to in-
crease tﬁe loop gains cbhsiderab]y; which in general, is'undersirabTe and
' Unaccentab1e as.. far as the present work 1s concerned since the controller
is b61ng de51gned for minimum eigenvalue sensitivity. The steady-state
error wyn also be eliminated by the inclusion of 1nteg£?1 control‘action
in the ontroller. This method is preferable here since integral control
can be ineorporated in the design procedure. ‘

;:g' When the problem was First tackled, it was hoped that the
steady*state error of all theéfour state var1ab1es of the helicopter
system ynder study could be made zero. However the present state of the
art doeg nof allow the augmentation of the original syptem by more than
the NUmher of inputs 6o .the original system [ié] The system unde( con-
s1derat1on is of fourth order with two conmand 1nputs Hence the 1ntegra1
cOhth(:;;; be applied to not more than two of the four states of the
system. In view of this restr1tt1)n }} ;as dec1ded to apply the integrai
‘contr01 {0 the hor1zonta1 (Xl) and the vertical (xz) velocity of the

[

“ajreraft system.

»

-
SRR VR TS
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4.2 Minimum Sens1t1v1ty Contro]ler Design With Zero Steady-state Error

Cons1der a 11near mu1t1var1ab1e multi-input dynamic system

described by

§ = Ax + Bu
——————————————————————————————————— (4-1)
y = Cx
Where
x = n-dimensional state vector;

u = m=dimensional input vector;
y = p-dimensional output vector; and
A, B.and C are respectively nxn, nxm and pxn matrices.

It is how desired to augment the original system such that t--

trans1ent response of the/gUht:p]]ed variable(s) is/are satislactory‘J
(response characteristics to sat1sfy some p-. ‘ous design spec1f1cat1ons)
and that in the steady state the output variat'es become equa1 to some

arbitrary constant reference inputs, i >, the*e is po steadirstare error

Us1ng integral control we intrcduce new state variables

2= -Cx + Ix.. e (4-2)
viere o
z:= p-dfmensidna] Qectbn;, |
X p- -dimensional state vector to be contro]]ed‘and
I= PXp 1dent1ty matrix. )

Combining equations (4-1) and (4- 2) the,augmeq}eﬁlsystem is

X A
0

NO ¢
|

PRV PG
1

O v O
'
L]
+

57



o
X Atoolx B 0
2 SR el I et IE e HVERR S s B
b4 -C: 0] |z 0 I
----------- (4-4)
0
x = A*x + B*u + [*x
where
a0 |8 | 0
A* = [—--"--- . B = |--- - * = {--
-+ 0 0 1 ‘
For the sing]e input case it is & fairly -.| -le matter to

choose a feedback matr1x that w111 assign the poles of the closed loop

system to the des1red locations 1f the system given by equation (4-4) is

contro]]ab1ﬁﬁ L | N

: ?br a‘system of the form (4-4) with more than one input, the

**k

system mptr1x A w111 _never be cyclic since it has multiple eigenvalues

ofﬁzerO;' Thus it is not poss1b]e to choose a unit-rank feedback matrix

such that the poles of the c1osed-1oop system will be at the desired lo-

-

two stages. W
} o . e )

First a feedback matrix KTl is chosen so that Ehe first
stage closed-loop - ~m matrix is cyclic. In order to facilitate this
we choose a control law of the form : ’ .

u = ul + u2 S T T ememmmm—c—————a -~ (4-5)"

cations in the complex frequency plane. Thus the design mdst—Broceed in

 where u1 and u2 are respectively the first and second stage controls and

R is the pilot gcontrol inputh is aﬁ'h;l input vector). Defihe the‘first

e i

Ak -

* kK

* The choice o

The matrix A* w11] be cyc]1c if there exists an n-vector w such that
the matrix [w A*w - ... \)]15 of full ragk. :
Note that KT} can be randon]y chosen but KI must be of full rank p.

not perta1n1ng to minimum sensitivity analysis.

KT1 can be used to satisfy other design spec1f1cat1ons =

58
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stage control as

ut = - Ky [x: 2] T o (4-6)
where
) .KTl = [o K1l B b il (4-7)
and when p‘='m, as in ou- case a first stage contro] matrix of the form
¥
‘hown in (4-7) will gene >sult in the removal of the non- cyCTﬁﬂfty
of the system matrix if . S e ‘”Ji"*ﬂ
. . . B ' ] |
k111‘ k112 . k11p 11 0...0 A
KI = k121. k122 - k12p = 0o - 1.. .0 ---=-- (4-8)
. . e 3
ki ki R 3 40 0 .. .1
Lol p2 ° PP i , ]

and KI is hkp.
Now us1ng equations (4-4), (4-5) and (4-6) résu1ts in the first

stage closed 13&9 system equation

; . f c
i (o] 4 ¢
’ X A :-BKI X B 2 B 0

-c-)- = |===s~ =< I +Fqju +{-IR + {--x

4 ! 0f]z 0 0 nr. A

; S (459)

b ~ 2 ' ¢
x = A*x + B¥* + B*R + I*xr

™

»re the definition if A* is obvious and B* and I* were previously defined.

_ o
The control scheme is shown in schematic form in figure 21‘i

N

hasee

Now the first stage closed- loop system matrlx A*, of (4-9) can
be considered as the open-]oop~system(matr1x.forathe second‘stage design.
The designprocedure used in chapter 3 can nowAbe u;ed to assign the ho]es '
of the closed-loop augmentgq system usiﬁg unity-rank feedback and minfmdm A

sensitivity analysis by choosing a second stage control of the form

A"‘\ 2



431 1043U0) [eubajul uoy Eb..:o.u.mmsm ISdL4 | "1Z dunbig -

" €

A= 2 |- ng+Xy =X

'\5]




where q is the same as in chapter 2 and

u sk, Dx 2l T S e - (4-11)
and k., is an n+p row vector defined as | 0

oo = [kdyy ook Piney oo Kby ] -eee (4-12)
which we shall denote as | S | |

Kep = [kd Y -== (8-13)

Then combining (4210) and (474é{ng\pave for the second stage control Taw
R VO

2 _ '; T
T qkt2 [x ' z] |
or ' : S (4-14)
2 _ : T .
u --KT2 [x j 2] N
where KT2 is the-minimum sensitivity controller defined by _
T K mak, e B e (85 )

* The total control law is then obtained by use of equations

(4-5) ,4(4-6) and (4-14) and defined as

T - . T o f
u = —KTl [X E ZJ ‘KTZ [X ; ZJ +‘ R\. . b-'ibﬂ
RN L ko] Ix i 2] Tk ) S— - (4-16)
or o ' T )
' u= - KT [x ' z_] + R ]
where

_KT=‘K + K

T T2

. %
,ReCa11fng the'defindtion of bq in chapter 2 and noting the definition of
Tl > ahd KT2 abgyej we obta1n the total closed-loop augmented system

, égyatiog Y
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)

1
x| |A-bkd v-BkT - b kp| [x] [B 0
Teef= --——q—--,——--,---- - 4 ---R+---xr .
g ; -C : 0 z 0 I ~ (4_17)
Q ~ ‘ ' .
X = AX + B*R + I*x S
where the closed-loop system matrix is
. i
. |A-bkd v-BKI - b kp L
N L (4-18)

- C : 0 '
The closed- 1oop poles of the c1osed loop system matrix A can
be placed in the complex frequency plane to any desired locations by the

& -

procedure used 1n chapter 3if the system of (4-9) s control1ahje.

The system is controllable if and only if: _ ‘\\\
i) the'control1abi1ity matrix - N
= [b 5 A*bqi Y T B T ] --------------- (4-19

is of fu]] rank n; and

(\-
~R

. ,of Yank n+p.

ii)' the matrix A*

For proof of this see Young and Wi T1ds [16]. oL,

x 3313 Integral Control For VTOL Model

o . The-prdcedure described in the previoUs sectigp will now be

<

apb]ied,to the VIOL system under study. The horizontal and vertical
velocity of the VTOL airtraft are chosen as the output variables to
which the integral control is to be applied.

The two new variables used to augment the original §ystem are ®

then described as

Xy f Xr1

i

=X, * X
2

£

ro



where-

horizontal velocity;

ko=

Xy = vertical velocity;

Xn = reference horizontal velocity; and
X o = reference vertical ve]gcity.

“Stage 1.
.We choose a first stage control law ag descr1bed by equation

(4- 6) by selecting a first stage control matrix KTl as -

‘As in Chapter (3) we agﬁigJ&esigh'tﬁe'contro]]ér'af the nominal air speed
~ of one hundred and thirty-five knots W1th KTl as above the first ‘stage

closed- ]oop system matr1x as defined in equat1on (4-10) is

”

[0.036  0.0271  0.0188  -0.4555 . “0.4422 -0.1761]

0.0882 -1.0T  0:0024 .-4.0208  -3.5445 75922
. 0.1002  0.3681 -0.707 1.42 5.52  -4.49
T leo 0o 1.0 0.0 -~ 0.0 0.0
“1.r 0:0 0.0 ~_ 0.0 0.0 0.0

(000 <10 00 .- 00 0.0 0.0 N

L

- We now consider A* as the open-loop system matrix of the

- augmented helicopter system.



©.64

Second Stage.

It is now desired to obtain the second stage controller using
minimum sensitivity design to assign the c]dsed-1oop poles of the augmented

he]icopter system to the desired locations in the complex freqdency plane

of

S; 7 -4.0
So = -3}0
Sg = -2.0 | 6!!!
‘ sy = -1.5 . ihe *
St =.-1.0 + j1.0 _
Sg = -1.0 - j1.0 | )

Sinze only the parameters a3, and d34 are varying with changes-
in the horizontal air speed the minimum eigenvalue sensitivity functional

s given by

where the sensitivity 532 and 534 were def1ned in Chapt (3).
“ This functional is a function of q. The Fortram program
11sted in Append1x I was mod1f1ed to accommodate the augmented sdixth- order g
system, then used to do the entire des1gn ca]cu]at1ons The minimum va]ue
of J occurred for q [1 0.562_]T Th1s then resulted in the minimum

eigenvalue sensitivity feedback matrix KT2 of

'18.8193 . 0.6028 72.13795 -10.1264  -9.6836 8.3666

L 0-60 1260
T2 4.9553  0.3381 -1.2012  -5.6897  -5.4408  4.7009
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or the total ninimum eigenvalue sensitivity feedback matrix KT of

a4

8.3193  0.6028  -2.1370  -10.1264  -8.6836  8.3666
T lasssy  0.3381  -1.2012 -5.6897  -5.4408  5.7009

using the KT above resu]ted‘in the closed-loop system matrix as defined

in equatioq'(f-18) of

—

-4.8091 -0.2986 1.1757 5.0244 4.7980 . -4.70.6
6.4084 -0.5760 -1.5394 ;11.3237 -10.5281 13.6260
26.5339 2.1718 - -7.1149 -28.9313 -23.5041 20.5868

A =
0.0 0.0 1.0 0.0 0.0 0.0
-1.0 0%0 0.0 0.0 0.0 0.0
0.0 1.0 0.0 0.0 0.0 0.0

which. has the cTosed-]oop pole locations at the desired positions in the

complex frequency plane.

To check the sénsitivfty of the po]é locations to variations of

!

the elements 339 and asp of the matrix A, the pole locations of the closed-

1oop system matrix A were computed/;& the extremes of the flight regime,

i.e. at sixty and one huggﬁgg\iﬂé#seventy-knots, where a3, = 0.06635, e

234 = 0.1198 and a3, = 0.5047, a3, = 2.526 Fespectively.

At sikty knots: Az, = 175 or an 82% change in 2,5 and

= -1.3002 or a 92% cha

The closed-loop poles were found

to be : ]



il

kLl

-4.074 + j1.513
-4.074 - j1.513
-2.065

-0.7652

-0.7606 + j1.£89
-0.7606 - j1\589

which indicate pole location changes jof

ASl

AS
AS3

AS4

AS5

8sg

2‘

il

i

-0.074 + j1.513 or
-1.074 - j1.513 or
-0.065 or
0.7348 .or

0.3494 + j0.589 or
0.3494 - jo.589 or

a

i

38% change in S, @ /-20.4°
62%_change in Sy @ L§Q.4°
3.2% change in 53“

49% change in Sa

48% change in sc @ /-19.4°

48% change in s; @./19.4°

At one hundred and seventy knots: Aaj, = 0.1366 indicating a

change in 23, of 37% and Bag, = 1.196 indicating a 78% change in a3,

The closec-1cop po]esvwére found to be

’ *f;'. 03

-2.159 + j1.683
2. - - j1.683
-2.075

-0.5367 + j0.6379
10,5365 - 30.6379

“which indicat: pole lTocation changes of

1]

-1.03 or a 25.7% change in 51

.
P 4

-0.941 + j1.683 or a 64% change in s, ® /7°

66



s

as, = -0.159 - j1.683 or an 84% change in 5. @/-7°
. 3 3 L

As4 = -0.575 or a 38% change in Sa

Asg = 0.4633 - j0.3721 or a 42% change in s @ /-4.9°

hsg = 0.4633 + 30.3721 or a 42 change in s, ® /4.9°

For comparison an arbitrary controller was designed to assign
the poles of the closed-loop system to the same locations as before.

Choice of q = [1 3] T resulted in the arbitrary feedbaék controller of

13.3175 -1.2647  -3.3333  -7.1020 -15.3930 3.4™M
39 9526 -3.7940  -10. OOOO -21.3059 -46.1789  10.4103 _

when KTI was the same as in the minimum ~rnsitivity des1qn _The complete

feedback.contr011er is

A

KT =

13.3175 -1.2647 -3.3333 -7.1020 -14.3930 3.4701
39.9526 -3.7940  -10.0000 -21.3059 -46.1789  11.4103] -«

The arbitrary controller above resulted in the cToéed—]oop system matrix

of _ - b
12,9613 1.2544  3.2533  6.4370  14.4967  -3.5433
256.1712  -25.3318  -64.1044 -140.6057 -299.5822  74.3289
-105.7743 10,4231 257931 57.8806  127.8941 -32.0772
AT 00 L o0 1.0 0.0 0.0 0.0 -
L0 0.0 0.0 0.0 0.0 0.0
0.0 -1.0 0.0 0.0 0.0 00 |

——

- which has the desired pole loéations

Again checking the pole 1ocat1ons of the system when us1ng the

-~

arb1trary confro]]er and sub3ect1ng A to the same variations as in the



minimum sensitivity case,

Sixty knots

it was

sy = -9.326
j So = —1.85
Sy = —6.4069
Sq = -0.4069
Sg = =0.2555
Sg = -0.2555
resulting in a |
Asy = -5.326
bs, = 2.15
; | Asq = 1.5931
£s, = 1.0931
bsg = 0.7445
bsg = 0.7445

68

found that at:

30.5479
50.5479
i3.386

Jj3.386

or a " change 1n Sq

0 a 72% changelin,s2 o
J0.5479 or an 84% change in s, @ /-8.4°
j0.5479 or an 82% change in s, © /8.4°
§2.386 or a 177%)éhque in s @ /-40.8°

j2.386 or a 177% change in s. @ /40.8°

One hundred and seventy knots

S = -4
: \u\v 52 = -4
2 S3 = -1
54 = -0
Sg = -0
S¢g = -0
resulting in a
ﬂ ToaSy = -0

ASZ = "1

.955 + j4.145

.955 - j4.145

936  — i -
4509

086 + §1.177

086 - §1.177

.955 + j4.145  or a 106% change 1in s1 @ [:ﬂpov

.955 - j4.145  or a 153% change in s, @ /40°
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AS3 = 0.064 or a 3.2% change ih Sq

.AS4 = 1!019 or a 70% change in 54

asg = 0.914 + j0.177 or a 66% ch.y ® /-40.8°
asg = 0.914 - j0.177 or a 66% chane in 56 /40.8°

Avcomparison of the above results reveal that the variations in
the poles of the c]osed—]oop system, due to changes in the system plant
parameters, are apprec1ab1y less when the minimum sensitivity des1gn approach

_is used to obtain the feedback controller.

4.4 Trackihg Capabilities of the Zero Steady-state Error Controller
. —/. N
To illustrate the tracking capabilities of the two contro11ers )

i -

des1gned in section 4.3 the system was simulated on the d1g1ta1 computer

using the prorram Tisted. in append1x IT. | The s1mu1at1on here is s11ght1y
d1fferent than that of chapter 3.

Now a prior know]edqe of the command inputs muét be known
DG Bﬂ -8. X must be known. Then in the steady-state the controlled
outputs (the ocutputs to which theintedra1contro1 action is apined, in
this case Xq and x2) %hou]d approaeh the va1des of X1 and Xpo respectively,

i.e., the steady;state error should be zero.

P ,The responses of both systems were dbtained‘when acce]etatinq
<from s1xty to one hundred and th1rty five knots and again when acce]erat1ng
from one hund;ed and thirty-five to one hundred and seventy knots. The
following steps were involved in the respective s1mu1e}1ons:

i) ‘o begtn the,simu]ation at sixty knots
' ' a) R = [0;4 0.4]_T was arbitrari]y\chosen; L

b) for Xpp and x equal to 1.0 and 0.0 respectively



the steady-state values are obtaijned for
other variables as, Xy = 1.0, x2 = 0.0, X3 0.0

‘and Xgq = —0.018.

1i) to accelerate from sixty to one hundred and thinty-five knots
a) R=[1.0" 1.0] T’has chosen;
b) initial conditions were set as obtained in (i); and

c) Xrl and X0 equaled 3.0 and 0.0 respectively.

1ii) to accelerate from one hundred and thirty-five to one
hundred and seventy knots .
Vb

A a) R = [1.25 1.25] was chosen;
b) initial conditions were set as obtained ﬁn'(ii); and -

c) xrlﬁand X, equaled 5.0 and 0.0 respectfve1y.

' ' A schematic diagram of the control system used for the above

simulations fs shown in figure 22. |
The responses of the horizonta]l(xl) and ve%tica] (xé) Qe]ocifies
are shown in figure 23 fok X1 and figure 25 - 9 when acce]erat1ng from
sthy to one hundred and thirty-five knots and- in f1gu¥e 24 for x1 and
f1gure 26 for x2 when accelerating from one hundred and thirty- f1ve to -

one hundred and seventy knots for both the: m’n1mum‘senswt1v1ty and the

arbatrary contro]]ers S | R ’ 7

4.5 Regu]at1ng Capabilities.of the Zero Steady-state- Error pontro]]ers

In this section we 1ook at the ability ef the contro]]ers to =

outputs, when the system is subjected to disturbances.

The original equation (4-1) is rewritten here to iriclude the &%

< - . . L‘},

disturbance vector w as

70

maintain a constant output, i.e. zero steady-state error of the chosen ' Eg
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o’ . A
X = AX + Bu + Bw  mmemmemeaoo B (4-21)
where w is previously défin~4
Let X, U, w b~ ne no .r21 values of the respective variables
and. A be the ﬁd%inallva1uc nt “he syétem matrix A, In terms of. the
deviatiqns of the,variables from their nominal-values Tet
t o 9T g . .
CX - X haxe VT .
- X > X[+ 6X '
o > u 4 su '}ﬁ----A—-—?——-ffi ——————————————— (4-22)
g N o o . J, ) - o o
S CW W + 5W N R " ¢ . .
A - A + GA . ~i o i) “L , ".J g
Fheg equat1on (4 21) qn{terms of (4 22), becomes -  _\\_ '
O ] L S ’ . .
P ’i** 5% * | (.A + 58) (x +6x), + Blu + 5U) +B(w + 6w) ---- (4-23)
or the perturbed equat1on 1n terms of the dev1at1ons of the- var1ab1es %s
." O L 7.
X = (A + vsA)Sx + Bau + Bdw + (SA) e (4 24)
: Sy T . : '
where . E
. » 3 _ - - >
» 0 ;Q 0o 0 o Xq S
s . . _ff
> 0 0 -0 0 ® Xo|
SA = . X ==
| 0 a3 S X3
. 0 oc-g0 0 | .. §h 7 ,
Gxﬂ _ \
A ; 35X2 . Gul | 5W1 . a‘
‘ T e | s SU= st M s :
/ . 3 . - .
. i fxg_‘ '9 o ) . )

We introduce new state variables 625 and6x6 described by
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N o
RS
5% s 5
Xs| [%%pp - 6%
O - i
6X6 erz - 6X2
or
fo) \ﬁ
sxXg -6, Ea
o | T |t __ (4-25)
|\ (SX "(SXZ y
(since x 1 and X,.o are the reference values and therefore 6x p1 = 6% oS O.)f,
in order to maintain the dev1at1on dxl and 6xq of the horizontal and » K
vertical velocity at zero in steady state. The augmented system then
becomes ‘o S
----------------- (4-26)
where .
. A+ sA _
N, v - —_— _‘_v_, - -
o : = = ] ) "
§x §x ’ A -C : >
4 .
c‘iX5
. *%6
B v )
R o= |--- X = [|--- . N
] JERY

Mﬁ%quat1on (4-23) represents the system. s1mu1ated -0n the

computer at the nominal a1rspeed of one hundred and- th1rty f1ve knots
w1th the perturbed contro] law §u of

5' o OU = “Kp8¥  mmmwmeee e .. (4-27) .

where KT is defined in sect1on 4.2 and has the form
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!

: . ‘ N N
- | K Kip Kdpg kdpy (Kigy kpyg) (Kip, * kegy)
T | .
kdpy Kdpp kdpg Kdpg (kipy + kpyy)  (kip, + kpyp)
Since u = U + &u we have [for the control law
Up = up |t duy [\@ |
-_ ! B - ) -------------------------- (4"‘28)
U2 = U2 "*‘ 5U2
where o { ! ¢

Suy = -kdlléx1 —kd126x2 -kd136x3 —kd146x4 —(k111 + kp11)§x5: (k112 + _kp12)<5x6

-'1<d216x1 ~kd22<s-x2 -k 2-36x3 -kd246x4 -([<1'21 + kp21)5x5+_ (k122 + kp22)6x6

(SUZ

The control scheme is shown in figure 27 where u is replaced

by the arbitrarily chosen p}1ot input R where R is taken as

T " NS

For the simu]at\dn the nominal va1ue§ of A and B were taken

_ from Narendra and Tripathi 1] , and are 1isved in section 3 3 For a
“desired hori.ontal velocity of one hundred ahd thirty-five knots and zero

vert1ca1 ve]oc1ty the fo11owhng nominal valdes were selected

i) pilot 1nputs

= ' AR :
rll 1.0 | - v -
rol= 1.0 .
.1i) referehce vaapes : .
- .. i . .“ - ‘ ;v ..
T, g Xr1~_ 3'0\ ‘ i V
C Xpo =.0.0

\ : ! . i

For the des1red horizontal ve1oc1ty of X1 = 3, 0 and vertical

B
veiocitly of x2 = 0. O the .following steady- stafﬁeva1ues were obtaxned for
A ' k f/
the other var1ab1es when : 1: - R

T
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L%

A

' Y
i) using the minimum sensﬁthﬁty controller

a) X = ~3.0 t
Xo = 0.0 .
Xy = 0.0
Xq = -0.067
9
¢ b) ul(co11ective) = 0.132
' ‘ 2(1ongwtud1na1 cyclic) = 0.116
ii) using the arbitrary controller , . ) &
a) X, = 3.0 . .
Xy = 0.0 o | ‘ _ .
Xq = 0.0 -
‘ x4'= -0.067
b) 1(coHective) = 0.132 . g ‘ -

2(10nq1tud1na1 lic) = 0.116
Both systems MQ}: then s1&ted and*subjected to the same

A

disturbance vector 6w [8@§§ng21 T as shown in figure 28, Yhe”resppnses

ofvxl'and x2 for both systems are shown in f1qure 29 and f1gun§ 30

respect1ve1y

Upon comparison of the responses, xloand x2, it 1s seen that
-

the variations produced when using the minimum sensitivity contro]]er are °

somfwhat less then those produqed whenﬂﬁheiéngtfrary controller is used.

' _ It is &1so noted_that/whencchecking the responsed 6t!x1 and‘¥
| xé in all the ffgures of this ch;hter; that because of the 1ncorporet16n
of integral contro1 for the variables x1 and XZ’ there is no steady- state
A error in_any cas& (1 €., in steady -state the outputs X1 and x2' qual ‘the

reference 1nputspxr and er respect1we1y). R

*
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CHAPTER (5) ;
SUMMARY AND CONCLUSTONS

5.1 Discussion of Results

A study of the results reveals that thé minimum sensitivity

design- approach in constructing a c -stant gain feedback controller for a

system‘has definite advaﬁtages over an arbitrary feedback'contro]ler when
assigning the closed-Toop poles of a system to specified locations in the
complex frequencylplane. ‘ ; “

Sin:e the location of the closed-loop po1e§.of any system is an
1ﬁporfant fact r determining the stabi1ity of fhe system, @he{sensitivity
of these pole locafions to variations in eléments of the plant matrix are
also critical. The sensif}vity éesignghpproach ensures minimum Qariation
of the'pole locations when the eiement(s) of the plant matrix vary from‘
thej% nominal salues. This is ji]ustrates quite e%;égpjveiy in chapteré
2,3 and 4. - o |

The poles of a closed-loop system are also a factor in deter-.
mining the resnonse of the variables of a system. Asican be seen by
checking the responses in the”grevious three chapéérs;‘tha§s obtained
using the minimum sensitivity ;0ntro11er are much better tha;\$Qose using
an arbitrary controller since the poTes using the minimumfsénsi£1vity
controller are:more-insensjtive to change when the‘e1emenLJ\Q€ the plant

matrix vary, i e. they tend to remain at the desired locations.

The results “ chapter 4 further illustrate the effective use

of the minimum sensit. .y désign&approach. When Osing minimum sensitivity

N\

ana1ysis,'the «ffective “incorporation of integral control to ensure zero

\
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‘steady—state error of the se]ected.variébles and&a1so decoupling of the
modes in steady state, would suggest thit the minimum sen§1t1v1ty analysis
procedure is not restricted in {ts applications but that it can qu{te
possibly be used in conjunctiop with a number of e%isting control methods.

5.2 ~Possible Areas for Further Research

The research in this thesis is intended to show one possible

» . Y

method of designing a constant gain feedback contrnller for VTOL aircraft..

. /
The results indicate that the controller c- be'eff»r'[ve over the flight

regime of a VTIOL aircraft. The fo110w1n§ re 1s for further
research. |
(1) Cﬁapter 2? 3 and 4 took into account only'the variations
of®the plant matrix A of the system. A further study
- \ could take into account the variations of the fnput
; matrix B and also var1at10ns in the feedback matrix K.
(2) In this thesis it was assumed all thé state variables
were qvai]ab]e for feedback; and in many céses this may
not be the case. A study could be conducted for the
case where some of the:states are not available for:

feedback. The incorporation of an observer (state

reconstructOﬁ) to estimate the unmeasuraple state vari- (‘”

ables could be considéFed. The minimum sensitivity design
approach could then be used to desigh’the feedback con-
troller as before. |

(3) The use of some other method other than unity-rank feed-
back could.also be used to obtain?the minimum sensitivity

"~ controller.
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APPENDIX I

Fortran Program Used to do Design Calculations

THE FOLLOWING PROGRAM LOES ALL THE DESIGN CALCULATIONS

<TO DETERMINE THE REQUIRED MINIMUM SENSITIVITY FEEDBACK
CONTROLLER FOR THE 4TH-ORDER VTOL AIRCRAFT SYSTEM UNDER
STUDY.  THE FROGRAM UTILIZES THE IMSL SUBROUTINE ZXMIN
TO FIND THE MINIMUM .OF THE SENSITIVITY FUNCTIONAL NN
EXTERNAL FUNCT

DNOURLE FRECISION A1(4y4)sA2(45,4)rE(4»2)yR(2+1)rAA(4,48)
trAAACA4Y4) yQR(I,4)yF(4y4) s FINV(A4,4)yALF(4) yBQ(4y1)

’-51901(ﬂ74)vFF(4 -4)+A001(4,4)yABK(4,4) yAXX(4r4)yBRKK(2y4)

trBK(454) y ALK (454) yRO( 4 4)yR1(4,4)yR2(4,4)9yR3(4,4)
trQC4y4)yQINV(4,4)yQ1(451)yQ2(451) Q345 1)791(1r4)
tsF2(1»4)yF3(1y4)yF4(1r4)5,A0(4,4)yA00(4y 4) » WKAREA (28)
DOUEBLE FRECISTION X(1)sH(1)sG(1)yW(3)

COMPLEX%X16 Xl!X27X3!X47XQPX67X77X87X91X10{XI1!XIQITZ
+rS5A1{4y4)»SA2(454)»5A3(4,4)y5A4(4,4),D01(4,4)

Lty DO“(4;4)7D03(4r4)vD04(4y4)rD81(4y4)vDS°Q4v4)rDS3(4r4)

10
1500
s
191

I
152

+r084(454)+5(4),GT(4)ySUMM

COMMON AlyA2sByALF yIIS1,082, 1S3, 116495y X
INTEGER VsYslUrEsFF

READCS» 10)((AL(T v ) s J=1v4)yI=1r4)
READ(S»10) CCARCI v ) v =219 4) 9y I=1v4)
READCSy 1S ((B Ty ) rd=192)9yI=1y4)
READ(J;?I)(AtFCI)yI 1+4) ¢ N
REALI(S vS”)(S(I)vI :194) ’
REAL(S»1500)X (1) )
REALI(S»10) (CAQL(IY ) s d=1+4)yI=1s4)
PFORMAT (40115.5) .

FORMAT(N10.,1)

FORMAT(2D15.5)

FORMAT (4D15.3)

FURNAT(”UIO.§

CALL UMULFF(AIvg§74y474747479974rIER)
CALL UMULFF(AIyAAv4r4947474rAAAr4vIER)
Nn01I=1+4
Ho01J=1,4
IF(I.EQ.J)GOTO3
CROCIrd)=0.10

GO TGO 1

ROCIy J)=1.D0
CONTINUE
X1=5(1)
X2=8(1)%x%x2

r . .- )
. L . >
91, /) - . .

P




e
U
<
X3:5 () kK3 | '
X453 (D)
X556 (2 ) KK ‘
Kb=S (2 KK3
X7=5(3) ' . . ‘.
£8=6 (3) KK : ' ‘
X9=8 (3 KK3
X10=6(4) !
X4 156 (4) KK
X12=5(4) k¥ 3 SN \ -
S 00AI=1e4 : .o o

CALL GADJT(RO»AOLYR1sROr4y2) . .

CALL GADJT{R1,A01sR2yR0Or4r3) ot S
CALL GADJT CR2yADL yR3y RO v 49 4) : '
CLFCT L EQL L 0T067 ” -

IF(IEQ. 23 50T068 ‘ :
CIFCTLEQ. 3 GOTO7 , R
IFCILVEQ,4)50T072 o . -
&7 BG=0. > ' '
BO69 1,4 N

una9u 1y 4 - .
49 NS1(JyK)= x\*hU(Jyh)+X“*hl(Jyh)in*R’(Jyh)+R3(Jrh)'
"GO TO 4 o ) N
468 GG=0. . o 'f, L% s
[073Jd=144 . -
"H073K=1s4
73 DS2(JrK)=XEKRO Ly h)+XJ*R1(Jyh)+X4*R“(Jrh)+R3(Jyh>
GO TO 4 .
71 G6G=0, ~ ,
11046J=1r4 : - : K
v NII0G6K=1,4 . 2 .
66 NSI(JrK) = XJ*hO(Jyh)+X8*R1(J;h)+X/*R“(Jrh)+R3(Jrh)
GO TO 4,
72 G6=0..
N074J=1s4
[074K=1 4
74 DS4(JyK)= x|°*R0<J,h)+x1|*ﬁ1(Jyh)+x1oxﬁﬂ<Jyh>+R3(J K)
4 CONTINUE _ .
NOS3T=1y4 5 o _ S
bi\GT(I) ‘4, X5 ‘f)**3+3.*ALF(4)*3(I)**2#2.*ALF(3)*S(I)+ALF(2)'
N=1 : ,
J NSIG=3
MAXFN=500



*w

s

290

@3

3835
43

44

oy
Y

439

93.

TOF T=0 -

CALL ZXMiINC(FUNCTyNsNSIGsMAXENy IOFTyXrHyGeF oWy TER)
WRITE (&6r990)MAXFN ‘
FORMAT CA0X » BHMAXFN = »14)

WRITECOHy9E5IX (I vFeG (L) -

CFORMAT C1H-» Z0HTHE MINIMUM, VALUE OF Q¢(2y1) =

FO1305/20Xy 29HTHE SENSITIVITY FUNCTION o = »D13.,5

$ /20Xy 24HTHE GRADIENT VECTOR, G = »DI13.5)

R(1si)=1.00 »

Ryl Y X (1) _ \
WRITE(SyA3)

FORMATCLH » &3X v 1HT )

WRITEC(Cy ARy 1) s R(25 1) . ’
FORMAT (34X y LOHA(T » ) = {e012, 3y 012,3.4H )
CAlL. UMULFF(ByRy4¢2y1v4y29RBQAr4y IER)

CALL VMULFFC(ALyBQsdr4y1ravarvR1Ly4as1ER)

COLL YMULFF(AAYRQy4»4y1+454,0254yIER)
CCALL UMULFF(AAAYEQs4y4y1r4:4yQ3y4yIER)

D025 J=1y4

QCIr1)=RACIr 1)

RGP 2) =Ry 1) : : .
QCJr3)=Q2C)r 1) R : -
QCr4)=Q3¢r1) ) _ . '
CONTINUE : ‘ oo -
006531 v 4 g
00651=1y4 .

QR(T s D =QCTIrd) .

CCALL LTINV2F{QRs4,4sQINVs4-WKAREA, IER)

Y=1 o .
U=4 -

- I070Jd=1r4

70

FLCYsJr=QINVIUy.D _ C
CALL. UMULFF(F1sA1ry1v4v4+1,4+F2s1IER)
CALL VUMULFF(FP1sAAy1s4y4y134+F3s1yIER)
CALL VUMUILFF(F1sAAAyls4+451varF4,1yIER)
n075s51=1+4 , _

FOeLs D)= 1y 1) o - v
FC2yId)=l2C1 1) :
FO3y )31 1)

P4y lX>=F4(1+1) _

CONTINUKE e

HO0115Jd=1,4 )

LO115I=1 4



115 PRIy ) =F(IYD)
CALL 11Nv’r<+r-4,4ythu,4yquRtA,1rhq
CALL UMULFF (AL, FINVy4y4s4y4yayA00r4xTER)
"CALL UMULFF(FyADOA4r 4y 4y 4y 4;AOy4kaR\ 4 7
NO7V=1 4 4 \ -

IF (UL EQ. L) BOTO8 | . -
TE(OCER.HGOTOY <= 7
IF (U ERGoT0LL 7 =
TF(ULER.4)GOTOS6 ~ AN
8 ZX=0, T
NO12J=1 94 v ’

S DDL3E=1 4
SUMM= (0 D10y 0, 110)
L014K=1+¢4 ‘

14 SUMM=SUMMHILSTI(EyKIXF(Ky . J)

13 D01 CEy ) =5UMM

12 CONFINUE N
No1s6J=1y4 - )
D017E=1s4"
TSUMM= (0. 110y 0,110
NOS38K=1r4

538 SUMM=SUMM+FINV(EyK)XD01 (Ky.J)

17 SA1CJrE)=GUMM/GT (V)

16 CONTINUE -
GO TO 7

G ZX=0,
O018J=1 -4
N019E=1 "4

R

SUMM= (0. 01050, D0) T “
N021K=1:4 - g

21 SUMM= SUﬁM+DQ”(Eyh)*F(th) &

19 DO”(E;J»"%UMM ¥, .

DO22FF=1y4
SUMM= (¢, 1105 0., noy
D023K=1r4 '
23 SUMMhJUMM+FINU(FFyh)*DOQ(hyJ)
22 SAZ(JyFF)=SUMM/GT(V)
18 CONTINUE -
GO 1O 7 0 N \\\
11 #2X=0., ' )
Da244=1-4 : .
[025E=1<4 - ‘ ‘ o
SUMM=(0 .10y 0, D0) '



DOZ2FR=L v d . N
D7 SUMMES MMA DS 3 CE v KDY XF (K v )

Je D03 CEy ) =5UMM

NO28FF =14 .

SUMMw(O;UOyO.UO)

LO29K= 1y 4,
J?-)UMMI‘JMM%IfNU(F!yh)*UUU(hyI)
28 SAZCIY )Y =SUMM/GT (W)

24 CONTINGJE

GO 1O

lJ\") L_X ()0
D031 1y 4
DO32E=1+4
SUMM= (O 10 0L 110)
O33N .y 4

33 BUMM=SUMMADSA CE o 1K) KF (K y 1)
32 D04y 1) =SUMM
DO34FF 1454
5 SUMME (L 0050 110) &
. 054K 1y 4
54 SUMM= %HMM?FINU(FF;K)*DO4(R;J)
34 SA4CJrFF): =SUMM/GT (V)
31 CONTENUE ' '
7 CONTINUE ’ - - T\
CT2= QAI(1yl)**“+°A”(lyl)**"+8é3(111)**”+oﬁ4(1vi)t*”
HHSAL (1 2)XK2+SA2 (15 2)XK2+SAZ( 1y 2)KK24SA4 (19 2) XKD
++SA1?2y1)**“+°A°(3;1)**”+»A3(2y1)**“+SA4(2;1)**°
+HHEAL (2 2) KK2HSAD (2 ?)**”+SA3(2;2)**”+ Azf y2)KK2
TT=CHOABRS(T2)
CAl.L UMUIfF\AOlrr7474:49414!&00174715R
CAlL UNULPF(FINU;AOOiy4y4r4y4y4réBhr4rIER)
S DO70001=1 4
[07000.J=1 4 4
57000 AXX(IvJ) ABh(IvJ) ~A1(Iyd)
00300014 \
EKK (1 '> X (s DY ZBRCL 1)
300 BKK(2 )= B'N(lyJ)*R(Q;l)
COWRITE .y 8%4)
wRITE(éyB u)((Hhh(IyJ)rJ 1,4),1 1,2
854 FORMAT (' -’ OXr’THE FEEIRACK MATRIX k 1S87)
855 FORMAT(4D1 ‘
CALL UMULFF(B:thy4y~y4;49hrBhr4yIER) : .
T07670I=1s4 = S

A

P



f

7070

8460
861

99
P01 -

SUBROUTINE TO DETERMINE ADJ(SI
SUBROUTINE GADJT(XIsXOrRRyRRRsLsN)

R

Q7070051 ¢4
ALKCT o =81 Ly DABK (T )
WRITE (6v860)

WRITECA»B6L) (AN (T v )y Ju

WRITE(6v99) . 2
WRITE C6r 901 TT
STOF

FURMAT (-7 y 35Xy 7 HIL MATRIX

FORMAY (1OXyA012.5
FORMAT C1H-)

f()F\MAl CIXy 2OHTHE MINIMUM Val.UE Of

Ts1y4)

e

J

S

)

»

P15, 5)

REALXQ Xl](4y4)yrl(4y4)rll[l(4y4)yﬁf\(4y4)yXI(474);C(4r4')
FrRRRCA 0 4)

U NEN TN
NO2 %=1 vl

- SUMM= 0L 0

DO3K= 1yl

SUMM= )UMM#XJ(th)*XU(hyJ)
Ty =SUMM

CONT INUE

ALA=0 . 10

0O15Y =1 1.

ALAEALA-CCT YT
ALFxAtA/(N_l) '

004J=. 41

DOST=0 vl

SUM=0 .00

DO6K:= i vl . o
SUM=SUMEXO (T s KIXXT (Ky ) -
DCT sy ) =5UM A

CONTINHUE -

LO7 =1yl -

0D07I=1+I.

no¢ N E ~?I FRRRR (L)
I‘IOQI = v ]

Log.J=i 1. )
RRCIyo=D(Led) Hx[t(ly DN
RETURM.

EiND

.
~4

96
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SUBROUTINE TO FIND FHE MINiMUM + UNCTION .

“+

e

+

+
+

999

SUBROUTINE FUNCTINSXsF) - oo
NMOURLE FRECISION. h7(371)79A1(4r4)vAAﬂZ(4v4)rQGZ(4 4)

yFPZ (A5 4) yFINVZ (49 4) yBAZ (A 1) v FFT(494) y(Q2(494) yQINVZ (45 4)
v(Jl/(“yl)rUQZ(4r1‘r(.)KZ("hT‘yF‘I/,.(lv‘?)7F22(174)rr32(174,)4
rP4Z(1r4)vﬁ02(4r4)vAOUZ(4r?l}wKAREA(?8)rX(N)rAl(4v4)

rAR Ay 4) B4y 2) s AL F (4 ' S \
COMFLEXX1é 'r]vSAIZ'(“yf‘)yM"Z(‘) 4 ySA3Z(A74)y5A4Z(4+%4)
vO01Z2CAx4) yDO2Z(A4y4) yI03Z(4y4).sTI04Z (4 4)78(4);612(4)
rJUMN;I"H(474)7rl‘32(4v4)v[lqg(4r4)v[l'34(4r4) . .
COMMON A]rﬂ)rB!Alfr“Slyn%~7HSJ P94ro‘-' )
INTEGER YrUsEyFF U

RZCLy1)=1,100 ,
RZ(2e1)=X (L ‘ - ) .
WREITE (H5y P99 IX(N) oo R
FORMATC(F20.5)

CAaLl VMULFF(ALYyA2y4y454944,AAZy 4y IER)

CALL UMULFF(AL1YyAAZr 494,474y 4,ANAZ» 4y TER) -

CALL UMULFF(BYRZs4r2y1+4+2+sBRZy4yIER)

CALL VMULFF(A1yBRQZy4+4,1+4+4yQ1Zy4+1ER)

CALL. VMULFF(AAZYBOZr4s491v4,4,Q22r4yLER) ° T

CAlL UHULFF(AAAZ;BGZ;‘%‘M1 4y 4;G3Zr4rIER) A

TO9P7VU=1 44

9‘?/

CALL VMULFF(F1ZyAlslr4,4y 1:47F’22y171ER)

5 CONTINUE L . L

u17<v»-4 DOXS (V) ¥k3+3, DO*ALF(4)*S(U)X*”+ +DOXALFE (3) %
SOV +ALF (2) _ ' . C
n0?51m1_4 o L g B PR
QZ(Jy 1Y=RQZ(Jr1) L T
QZCJe2)=01ZCHe1) . - ‘ s
AZ(Jy3)=Q2ZCJr 1) S ’ o
QZCr4)=032C s 1) -

A1

ALL LINU“}(QGZv4;4v01NUZy4 whﬁREA IER) - o
m=4 . ST ' o o
[070J=1y4 : _ :
F1Z(YyJ)= GINUZ(Uy 3

CALL LUMULFF(F1Z+AAZr1+4y451y44F3Zy 1y 1ER)

.CALL UMULFF(F‘inAAAZ.-1y4y4)1y47|F‘4Z-1yIER’)

13

v . .

o
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na7svV=1y4

14
13

12

538
17
16

21
19

FZ(1yV)=FP1Z(1,V)
FZ2yVUI=F2Z(1,V)
FZ3y\")=F3Z(1sV)
FZ(4aryV)=F4Z(1,0)

S CONTINUE

no1154=1+4

D0115V=1,4

FPZ(VsJ)=FZ(VyJ)

CALL LINV2F (PFZ»4r4sFINVZs4sWKAREAYIER)

CALL UMULFF (A1sFINVZy47r474y474,A00Zy 4> IER)

CALL VMULFF(FZyADOZ»4r454,4y4,A0Z»45IER)

[07V=1y4" . . | |
IF(Y.EQ.1)60TO8 ) t
IF (V.EQ.2)60TO9 | -

CIF(VLEQR.3)GOTO1 © A

IF(V.EQ.4)GOTOS6
ZX=0, .

n012J=1y4 . _

DO13E=1s4 , R -
SUMM=0.,10 ' :
N014K=1,4

SUMM=SUMM+IIS1 (EsK)XFZ(KyJ)
DO1Z(EyJ)=SUMM ; : ’ _
CONTINUE - - - -
D016J=1y4

‘D017E=1+4

SUMM=0.110
nas3sRk=1s4
SUMM=SUMM+FINVZ (EsK)XDO1Z(Kys.D)

SAIZ(JyE)"SUMM/GTZ(i)

CONTINUE
Go .T0O0 7 _
ZX=0.

0Do1e =1, 2

-NO01CE=1y4

SUMM=0,10

DO2:K=1,4

SUMM=, JMM-DIS2 (E»K)XFZ (Ky J)

DO2Z(E . 1 =SUMM ,

[022FF=1,4 o -

SUMM=0,D0

DO23K=1,4 : : . ' -



!

A

I Q‘

03 SUMM=SUHMHF TNVZ (FF yK)XDI02Z (K J)
22 SA2Z (J,FF ) =SUMM/GTZ(2)
18 CONTINUE
GO TO .7
11 ZX=0.
[024J=1+4 -
[026E=114 .
SUMM=0 , [10
DO27K=1y4
27 SUMM=SUMMHDIS3(E»K)KFZ(Kyd)
26 DO3Z(EN) =SUMM .
. DORBFF=1,1
- SUMM=0 . 10
029K 4 4 | -
29 SUMM=SUMMAFINVZ (FF »K)KDO3Z (K s )
28 SAZZ(JyFF)=SUMM/GTZ(3)
24 CONTINUE-
GO TO-7
56 ZX=0.,
998 FORMAT(2D15.5
D031 J=1,4 ,
DO32E=1,4 \ \
SUMM=0, I \
[033K=1,4
33 SUMM=SUMMHIISA (E/K)KFZ Ky )
32 DOAZ(EyJ)=SUMM
DO34FF=1,4
SUMM=0, 110
DO5AK=1y4
S4 SUMM=SUMMAEINUZ CFF yK)KD04Z (K s J)

34 SAAR JyFF)=SUMM/GTZ(4)
31 CONfINUE
7 CONTINUE

Z(1y1)**”+SA“Z(1ri)**9+SA3Z(111)**”+SA4Z(1;1)**”_

H+SA1ZQ1 » 2)KK24+8A2Z (15 2) XKX2+SA3Z (1,2 IRK2+SA4Z (1y2) k%2

++SAlZ'_,1)**“+SA“Z(2,1)**°+SA32(2;1)**°+SA4Z(2;1)**“
++SALZ 2 2) KK 2+5A27 (2, 2)XK2+GA3Z (D P 2)XKK2+SA4Z (2,22 %X%2
F=CDABS(11)

800 CONTINLIF ' . .
RETURN ' .- ff

END f -
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‘Continuoys System Modeling Program (CSMP) Used For Simulat

.
|
|
LABEL HELICOFTER SYSTEM _
INITIAL . .
URL=NOMINAL FILOT COLLECTIVE INFUT,
UB2=NOMINAL FILOT LONGITUDINAL CYCLIC INFUT,
X10=INITIAL CONDITION FOR X1,
X20=INITIAL CONDITION FOR X2,
X30=INITIAL CONDITION FOR XJ.
X40=INITIAL CONDITION FOR X4. &
A=VALUE OF AT32 ATSTART OF SIMULATION.
E=VALUE OF AT34 AT START OF SIMULA%)Q\:
C=VALUE OF AT32 AT END OF SIMULATIONO
UE OF AT34 AT END OF SIMULATION.
=TIME WHEN AT32 AND AT34 ARE TO STOF VARYING.
NYNAMIC . ' -
T=RAMF (0. 0)
Y1=0.,02414XT+A
Y2=0,104016XT+R
AAS2EFCNSW(T»O.sAy Y1)
AAZLEFENSW(T»0, y Ry Y2)
T2=T-E - o
AT32=FCNSW(T2»AA32,CsC)
AT34=FCNSW(T2»AA34, 11y 1) o ‘ ,
X1D=ATL1XkX1+ATLI2XkX24+AT13KX3+AT14XX4+E11XUB1+R12XUR2
X20=AT21kX1+AT22X%X2+AT23KX3+HAT24%X4+B21XUR1+B22RUR2
x3n=AT31xx1+e¢32*x3+eﬁ33*x3+A734*x4+331*us1+a32xuaz
X4D=ATA43%X3 , ! . '

X1=INTGRL (X10»X1D) !
X2=INTGRL (X20, X201 r

X3=INTGRL{X30yX30) 1

X4=INTGRL (X40 s X4I1) N4 ,

TIMER IELT=0.01,FINTIMEROL0yFPROEL=0,2

FRINT X1sX2yX3yX4 )

END : o e
STOF o ' '

ENDJOR

100
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APPENDIX ITI

Calculation of\ Percent(%) Change in Pole {g:;:;;;:

Suppose the pole Torations before variations in the system

matrix are as shown in the comp]ex.frequency plane of figure 1,

. ¢
JW 2 e
21
0 >
X 1T
—% ¥ + %* + + + + ~ > o
-5 -4 -3 -2 -1 1 2 3 4
X -1¢%
24
N _ Figure A-1. Pole Locations”
Before variation we will denote the poles as : ' o
Sl.z -5
S, = -4'
53 = -2
S = -1+l
Sg = =1 - jl

Y

Due to some change in the system matrix the pole locations

~ change and the new pq]e'positions are represehted as

> /\ v

/

101
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\\
s{ = 5.5
sy = -3.41 32 -
§§ = -3.4 - j2
4 SE = 1.0 + jO.5
| sg = 1.0 - jO.5 | |
which indicate a change in the pole locations of
ASy = -0}5
b5, = 0.6 + j2
psq = -1.4 - 32 | L
As, = 2,0.— Jp.s
Asg = 2.0+ jO0.5
_ : /
The ‘above changes are calculated by the equation
Asi = S?."51 ;1 = 1,2, ... >0 where n = no. of poles
. ) a
. Thq‘percent‘change in s, is then calculated by
% change of Sy ° %A%i%- x 100 ;i =1,n ==----- 1
1‘. .
Now if there is a change in the angle of the pole location -
as well, it was calculated as
A /53 - s; - /8§ ; i=1,m- mmmmmmmmmm A2

A positive anale was taken as shown below in figuYé 2.

o
\ 9

1

00

I
Figure A-2. Positive Angle



AsS

A52

» AS4

A55

~/

Thus using equations 1 and.2 we have for Ass s i

a5 | :

= V10092, 10=-1¢ e/0°
[sql - 5 '
las,| -

= 25100 =29 4 100522 @ /-30.5°
]52| 4 ‘

Q

As,| o

= J—3x 100 = 2% 100 = 1229 @ / 30.5°
|S3| 2
|as,] | |

- %% 100=29, 100 - 145.87 @ /-108.4°
54| 1.41

" lasl |

= —2x 100 = 2% 100 = 145.8% @ /108.4°

|55| : 1.41

1,5
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