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The advent of VLSI has bpened a new vista for parallel processing. On-chip

<
parallel processing by numgrous tmy processors is enrvmoned to be the major

/

' application goal of the expérging VLSI and VHSIC ¢ -hnologies.

This thesis Atte@pts to identi’y the intercon™ction networks and.the processor
geometries whichk can be cost-e“ectively implemen within the chip for on-chip

" parallel processing. The thesis lias proposed a compr -uional ‘model for CMOS VLSI

techaology and: haa evaluated the existing SIMD i- - onnection networks employing
the results of the model The mtercon_nectlon networks - been divided into four
. _ : B ‘

. . k .
topologically equivalent classes,and the merits and deme- + .ach ¢ as+ have been

perused to reveal the orthogonal aspects of parallel computation viz., the pk.sical
aspects, the computational aspects and the reliability aspects, Cellular interconnection
networks having uniform and short interconnects have been shown to be the most

suitable candidate for on-chip parallel processing. ‘ .

The layout geometry for such networks has been mvestlgated The Lradmonal
shape for the processors is understood to be a square. “The algonthms for Lransformmg RS,
a%aatural lay_out having a rec?,angular shape with arbitrary aspect ratio into a square
layout have been constructed. The diﬁic.ulties and ¥sadvantages vv‘ith',,such"post-

. o : ,

processing have been studied and an alternate strategy has been suggested: A number

of possible geometrical shapes for the processors have been identiﬁi}d.

Mosavic_ layout by cellular atructures having a cell geometry iart‘antmmmo
tiles has been designed for the square and the hexagonal array networks. Polyomino
tiles which describa\thg fault-tolerant mesh networks have been 'identified. Embedding :?5
- algorithms have been designed to construct such networks with optimal regundancy. ,)

Finally, the chip area, the layout cost and the computational power.of such !ayouf

structures have been analyzed.

iv
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Chapter 1 .

I8

INTRODUCTION

1.1. Introduction:

Paraliel Processing Architecture has always played second fiddle to the state-of-
the-art of semlconductor technology The progress and development in the mtegrated
circuit (IC) technology has continuously dictated the gi"esign‘philo.sophy of parallel
architectures. The evolution of IC technology from Small Scaie Integration to Large

Scale Integration has chionplogically motivated the design of connection schema of

-parallel architectures from simple structures like bus, star, ring, etc., to complex,

poyvgrful topologies like ciube connected cycles, perfect shuffie net,-work, dual bus

. hypercube, etc. An excellent account of this development has been ‘dpresented in the

literature [AnJ75, Thu74]. - )

Now with the emergence of Very Large Scale Integrated ( VLSI ) circuit technol-

Iy 6gy, paraliel processing has entered into a new design phase. With the projected sub-

micron technology of feature size of 0.625u, more than 107'tra'nsist,or.s can be

integrated within a chip of area 100 mm? [Bar80Q].+ This. has opened the possibility to

fabricate a large number of ]S‘rocpssors within a singlé IC. Algorithm based parallel pro-

ceseing is énvisioned to be one of the potential application areas of the forthcoming '
submi level VLSI and Very ngh Speed Integrated Clrcults (VHSIC [Barg0].
Unlike tl}l earlier parallel processing archltectures using mini- or micro-computers as
computing elements, parallel processors in VLSI compute within the chip under
different consira.ints. A straightforward transcription of the interconnection topologies

designed for inter-linking multi-microcomputer sstems, does not ideally suit VLSI

'\r-'\\
N
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1.1 Introduction:

implementation and a fresh evaluation of these topologies is needed to accommodate
. .
the new perspectives provided by the VLSI technology. This thesis addresses the net-

work topologies and layout structites which are more suited for VLSI implementation.

3

1.2. Objectives of the thesis:

1.2.1. Problem to be addressed:

should be noted that in the ‘design of earlier networks adapted for non-VLSI environ-

In order to justify the need for re-evaluation of interconnection networks, it

ment

-1

spatial distribution of the processors is not a constraint on the design,

signal propagation time is exclusively determined by the velocity of elec-
tromagnetic wave in the resistive medium and is negligibly small compared to
the speed of operation. Thus the length of the interconnecting wire is not a
constraint on design, ’

cost ofthe system is dlrectly proportional to the average number of links per

node,

fault-tolerance capability of such networks is merely a topolgical property
(i.e., whether alternate message transmission routes exist or not)

On the contrary, under a VLSI environment
/

the spatial distribution of the processors play.an important role on the total
chip area. Additionally, the geometrical shape of the processor has direct
bearing on the chip area,

the interconnecting wire behaves as transmission line havmg both resnstlve
and capacitive components and signal propagation time is largely dependent
on these values which are dxrectly proportional to the length of the intercon-
nection,

Jink per node does not have any direct relevance to design cost. The regular-
ity of the networks topology and the processor geometry decide the layout
cost,

fault-tolerance has an additional role to play. To improve the device yield
and thereby to reduce the overall cost, it is necessary to introduce redundant
processors. The network topology plays an important role in assigning the
location of the redundant cells.

This thesis specifically, addresses the following two problems:

0



1.2.1 Pr(_)blem to be addressed; - : 3

(1) How these new constraints modify the performance of these interconnection
networks; ' ’

(2) Given an interconnection network, what will be the optimal processor
geometry which can be cost-effectively laid on the chip. \

1.2.2. Objectives and Methods:

In order to contain the scope of the thesis and also to focus attention on the

relevant aspects of VLSI techrology, two conceptual simplifications have been made.

i) A theoretical model of VLSI computation has been proposed and the relevant
electrical parameters of the VLSI technology has been analyzed asymptoti-

cally.

ii) The interconnection networks have been divided into three equivalent classes
depending on their spatial distribution in 3-D space. The three classes are:
networks which have spatial distribution on i) planar surface, ii) spherical
surface and iii) conical surface. A representative of these three classes are
Mesh Network, Cube Connected Cycle and Binary Tree, respectively.

The objective behind the performance evaluation of these three classes of net-
works is to prove that unlike the earlier networks under non-VLSI environment, regu-
lar structured cellular array networks with uniformly short interconnection length, is

highly suitable for VLSI implementation.

. /
The next objective is to identify the layout geometry of the processors that can

be cost-effectively embedded on the .chip to describe cellular networks. Specifically, the

geometric structures which describe fault-tolerant mesh and hexagonal arrays will be

identified. Logarithmic and polynomial layout algorithms will be designed employing

the concept of a linear transformation.

]
-

1.3. Review of Related Work and Justification

To emphasize the motivation of this thesis, it is appropriate to enumerate briefly
the past work in the related areas. The emergence of VLSI as an entity of theoretical
computation is principally due to amalgamation of research work in a few apparently

unrelated areas - the work of Donath [Don79], Sutherland and Oestreicher [SuO73]



1.3 Review of Related Work and Justification o 4

“
in the area of automated PCB layout, éut‘ler'and Shiloach [CuS78] Lipton and
»Tarjan [L1T80] and Rosenberg [AIR80] in the area of planar embeddmgs Moshell
and Rothstein [MoR76], Abelson [AbA8O] and Yao [Yao79] in the area of informa-
tion theoretic models for computgﬁé)nal problems. Combining the ideas of the above
work, Thompsoh [ThoSO]%as provided the bas.is of complexity theory for VLSI. The
most significant contribution of his work is to correlate the chip area (A4) with the
speed of computatlon (T) for any arbitrary interconnection network and to suggest
AT? as a performance metric of the parallel architectures. Thompson has defined the
‘"minimal bisection width", .w.of a communication network as the smallest number of
links betv;'een the processors whiéh on removal_reduce the original nétlwork into two
equal-sized 'sub-networks. He hals shown that the lower bound of the chip area, A can
be given by ‘A = w?4. Leighton [Lei81] has improved this lower bound to
A= c+N=2 w4 by ~intro""ducing the n’ot,ion\ of "crossing sequence”, c¢. Crossing
sequence of a;x'N node pla;ar‘graph is defined as the ‘minimum number .of pairs of
edges which must cross in any planar embedding.'Ot'her notable work in the area of
lower bound of chip area calculation is due to Lipton and Sedgewick [LiS81], Yao
.[Yao81], Savage [Sav81], Brent and Goldschlager [BrG82]. They introduce different

techniques to obtain similar bounds.

The main practical problem with these theoretical results is that in many net-
works like the Perfect Shuffle Network it is not known™ow to attain thi; bound
[StR80]. Also, the problem of finding the "minimum bisection width" in an arbitrary
‘network is\an NP-Complete problem [GJS74]. First practical layout tecﬁniques for an
arbitrary network have .been simultaneously (but independently) suggested by Leiser-
son [Lei81] and Valia.ni‘/{’VaISI].lThey have employed Lipton and Tarjan’s [LiT80]
Planar Separator Theorem to recursively partition the network into two equal-sized
sub-networks by deleting c,f(n) links at every step. ¢, >0 is constant and f(n) is the

minimum number of processors that should be removed to separate the network into



1.3 Review of Related Work and Justification _ ‘ 5

two equal-sized subnetworks. Hence, it is called the f(n)-sepagator and is the property
of the topology of the network. Leiserson [Lei81] and Leighton [Lei82] have given
the analytical relationship on-the upper bounds of the chip area of a network from its

value of the f(n)-separator. Table 1.1 present; the upper and lower bounds of different

}\nterconnection networks employing one of the techniques described so far. ¢

\Another aspect of Thompson s work [Tho80] is to relate the speed of comput,a-
tion with the "minimum bisection width" of the network. If I is the minimum amount
of information which must be }réﬁsferred across w to solve an arbitrary compﬁtaﬁional
problem, then Thompson has shown that the lower bound of T can be given as'
TZ(I/w) such t.hat AT?= [Y/4. Utilizing this result, Thompson has calculat,ed that an
N< point Discrete Fourle; Transform can ' be lmplc_mented if and only if
A T22'((NlogN)2)/16). Later‘o'n, the same metric has been used to arrive at- the AT?
value for other comp.utatiopal probl.ems like bit-multiplication [/}/bA80], [BrKSO],‘sort-
ing [Tho83], etc. An extensive account of all these excellent theol‘rctical works is avail-
able in [Ul184]. Table l..2—highlight§ how this bound compares with different networks
for an N point sortihé f)roblem. From the results of Table 1.2. it is evicllent that regu- |

lar structured networks like a mesh is slower, but requires a small computatlonal area.

Table 1.1 La.yout area of Networks

" Class of Networks Lower Bound Upper Bound

Binary Tree : O(N) - O(N)
- : —
Planar Network O(N) ~ O(Nlog®N)
k-dimensional meshes (k >2) O(N?Z- k) O(N'“"‘W.")'
Cu})e Connected Cycles O(N?/logzN) | .O(N'z/loggN)
| | - ' /
Perfect Shuffle Network O(N?*/log*N) | O(N*/log*?N)
) }
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1.3 Review of Related Work and Justification ‘ 6

Fast networks like Perfect Shuffle Network, Cube Connected Cycle, etc., require more
computational area.

Without being overcritical of these excellent theoretical results, it should be

s
v

noted that there are some practical limitations to this work:

P

(1) The results do not take into account the propagation delay due to long wires,

(2) The results assume O(1) area for all computational nodes lrrespectlve of
heterogeneous fan-in, fan-out and drive requirements.

(3) The AT? metric for different networks in Table 1.2 look to be ldentxcal leav-
ing very little choice to prefer one network over another.

(4) Even the choice of AT? metric is under dispute. It is not convincingly known
what will be the camposite relationship indicating area .and time trade offs.
Many researchers [MeR82] consider that AT indicates the "rental time" of the
chip for the computation of a px;oblem and may be the correct metric.
Savage [Sav81] has shown that for computational problems like binary sort-
ing A?T provides a better metric.

(5) Also, these results do not lnclude the criteria for practical chot®e like" fault- .
t,olerance layout cost, etc. ‘ :

4

This thesis proposes to assess the ’ivnt.er‘conneétion networks from a more praétical.
point of view. The approach ahoptea here can be described as "realisticaliy asS'mp-
totic”. The evaluation schema cpnst_itutes a hypothetical 3-D m»odel - area, time énd
cost. It is well-understood that it is not possible to propose an analytical mo.del

Table 1.2 Area-time tradeoffs for different Networks
/ . \
. N

Sorting Under The Constant Delay Model

Network Area |- Time | AreaXtime?

‘Two Dimensional Mesh | N log*N | N2 N? log?N

: / Perfect Shuffle Network N log®’N N?log®’N
~ log?N

Cube Connected Cycles N log?N N?log? N

, log?N ' g

Tree of Meshes N?log?N | logN N?log*N

___
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comblnlng all these parameters, because exact interaction of parameters like cost, area ]
and tlme cannot be strictly generalized. But, overall this provides a far clearer picture

of network behavior'in a VLSI envnronxnent. - .

- 1.4, Ow'/ervlew of the Thesis

The thesis can be 'broadly divided into three parts. The first part consists of

.Chapter 2 which gives a formal computational model of VLSI design. The second part

of the thesis consists of Chapter 3 which explores the suitability of interconnettion,

networks in'a VLSI environment. The third and final part consists of Chapters 4 and 5,

\

which addresses the layout optimality of Cellular Networks

Speclﬁcally, Chapter 2 proposes a Formal Model of VLSI computation. The goal

of this chapter is to propoge a number of assumptions and theorems which asymptoti-

cally model the technological and electrical parameters. This has been done with a
view to eliminating the obfuscating details of the actual device technology and simpli-

fying the evaluation of the networks subsequently.

Chapter 3.evaluaAt,-es the three.classes of interconnection networks using the model
deseribed in the earlier chapl,er. ,’l‘he ehoice of the networks has been justified, the cri-
teria for evaluation have been identified and the results of the evaluation have been
compared to derive the conclusion that regular structured Cellular Networks are sdeally

aus'icdfor VLSI computatson. N

]

Chapter 4 eddresses the layout con.version problem. The objective behind intro-
ducing t,hls chapter is to identify the layout geometry which describes close packing of
the processors inside the IC. At first, the layout t,ransformatlon algorithms have been
propose<'i which can convert a rectangular layout of arbitrary aspect ratio to a square
shape. The choice of the square shape has been due to the fabt that, in general, they
describe a very good packing density. The limil,ations of such techniques have been

.~

identified and alternate geometries have been proposed. -
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+

Chapter 5 utilizes the proposed gqometries in the earlier chap_t,ers to construct the
l'ayoul,' algorithms ‘which describe the Cellular Networks. Two specific layl)ut algo-
rithms have been described lvhich represent fault-tolerant meshes network and hexaéo-
nal afrays. Tlle redundancy in {ault-tolerant mesh has beeli shown to be near optimal.

Two basic results of this chapter are:

(1) identification of the cell geometries which can be optimally laid out to con-
struct a specific Cellular Network, :

(2) identification of a class of Cellular Networks which can be constructed by
polyomino tiles.

Chapter 6 deri};es the conclusion of the thesis. It enumerates the specific contribu-

tions of the thesis and the scope of future work.

Four specific contributions of this thesis are:

(1) a proposal of a formal computational model which represents all the aspécts
of CMOS VLSI technology, - '
. (2) an identification of the Cellular Networks as most, suitable candidate for
parallel computation,
(3) an identification of processor geometries which can be cost- eﬁectlvely laid on
_ the chip to construct Cellular Networks,
(4) an identification of new class of Cellular Networks whlch are hlghly relevant
-in VLSI computation. :



Chapter 2

VLSIMODEL OF COMPUTATION

2.1. Introduction

This chapter proposes an asymptotic, graph theoretic model of thé integrate:'d“cir-
cuit. In order to simplify the evaluation of performfmce of the integrated circuit (IC),'
tlfe electrical and technological p:;rameters of t:he IC have been analyzed asymptoti-
_.cally. Detailed and rigorous analysis involving electrical circuits and device equations
have been omitted and simple models have been proposed retaining only the relevant
';;arameters. Section 2.2 enumerates the complexity of th;e growth of the iﬁtegrated cir-
cuit with time and justifies the application of asymptotic analysis, Section 2.3§pro-
vides the rudiments of an abstract model and section 2.4 proposes the computational
model that will be u§ed in this thesis. Section 2.5 compares the proposed model with
the existing models and section 2.8 concludes the c'hz;pter.

2.2. Growth complexity of an IC with time

Over the past two decadés, the complexity of device integration in silicon tec,linol-

ogy ila.s grown exponentially and is best represented by Moore’s Law as:

Number of devices in IC = 2 exp [Year - 1960]. |
Figure 2.1 §hows how the devif:e complexity within an IC has increased from 1960
when the first planar silicon transistor was fabricated. le'x_is has been largely possible
due to the improvement of photolithographic techniques and processing technolog);.
The minimum feature size of the IC has decreased linearly while the size of the chip

area has inversely increased with every year [Bar80]. At present about 2 million dev-

ices can be integrated employing 2p technology and this may increase to more than 10

-
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Figure 2.1 Integrated Circuit complexity growth with time

W

millions by another few yeafs when submicron (0.625u) technology will be introduced.
This will allow the fabrication of several tens of thousands of processors inside an Ic
and on chip computation employiing huge 'paralleliém will be Fhe primary application
area of the forthcoming VLSI technology. Thus, thhe asymptotic aﬁalysis similar to pro-
gram evaluation, is fully justified for ;,he performénce analysis of interconnection net-
works within an IC. The rest of the chaptér will propose one such VLSI computational

model.

2.3. Rudiments of an Abstract Model

At the highest level of abstraction,-a VLSI chip can be thought of consi’sbting of

43
several switches and wires. Switches decide the state’of the circuit while the wires are
used to connect the switches in a pz;rticular conﬁguratidn. The switches have two
mutually exclusive states, called ON and OFF states. The switches have finite
ON=-to— OFF and OFF—to— ON transition time. The wires connect the éwitches

and a finite time is required for signal to propagate over the wires. The basic objective

.
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of the computational model is td provide an analytical relationship of thege device tim-
ings with the physical geometry of the wires and switches. These paraineters are highly
. o .
technology dependept and technological constraints like layout rul:e, device diésipa—
tion, fabricational defects form the part of the model. Metal Oxide Se\miconductor .
(MOSF) technology is widely understood to be the best state-of-the-art technology for
VLSI fabricatilon (Gha83,MeC80]. The model discussed i-n this chapter uses the com-
"plementary MOS technology and the criteria for its choice, have been qutiﬁed in sec-
tion 2.4.1. In MOS technology, the VLSI circuit consists of three types of wire/:l - metal,
polysilicon and diffusion. The wire$ are embedded vertically in ﬁ);ed order aJ, diﬂ'erent
layers - the diffusion’ at the bottom and the metal at the top. At most three layers of
embeddlng is possnble and this restricts the technology, essentlally, to planar embed-l
dmg The switches are formed at the cross-points of diffusion and polysxllcon wire.

- \n

Metal can cross-over poly or dlﬁusmn wu'e w1thout making contact. Thus conceptually

in-a VLSI circuit, switches can be represented as nodes and wires can be represented as
edges. This presents an abstraction at the basic transistor level, but the notion can be
extended to provide abstraction at higher level of device integration where, processors

are represented as nodes and interprocessor links are represented as hyper-edges of the

graph theoretic model. One such model which will be used to evaluate the performance

of interconnection networks is discussed in the next segtion.

Y

"~ 2.4. Computational Model:

~

The model describéd here represents the té.chnological add circuit parameters in
the form of assumptions and theorems. Each assumption has been Justlﬁed by discuss-
ing the relevant aspects of the state-of—the-art CMOS technology.- The assumptions
made in this section can be classified into ﬁve categones:

2.4.1. Technological Assumptions:
2.4.2. Embedding Assumptions:
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2.4.3. Timing Assumptions: . ‘
2.4.4. Energy Dissipation Assumptions:
2.4.5. Failure Assumptions: i

t

\

2 4.1. Technolqglca.l Assumptxons.
Assumption 1.1: MOS Technology ¥s most :dcally susted for VLS[fabncatwn

The cnterla for VLSI technology are hlgh packmg density, w1de noise margin,
" ’
good temperature stability, radiation hardness, low fabncatxon-cost high speed and

low power dissipation [Dev80]. Even though {speed}x{ﬂower} of MOS technology is’

lower than ‘that of Blpolar (viz IIL, ECL, STL, etc.), Josephson Junctlon or Gallium ‘

®

. Arsenide technology, the_.dverall, performance of MOS fechnology satisfies the above

. ! AN
~ criteria better than any other technology [Bur83]. ;

[y

Assumption 1.2: The active devices like t_ranu'a.tor.s, diode.a,\ etc. cannot be

o

. embedded vertically one above another.

13 . . . »

’At 'presen‘t, the ;emicoﬂductof technology does not supﬁor; the concept ;)f t-hree, :

’ - . v .
dimensional chip fabrication. Transistors cannot be fabricated vertically one above
other\froxh the angle of heat conduction.‘A’t present, the third dimensién is ésse'ntially
 utilized for heat conduc.tion. Rosenberg [Ros81] has analytically explored the gains and

practical difficulties of three dimenfsional: VLSI.

\/
2.4.2. Embedding Assumptions:-

Assumption 2.1: Al processors are sdentical in shape and size.

Since the processors have identical computationél pov;er, they need’equal compu‘;
tational area and hence can be identical in shape and size. Due to the characteristics
of the interconne¢tion topology, the optimal drive requirement and fanout capability
of the processors may be heterogeneous. To attrnbute umformlty in size to the proces-

sors, either the processors are non-optimally designed so that all the processors have

maxiﬁnum fanout and drive capability or the processors are designed optimally so that
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heterogeneous drive requirement can be obtained by constructing drivers on the layout:

~

i

area for wires (i.e., externally to the processors).
Assumption 2.2: Each processor occupies Of1) area and can be represented as a

squarc of area, Ag, ,
i ) ;
The natural layout of any.computational circuit has a rectangular topology. In
Chapter 4, algorithms are given to transform a rectangular layout of arbitrary aspect
C . i ' ®
ratio (i.e., width to length ratio) into a topologically equivalent square layout. The
area expansion due to this transformation has been shomn to be bounded by a factor of
three. 4 Lo

Assumption 2.3: Wires have minimal width X ;2\, where N\ 13 the minimum

feature size of the processing technology. .

Usually the valﬁe 'of»k'for MOS technology lies bet?ween, éu"m and 10|.Lm;‘ For'E.Eéll
N.o'rthern Telecom CMOS 1B process A=4pm. A lower 'va.lue of A helps reduce the
computational ar;:a and device power 'consumption.‘. Bqt the undesirable effects like
elec.tron-migrat‘io‘n and hoét spo-t 'gel‘lerat,'im{7 redlllcés tﬂe reliabilit:;' of the  circuit
Barso]. ' ‘ . R

Assumption 2.4: At most v, numbor of wzrca are sncident on any side of the.pro-

-n

cessor such that C VA S\/A,, the factor cy is mcludcd to take snto account the inter- i
wire spacing.
For Northern Telecom CMOS 1B process ¢, =\.

Assumption 2.5: Wirea always run esther in vertical or sn horizontal direction

in two different layers.

This scheme is called tl{e Manhattan interconnection techmque [Lee61] Smce the
processors are aligned parallel to the Cartesian co-or&mates mterconnectxon wires

being perpendicular to the sides of the processors run along the horizontal and vertical
; P —
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«
- -

direc\s@g. - . | o -

tAssumption 2.8: At most two wires may cross ovér each other at any point in

.

the plane:
p ' o ‘ P
In MOS technology ‘metal wires can cross over either polysilicon or diffusion
without making contact. Whenever polysilicon runs over diffusion automatic contacy is

established resulting in a'transistor at the overlapping surface.

A;sumption 2.7: Wires .can be com‘z,’;c,cted_qé}ﬁ;fhc.croaa-ovcr point, &f required.
,{L} “ et .
Thss increases the contact resistance and the chdi@(& ?apacitancc.

Assumption 2.8: Thc proceasors arc rcﬁrcacntcd as the nodes on planar ynd{
k"v\u

graph and the wires are hypcrcdgca Joining two q(,more nodes. I

,/'-

. , ,
Assumption 2.9: Wires do not cross nodca and also nodea never overlap each

ﬁﬂ i

p

other.

Assumption 2.11 Wire of length | bdgav&’a as a-transmission line having O(!)
resistance and O(l) capacstance. | |
Since the interconnection wire has distributed resistance and capacitance all

along the length of the wire, O(!) assumption is justiﬁed.,

2.4.3. Timing Assumptions:- ' _ o
Assum‘ption 3.1: Wires have unit bandwidth and no br‘oadbandingl (i.e., 'fre-

quency diqa'u'on multiplezing) is ix_llozqed. o .
Assumptioﬁ 3.2: Proccaao:ra have 0(1) computational d?lay.

Since the Pprocessors are identical in shape and occupies O(1) areé, the delay is

»
.

constant.
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Theorem 2.1 Wzrc of lcngth l mtroduces 0(12) delay and this is the
upper bound of propagatzon delay.
M; Let R(l) and -C(!) be tﬁe equivalent resistance and capacitance of the wire of
length, I. By assumption 2.11, R()=O(f) and C(I)=O(1). From Figure 2.2, the propa-
gation'd;lay, Td=ln2.R(l)é(l,)=ln2 RC O(1?)=0O({?), where R and C are the resistance
and cap‘acita'nce per unit square for the wire. For metal wire, R=0.034 .Q/Cl and C=2.3
kpF /0. Thus the wire is' mostly capacitive and the delay is O(!). For polysnllcon wire,
R= 30 Q1/0 and C=3.2 ka/D and the wire is mostly an R-C delay network This

‘results in a worst case bound of O({2) delay. O

Mead and Conway [MeC80] have shown a novel way of reducing the delay from
O({?) to O(!) by interspersing drivers (Figure 2.3) of area O(1) after each k length of
wire such that k2.RC=delay of inverter=0(1). If there are n=l/k=0(l) drivers, the

total déla’y of the I\l;twork will reduce to O(!).
2.4.4. Energy Dissipation Assumption:-

Assumption 4.1 Each Processor of size O(1) consumes O(1) power.

1

< length of wire = | =
AR -~ AR = AR

. AClI AC_‘II ) fA—ClI | AClI ;; c“)% o((b)‘

GND GND GND  GND ) GND

I
H

Figure 2.2 Transmission line model of the Interconnection Wire
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287
Delay in 247p |
poly wire 207, |
167y +
l>21'D -

o Without Driver

ok 3k 4k 5k
Length of wire

Figure 2.3 Reduction of Delay in Polysilicon Wire by introducing Drivers

Since the power consumption in CMOS occurs due to chargin“nd discharging of
nodal capacitors, the average switching power consumption‘is equal to 0.5CV?f, where

f is the frequency of operation and C= O(1) is the total capacitance of the processor.
Theorem 2.2: Wire of length | consumes at most O(1) power.

Proof: Refer to Figure 2.2. The power consumed by the resistor R(/) in charging
the capacitor C(!) is equal to 0.5C({)V2f. The capacitor stores chérge only and does not

.dissipate any energy. Hence the upper bound is O(/). O
Delay, Area and Power Trade offs:

One of the crucial ‘issues in VLSI in}gi"émﬁeétion techniques is h.ow to optimize
the delay, area gnd power consumption. As it has been discussed eirlier, the delay can
be reduced at the cost of area and an increase in chip dfssipatio'P. For an interconnec-
tion network haviﬁg long wires, it is fgesirable to minimize the delay at the cost of
increased chip area and dissipation. Above it has .I%Sen.shov'm how delay can be
reduced to O(!) by in‘t;;od‘ucing O({/k) drivers, each of ;?ea O(1). The problgm w_ith the

Mead and Conway technique is that it is difficult to control the location of the

o With Driver of O(1) Area

[
e Location of Drivers
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transistors with respect to their delays. A practical method;to drive a long wire is to
introduce a driver cascade such that the area of the drivers increases mon(_)t,onically.
The propagation delay over the metal wire of fength, | can be reduced from O(l) to
O(logl) by controlling the area ratio and the number of stages, but this needs an O(!)
area for drivg:rs. |
Theorem 2.3: The metal wire of length, | has a mintimum of O(log l)
delay and it needs O(log l) stages of drivers having a combined area of

o).

Proof: Let D, be a driver of area 1 and driving res‘istanc‘e R, and its input capaci-
tance be C,, such that it takes T = In2 Ry C, time to drive an identical driver. If D,
drives a wire of length ! having C, capacitance, then it will take
In2 RyC, = In27C/Cy = O(l) time. If a cascade of drivers consisting of strings

D,D, - - D',,_\l is used (Figure 2.4) such that the area of the s-th driver, D, is equal to

DD D1 Di Dn—l

C, TI czp‘Ilmc_rrl>c.—l_

I |+rI- C!._

Driver Chain

a, __na ] "I'_Ila | wire of length = { .

i

j=1

Layout of Driver Chain

Figure 2.4 Reduction of Delay by introducing a Driver Chain
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a

i : )
II a, then the driving resistance and input and output capacitances of D, are:
j=1 .

I)R,'a

=1
LY
3) Cl+l = Co.Hla,
j=
Leta, = C;/C,_,. Then,
CL = Coll a; ‘ (2.1)

g=1

The total delay, T, is the summation of delays of all drivers and is gii’en by

TL = 1'2 a; : . (22)
j=1 : '
The total area, A; occupied by these additional drivers is given by
‘/V
=1 i " -

i=1j=1
Equations (-2.1), (2-2) and (2.3) can be solved to set up trade offs between the area
of the drivers and the total delay. T, can be minimized by setting a;,; = a; = a for’
all . Applying these values to equations (2.1) and (2.2), the minimum value of propa-

gation delay can be obtained as T, = O(n) = O(log !) and the corresponding area is

4, = Sai= 0= o). O

i=0
In case there is not enoug‘h space to lay down these drivers externally to the pro-
cessors, it may be necessary to sacrifice the delay for the sake of ect}nomy of area. If
~only O‘(l"'q), where 0 <¢ <1, additiénal area is available then it can be shown that the
penalty in delay is at most O(!7). Hence,
Theorem 2.4: A metal wire of length 0O(l) needs at least O(I'79)

driver area to transmit the .éignal in time O(19).
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4

. n—1 .
Proof: Let in Figure 2.4 a, = O(!7) be such that ] @; = O({!~9) (from 2.1). Now

=1
using Theorem 2.3, it can be easily shown that to drive a driver c;f input capacitance -
‘equal to O(I'79) at mos;t, a total area of O(I'79) is required employing (1~ q)log |
stages each of O(1). delay. Thus the total délay 'is no more than O(l")‘ iff
logl < I9. O |
Ramachandran [Ram82]‘ha.s. shown that if many parall'ei- long wires exist and
space available externally to the procéssors is not sufficient to lay. down all the drivers, - A
then the delay can ine minimized at the cost of increasing the size of the processors. In

the worst case, this results in quadrupling the a_irea of the;processor.

2:4.5. Failure Assumptions:-

The failure in VLSI can be classified into three catégories':" '

(1) Chip felated, ‘ ' y
(2) Packaging related, and ' '
(3) Field operation, as a function of time.

In this thesis, only a specific types of chip related failures will be mentioned, because

their occurrences are highly relevant for the evaluation of interconnection networks.

Au"umption 5.1: Defects in the fabrication of an IC (viz., pinhole defects in
ozide, defects in photoresist, implant defects, etc.) are randoﬁzly'diatributed and statists-

cally independent.

dencrally, gross imperfections causing large areas of the chip to bé bad (i.e., area
defects) are det:ec.tec'l at slic;:'test' and and line defects (like scratéhes) ao not occur in a
weIl-controllved procgss‘v [Mur ] The most commonly encountered chip related flaws
are random isol;t,ed s'pot defects. Clusters of spot defects also occur, but they can be

treated as a single defect since usually the size of the processor is large enough to

encompass the whole cluster. Thus the probability of failure of processors is indepen-
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dent and the same for all the processors.

The randomldefecths distribution can be assumed to increase linearly with the
defect size for small sized defects like pinholes and to (’iecrease as the cube of defect
size for large sized defects like defects occurfing in diffusio;xnaud metal patterns
[Sta83]. Using ‘Lhis random defect distribution, it can be shown that the effect of these
defects on interconneétion is very drastic and the féilu‘re rates are related to the aspect

ratio of the interconnection wire. Formally,
Theorem 2.8: Long wire of length, | and width, X, can fail with a

probability proportional to O(IA,).

Proof: .Let L be a long wire of léngth, { and width, A. Let a circular defect of diam-
eter, m occurs randomly on the conducting wire resulting in a hole as shown in Figure
2.5. If the width of the conducting material available for current conduction is
sufficiént to carry current in nofmal operation without causi%‘any catastrophic
failure, then the pinhole caused by the defect w;ll not have any effect on the wire. Let
8 be the minimum width of the wire required for normal operation at a particular

current density, then defects of diameter, 7 <(A,—8) will n‘ot.‘c'ause any failure, while.

AN

Figure 2.5 Occurrence of Circular Defects of diameter
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the defects of diameter, n=(\ ,—8) will cause failures if they occur such that they do
not leave 8 width of éohducting wire. The locus of the center of defects that lead to

failure is called critical area, A(m) and is given by

0 : for 0s<(A,=9),
I {(n+28—x,)l, for (A,—8)sn <.
If f(n) denotes the distribution of defect density, then the average value of the critical

area with respect to defect size distribution is given by

A = [A(n)f(n)dn.
. 0 :
Very small defects can be assumed to increase linearly with defect size up to a certain

value (say m,) and large defects can be assumed to vary inversely as the cube of defect
size [Sta83]. Thus

f(n) = n/ny? for 0<% <m,,

J(n) = my¥®  for mySmse.

' Hence,

A= [(n=A)l(me¥n%) dn = O(I/A,), assuming d<<N\,.

8

»

w

The probability of failure of the wire is directly proportional to its critical area an-! is

N\
o(in,). O

Assumption 5.2: The yield of an IC veduces with the size of the chip.

Since the defects occur randomly, the probability of having k defec;ts, in a chip is

given by Poisson’s distribution as

L
P(p,k) = L,:,—“

where, p is the average number of defects in a chip and w = A D, if D, is the average
* defect .deﬁsity of a chip of size, A. Thus the yield (i.e., probability of having defect

free chip) is given by : _ \



s
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Y . Y= 400 B (2.4)
Practical results show that this under-estimates the yield slightly for larger size chips
[M0070] and Poisson’s'distribﬁtion of random defects represents the yield pessimisti- .
cally [See87]. A better fitting with practical results can be obtained b);. employing/‘

.

Bose-Einstein statistics and it can be shown [Man81] that the yield of defect-free
chips are given by
1

¥, =
where, AD, is the average number of defects per chip. Figure 2.6 shows yield versus

(2.5)
chip area as given by equation (2.4) and (2.5).

Assumption 5.3: The yield can be tmproved to a mazimum value by sncreasing
the IC chip area by a constant factor. Further increase in area reduces the yield.

The &ield can be substantially improved by adding redundant processors. The

defective cells can be bypassed by employing laser personalization [Elm77] or electri-

cally programmable links [Man81]. Bose-Einstein statistics can be appiied to analyze

N

Figure 2.8 Yield vs. Area for Defect Density, D =9 per cm?

'3
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the results of ndding redundancy to the chip [Man81]. The result is sh6wn in Figure
2.7 and it is seen that the effect of redundancy is to improve the yield up to certain ’
point (approx. 10-15% of redund;\nqy for well-controlled processes having low defects
densi‘ty) and then the yield decreases with redunda'ncy due to the increased chip area.

) : )
2.4.8. Critical Appraisal of the Model:

In the past several researchers‘ suggested various computational models for VLSI.
Brent and Kungi [BrK8o0] ;nd Vuillemin [Vui80] have described a computational
model where they consider the chip size is very small and propagation delay is con-
stant. Sucl; a model is referred in the literature as a synchronous model. Unlike the
fixed chip shape (square) described here, Brérit and Kung assume an arbitrary convex

planar shape with multi-layers-of interconnection. For practical circuits, this general-

(>

ized model is of little importance, because the chip shape is 3lvéays square and the
interconnection is usually restricted to two layers and they are rectilinear. Additional

layers are associated with additional masks and-these additional processing complexi-

0.8
Yield

0 il L i 1 i i i J 1 '

\ 0 3 6 9 12 15 18 21 24 27 30
\ ' . Redundancy (in %)

Figure 2.7 Yield vs. Redundancy for Defect Density, D,
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" ties reduce the yield considerably. Also, any arbitrary intercomnection structure needs
at most three layers of interconnection [Pre82]. So, a multilayer interconnection struc-

ture like in three-dimensional mddels [Ros81] is of little practical utility.

Thompson [Tho80], Ramachandran [Ram82|, etc., have described a computa-
tional model where they assume the propagation delay is linear with time. Such models
are known as capacitive models. If the interconnection consists exclusively of metal
wires, s\c\Lgp} assumption is valid. Thus the presence of polysnhcon} wires has been
ignored.

Seitz [Sei80], Chazelle and Monier [ChM81], Saraswat\[S:;M82], Mead and
Rem [MeR82| note that polysilicon wire behaves as a transmission line and the delay
is a quadratic function of time. Such models a;e known as diffusion models and
Bilardi, et.al, [BPP_S?] solved the diffusion equation to confirm this béhavior of inter-
cot.1;1e>ct,ion structure. The upper and lower bounds of bropagationvdelay in the compu-

tational model described in this thesis have been computed noting the fact that at

- present both polysilicon and metal wires are used for interconnection.

Efforts ;re going on to replace polysilicon by silicides of. refractory material like
titanium, w;ahadium, tungsten, etc. These silicides are reported to have ten times lower
resistance than polysilicon [Gha83]. Practical problems liken adherence of these materi-
als on a silicon surface, fabricational difficulties, etc., restrict their current use in prac-.
tical circuits. Thus the tii‘ning assumptions made in this thesis are quite practical and
area-delay trade offs described here determine the practical choice. The earlier compu-

tational models are primarily designed to make asymptotic analysis of upper and lower

bounds of chip area and computational time. The practical considerations like chip
dissipation, processor geometry and, above all, yield versus chip area and interconnec-

tion structure have not-been addressed. The computational model described in this

thesis has been developed to evaluate the interconnection networks from three dimen-

i
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sional viewpoints - area, speed and cost. To date, there is no ‘model in the literature
which provides these additional insights. A brief comparison of the proposed model

with other computational models is presented in Table 2.1.

2.4.7. Conclusion:

©

A formal VLSI computational mﬂodel has been described in this chapter. Relevant
aspects of VLSI tech.’nology ha\fe been formalized by~ post;llating assumptions and
theorems under ﬁ‘v;e classgs - technolpgical,.embedding, timing, energy dissipation and
~ failure occurrences. The model has been compared with other models in the literature
and its pragmatic aspects and uniqueness hav; been identiﬁled. Thus the main contri-

bution of this chapter is to propose a formal and practical VLSI model of computation.

Table 2.1 Comparison of Different Computa.tio”nal Models

J.Type of Proposed | Thompson’s | Chaz.& Mon.'s | Brent & Kung’s
Assumption Model Model Model ' Model

On Embedding:

Processor Geometry: Square Rectangular | Convex Polygon | Convex Polygon
. No. of Layers: 2 2 =2 22
On Timing: :
Upper Bound . o) - o) . 0(1?) 0(1)
Lower Bound O(logl) O(logl) O(logl) o(1)
On Power Dissipation: ' o ’ !
Wire o) - o) - a
Processor o(1) o(1) - ) -
~ On Failure:
Defects Density Random | - - - -
Chip Yield O(1/Ag) - A -

Wire O(IAW) o - .




Chapter 3

EVALUATION OF NETWOPKS

3.1. Introduction:

4

Over the past decade, more than two doz;:n interconnection networks have been
suggested in the literature [AnJ75,Sie79, Thu]. It is beyond the scope of this thesis
to enumerate all of them and evaluate each of them to ascertain its sﬁitabilitjr in tl;e
-VLSI environment. In this chapter, interconnection net,wox;ks have been grouped into .
'topologically equivalent classes depending on their spatial distribution of the proces-
sors and the interprocessor links. One representati;rebfrom each class has been selected
and evaluated employigg the com;?utat,ional model described in Chapter 2. Section 3.2
illustrates the rationale behind the cla.ssiﬁcat,ion.- and the selection of the representative

: )
of eaph class. Section 3.3 enumgt;c:s‘ the criteria for evaluation of the interconnection
networks under the VLSI_énvironment. Section 3.4 evaluates the two dimensional
mesh, the binary tree and the Cube Connected Cycle (CCC). Section 3.5 compares the
results of evaluation al{d section 3.6 concludes‘k that the Cellular Networks like the two
dimensional meshes are the most suitable networks for VLSI implementation. This is
in direct contrast with the results of Wittie [Wit81)], Siegel [Sie79], etc., who have
evaluated the interconnection networks under a non-VLSI environment and concluded

that fast networks like the CCC, the PSN, the dual bus hypercubes, etc., ére desirable

for parallel processing.

3.2. Classification of Network_s:

An interconnection network can be represented as a graph G(V, E) where V is

the set of processors and E is the set of interprocessor links. The size of the graph is

26 - ’
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N=|V|, where N is equal to'the tot;:;l ‘number of processors in the network. The edges
of the éraph are of equal size (say, ¢) and the total number of the edges, |E| denote
.the complexity of the graph. The value of [E| is bounded by N and is given by
N)s ]EIS O(N?). The class of graphs for w}pch complexity is O(NY), where
1<g¢=2, are not suitable for VLSI embeddmg because each node has O(N?~1) 1nc1dent,
edges and this results in multlple cross-overs. The completely connected networks and
the n-dimensional cube are the examples of these graphs. The class of graphs for which

" the complexity is O(N) have at most O(1) edges associated with each node and will be

perused for VLSI embeddmg It is mterestmg to note that for this class of graphs

limG(V, E) e {,,, Sirs Sear S, } RN

\
where, Sy is a planar surface, \
S, 13 a torroidal surface, *
S,, is a conical surface,

and S, is a spherical surface.

The interconnection netﬁorks‘ are ;divided into four- topologically eduivalem
classes .depending on whet,her. theyl describe Sy, Sy,, S,,0r Sip- Ceilular Networks like
one dimensional array, two dime;lsional meshes, etc., describe Spi- The networks hav-
ing a hierarchical connection scheina like the binary tree, the X-tree, the hyper tree,
etc. aescribe S.- The netwc;rks having wrap-around links like the Plus-Minus 2] wra-
paround, endaround two dimensional meshes, e£c., describe S,,. Networks lfke the
CCC describe 3 The ratlonale behind grouping the networks into above four
eqmvalent classes is that for VLSI embedding the edges of the graphs belongmg to the

same class are stretched similarly. The factor by which an edge is stretched from its

original value of ¢ is called the dilation. The maximum value of dilation and the total -

amount of edge dilation decide the area required by the network for VLSI embedding.

Thus, the networks under the same equivalent class asymptotically require similar area
K ¥

\

. “\\\\_
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and undergo similar propagation delay.

3.2.1. Identification of n’etworks for evaluation

The strategy adopted in this chapter is to select a representative from e;ach class
and investigate its merits for VLSI implementation. The class of networks which
describe“ S, have‘wfap—around links and are not suitable for VLSI ¢mbedding because
of the presence of O(VX/—) number of long wires of length O(\/.I-V_) This, results in
O(N) delay in the worst case (Thet;rem 2.1). Also, the presence of these wires poses
difficulty in accessing the chip from outside. Therefore, only three networks will be
selected f;om other three clvasses for detailed study. In this thesis the networks that
have been studied are the two ;iimensional meshes, the binary tree and the CCC. Each
of them individually represents i’ts' equivalent class. Their-selection can be justified as

follows:

(1) All the three networks have optimal layout. The two dimensional mesh and the
*

binary tree can be laid in O(N) space which is obviously optimal. The CCC needs

O(N?% log?N) area and this can be shown to be optimal. To permute N numbers,
4

CCC needs ldgN steps. Thus, using the AT?= O(F), it is easily seen that the

lower bound of area is O(N*/log?N). '

(2) Algorithmic capability of all the three networks have been extensively studied in

the literature [Ata83,Prv79). .

-

(3) Practical machines like ILLIAC IV, SOLOMON, Sﬁrfree Machines, etc., have

been built employing these topologies.

<

3.3. Criteria for Evaluation:
}

The interconnection networks have been modeled to study three aspects - a) the
physical aspects, b) the computational aspects and c) the cost aspects. The o;verall per-

formance of the networks has been estimated from these viewpoints which form three

7
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orthogonal classes.

¢

3.3.1. Physical aspects:

The physical aspects relate to the chip area and po+ 1 -onsumption by the chip.

3.3.1.1. Chip Area . ’

The chip area refers to the total area required to lay the processors and the com-
munication links. The area occupied by the processors is the computation area. The

ratio of the cqmputatipn area to the total area is the performance metric and is defined

as area efficiency.

3.3.1.2. Power Consumption Q.

Like the chip area, the total power consumed by the chip can be divided into
computational power which is equal to the power dissipated by the processors and the
power required to drive the communication links. The ratio of the computational

o

power to the total power consumed by the chip is defined as the power efficiency.

3.3.2. Computational Aspects:

The computational aspects refer to the speed of computation and the message

flow within the networks. The speed is estimated by cd_mputing the delay in interpro-

cessor communications and the message density in the interprocessor links reveals the

‘message flow.

3.3.2.1. Delay

-

The delay refers to the time needed in iI;terprocessor communication to execute a
computational task. This is both the property of the topology of the network and the
length of interconnedts.'i The propagation of signals in VLSI has been analyzed in sec-

. T . .
tion 2.3. The network topology will be analyzed and the results-of the computational
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LA
%

model in Chapter 2 will be employed to iv'com_pute the delay of the networks. The aver-

age delay and the worst case delay are the measures of computational speed of the net-

works.

3.3.2.2. Message Traffic Density

An important aspect of the computational power of the networks is the distribu-
tion of data flow within the networks. An eﬂi'cie.n‘t network should avoid the message
traffic éongestions at the links and should distribute the data (message) flow uniformly
across all the available links.. The message traflic density at the links with respect to
the networks size is a good measure of the computational power of the network. In the
al‘lalyses made in this Chapter, the average rate at which each node originates mes-
sages is assumed to be fixed at one message per t'ime unit regardless of network :}ize" N.

Also it has been assumed that the average rate at which any node, ¢ within the net-

work transmits messages to another node y# s in the network, is constant.

3.3.3. Cost Aspects:

The cost aspects consider the fabrication cost and the replacement cost due to
poor reliab.ility of the networks. The manufacturing cost of the IC is related to the
total ;hip area (Assumption 5.2) and the regularity of the layout [Seq83]. The reliabil-
ity of the networks largely depends on the presence of long interconnects (Theorem
2.6) in the embedding and t.he topoAlogy of the networks. Depending on the existence of
alternate message routes within the networks, the networks can fail completely or par-

tially.

3.3.3.1. Yield

The yield of the IC is largely dependent on th; total chip varea. The occurrence of

q

: ~
random spot defects will reduce the yield by a factor inversely proportional to the

area, A of the chip. This O(1/A4) factor is called the yield factor and is a measure of
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manufacturing cost of the IC. The defective processors can be replaced by redundant

processors, but the chips with defects on the interconnects cannot be salvaged. The

" size of the interconnect is highly relevant for the chip yield (Theorem 2.8) and the

presence of long w' res will be enumerated for evaluation of the manufacturing cost.

3.3.3.2. Regularity

The regularity of the network'\largely, decides the layout cost. Since all .[;rqcessors
are'ideﬁtical, an O(1) layout cost can beﬂassun;ed for layihg out ba. prqcesﬁo_r. Each }ink '
between the processoré also can be .made"-l’;ﬁerarchically, the z?.:ctual cost to layout thé
links may cost much less than the actual,;;umber ‘of links. The regt;h"zn'ty factor is a

measure of layout cost and is defined as the#fatio of total number of interconnections

to the number of intercbnpections actually laid.

3.3.3.3. Fault-tolerance ¢

The fault-tolerance capability largely decides the reliability of a working chip.

Due to a host of causes, like electromigration, Kirkendall's effects, hot electron effects,

‘et¢., a processor may fail during the normal use of the chip. Depending on the topology

of the networks, the effect of failure of a ‘sing.le‘processor will adversely affect the
operation of the network. The network reliability can be graded depending on the
effects of the failed processor on the performance of the network. If lt,he' failed processor
is disabled and the computation by the rest of the processors can be done without the
need of any additional comi)onent, then the fat;lt-tolerance cap:;bility can be con-

sidered as High. If the failed processor eliminates a gr'o{lp of processors from the net-

work or causes the entire network to fail, then the fault-tolerance capability can be

considered Low and the redundant components are necessary to be introduced within

the chip.



3.3.3.3 Fault-tolerance . ' 32

3.4, Evaluation of Networks:

3.4.1. Two Dimensional Meshes

-
\ 1.

The two dimenstonal mesh is shown in Figure 3.1 and the VLSI ]a&out for the net-
works is shown in Figure 3.2. By assumptién 2.2, each processor is represented as a
unit square and bly assumption 2.10, the inAterc‘onnect length can be ignored. Thus both .
the area efficiency and the power efficiency of two dimensional meshes are approxi-
mately equal to 1. | |

In order to compute the delay ina VNXVN mesh, it should be noted that the
mess;ge path length between two arbiirarily located process‘ors at .(i,‘j) and (k, )

within the square grids is

d= V(-2 + (j-1)
Clearly, d_, = 2VN corresponding to the processors at the end of a diagonal and

d_;,=1 corresponding to two néighboring processors. Assuming an O(1) delay time

min

P1 sl [P3}— [Pa
P5 P6 P7 P8
P9 1 11 12
p1 14 1 18

jigure 3.1 A 4x 4 Mesh Network



3.4.1 Two Dimensional Meshes 33

(Asgumptioh 3.2) associated with each processor, the worst case delay is
O(dpy)™ O(VTV-) The average delay can be calculated from the average path length.
The average message path lengfh in - the square grids is equal to
(1+2+ --- +2\/1—V-)/2\/-1V = VN+05 and hence the average delay is also
D = O(VN). ’

The total number of links in the sqt;are mesh is eqﬁal to 2\/}7(\/]—\/-— 1) = O(N)
and the‘ average messége path is, O(\/_A?) Assuming all the NV nodes issue messages
simultaneously, the average message traffic density is then
M = NO(VN)/ O(N) = 0(VN).

~ Since the area efficiency is 1, the chip size is small and by assumption 5.2, the
~ yield is O(1/N). .
The layout can be constructed hierarchically and a block of 4% processors can be

laid in k—th step paying 2%*! cost. Thus a network of size N needs

log N —_— .
Y 2t = 9B N2y = O(\/N) cost.” The  regularity factor is thus
k=1 .

O(NYO(V'N) - O(V'N).

P1|P2|P3|P4{

P9 [P10|P11{P12 \

P13|P14(P15|P16

Figure 3.2 Layout of 4 x 4 Mesh Network
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The failure of single processor does flot impair the performance of the networks
drastically. Due to-the presence of parallel paths in the square grids, the effect of a

failure of a single processor can be classified as Low.

3.4.1.1. Discussion of Related Networks:

The delay and_ message density can be improved for tnesh networ‘kslif the proces-
sors belonging t,o‘» each column and each row are connected hierarchically as binary
trees (Figure 3.3). Such networks are known in the literature as orthogonal tree net-
works [NMB83], mesh of trees [Lei82,l\JllB4] and orthogonal forests [CaS81]. The ﬁwér-
age delay for such networks reduces to O(logN) but the chi.p area increases to
O(Nlog?N). The overall performance thus does not improve. On the contrary, the
presence of long interconnects of length O(\/—l\-/-) actually increases the average delay
to O(log?N) (by Theorem 2.3). Moreover, these qetworks suffer from many practical
' limitations like poor y.ield’ (due to large chip size), poor regularity (due to presence of.v

mesh and trees combined), O(NlogN) cross-overs, long interconnects, etc.

.;_J

L]
D & S )
U ouu

2

Figure 3.3 Mesh Network with Tree Interconnection

E
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3.4.2.“‘Binary Tree Networks:

- The complete binary tree network; of N processors is shown in Figure 3.4 whicii
needs ét most O(NlogN) layout area corresponding to O(N) leaves and O(logN)
height of the tree. A better léyout which needs optimal O(N) area can be constructed
using the concept of:an H-diagram, originally proposed by Marihugh and Anderson
[MaA71] as a graphical approach to logic design. Horowitz and Zorat [HoZ81] have
constructed the algorithms for the generation of such a layout ‘a'nd the modified net-
work is henceforth referred as an H-tree. The H-tree network is shown' in Figure 3.5
and the corresponding layout is shown in Figure 3.8. The total area for a complgte

binary tree of N processors can be computed from the following recursive relationship

A(N)= 2VA([NAY) + 12 with A(l).= 1.

If S(N) = \/A(N) is the side of the square layout, then

S(N) = 25([N/41) + 1 with “S(1) = 1. =
I .
: P1 -
P2 o ——p3
P4 . . [ps ’ . {P6 ' ' BT
P8 P9} - P1 | B P12 13 9 . Po

2,

Figure 3.4 Layout of a Binary Tree
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Figure 3.5 The H-Tree-Network -

. | L | .
Assuming N = 2.4% — 1, S(N) = 221 = Qk+1l _ |
: : T =0 ' \

Therefore, A(N) = 4k*1 = 24*2 4+ 1 = 2N ~ 282V N+1 + 3.

Thus, the area efficiency is better than 0.5. The longest wire in the layout is of
size \/—1\7/2 and the total length‘of wires in the layout is given by the recurrence rela-
tion: . | .

L(N) = 4L([N/41)+ VN with L(7) =1

- which gives a sélution L(N)j’ O(V-/\_/.lOgN)-

' The power efficiency depends on L(N) and the width of the wires and is more

than 0.5. ' ) - .
. o
The worst case delay occurs when a message is propagated from the root to any of

the leaves. Assuming O(l) driver space is av'é'illa.ble with each wire 6f length {, the

worst % case - . delay .can . be given . by

D'mu(N)=.O(lovg\/W.) + O(Iog\/(N/4)) + - - O(logQN) (by T{leorem 2.3).

To calculate the message traffio density on a link, coﬁéider N=1 time units dur- ,

ing which N(N—1) messages are generated and each node on"t'h‘e average will have

( .
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P18 P16 P26| |P24

P9 | P4 | P8 P13{ P8 [P12

P19| (| |P17 P27| | P25

P22 P20 P30 P28
P11|P5 |P10 P15|P7 [P14] -

P23 P21 P31 P29

~

Figure 3.8 Layout for H-Tree Networks

sent a message to each &f the others. Let 4 = log(N+1) be the height of the tree net-
work, denoted as T,,, such that [T;]| = N. A subtree of T, at .le\fel k from leaves is
shown as T, such that |T;] = 2¥*! — 1. A link between level k and level k+ 1< k will
be useci to transmit messages between 1) all the nodes of the left and the right subtrees
each of size |T}| and ii) 6ne subtree ,of" size T} connected gy the link and (N — 27,)"
nodes of the tree, '-T,, (Figure 37) Thus, the message ciensity- per unit time at a link

£

between level k and level k+1 is

= L_ 2 - ‘ = ik - - Ll_
M(E) = T+ (8 =2l 7] = 200t - )3 - =)
Clearly, at lék_s above the root, M(A+1) = 0 and at links connecting the leaf nodes

M(1) = 2 —2/(24*1=2) = 2. The maximum congestion occurs at the link k = h for

which %—Iﬂ-? 0. Thus for a binary ttee, the message traffic densitylis highest in the
links connecting the root and its sons. The total number of m;:ssages that pass through

. ' h . .
. the root is M(h) = 2(2# — 1)[1 - 32371__12] =2t~ 1= L= o(m).
. .

Lo
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level k+ 1-.,gode

Figure 3.7 Meﬁsa.ge Flow through a level k node in a Tree Network

Since the area efficiency is less than 1, the yield is not likely as high as meshes,
but it is asymptotically equal to O(1/N).
T/he layout can be constructed hieraréhical'ly and each level of embedding needs

7X O(1) cost and the overall connection cost for a network of N processors is equal to

O(log,N). Thus tﬁe regularity factor is O(N)/O(logN) = O(N/logN).

The fault-tolerance capability of the network due to the failure of a single proces- -

sor depends on the location of the processox.') If the external communication is doﬁe
solely through the ;oot, its failure will have total disastrous effect invalidatijrllvg the usa-
bility of the IC. Since there is no paralel path for message flow, failure of ;1\13{ links
will truncate the operability of the chip. If any processor other than the root faﬂg_; will
also reduce the performal’;ce of the IC by an amount depending on its location in the
tree. The network can be restored to fl_mcti,on normally by replacing the defective pro-
cessor by redundant processors. Redundant proceésors can be placed in the extra space
available within the chip and re-routing can be done by‘electrically programm'able

routing or laser personalization.
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3.4.2.1. Discussion of Related Nefworks:

The fault-tolerance capability of the network can be improved by putting addi-
‘tional links as shown in Figure 3.8, the modified tree network is referred in the litera-
ture as an X-tree [DeP79]. Since the degree of nodes in the tree is never more than 5,
the overall chip area is O(N) But the layout in.volves nﬁany cross-overs and long outer
edges. A better layout without many crossovers can be obtained by connecting the leaf
nodes only so that each node has degree 3. But the network has reduced fault-
tqleraﬂce capabilities, even though the worst case delay improves. The increase of'chip
area by several orders in these networks reduces the eﬁiciencie_s and yield of the IC and
the gain of fault-tolerance is off-set. A better tree ‘net,work which has thé same chip

area like the H-tree, but has improved capability as far as the delay and the fault-

tolerance are concerned, is shown in Figure 3.9.

P1

P3

P2

P7

P4

P8

PS5

P9

Pé

11

* Figure 3.8 Layout of an X-Tree
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Figure 3.9 Modified Binary Tree suitable for VLSI Implementation

3.4.3. Cube Cohnqctéd Cycles:

An m dimensional Cube Connected Cyclé (CCQ) is a network which can be

" derived from a boolean hypercube of 2™ vertices by replacing each vertex with a cycle

N\,

Figdre 3.10 Cube Connected Cycle topology for 3. 23 processors
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of m vertices. This guarantees that the order of each vertelx is of degree 3 and not
O(logN) as in a boolean hypercube. The topology of a 3-dimensional CCC wiph'
3.2% = 24 processors is shown in F‘ig‘ure' 3.10 and its optimal VLSI layout, originally
due to Preparata and Vuillemin [PrV79], has been given in Figure 3.11. In order to
justify that the layout is optimal b& Thompson’s [Tho80] lower bounds on AT?, it
should be noted from Figure 3.11 that a 3-dimensional CCC needs 23X (2.23-1) layout
area and by induction an m dimensional CCC needs 2™ X(2.2™—1) chifn area. Since
N = m2™, then 2™ = N /(logN — logm) , i.e., m = log(N/logN). T.hus the total chip
area is appro*imately (N/logN) X (2N/togN ~ 1) = O(N2/logN2). Thus .both.the arga .
‘eﬁiciency and the power efficiency are .O((‘loggN)/N). '

Since the total area required for the IC is O(N?ﬂogQN) and the are’a occupied by
the processors is equal to O(N), the avyerage wire.length isls (N/logzl\}). Wires are either
horizontal or vertical and cannot be both metalv'(Assumption 2.5). Thus the average

delay is O(N/log?N), by introducing interspersed drivers of area 0(1) (Figure 2.5). The

~ Figurey3.11 Layout of CCC with 3. 23 piobessm;s
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worst case delay is due to message transmission between two processors at the opposite
edges of the chip and is proportional to the perimeter of the chip, i.e. O(N/logN).
Since each nodé has degree 3, the total number of links is equal to 3N."if N messages
are generated on the average in unit time, then the average message density is equal to

M = (N/3N) x Q(N/Aog?N) = O(N/og?N).

Since the chip area is very large, the yield is O(log?N/N?), which is very poor‘

compared to the mesh and the tree networks.

-

The layout can be partially constructed hierarchically. It needs O(N) connections
as i3 evident from Figure 3.11. Since the total number of connections in the layout is
equal to 3N, the regularity f;actor is O(1) and is extremely poor compared to the mesh

. ) {

3

- and the tree networks. .
S
The fault tolerance capability of CCC is good because there is always an alternate

path to re-route the message like in the mesh. TR}IS the failure of a single processor

will not have any drastic effects on the performance of the network.

3.4.3.1. Discussion of Related Networké

One alternative network f,o CCC which has alsc; an optimal layout area of
O(N?ﬂ;)gzN) is the PerfectiShﬁiﬁe Network (PSN) The best. practical layout of PSN
known to date is dﬁe to Rodeh ar:'d'Steinbe‘x:‘g [StR80] and. needs O(N*/log¥?N) area.
Thus, area efficiency, power efﬁciency,\ average delay, mesage density, yi:eld, etc., are
slightly poorer than CCC. Even if the optimal practica‘lr‘ area is obtained, these quanti-
ties will never be asymptotically better than CCC_. Movreover, the less regularity in a
PSN layout is a genuine disadvantage. Networks Iike‘But,terﬂy, Hypercube, etc., have

long interconnects like CCC and share similar disadvantages.
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35 Comparison of Three blasses of Networks:

From the analyses db@' in the previous section, it is s evident that each network

-

K\ o
has certain streng aspects and certain weak aspects. It is J}ﬁicult to re]atﬁg all .these

aspects by a compact formula which can be utilized as a performance metric. A weak
effort in thls respect was originally done by Mead and Rem [MeR82] relating the afea
and the speed and proposing areaXspeed as a metric. Thompson has ext;ended the
concept for any arbitrary network By showi.ng that area X(speed) mdlcat,gs a better
performance metric. Savage has contended that (area)?Xspeed reflects a better
" evaluation for certain computational problemst’like biniary sorting. From all these con- -
tradictory claims, it is evident that it is virtually not possible to cgrrelate all'the cri-
teria discussed in section 3.5. An ;i'lpernativé strategy like Wittie’s [Wit81] order of
five magnitude evaluation téchnique has been employed here. The 'net,woxrks have been
given credlt pomts f:)r each criterion and the total points have been ;15ed asa perforx
mance index for the network. The results of an evaluation with respect to dlﬂ'erent cri-
teria have been shown in Table 3;1. The credit points have been assigned on the basis
. of relative merits of the networks. From the values of total points, it can be men/bha&
the two dimensional mesh networks. indicate overéll better performance than the tree
énd the CCC. This is in direct contrast to the results of Wi'ttie [Wit81], Siegel
[Sie79], .etc., who have éoncluded_t?hg’t fast networks like CCC, PSN, spanning b}xs

hypercubes, etc., have better overall performance.

1
i

38 Conclusion:

.Tl)le basic conclusion from this chaptér is that the Cellular Networks which have
a similar _.;tructure‘ to the mesh can be cost effectively implemented for VLSI imple-
mentation and are highly suitable for VLSI parallel processing. The penalty in delay
can be offset ‘by the gai.ns of several cripex;ia discussed in this chapter. The main contri-

bution f this chapter is to propose a practical set of criteria for the evaluation of
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Table 3.1 Evaluation of Three Classes of Networks
Evaluation of Meshes, H-Tree and CCC for
VLSI application with respect to
Physical, Computational and Cost Aspects
NETWORK EVALUATION CRITERIA OVERALL
TRUCTURE AND PERFORMANCE RESULTS
Average Average Area Power Chip Layout Fault
Message Message Efficiency | Efficiency Yield Regularity | Toler
Delay Density Factor " Factor -ance
MESHES || o(Vw) o(VN) 1 1 o[-}v-]-Mu oVn) | High
2 3 3 3 3 2 -3 19
H-TREE O(log2N) o(N) <1 <1 0[—}VJ<Mu O(iogN) | Low
3 1 2 2 2 3 1 14
! II N »
Y n
cce o[—”—— o[—”— ) o[ﬂﬁi"-] o[‘—°ﬂz—”] o[—‘i’ﬂfﬂ] O(N) High
: g’ N og?N N N
1 2 1 1 - 1 1 3 10

‘

of comparison in section 3.5.

A

networks and to employ them on three classes of networks. A conceptual classification

on the basis of spatial topology readil/y Justifies the above conclusion from the results




Chapter 4

ALGORITHMS FOR LAYOUT TRANSFORMATION

4.1. Introduction:

In orde.r to min‘imize the delay both along the horizontal and the vertical direc-
tions of the chip, it is recommended that each processor shoild be equal in size and
square in shape [Lei81]. Therefore, in the VLSI computational model of Chapter 2, the
processors; have been assumed to havé square shape (Assumption 2;2). But the cruz of
the prqbécm 12 how to transform a natural layout (having a rectangular ahape) into a -
aqﬁafc layout. In sectionl4.2 of this chapter, three simple algorithms have been
designed to transform a rectangular layout of arbitrary aspect ratio into a square lay-
out whose area is asymptotically linear to the area of the rectangular layout. The limi-
tétions of such techniques have been discussed in section ..4.3. Finally in section 4.4,
alternative viable techniques are suggested instead of postprocessing an opcim:').l rec-

tangular layout into a square layout. ’

4.2. Algortthms for layout t}ansformation:

The most obvious way to develop a layout*transformation is to éu¥ the rectangu-
lar layout into suitable blocks and place them .within a square area such that the
blocks are interconﬁected to restore t;he circuit topology of the original layout. In
order to facilitate the design of_simple and efficient embedding algorithms, the blocks
are assumed to be rectangular or square in shape. Thus the blocks can be made by
employing either simple vertical cuts across the width of the layout or at suitable dis-

tances both along the width and the length. Thus the embedding techniques due to

bidirectional cutting fall under the class of problems of embedding rectangular grids

8

~
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. is the area of the rectangular layout.

4.2 Algorithms for layout transformation: ' : 46

into square grids [AIR80].

4.2.1. Break and Fold Embedding:

The easiest technique of layout transformation is by using the notion of gutting
the layout along its léngth into suitable size blocks and placing them wiihin a square
area as shown in Figurg 4.1. Algorithm 4.1 computes the size of the square area and
the loc;xtion of cuts from the input parameters of length and width of ti]e rectangular
layout. Since vt,he layout is froken and folded like a carpenter’s ruler, it is called the

’ $

Break and Fold Embedding.

The factor e(€), in Algorithm 4.1, is defined as the expansion of embedding, € and

is defined as the ratio Ag/Ag, where Ag is the area of the square layout and Ag = LW

A

If (1, j) and (k, !) are the cartesian co-ordinates of two points in the rectangular

- layout such that \/(s'—k)2 + (j—1)* = 1 and €(4, j) and €(k, I)are the co-ordinates of

the corresponding points in the square laydut, then the distance, 8(€) = 1, between
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Figure 4.1 Transformation of Layout by Break and Fold
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4.2.1 Break and Fold Embedding:

Algorithm 4.1: Break and Fold

Input: L, W /4 L and W are length and width of the rectangular layout */

Begin

-
(o 2IN L

> L
(1) Ii'cr>3

~ Then Embed the layout as it is within the square of side L;

Else, : ,
(2) Begin '
-(1,—— 2
ko= 2+ -
1+ [—1-— 1] J
o
c(€) := o k? '
‘ 8= kW . \
(3) For j:=1 Step 1 Until ¥ Do ‘
Begin |

Break the layout at the length s — (25~1)
Embed the pieces as shown in Figure 4.1;
Reconnect the severed wires as shown in Figure 4.1;

End {For};

W' from the left;

End {Else};
End. S

f(i, j) B

and €(k, !) is the stretching due to embedding. The factor d(€)

= max 8(€) for all pair

of points in the layout is called the Dilation of Embedding, €.

-

AT
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Theorem 4.1: The uppcr bound of ezpansion by Algorithm 4.1 is 8.

qu_p_f; [Lei81] : m

For 0 >1/3, by line 1 of Algorithm 4.1, the area of the s;quare is Ag = L? <A3AR
) sx;ch that e(€) .> 3.

To prove the theorem for o < 1/3, it is sufficient to prove that Algorithm 4.1 can
fold in a rectangle of width W and length /| = L into a s‘quaée of area 3LW. Since
o21/3, by Algorithm 4.1, s > 3W such that by line 3, there will be at most (k=2)
pieces of length s—2W = 4/3 and 2 pieces of length s— W = 25/3 such that the lower
bouﬁd of the lengtlh of the maximum sized rectangle is

2 (k—2)s/3 + 2(24/3) = s(k+2)/3.

Since k = l\/.:i_/;J is the largest number of pieces of width W that can be folded

into the square, it follows that k+1 pieces of width W will not fit. Theérefore, the
. e
length s of the side of the square must be strictly less than W(k+1), which means

s s W(k+1)-1.

Also, (s+1)% must be strictly larger than 3Apg, and hence
BLW = (sa+1)2 -1 = 4(s+2).
Substituting for s, )
BLW < s(W(k+1)— 1+ 2) = aW(k+2)
Since W 2 1, divi&ing both sides by 3 W', yields L < s(k+2)/3. B;.lt the right hand side

of this inequality is equal to the lower bound of the maximum sized rectangle that can

be folded into the square of area Ag. O

Even though the expansion factor is linearly bounded, the main disadvantage of
the above embedding scheme is that a skewed delay is introduced along the lateral
direction of the layout. Since the dilation of embedding is equal to 4 W (Figure 4.1),

this delay is bounded by the width, W, of the layout and in the worst case can be
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O(W?) for polysilicon interconnection (by Assumption 2.11).

In order to reduce the dilation, it is imperative to introducé bidirect‘ional cutting
of the layout across its length a.nd width. Let the re:tapgular layquf, of length L=an
and width W=am be sliced into mn blocks such that there are n';l slices parallel
to its width and<rr;—l slices parallel to its. length. Thus the origiﬁal layout can be
represént,ed as a grid graph G(m, n) of m rows and n columns. The nodes of the grap‘h
are the blocks each o.f‘size, a? and the edges of the graph represent the adjacency-«qf
the nodes. Thus the layout transformation problem is essentialiy embeddi“ng"a rec- -
tangular grid graph, G(m, n) into a square grid graph, G(av, s). The doublet (1, 7)
refers to the block located at the intersection of i-th row and j-th column. Two simple

aigorithms.for such embeddiﬂg are discussed here.

'.

4.2.2. Step Embedding:

The embedding scheme is pictortally represented in. Figure 4.2. Under the embed-
ding scheme, row ¢ of G(m, n) is identical to row i of G(s, ) until the location

.

A

COLUMN #: 1 o a=atd ‘n—t'-f'l n

ROW‘#: ' (\f‘, %} : £ 5 <« G(m, n)

Figure 4.2 Layout Transformation by Step Bending

-
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<5, 0—1+1>;

it then proceeds vert,icz;lly‘ along column s—s+1 of G_(a,'s) until the location
<1, 4= ¢+ 1>; it then proceeds'verticélly along column s—is+1 of G(s, s) until the
location ft’+n—a, s—1+1>, and it then proceeds rightwgrd along row i+ n—s of
G(s, #) until column n is exhausted. Algorithm 4.2 determines the co-ordinates of the
blocks in‘the r‘ect',angu.]ar layout on the square/ér/ids. The (4, s)-doublet, i.e., the block
corresponding to (f, J')—til node in G(m-, n) is denoted as €(s, j)-doublet in G(s, )
graph and the.embedding algorithm provides the positional co-ordinates of €(s, j) on
G(s, ). ’I;k.‘lie\algorithm is called Step Embedding because the blocks are rearranged
to represent a Step Function (as in Figure 4.2).
F'l:om Figure 4.2, it is evident that d(e) = 3 .andl e(€) = s°/mn . The expansion

factor is'small when n = m, and increases monotonically with o=m/n.

4.2.3. Embeddin’g-by Foldibng
This algorithm provides a better bou‘.nd of exéans_idn for any value of o. The
embedding scheme is pictorially represeﬁ’ted in Figure 4.3. Under the embedding, row s
.
of G(m, n) is identical to row s of G(s, s) until the location <t, s—s+1>. It then
proceeds down diagonally at an angle of 45° until location <2i- 1, s> and then goes
vertically down to <2+, 4 >. Then lt, proceeds towards left at-first at an angle of 450

until <m+14, m—i+1> and then horizonially till <m+14, s—1+1> and finally once

again at an angle of 452 till <m+2i— l,']1>.

Algorithm 4.3 determines the co-ordinates of €(s, j) on G(s, s). Since the. algo-

rithm folds the layout like Algorithm 4.1, it 1s called Embedding by Folding.

The dilation due to the Algorithm 4.3 is equal to 2 and the expansion is equal to

[\/n/m ]2x (m/é) .
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Algorithm 4.2: Step Erﬂbedding
Input: m, n ' !

Output: Co-ordinates on G(s, &) for all doublets of ‘G(m, n).

. A

Begin Coaw N
gi= |M 0l i
' 2 ’ PR
f:=1; : .
(1)  While ism Do T g
Begin |
(2) For j:=1 Step 1 Until s~i+1 Do
€1, j) = <i, 5>
(3) For j:=4s—i+2 Step 1 Until n-i+1 Do
€ 7)== <2+j—s—1,s—5+1>;
- (4) For j:=n—-y+2 Step 1 Until n Do
€1, 7)) = <i+tn—s, j+s-n>;
1:=(+1; . '
End {while} N i
End.
/
I3
\Q
!
I’ ’ /
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-+ | +m-—1+
COLUMN #:]1 s l’.\".y_’;lmJ 1 12"_'._'_l 3) |
ROW #: q - G(m, n)
§ e
25—1 ——— )

Qf T / N
m+2i+1
“,
kN
- . -

Figure 4.3 Embedding by Folding
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\ Algorithm 4.3: Embedding by Folding

Input: m, n ;
Output: Co-ordinates on G(s, s) for all doublets of G(m, n).
(%3

Begin

= (2]
oim |25

g:=1;

(1) While s < m Do

Begin

¢2) . While y=<n Do

Begin

Q= l";l—J ;>
R:=;-:Q;
l:=R[(Q+1)mod 2]+ (m+1—-R)(Q mod 2);
(3) If [(@=0) AND (R<s—i+1)] OR
' (R=2m—i+1) AND (Rss—i+1)] OR
(@=¢q) AND (R2m—i+1)]
Then €(1, j):=.<i+mQ,.1>;

(4) Else
Begin
If (@ <q) AND (R=s—i+1)] Then
€1, 7):= <2U+m@Q+R—-s—-1,1> ;
(5) ' Else €1, D)= <2U+mQ+R-m—1,1>;
End {If} ; |
T ji= jH1;

End {While j} ;
s o= g+ 1,
End {while i} ;

End.
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4.3. Discussion of results:

From the above results, it is evident that a rectangular layout can be, in princi-
ple, transformed into a topologically equivale‘nt square layout. The expansion and dila-
tion due to transformation are small if the layout is sliced both vertically and .horiz—on-
tally. But, for practical circuits, which is optimally laid on the rectangle, this bidirec- _
tional slicing may lead to deletérious effects. Also, the algorithms 4.2 and 4.3 assume
that the total width of the interconnection is much smaller t' an a . In practice, an
additional O(s) area is required to accommodate the rectilinear interconnections to
run around the nodes. But, the biggesxt—sil;ortcoming of such embedding techniques is
- that they tend to shift the external pins located on the edges of the rectangle into the
interior of the square. Like the H-tree layout, this may introduce an 0(32) delay in the
worst case for 'pol'ysilicon interconnection (by Assumption 2.11). Thus for most practi-

cal purposes, it is neither cost-effective nor exactly feasible to transform any arbitrary

rectangular layout into a square layout.
4.4. An Alternate Layout Strategy: -

In order to tackle this issue of layout transformation, the problem can be viewed
into from a different perspective. First of all, it is not entirely correct to assume that
the optimal layout of ti]e processing elements is exactly réctangular' in.shape. Since the
proceséing element is comprised of functional blocks, like cpu, memory, i/o buﬁ'ef_, etc.,
they'c_:an be organized in different ways. Secondly, like the square blocks, many other
regula;' geometrical shapes can be distributed uniformly to yield asymptotically similaru
“delay both along the horizontal and the vertical directions ofhthe chip. In this section,
a set of geometrical ‘shapes h;sve been identified for the basic blocks. Thus instead of
depending on post processing th; optimal layout and transformiqg it into a squar'e lay-

out, a target shape is determined from a set of shapes which can be cost-effectively laid

out.on the chip. In rest of the thesis the layout ;geometries of the processors which

4
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describe Cellular Array Networks only have beeﬁ discussed. These networks have been
shown (in Chapter 3) to be highly suitable in a VLSI environment and hence the
motivation for identiﬁcatig}/of the layout geometries ‘_which can be cost-effectively
embedded on the IC. For these networks having a nearest neighbor type arl;ay struc-
ture, different types of planar tiles which can be packed densely in the équare area, can -

be used as basic blocks.

The constraint on the sh.ape. of the block is i,.llat it should be convex polygon.
(Assumption 2.1) and the incident interconnection wires should be perpendicular to
t,hq.edges of the polygon. The conventional VLSI technologies use the Manhatta(n
interconnection techniques, in which the interconneépign wires run both vertically (in-
one layer) and horizontally (in z;nother layer), pa.ral‘lel.to the edges of t.he chip
..(}.\s'sumption\Q.S)._ A class of tiles, called Polyominoes, satisfy this con‘stl;aint very
well and Liley can be arranged to cover a larger square area with maximum packing
density. Polyomino tile consists of one or more unit squares; if the tile consists of n
squéres, it is called n—omino. The planar covering properties of these structures have
been studied in detail by‘Golomb'[’GolﬁS] in connection to problems o‘n recreational
mathematics. Thus, the concept behind converting a rectangular layout to a square
layout is a s.pecial case, \.riz., the property of planar covering by l-omino (or monom-
ino). The next chapter discusses the p:ropertieéﬂof lower érder. (rlz‘S 8) ominoes as to
their planar.covering and what type of network fhey can map on the planar area. The »

L]

choice of the lower order ominoes ensures th;\t propagation delay is approximately the
same, both horizontally and vertically across the chip. In particular,'it will I;e shown
. that by employing an O(\/-f\_/.) embedding a]gorithm, the 2—omino can describe com-
munication ‘gln'aphs of degree 8 and hence can be exploited for systolic algorithms. Also
it will be shown that by using an O(logN) embedding algorithm, the 3—omino can

optimally embed the two dimensional fault-tolerant mesh structure with near optimal

redundant cells.
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O

4.5. Conclusion:

"The main contribution of this chapter is t'o_prdpose ‘algorithms which transform a
~ rectangular layout into a square layout. The practical difficulties and disadvantages of
these algorithms have been identified and finally an alternate strategy has been sug-

gested.
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5.1. Introduction.

X ‘ | e

. Ch#pter 5 ' o

CELLULAR EMBEDDING AND NETWORKS

£4.

a

A

Onpe of the principal ‘desri.gn criteria for VLSI design, is that the layout pattern
should be regular and repetitive. lT-his helps in lowering'.t-,he layout cost [MeC80] and

designing snmpler comput;%txonal algonthms Kung and Leiserson [KuL/Q Kun79]

have desngned a number of systollc algorithms for both one dlmensnonal and two
dlmensxonal cellular arrays whlch have homogeneous communlcatlon geometries. This -

section dlscusses the processor geometrles whlch can area efﬁcnently construct these

e

g mcatmn g‘éometrles ‘Also, lt, has been shown that, regular array structures with’

-

feat,ures wh e hrrelevant under a VLSI environment can .be con-

. structed by the-layout techmqueﬁ dls% Se.km thl\Kectxon

8
[ N
.a’&,’r,:»\

‘ "?At ﬁrst a formal frameworli fo:’Lhe construction of layout algorlthms has been

.(, »
made in section 5.2 mtroducmg f‘he notion of the Euclidean planar coverlng by .

polyomino tiles. The processors are Feplaced' by the tiles and the properties of polyom- E
. . oqe - ‘ \ ‘v‘ . ‘. ' ’ .
ino tiles have been utilized to select the processor geometry for a particular communi-
cation structure. To maintain the regularity, cellular embedding algorithms'ha\re been

designed by = tramsforming tlles’;, on the Euclidean plane by‘vA-;'applying

linear transformations. Linear transformations have linear as well as rotational com-

~ ponents. The linear compenent is not included here and the tiles are juxtaposed to one

another to align their outer edges so that they can be enclosed into a minimum square
area. The rotational component has -been defined as an operator and the tiles are res-

trlcted to orient along a finite direction as permltted by t,he layout, constraint of the
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VLSI design (Assumption 2.5). In section 5.3, the embedding algorithms have been suc-
cinctly represented as the spatial adjacency of tiled regions which can be recﬁrsiﬂy‘_
constructed 'emliloying the operators 55 postulated by the embedding rules. The laYo;t '
cost, structural compléxitj' and the layout area for different embedding algorithms are -
also discu>ss‘ed. Cellular ‘Networks described by ‘these mosaic layouts have been
identified in section 5.4. The relevance of redundancy in fault-"tolerant, mesh negworks

has been discussed. Finally, in section 5.5, a number of cell geometries have heen

identified for regular array networks. Section® 5.6 concludes by recounting the basic ¢

5.2. Formal Framework of Cellular Embedding

Let E? be a two dimensional Euclidean plane‘ and {z, y} be the basis on E? such
that the angle subtended by x and y at the point of intersection, called the origin, O, 1s «
equal to m/2. Let X={ ] I %,1,2 -} be the set of pomts on the x-axis such that
the distance r'g_)etween ahy two neighboring points is equal to 8z Let .
Y={j]5=01,2,- -} be tﬁe set of points on' the y-axis sbuc'h that theggist:;.qce
betw‘één any two ﬁeighboring points is equal to Bg = 8z. Let V denote the cartesian

product of X and Yhsuph that V=X x Yﬂ{ (5, 7)) f€EXE jeY }.

The quadratic lattice graph G on E? is defined by connecting all the ordeged

" pairs of V such that the edges are parallel to either the x-axis or y-axis. The (1, j)-th

cell on E? is the area bounded by the edges on G.connecting the quad ordered pairs

!
i

(5, 9), (i+1, §), (i, j+1), (i+1, j+1)} and is denoted by

cell (5, 5) = z'y/. . _
Definition 5.1. Tile: A tile, 7, , on E? consists of & rookiise [dolﬁS] con-
. ' )
nected cells and is called."a k-omino. : q

9, g, T

Definifion 5.2. Sh4pe Polynomial of a tlle' The Qba‘pe leprp‘imal 'r,‘) of 1T
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\

S(re) = X Y, o'y’
6, NeE?

where, . ' T e

1 iff for all (z, y)€cell (i, j) = > (z, y)€T,,
Yij = {0 otherwise. : :

The area of 7" is equal to |S(1})].
DRefinition 5.3, Con;uga.te ‘of the Shape Polynomxal The conjugate of
shape polynomial, S(7.), is defined as a shape polynomlal S*(), obtained by per-

muting x and y elements [Bar82] of S(74) such that

E Hji 2

- l-'O

where, p;; = vy,

5

Definition 5.4, Operator: An operator, ¥, rotates a tile, T;, by an angle
¥ about one of its edges parallel to the {-axis and the new shape polynomial of 7,

is given by ¥ eS(t,).

Properties of ¥ o

w (1) If ¥ and ¥, are two operators applied on T;, then

g (Vi ¥p,) @ S(Tk) =¥, ’:(‘Ifcz i S("’(;)) = VoW, »5(r)).

(2) If ¥ =2ma “(where 'r.né {1,2,...}), then (2m1r) ®S(t,) = S(t,) and
L= (2m1f)( i+ called t,he.Identity Operator.

(3) ;f ¥ = ¢, then ¢ ®S(t,))=¢ and ¥=¢ ivs cﬁl.le(.i the N.ull Operator.

| Since the mterconnectlons ihh VLSI layout run either vertically or horizontally ]

parallel to the edges of the chip, the tiles are orlented such that their edges are always ,

parallel to the basis {z, y}.

LLeﬁ.nmm_n_&_&_ Pérmissible Orientation' ‘The permissible onegt ition of a

tile 1,, om E? are due to the followmg operators applied in any arbitrary sequence:
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 (mm),, (mm),, (mw), and \,, where X\, ®S(7,) = 7w ®S%(7;) and z is orthogonal to
E?. The transformations due to (mw), and (mm), are called reflections and -

-

transformations due to (mm), and X, are called rotations.

Theorem 5.1: A *r;“ﬁ‘«has at most 8 distinct shape polynomials

correspofiding to-all permissible orientations.

Proof: Let S(r,) be the shape polynomial of 7,. By applying the operators =,

m

AT T T » .
y» and w, on S(t;), three more shape pglgnomials can be generated.” By permut-

ing the x and y elements, S*(t;) can be derived and the above operators can be
applied to get three more shape polynomials. Depending on the symmeﬂry of 7, about
X, y or z axes, there will be 8, 4, 2 or 1 distinct shape polynomials. O3

Figyre 5.1 shows the shape polynomials of a tile, designated as P, corresponding

“;L;«:&‘é h
(i): S(Ps) - (i1): w, @ S(Py) (iii): w, ® S(Ps)‘ (iv): w, ® S(Py)

3

(v): X, ®8(Ps) (i) @\, 08(Ps)  (vii): m, @A, 8S(P;) (viii): m,0h,05(P;)

LA E‘. X ‘
N ﬁ‘%% ge 5.1 Permissible Orientation of P,
~ N 1 <

1
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n

\

‘to all its permissible orientations. B

Definition 5.8, Tile Notations: -

N

((JI) A tile is denoted by I, iff, by any permissible orientation, its shape Apolyn{omial

cas. be represented by

b=l ‘
COS(l) = X2t . '

i=0

Figure 5.2a shows I[,. 1

(2) A tileis dénoted by L, iff, by any permissible orientation, its shape polynomial

3

can be represented by

T ’ m=-1 (R ‘ ]
‘QS(L,‘)=;I‘+ >y, st. m+s = k>2.
: 1=0 i=] . ]

' Figure 5.2b shows L,.

(3) A tile is denoted by P, iff, by any permissible orientation, the shape polynomial

¥

can be represented by

’ 'n—l m-—1
S(Pk) = Ezﬁ. E yj + 2 ,yj, s.t. m+8(n—m)=k>2

i=1  j=m ~J=0

(a): I, (b): L, ('c): Py
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Figure §.2¢ shows P,

In general, if by any permissible orientation, the shape polynomial of a tile

approximately represents an English letter in block capital, 7, then the tile is

A r_epreéented by 7., where k is the number of cells in the tile.

7 Definition 5.7. Cellular Embedding: The cellular embedding of a reéion

\

.n i
R = |J R, is its shape polynomial S, represented as a spatial distribution of the
i=1

shape polynomials S;’s (or the permissible orientations) of R,’s.
~ Assuming two of the edge§ of R.constitute the basis {z, y} such that the lower left
corner of R is the origin, the spatial distributions of ;s can be expressed as a
matrix, such that fc;r all R; and.R;  if R,»v is:adjacent to R; horizontally, verpic;;lly
or diagonally, S,~ and S; are alsq lsiinilz‘zi'ly adjacent in the matrix.
0 A .
If R =|JR,; (Figure 5.3) is a planar region having Moore’s neighborhood struc-
=1 ,

ture [Hay84], then

R8

. R9 R4
R8

R1 - |R2 R3

7 /Figure 5.3 Plana¥ Regionq"havi;ng Moore’s Neighborhood
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:5..3. Mosaic Layout Co‘n::ék?ﬁcted by PolyominofTviles:
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S = Sg Sg S| P | ‘(5-1)
S, S, S, '

The RHS is called the Embedding Matrix vz;x‘1d the e_&;uat‘ion (5.1).is called the
Embedding Ru’le, €. o '

Operations on S: : \

The o.perations on S (where S is giyen by Eqn 5.1) are showp ‘below:’
(1) Reflection about x-axis

ﬂz.sl '"z. S'Z 11‘,. SS
w.,0S = | n.eS, m.eS, meS,

z
w,S;, m,0S, mweS,
(2) Reflection about y-axis
'n'yO\Ss n,8S;, w8,
n,®S = | =S, weS, mweS,
n,®S, weS, mweS,
(3) Rotation about z-axis
weS; mweS, mweS
n.0S = | S, mweS, meS;
m,eS;, mweS, m.eS,
(4) Conjugate operation .
: \,®S; "AeS, eS8,
xz.S = x.'.. SG xz. SQ xz. S2
\,0S; 1,08 08,

- The cellular embedding of a rep'etitivé tile structure is called a Mosaic. For a

" VLSI implementation, such regularly structured layouts are very easy to construct.

These layouts are constructed by replicating a singular type tile such that there is no V_

CE

gap between the/s/ug—c—%sive tiles. Formally, a mosaic layout can be'deﬁned_ as

5
) :f;}
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Definition 5.8, Mosaic: A layout of 7, u_nde_‘r the embedding rule € is called a
Mosaic, M (;), iff for every point within the layouf, there exists an instance of the
tile, 7, denoted as 7', such that for all j#1¢

AT =
A mosaic layout constructed by L; and I, will be discussed here. For other
polyomino structures, the layout algorithms can be easily constructed. THe results of
Golomb’s [Gol66] work on planar covering of polyomino tiles can be utilized to con-

struct these algorithms.

5.3.1. Embedding Algorithms
Theorem 5.2: The layout of L, describes a mosaic under the follow-

ing embedding rule (say el):

. m,9S,_(L;) $ S,-1(Ly)
SaLs) = | & Si(Ls) &
Sn—I(LS) ¢ v Try.sn—l(LS)

where, n>1 s called the Level of Embedding and S,(L;)=S(L;) ts the

shape polynomial of L,.

Proof: Refer to Figure 5.4. In order that a tiled region having shape polynomial

s

S,.(L;) is a mosaic by embedding rule €l, it is required that

h2=4m"1h(Ls)—1, v2=4m"1y(Ly)—1, h3=h(L,) and q%= v(L;). For n=2, it can be
B

observed that IR constructs a mosaic under embedding rule, €1. By employing the

induction metAhod, the theorem can be easily proved. a

e
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Theorem 5.3 The layout of I, describes a mosaic, under the following
embedding rule (say e2): v | N\

6 Sl 6
Su(IQ) = xz’S(I“;’n---Q)' Sn—l(IZ) xr..S(IQn--Q)
¢ —S—U—Qn) ¢

"where n=1 1s called the Level of Embedding and S,(I,)=S(1.) is the shape

polynomial of 1,.

_ Proof: \:I‘he n-th level of embedding consists of 4n—2 dominoes, n dominoes in top

. \ .
row, n dominoes in bottom row n—1.dominoes in left-most column and n—1 dowes
in rightmost column. This describes an annular square region, having inner edge of

length n—1 and outer edge of length n. By simple induction the theorem can be

7’

proved. O

5.3.2. _Cofnputa.tiona.l Power

)

The-computational powei? of a mosaic layout due to an n level of embedding is

measured by a paramefer called Structural Complexity. Since each processor has

[y

' ‘ t”“‘*.’ .

Figure 5.4 Mosaic Layout describéd by éLa
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equal and constant computational power, a mosaic of an n level embedding can have
exponential or polynomial computational power depending on its structural complex-
ity L

Definition 109, Structural Complexity: The strcctural complexity of the

shape polynomial S,(7;) is the total number of constituent k-ominoes.
Theorem 5.4: The structural complezity of S, (L,) ts given by -

NolLy) = 2{47*1-1)

Proof: - From the recursive definition of €l,
N,(Ly) = 4N, _,(Ly) + 1, with Ny(Lg) = 1
=> N (L3)—4 No(Lg) + 24'—%(4"“—1). 0

1=0
Theorem 5.5 The structural complezity of S,(1,) ts given by

fo "N, (L) = 2n2,

Proof: From the recursive definition of €2,

N,(I) = 4n + N,_(I,) -2, with N (I;) = 2.
=> N,(I)=43i+ N(I,) -2(n—1)= 2n2. O

i=2

5.3.3. Chip Area IR B e

Defipition 5.10Q. Squa.re Huil: The square hull of a mosaic is the smallest size
of square i which the mosaic can be enclo&ﬁy. W

Thus the square hull of a mosaic is a me;;ure of the minimum chip size required
_ ;-. to fabricate the mosaic layout. In order that the mosaic can be area efficiently embed- -
ded within a chip, .t,he mosaic should be approximately square in shape. The mosaic

M, (L;) has a square hull of éide_ 2"'”/\/5., assuming |S(L;)] = 1. The mosaic
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| MGQ(IQ) has a square hull-gf side Van.
3 ;

5.3.4. Layout cost

l)cﬁnlnmn 2.11. Layout Cost: 'Rgeg‘layout cost is defined as the cost of etabed--

ding.
Theorem 5.8: If the layout cost for placement of a tile of L, 15 O(1),

the mosaic M (Ly) having structural complezity N, (L;) can be con-

structed by paying a layout cost of O(logN ,(L,)).

Proof: Each level of recursion of the embedding €1l needs a cost of 5% O(1) and to

s

* construct Mﬂ(La), a cost of 5nX O(1) is necessary. Using Theorem 5.3, the total
layout cost can be calculated to 5/2 log (3N ,(L3)+1) = O(log N"(La)) .0
Theorem 5.7: Jf the cost of placing of one tile (I,) is O(1), then the

total cost of Meg(lg) s equal to 4(n—1)0 1)== \/-I;I———

~f
«*

Proof: Each level of recursion of layout involves in adding the top and the bottomﬁ
¢'\
. rows and the rlghtmost and. the lef{most columns and needs 4 X O(1) cost except when

n=1, which needs 2X O(1) cost. Thus to. constﬁuct MéO(IQ), it needs at most
. “ o

(4n—2)X O(1) cost. Applying Theorem 5.4; the total cost for constructing MEIO(IQ), at.

most O(V-I:I"(I:)) O <«

5.4. Interconnection Networks described by Mosaic Layout:

In order to evaluate the lmportance of the embeddmg algorithms descrlbed ear-
her it is necessary to ascertain the intercomnection networks described by the mosaic
patterns Interconnection Networks can be called C’ommumcatson Graphs in graph

theoretic terms. In reference to the VLSI computational model described in Chapter 2,
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a communication graph is described as follow:

Definition 5.12. Co.mmupica.tion_ Graph: A graph,~G€(Tg), is called the

communication graph of 7, under embedding rule e, iff nodes in the graph denote the

tiles and edges denote the communication path between the nodes.

Definition 5.13. Degree of Communication Graph_:. The sd‘egree, 5(t;), of

a communication graph, GE(T,‘),' is defined as the maximum number of incident edges
at any node of G;('r,,). A communication graph, ‘Ge('r,,), is r-regular iff all its non-
peripheral (i.e., internal) nodes have r incident edges.

The communication graphs described by MGI(JLa) and Meo(lz) are shown in Fig-

t-, .
ure 5.5. The graph due to ‘Mﬁ('r,,) is a 6-regular and corresponds  the communica-

tion geometries of hexagonal arrays [Kun79]. These arrays have been well exploited by

many researchers to design cost-effective systolic algorithms for band matrix multj‘pli-
. ’ ~

cation [KuL79,WiD81], LU-decomposition [MeC80], Fast Fourier Transformation

[Tho83], 2-D convolution [KuS81], Reed-Solomon Encoding [Liu81], etc.

The graph described by Mﬂ(Ls) denotes communication geometries of square

~_arrays with redundant cells. This communication structure is highly suitable for fault-

tolerant parallel processing and is particularly relevant for high yield VLSI fabrication.
Approximately, 33% of redundant processors are available for 2-dimensional mesh
operation. In order to justify the 33% redundancy, it can be noted that approximately

12% redundancy is required to maximize the yield in well-controlled processes like

CMOS while approximately 30% redundancy reqyired in processes having high defect

density'like in GaAs technology (Assumption 5.8). The remaining 20% rédundancy

available with CMOS ICs can be utilized to improve the operational reliability.t For
v v,

VLSI technology, because of device scaling at the submicron level a host of hostile

phenomena like electromigration, Kirkendall effects, hot ‘électro_n effects, radiation,
RN
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o .
5.5a: Communication Graph for Fault-tolerant Meshes

5.5b: Communication Graph for Hexa.gdnal Arrays o

v

Figure 5.5 Communication Graphs described by Mosaic Layout
» ) g‘ .

etc., are likely to impair the performancg of the chips during normal operation. It is
believed that to enhance the reliabilit)" of operation, frequent monitoring of the com-
putational correctness should be made. This can be achieved by empldying.auto-

corrector circuits but they usually need extra spaces and complicate the design of the

processors. Thus the coding technique of fault-tolerance is not suitable for VLSI imple-

mentation. An alternate technique to improve the reliability is to simultaneous]y com-

pute the same data by two or more processors and to ascertain the correctness. Since
the redundant processors are symmetrically located in the mesh networks (Figure 5.5),

they can check the correctness of the outer four processors in a round robin fashion

o ' "

1
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Sors umformly both horizo

13
. .

and thereby improve the operational reliability of the mesh networks considerably...

Thus the mosaic layaut, M (La) is topologicallyd suitable for fault-tolerant computéi-

)

tion. Regular mesh structure is not suitable for fault-tolerant computatlon Lexserson -

and Lelghton [LeL82] have investigated the problem of i lmprovmg the yield of mesh

networks. They have employed the divide and conquer paradlgm to construct the mesh
RS
network by bypassing the dcad cells. Assuming random occurrence of defects

~ . °

(Assumption 5.1), in the worst case, i§ needs.O(IogN loglogN) wire length t& connect

two successive live cells in an NV cell mesh. This lntroduces hlgh delay (Theorem 2.1),

creating a bottleneck in the systolic computation.

5.5. Cell geometries for Cellular Networks: -

(l

At this stage, it is mterestlng to note that these Cé‘lluiat Networks can be

described by a ‘number of other polyomino tiles.. It is not necessary to provnde the Tlay-

m‘v

out algorithms for alk these possible tile shapes. The planar covering properties of -

these tiles have been pictorially represented by Golomb [Gol6B8] and from these

geometrical arrangements, the layout algorithms can be easily designed employlng the

concept derleloped in this chapter. Here, only the polyomino tiles have been identified

which can be utilized to describe different Cellular Networks. The‘choice of lower

order polyominoes has- b&%ﬂaﬁrlcted by the requirement of dlstrlbutmg the proces-
ally and vertxcally so that delay i3 approxuna.tely same
¥

«
along both direction. Only the Cellular Networks of degree 4 and‘B are identified,

because only'tjliey are suitable for practical algorithms [Kun79]. Table §91 identifies the

layout geometries whic(ho\an describe the Cellular Networks whlch are ng ly s sultable .

‘u
J

for VLSI parallel processing.

-
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5.5 Cell geometries for Cellular Networks
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Table 5.1 Layout Gedmetnes for Cellular ;Networks

3
[

Tile Notation | Shape Poli pomial Degree of Graph l
L 14+x 8
L, ’1+x'+‘y-' ; "4 (Falllt-tole‘:ant)
3 : o,
T, : 1+x+x2+xy sk
L] v s : . X .
Z, 1 +x+xy+x2y
Fs .--1+-x-l-xy+xy2+x2y .
¢ . ‘ .
e ' ¥‘Yl5' 1+x+x2+x3+x2y
& 1 Pe A+y+y©+y" +x+xy
AR 3T e ik e B
. e . , . g“'ﬂ'»' . :.'
. 5.8.. Conclusion:. i BE ¢
iy B -

A7 N
The main result QJ: ths chapter« L

~which can be epst-eﬁ&a:tweiy ﬁlapped on a: VL§I c Eto gnel’d Cellular Networks The

"'an.

s

%0 |dentxfy a, number of polyommo txle shapes

emb dding algonthms nhave been desxgned‘ thc chlp area bas beep'calculatqg the layr

out cost - “has been estlmated and ﬂnally, the Cell

.

“’n w

RS a0

orks" generat,ed by tbese

t,lles have been ldentlﬁed Speclﬁcal]y, t.be fault, tolerant ele,shesawnh "red,ﬁndant cells

have been- pomted out and its suxtabx‘hty m VLSI envu'ongxent,

Thus, the maln contrnbutlon of thls chapter is to rdentlfy a multu,ude of layout
- 4

!0

.-Alv_

geometnes of the processorsﬁ,and w break t,he myth of the aquare shape

o0
s

The concept devel@peds
" tion ma.mqes whieh recuist

Mazumder “P. and Tartdﬂ.‘;\ Plariar Topologxes for ,Quadtreee Represenbaﬁon Congrenua Numertntzum )
36 (1984), Utlla}au Mathematica Publuhng Incorpﬁratcd WlnmPeg, Cangda.
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this chapter has been employed to deslgn the planar topologies aNd tessella-
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o rlnves ates |nto t,,he dlfﬁcultles and dlsadvantages of spch l%out post pr st;ig. :

i

' o ® i Chapter. 6

2" coNcLusION. "

. ) . "

!
v

This chapt,er draws the conclusnon of Lhe thesis by summarmng the results of its

2 : LY

mvestlg%ﬁon by enumeratmg its specrﬁc contrlbutlons and finally by outllnmg the

areas of future résearch.

%

w -‘8.1’.' Sum’mary:‘ P . r - e

h
. A - R . - :
- A B . . : : !

This tfh’esis mainly atteinpts to re-assess the interconnection networks in the per-

spectlve of On Clllp parallel processxng, a timely venture in "the llght of VLSI technol-

D

ogy- Interconnectlon nétworks have been segregat,ed mto topologrcal eq{uvaﬁht classes ;
¥

¥ '

a,nd a representatnvé‘ f each class‘has been evalua@ed to reveal the behavior of the
- i . »b N W

- class. The evaluation criteria_ form a thrée dimensional model prov1d|ng an ansight of

the area, speed and thp cost of the mtegrated cnrcult The analysns has been done
-

._asymptotlcally and a formal computat‘?nal g}ode& has been prOposed on the basis of.

\’-. *,* .
‘the state- of-thega.rt LMOS techndlogy with - two levels of mt,er%onnect,lon Frw;n ‘the

comparlson qf performance, it has begq; not,ed t,hat, the @’lé}ular Networks are most

_ e 3 3
: sultable for VLSI embeddlng R dy' ,'. . “% _ s
; T # .

. &3The thesxs also notes. thg} the geometry of the Cellular Networks plays anﬁlmpor-
‘tant role on the overall performance of the net{orks. It makeg a &\ ied lnvestlgaplon

on the. la.yout, geometry of .the’i‘-processors.' It has developed the algorithms for

ey

/ tran’sformmg a rectangular la.yout of grbrtrar(y aspect rat.ro, into a square lay“t The.

“ 1*@ v“ -
choice of the square layout, l@.s been’i&utomatlcally dlctated by the fsct. LhM small

square blocksecan be cOst‘&ectlvely *pa,cked into a larger square chlp area The thes?s

REISVANN ‘)‘.&

e
a

» ©

o 'y o : ot . i o - : ’ \-,.:f, .
- 4 Lo - . R ' . . / ) ’j
- R . - ! : ~ . M
Y . ! 72 - A ) . s . Y




6.1 Summary: » .
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73

It has suggested an "alternative strategy of pre- det,e{mahlng the “processor ;

geometry from a-set of feasnble shapes Polyomino cellular shapes have been id -ntified

for cost-effective VLSI embeddingof.various Cellular Networks. The embedding algo-
w
rithms have been designed, layout area and cost have been .computed and the compu-

G

tdtional power of the networks has been estimated.

The results of the above w;ork can be summarized as:
N

. .
» t

(1) Cellular Networks with small 1nt,erconnect,,1\on structure are the Tnost suitable -

for VLSI parallel processing. These networks need small*ghlp area, consume
Y small power, have high chip yield, hlgh layout regulanty and very good

fault-tolerance capability. The only dlsudvantage is that the delay is

moderately bigh and thereby thc computational speed is moderately low.

(2) In principle, it is possnble to transform a rectangular layout of any arbltrary
aspect ratio into a square layout. If the layout is broken along its longitudinal
. direction, unbounded skewed delay is introduced along the transversal direc-
tion of the layout.Thig delay can be bounded by a comstant factor, if the bi-
directional slicing is donq to yield small square blocks. The overall expansion

f s always smaller thanpa factor of 3. The edges of the rectangle can be folded ¢
into the square laxout and thereby an O(Aj) delay can be introduced in thg
worst case, where Ay is the area pf the chip. .

{3) Polyomino cellular shapes carﬁ‘ Be utilized to select the physical geometry of
the processing cells in the Cellular Networks. More than one type of cellular
shapes are available for Cellular Networks of degree 4 and 8.

(4) Cellulax:,,Networks with additional features can be generated by the polyom-
ino celis ecially, two dimensional meshes with fault-tolerance capabilities
can be #t-effectively made using the tromino and hexqmino cellular struc-
tures. The redunandant cells arg located symmetrlcally withigl tB¥ networks
and can be employed to.amelioryte the operational rellablllty snetworks.

@, _ ’n_.;? 5 .’

8.2. Contributioh_of'the tkfesih: ‘_,—1 .

. TR

. The main contrlbutlons of the thesis can be enumerated as l'ollows N

(1) The thesis has proposed a fornsal computatlonal model. which rqpresent?all the

-aspects of MOS VLSI technology. The model’ can alsq . be réadily used for.

GaAs MESFET technology. The model explores the five aspects of the VLSI
» design - the techpological, the embeddmg, the lelng, the power consﬁmpuo,n
’ and the failure occurrences. This is a unique "ifddel in the literature?

(2) The thesis-has conceptuallized the whole gamUt, of inferconnection networks

into four topologically equ;valent classeg: It has'Tdentified the representatives
of each class and by perusing the behavjor-of each class, it has identified the

o class of networks whlch are most suitable®in the VLSI deslgns -~
- \ i - M - T e v B sy
- : \.‘_%,wzf o L . - k

&

2
s
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— R
(3) The thesis has enumerated the criteria for performance evaluation under
‘ , three orthogonal classes - the physical aspects, the computdtional aspects and
g "% the cost aspects. From the results of evaluation, it has been confirmed that
I the Cellular Networks are the most suitable neﬁworks for VLSI embedding.
Sucl;x networks have been w1dely used by many researchers for systolic compu-
... tdtkoh, pecause their physical regularity proihdes the basis of regular data,
T flow. This thesis has explored these networks from ddditionual viewpoints and
o further emphasized their suitability for VLSI design.

(4) The thesis has discussed the techniques to transform a natural rectangular
layout of arbltrary dimension |nt,o a square layout

(5) The thiesis has identified the processor gedmetrles which can be cost-
effectively laid on the chip to construct the Cellular Networks.

(8) The thesis has identified the new class of Cellular Networks which are hlghly
relevant in VLSI computation. It has specifically identified the fault-tolerant
meshes which provide better chip yield and operational reliability.

A3
68.3. Recommendation of Future Research:

¢

The theoretical investigations doneé in this thesis have unearthed some promising

areas for future research. A few of them are identified here:

6.3.1. Extension of Computational Model: .
: - A R

’The computational model described in this chapter uses MOSFET technology. ' -{@f

Similar computational models can be developed for other technologies like bipolar,

MESFET Josephson Junction Devxces etc. g . T
- - P % B

- ' . vy

The current model has not, considered the effect of r'é;gularitv of the interconnects

3

e ’ on the chip yield. The randomness of lntérconnects pose additional’ prob]ems in placing

the redundant components and' %creases thé chlp area cpanslderaﬂsm The topology of

1

1 g e n il

the networks should be taken into consnderatxon to calcnl@ze the addmonal area

L requ1red to lay the redundant processors RN -’i; .?f‘ N )
A . . o ‘4. «a‘ : s L . %
6.3.2. Evaluation under Multi-level Interconnect Modél:
. h . [}
. 2o In the computational model,. it ha.st-been assunled that at best two level of inter-

connects'are%ossible #nd only rectilinear interconnections are allowed. The networ- «
- . . R . q

have been evaluated under ‘these assumptions. If the model is extended to three lev s L

s, R ' * ' ° .o T

S C y : ‘ . : i
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6.3.2 Evaluation under Multi-level Interconnect Model: ' 75

' O
of i“wnnects and restricted angular interconnections are allowed, then the area and

)

@ , ,
the length of interconnects in metworks like the CCC, the PSN, the OTN, etc., will be

_considerably less. Presently, many integrated cjrcuit manufacturers are attempting to

develop two level metal interconnects using gold-platinum-tjLanium-alumi\uum compo-

.

sitg films. Gold and aluminum are th metal interconnects while the sandwrchm
g g

 materials. like pla.t,inum and bitanlum, are used to l'orm insulating base between two

levels of conducting maberlals Allowan e of fixed angular connections reducgq the er-
. e . 5

(I

mg complexity in many circumstances and many manufacturers are trylng X,o mtro»

duce 45° angular bending. A detailed theoretlcal analysm to this effect wrll rq’veal tbe‘
oo 1: v

\ ultlmate application potentlallty of CCC, PSN, OTN etc., whlch are very popular in

e

L

non-VLSI parallel computatlon ‘ ' | N

ﬁ 3.3. EXplora.tlon of other Cellula;)bGeometrles-
. | Y

The ‘extensicn of computatronal models to multi- lqvel mter’&onuects with angular

_bendmg WIll’llow tagexplore for other regular structures like regular polygous, polia-

. monds, po’llhexes, etc., for cellular geometries. Tgus, the results of the combinatorial

&

analysis\?f planar covering properties of different classes of tiles, can be .utilized to
o A , A ) o

select the layout of the processors in automated layout generation.
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