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Abstract

Gene therapy is a promising therapeutic technique that involves delivering nucleic

acids into cells. Polycations have evolved into a major category of gene carriers.

Polyethylenimine (PEI) is one of the most effective polycationic carriers. Further-

more, modifying PEI with certain lipophilic moieties was found to greatly improve

its performance. Despite the great potential of PEI-based carriers, the understand-

ing of complexation of nucleic acids with PEIs is still lacking at the atomistic level.

In addition, the mechanisms for the beneficial effects of lipid modification remain

unclear and to be probed.

In this dissertation, a series of molecular dynamics simulations were performed

to investigate the PEI/nucleic acids complexation. We started our simulations from

single DNA interacting with single PEI and investigated eight 600 Da PEIs with

four different architectures and at two protonation ratios. We found that for these

low molecular weight PEIs, compared with the protonation state, the degree of

branching has a smaller effect on binding. We then increasedthe size of the system

to incorporate one DNA with multiple PEIs and increased the molecular weight of

the PEIs to 2 kDa. Unlike in the case of 600 Da PEIs, the simulations revealed

distinct binding modes of branched and linear PEIs to DNA, demonstrating that

the molecular weight of PEI is an important factor in PEI/DNAcomplexation. Fol-

lowing this simulation, complexation/aggregation of DNA molecules medicated by

PEIs was studied by simulating multiple DNA molecules with excessive PEIs. We

found that native PEIs condense DNA through two mechanisms -polyion bridging

and electrostatic screening of the DNA charges. The effectsof lipid substitution

on polycation mediated nucleic acids aggregation was then explored by adopting

lipid-modified PEIs in the simulations of multiple DNAs andsiRNAs complexa-



tion. The lipid moieties were found to associate significantly with one another,

which provides another mechanism of aggregating nucleic acids and stabilizing the

formed polyplexes. The effects of lipid length and substitution level on the formed

polyplexes were also investigated. This dissertation willadvance the understand-

ing of PEI/nucleic acids polyplexes at atomistic level. Moreover, the methodology

adopted suggests a framework for systematically evaluating polycationic carriers

using molecular simulations.
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Chapter 1
Introduction 1

1.1 Background

Gene therapy is an emerging therapeutic technique which involves delivering ge-

netic materials into cells to treat diseases including cancers, hereditary diseases,

viral infections, and for immunization purpose [1, 2]. Genetherapy normally uses

carrier molecules such as viruses, liposomes and polycations to deliver nucleic acids

into cells [2, 3]. Viruses, yet the most common and efficientdelivery carriers,

are greatly limited in their general use due to the safety concerns [4]. Synthetic

polymers, as alternatives to viral carriers, can condense and form nanoparticles

with nucleic acids to facilitate the gene delivery, with theadvantages of less toxi-

city, low cost, easiness to produce and versatility for different applications [1, 2].

Polyethylenimine (PEI), as one of the most effective gene delivery polymers, has

been intensely studied since 1995 [5, 6]. PEI and PEI-based gene carriers bear po-

tentials to become practical carriers in future clinical usage [7]. Despite the great

potential of PEI and PEI-based gene carriers, a detailed understanding of the inter-

action of nucleic acids with PEIs at atomistic level is stilllacking. To better reveal

the role of PEI as gene carrier and help design more effectivePEI-based carriers,

it is of significance to understand the binding and complexation of nucleic acids

with PEIs, and interaction between the complexes formed andcell membrane at

atomistic level.

Molecular dynamics (MD) simulation has been a useful tool instudying biolog-

ical systems. It can provide images at atomic resolution, predict the properties of

nanoscale systems, and evaluate strategies for designing new systems [8--10]. Re-

cent advances in computer hardware and software as well as new methodologies

1Sections 1.1 - 1.3 of this chapter are adapted with permission from: C. Sun, T. Tang, Journal
of Adhesion Science and Technology, 2012, DOI:10.1080/01694243.2012.693830, in press.
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have further strengthened the power of computer simulations. In this dissertation,

we employ all-atom MD to study the complexation of nucleic acids with native and

lipid-modified PEIs.

1.2 Challenges in Designing Synthetic Cationic Car-
riers

The lack of effective carriers is a major impediment for successful applications

of gene therapy. To design effective carriers, it is of significance to review the

challenges that the carriers will encounter on the deliverypathway. A successful

gene delivery involves the following steps [2]. The first step is that the carriers

complex with and condense the nucleic acids and protect themfrom extracellular

physical and biochemical degradation before reaching target cells; the next step is

the complexes passing through the cell membrane; after the complexes enter the

cell, they need to escape from the endosomes and release the nucleic acids from

the carriers; the final step is migration across the nuclearmembrane and entry into

the nucleus in the case of plasmid DNA (pDNA), and targeting the cytosol in the

case of small interfering RNA (siRNA). The pathway for successful delivery of

DNA is illustrated in Figure 1.1. To successfully deliver nucleic acids into the cell

nucleus, gene carriers must overcome a series of obstacles,both extracellular and

intracellular. Two excellent detailed reviews can be foundin the works of Pouton

et al. [11] and Packet al. [12]. Here we provide a concise summary.

1.2.1 Extracellular challenges

Gene carriers face a series of barriers in transporting genes to the membrane of

target cells. These include binding and condensing nucleicacids and maintaining

the complex in solution, remaining stable and surviving in the blood stream, and

binding to the target cells [12].
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Figure 1.1: Pathway for DNA delivery using carrier.

Nucleic acids condensing and packaging

Unprotected nucleic acids can be degraded by nucleolytic enzymes within minutes,

hence the nucleic acids need to be protected from enzymes [12]. Cationic polymers

can bind to and condense nucleic acids into small, compact nanoparticles through

electrostatic interactions between the negative phosphate groups along the DNA

backbone and positive charges on the carriers [13]. The nanoparticles formed are

typically toroidal or spherical structures with diametersranging from tens to several

hundreds nanometers [14, 15]. The size and structure of polycationic carriers are

known to affect nucleic acids binding and condensation [16,17]. But the mecha-

nism of the size and structure effect is still not clear. It should be noted that strong

binding between carriers and nucleic acids does not necessarily correlate with high

gene delivery efficiency, the reason being that tight binding might hinder transcrip-

tion [12]. An efficient polymer needs to have sufficient binding strength to complex

with nucleic acids for protection and have the ability to release the nucleic acids un-

der certain conditions.
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Cell uptake and cell targeting

The nanoparticles formed need to be uptaken by the cells in order to function. The

uptake depends on the size of the nanoparticle and the chargeratio of polymer to

nucleic acids [18]. For some applications like in cancer treatments, where the goal

is to kill specific cancer cells, it is required that the therapeutic gene be delivered

to a specific type of cells. Primitive polymers normally arenot capable of target-

ing specific cells but may be chemically modified with targeting ligands that can

allow cell targeting and even improve cell uptake [19]. The targeting modifications

have a broad range of parameters including the conjugation chemistry, the length of

spacer between the ligand and the polymers, the ligand-receptor binding strength,

and the number of ligands attached to each polymer [12]. These parameters affect

the delivery efficiency in a complex way and require carefuloptimization.

1.2.2 Intracellular challenges

After being internalized into cells, gene carriers have to overcome a new set of

intracellular obstacles.

Endolysosomal escape

The carrier/nucleic acids complexes generally enter cellsthrough endocytosis [20],

and in the endocytic pathway, the complexes are trafficked to acidic vesicles filled

with degradative enzymes [12]. The vesicles at the first stage are termed early endo-

somes, from which the internalized complexes may be transported back to the mem-

brane and out of the cell by exocytosis [12]. More generally,the complexes stay in

the cell and are then trafficked into vesicles termed late endosomes which rapidly

acidify to pH 5 [12]. Complexes can subsequently be trafficked into lysosomes,

where pH drops to∼4.5 and various degradative enzymes exist [12]. The com-

plexes must escape from these acidic vesicles before being degraded. Certain ma-

terials, including PEI and polyamidoamine, are believed toescape the endosomes

through the ‘proton-spong’ mechanism [1, 5]. The mechanismhypothesizes that

the polymers undergoing large changes in protonation causeinflux of protons and

counterions into the endocytic vesicles and eventually burst the vesicles [1, 5].
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Unpackaging

The complexes can protect nucleic acids from enzymatic degradation, on the other

hand the complexes also prevent binding of the nucleic acidswith the proteins for

gene expression. Polymers must, therefore, release the nucleic acids at the end of

the delivery process. It has been found that increased gene expression can be real-

ized by reducing the polymer/nucleic acids binding strength through reducing the

number of positive charges [22], or decreasing the polymer molecular weight [16].

To balance the desired strong binding strength at early stage of the delivery process

and weaker binding at the late stage, the carriers are ideally to be designed to release

the genes by responding to the environmental changes at the action sites.

1.3 Previous Experiments and Simulations

To overcome the above mentioned challenges, it is necessaryto understand the

complexation of nucleic acids with polycations. Experimental and simulation ef-

forts have been spent to characterize the nucleic acids/PEIcomplexes. Some of

these efforts related to this dissertation are summarized below.

1.3.1 Experimental characterizations

Most experimental attempts to date have focused on studyingthe transfection ef-

ficacy and how it depends on the size and chemical modifications of the PEI [13,

19, 23]. There have also been a few experimental works on the biophysical char-

acterization of PEI/nucleic acids complexes. Choosakoonkrianget al. studied the

complexes formed by DNA and PEIs of different molecular weights and structures

using infrared spectroscopy, scanning calorimetry and isothermal titration calorime-

try [24]. They found that DNA remained in the B conformation in all cases; PEIs

destabilized the complexes at lower PEI nitrogen to DNA phosphate ratio, but not

at higher ratios; no direct correlation was found between the size or zeta potential

of the complexes and the molecular weight of the PEI. They also found that the

transfection efficiency strongly depends on the ratio of the PEI to DNA and the

molecular weight of the PEI. Specifically, 2 kDa PEI did not transfect the cells
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and only positively charged complexes transfected the cells. Utsuno and Uludag

recently studied the thermodynamics of PEI/DNA complexation in different solu-

tions and at different pH using isothermal titration calorimetry [25]. They found

that at low pH PEI had a greater tendency to complex with DNA [25]. They also

found that PEI had two modes of binding to DNA -- binding to theDNA grooves

and binding to the DNA phosphate backbone.

There also exist several experimental works studying the interaction of DNA

with polycations similar to PEI. Prevetteet al. investigated the binding of plasmid

DNA with a series of poly(glycoamidoamine)s (PGAAs) using isothermal titration

calorimetry and infrared spectroscopy [26]. They concluded that the binding mech-

anism was likely a combination of electrostatics and hydrogen bonding, namely

that the long-range electrostatic interaction initiated the attraction and the hydroxyl

groups in the carbohydrate comonomer further enhanced the association through hy-

drogen bonding to the DNA base pairs. Lipid modification wasfound to improve

the delivery efficiency of nucleic acids [27]. Patel and Anchordoquy investigated

the role of ligand hydrophobicity in DNA condensation by studying the thermody-

namics of three different polyamines (cobalt hexamine, spermine and lipospermine)

binding to plasmid DNA [28]. The work concluded that there was no significant

contribution from hydrophobicity to spermine-DNA binding, while a larger binding

affinity was found for lipospermine-DNA binding due to the higher hydrophobicity

of lipospermine. The work also postulated that the steric barrier introduced by the

acyl chains in lipospermine hampered DNA to be packaged intoa highly condensed

state.

The above experimental efforts provide information on binding of DNA with

polycations and shed light on the design of effective PEI-based gene carriers. Sim-

ulations, on the other hand, can provide microscopic view atDNA complexation

with polycations and quantify the interplay among various parameters in designing

gene carriers.

6



1.3.2 Coarse grained simulations

Coarse grained (CG) method is an important simulation technique at mesoscopic

scale, where, instead of using one particle for each atom as in all atom simulations,

several to tens of atoms are coarse grained as a bead. In a CG simulation, water

is often treated implicitly. Under these simplifications,often CG method makes

it possible to simulate models unmanageable by atomistic models within the cur-

rent computational capacity. Indeed, CG method bridges atomistic (microscopic)

and continuum (macroscopic) levels and can yield some qualitative insight when

studying biological systems.

CG models have been employed to study polycation induced DNAcondensa-

tion. As the atomic representation is lacking in the CG models, the CG simulations

are not specific for PEIs and nucleic acids, but rather for general oppositely charged

polyelectrolyte molecules. Stevens performed coarse grained molecular dynam-

ics (CG-MD) simulations to investigate the condensation ofsemiflexible polyelec-

trolytes in the presence of di-, tri-, and tetra-valent counterions [29]. It was found

that a single polyelectrolyte can be condensed into toroidal and rodlike structures

by the trivalent and tetravalent counterions, while no condensates form or stay sta-

ble for divalent counterions. Winkleret al. performed simulations of two flexible,

oppositely charged polyelectrolyte chains and found glasslike condensed structures

at large Bjerrum lengths [30]. Hayashiet al., in a series of CG Monte Carlo simu-

lations, have studied the complexation of multiple polyanions and polycations with

varying chain length, charge density, charge ratio, and salt concentration [31--33].

These simulations demonstrated that the net charge and charge density of the com-

plexes formed were minimized to reduce the electrostatic interaction and the num-

ber of the complexes formed was maximized due to entropic effect. Diaset al. used

CG Monte Carlo simulations to study the polyanion compaction by shorter polyca-

tions [34]. These simulations showed that increasing the number of polycations or

the number of charges per polycation can lead to greater collapse of the polyanion.

Ziebarthet al., in an effort to simulate DNA condensation by PEI-poly(ethylene gly-

col) diblock copolymers [35], performed CG-MD simulationsfor the complexation

of linear polyanion with block copolymers consisting of cationic and neutral hy-
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drophilic blocks. The simulations showed that increasing the cationic block length

in the copolymer can result in greater condensation of the polyanion, and the mor-

phology of the complexes formed is dependent on both the sizeand architecture of

the polyelectrolytes.

CG modeling has also shown promise in simulating the interaction between

DNA/carrier complex and biological membrane. Voulgarakiset al. performed CG

Monte Carlo simulations of dendrimer/DNA complexes interacting with a cell mem-

brane [36]. Their results indicated that there is a limited domain in the parameter

space where the complex can arrive intact and attach to the membrane long enough

for cellular entry to occur. The lifetime of the complex on the membrane depends

exponentially on the molecular weight of the polymers, and hence the molecular

weight is critical in determining whether a specific delivery system will succeed.

The above mentioned CG-MD and CG Monte Carlo simulations have provided

insightful understanding of how chain length, charge density, charge ratio and coun-

terion concentration can influence the polycation/polyanion complexation. How-

ever, the oversimplified structures of nucleic acids and polycation cannot yield a

quantitative characterization of the complexation. On theother hand, simulations

with explicit representation of all atoms permit the investigation of PEI mediated

nucleic acid delivery with atomistic details.

1.3.3 Atomistic simulations

At the atomistic scale, Ziebarth and Wang [37] studied the complexation between

DNA and linear PEIs using all atom molecular dynamics (MD) simulations, and

also made a comparison with complexation between DNA and poly-L-lysine. They

found that DNA remained in the B form upon complexation with PEI; the charged

amine groups mainly interacted with the DNA phosphate groups; PEI can better

neutralize the charge of DNA compared with poly-L-lysine. To the best of our

knowledge, this was the only atomic simulation work for DNA/PEI complexes.

In the past five years, there have been several other full atomic simulation

works studying similar systems such as polyamidoamine (PAMAM) with DNA

or siRNA. Ouyang and coworkers performed MD simulations to study the struc-
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ture, dynamics and energetics of siRNA complexation with 6 different polycations

including 2 PAMAM dendrimers, 2 dendritic poly-L-lysines and 2 linear poly-L-

lysines [38, 39]. They found that all polycations could bindto the siRNA at a

low polycation to siRNA charge ratio, while only a fraction of polycations could

bind to the siRNA at a high charge ratio. Millset al. carried out MD simula-

tions of DNA--PAMAM dendrimer interaction [40], the calculated free energy as

a function of the separation between the DNA and the PAMAM dendrimer agreed

very well with the single-molecule pulling experiments. Pavan and coworkers, in

a series of papers [41--44], reported MD simulation resultsof interactions between

nucleic acids and dendrimers including PAMAM, UV-degradable dendrons and tri-

azine dendrimers . Their studies demonstrated that the dendrimer flexibility and its

ability to reorganize its structure to interact with DNA areimportant to the binding

affinity.

The above MD works all focused on polycations interacting with a single nu-

cleic acid segment at the atomistic scale. And there has not been an atomic simu-

lation work studying the polycation induced nucleic acids condensation. Daiet al.

however recently performed all atomic MD simulations to study the multivalent-ion

mediated attraction between DNA molecules [45]. The simulation confirmed the

experimentally observed polyamine-induced DNA attraction, which was explained

by the formation of ion bridges between the two DNA molecules. The interaction

potential was found to be more attractive for polyamine withlarger valence and

higher charge density.

In the case of PEI, whether and how the architecture and the protonation state

of the PEI may affect the binding structure and energy, how multiple PEIs bind to

DNA at different PEI to DNA ratios, how the PEIs mediate the DNA aggregation,

and how the complexes formed interact with lipid membrane are still not clear at

atomic level.
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1.4 Objectives and Organization of Dissertation

The ultimate objective of simulating polycationic gene carriers is to test and screen

the designed carriers, thus reducing the amount of experiments required in the car-

rier development cycle, and hence accelerating the development pace and reducing

the development cost. As a first step, this dissertation is devoted to providing a

framework of simulating the complexation of nucleic acids with polycationic gene

carriers. We took PEI as a representative polycation and performed a series of

all-atom MD simulations in ascending complexity on PEI/nucleic acids polyplexes.

These simulations consist of studies on the interaction of single DNA with single

PEI molecules, that of single DNA with multiple PEI molecules, PEI mediated com-

plexation of multiple DNA molecules, effects of lipid modification on PEI mediated

DNA complexation, and effects of lipid modification on siRNA complexation. In

analyzing the data, we focused on the structural parametersof the nucleic acid/PEI

polyplexes and tried to correlate the structural data with their functions. The re-

maining of the dissertation is organized as follows.

Chapter 2 presents the simulations of a DNA dodecamer binding with a 600 Da

PEI that can have four different degrees of branching and twodifferent protonation

states. The simulations revealed the effects of PEI branching and protonation state

on the binding pattern of DNA with PEI. Chapter 3 presents thesimulations of a

3-fold dodecamer DNA binding with branched and linear 2 kDa PEIs. Instead of

simulating the interaction between a single DNA and a singlePEI, multiple PEIs

were simulated to complex with the DNA at two PEI/DNA N/P ratios. The simula-

tions shed light on the effects of PEI architecture and N/P ratio on the complexation

of DNA with 2 kDa PEIs. Chapter 4 presents the simulations of PEI mediated com-

plexation of multiple DNA molecules, which aim to elucidatethe mechanisms of

polycation induced DNA complexation. In Chapter 5, we adopted a lipid-modified

PEI based on 600 Da native PEI and investigated the effect of lipid modification on

the structure of the PEI/DNA polyplexes. In Chapter 6 the complexation of siRNA

is simulated, which is facilitated by native and four types of lipid-modified 2 kDa

PEIs used in experiments. The effects of different lipid modification, in terms of
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the length and substitution level of the lipid, on the siRNA complexation were in-

vestigated. Simulations and results from these five chapters have been published

or submitted for publication. The structures of the published/submitted works are

maintained in these chapters, i.e., each chapter has its ownintroduction, method,

results, conclusion and bibliography sections. An overallconclusion of this disser-

tation and future prospects in simulating the roles of polycationic gene carriers are

given in Chapter 7.
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Chapter 2
Molecular Dynamics Simulations of
DNA/PEI Complexes: Effect of PEI
Branching and Protonation State 1

2.1 Introduction

Complexes formed by DNA and synthetic polymers are of great research interest

due to their application in gene therapy, which involves delivering genetic materials

into cells for therapeutic purposes [1, 2]. This approach offers tremendous hope for

patients with cancer, hereditary disease, viral infection, and will potentially change

the vaccination technology to an advanced new level [1, 2]. Gene therapy uses

carrier molecules such as viruses, synthetic polymers and carbon nanotubes as ve-

hicles to deliver nucleic acids into cell [2--4]. Viruses are yet the most common

and efficient delivery carriers. However, their toxicity and immunogenicity greatly

limit their general use [5]. Synthetic polymers are an alternative to viral carriers

with the advantages of less toxicity, low cost, easiness to produce and versatility

for different applications [1, 2]. Polyethylenimine (PEI)is one of the most effec-

tive synthetic polymers to deliver nucleic acids into cellsthrough endocytosis [6, 7].

PEI can condense nucleic acids and form nanoparticles via electrostatic interaction

between negatively charged nucleic acid phosphate groups and positively charged

PEI amine groups. The nanoparticles thus formed can facilitate cellular uptake of

the nucleic acids and protect the nucleic acids from degradation during the deliv-

ery path. The efficacy of the PEI as a gene delivery vector, however, has been

found to depend on the structure and molecular weight of the PEI used [8, 9]. High-

molecular-weight (HMW) PEIs (e.g., 25 kDa) can yield a high transfection effi-

1A version of this chapter has been published. Reprinted withpermission from: C. Sun, T. Tang,
H. Uludağ, J. Cuervo, Biophysical Journal, 2011, 100 (11),p2754-2763. Copyright 2011 Elsevier.
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ciency but also display high cytotoxicity, while low-molecular-weight (LMW) PEIs

(e.g., 600 to 2000 Da) have low cytotoxicity but give poor transfection efficiencies.

Cross-linked and grafted LMW PEIs, however, can overcome the high cytotoxicity

of HMW PEIs and low transfection efficiency of naked LMW PEIs[10]. While

the field is progressing fast in making better PEI-based gene delivery systems, a

detailed understanding of the structure and properties of the nucleic acids/PEI com-

plexes is still lacking. It is critical to elucidate the interaction of DNA molecules

with carriers at the atomistic level to understand the role of carrier molecules and

design more effective DNA/polymer complexes.

To date, experimental studies have focused on studying transfection efficacy us-

ing PEIs of different sizes and with different chemical modifications [8, 11, 12]. Ut-

suno and Uludag [13] recently performed a thermodynamics analysis of PEI/DNA

complexes in different solutions and at different pH using isothermal titration

calorimetry, and they found that PEI at low pH had a greater tendency to form a

complex with DNA. They also concluded that PEI had two modes of binding to

DNA, one involves PEI binding to the DNA groove and the other involves external

binding of PEI to the DNA phosphate backbone.

On the theoretical front, Ziebarthet al. [14] performed all atomic molecular

dynamics (MD) simulations of DNA/PEI complexes, where theyfocused on the

formed structures and PEI’s ability to neutralize DNA, and made a comparison

with the DNA complexed with the poly-L-lysine carrier. To the best of our knowl-

edge, that was the only all atomic simulation work for DNA/PEI complexes. The

PEIs employed in Ziebarth’s work are in linear form, while branched PEIs are also

widely used as a gene delivery vector [9].

The protonability of PEI has been credited for its success asa gene delivery

vector [6]. Compared with other polymers such as poly-L-lysine, PEI has a high

buffer capacity over a broad range of pH values [6, 15]. It is found that PEI has

a much higher protonation ratio of amine groups at low pH thanat high pH [16].

Experimentally it has been also found that low pH environment can facilitate trans-

fection [17], presumably affecting the protonation state of PEI. Hence, it is of rel-

evance to study the interaction between DNA and PEIs with different protonation
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ratios. In Ziebarth’s work [14], two protonation ratios (100% and 50%) were in-

vestigated. As reported in most experimental works, the protonation ratio under

physiological conditions ranged from 10% to 50% [16, 18--21]. In this work we

adopted two protonation ratios (23% and 46%) that are relevant to the gene de-

livery environment. Commercial PEIs have a large structural dispersity in term

of branching. To elucidate whether PEIs with different architectures bind differ-

ently to DNA, we have also studied the effect of PEI branchingon the complex

binding. Specially, we performed all atom molecular dynamics simulations with

explicit water and counterions to study the structures formed by the DNA duplex

d(CGCGAATTCGCG)2 and 8 different PEIs. These PEIs have similar molecular

weights of∼570 Da, but have 4 different degrees of branching and 2 protonation

states of amine groups. Such LMW PEIs are used in the simulations not only be-

cause the size of the system that can be simulated in MD is rather limited, but also

because LMW PEI based gene delivery vectors have shown increasing promise in

practical applications [10, 22]. Through this work, we revealed the effect of degree

of branching and protonation states on DNA/PEI binding.

2.2 Methods

2.2.1 Initial structures

The DNA simulated was a Drew-Dickerson dodecamer composed of 24 nucleotides,

d(CGCGAATTCGCG)2, which carries a total charge of -22 (fully de-protonated)

in physiological solution. The initial structure of this dodecamer was built to be a

canonical B form using AMBER NAB tool [23]. Four structures of PEI with differ-

ent degree of branching were adopted in this work, as shown inFigure 2.1. All four

structures consist of 13 amine groups and have a similar molecular weight at around

570 Da. To differentiate the four structures, we introduce the following terminol-

ogy: ‘Purely-Linear (PL)’ PEI has 13 amine groups connectedin a chain without

any branching, representing a linear PEI structure; ‘Semi-Linear (SL)’ PEI has three

short chains, each containing one amine group, distributednearly uniformly along

the primary chain (we refer to the longest chain in the PEI structure as the primary
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chain), representing a nearly linear or lightly branched PEI structure; ‘Moderately-

Branched (MB)’ PEI has a short branch with one amine group anda longer branch

with two amine groups on the primary chain, representing a moderately branched

structure; ‘Hyper-Branched (HB)’ PEI has four branches each containing one or

two amine groups connected to the middle four nitrogens on the primary chain, rep-

resenting a hyper branched PEI structure. In the remaining part of this chapter, each

structure will be referred to by two capital letters, e.g., HB for the hyper-branched

structure.
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Figure 2.1: Molecular structures, nitrogen numbering (indexed by blue numbers
near nitrogens), and protonation sites (specified in red dashed squares) for four
PEIs with similar molecular weight but different degree of branching. (a) Purely-
Linear structure, (b) Semi-Linear structure, (c) Moderately-Branched structure, (d)
Hyper-Branched structure.

There has not been a conclusive value for the protonation ratio of PEI amine

groups under physiological conditions. The protonation ratio reported in most ex-

perimental works ranged from 10% to 50% [16, 18--21]. Ziebarth et al. recently

performed a Monte Carlo simulation of linear PEI, where the protonation ratio

of PEI amine groups was reported to be approximately 55% under physiological

condition with a nearly alternating arrangement of protonated and unprotonated
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amines [24]. In their thermodynamics study of 600 Da PEI binding to DNA, Ut-

suno and Uludag [13] found that 47% PEI amine groups were protonated at pH 6

while 21% were protonated at pH 8. In this work, we chose two protonation ratios

close to these values, namely that, one protonation state with 3 out of the total 13

amine groups protonated and the other one with 6 amine groupsprotonated. We

assigned the protonation sites on the primary and secondaryamines as they are

more nucleophilic (e.g., with higher pKa) than the tertiary amines [16]. In addition,

we assigned the protonation sites as uniformly as possible and separated the neigh-

boring protonation sites as far as possible to minimize thermodynamic interactions

between the protonated amines. The uniform distribution ofthe protonation sites

has also been confirmed theoretically [24]. The PEI nitrogen index and protonation

sites are illustrated in Figure 2.1. Since the two protonation states correspond to

approximately 23% and 46% protonated amines, respectively, in the following sec-

tions as well as in tables and figures, we will simply refer tothem as ‘23% systems’

(or ‘23%’) and ‘46% systems’ (or ‘46%’).

Separate MD simulations were first carried out for each individual PEI with ex-

plicit water and counterions, and the final configurationsof these simulations were

adopted as the initial configurations for PEIs in the complex formation. Details

about the MD simulations are described in Section 2.2.3.

2.2.2 Force field for PEI

CHARMM 27 force field was used for all the molecules in our simulations. How-

ever, the residues for PEI do not originally exist in the CHARMM force field.

They were devised by adopting parameters from analogous residues available in

the CHARMM force field following the CHARMM General Force Field methodol-

ogy [25]. A comparison was made to Ref. 14, where AMBER force field was used,

by repeating a simulation with the same simulation procedure. Similar results were

obtained, demonstrating the similarity of these two force fields in describing the

DNA/PEI systems. We have further validated the torsional parameters for PEIs by

ab initio calculations and by repeating two simulations using a different set of tor-

sional parameters reported in Ref. 26. Details about the development and validation
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of the force field for PEIs are given in the Appendix A.

2.2.3 Molecular dynamics simulations

The MD simulations were performed using MD package NAMD [27]with the

CHARMM 27 force field [28, 29]. TIP3P water model [30], periodic boundary

condition, and full electrostatics with particle-mesh Ewald method [31] were used

for all MD simulations. A cutoff of 12Å was used for van der Waals interactions

and electrostatics pairwise calculations. All bonds containing hydrogen atoms were

constrained (SHAKE algorithm [32]) during all the runs, which allowed us to use

a time step of 2 fs.

The configuration of each PEI residue was minimized in NAMD using the de-

vised force field. All the residues for constructing each PEI were then manipulated

and glued using VMD [33] and minimized using NAMD to generatea starting con-

figuration for each PEI. This starting configuration was then solvated into a water

box with a solvation shell of 16̊A in thickness, and adequate number of Cl- ions

were added to the water box to neutralize the system. The system was minimized

for 5000 steps to remove bad contact and then gradually heated from 0 K to 300 K

in 20 ps. The heated system was equilibrated for 6 ns at 300 K and 1 bar. The final

configuration of each PEI was used as the starting configuration for corresponding

PEI in the complex simulations.

In constructing the initial system for each of the eight DNA/PEI complexes, the

DNA and PEI were first separated by 30Å and then solvated in a water box with

a solvation shell of 18̊A in thickness. Ions (3 Cl- for 23% systems, 6 Cl- for 46%

systems and 22 Na+ for all systems) were then added to the water box by randomly

replacing the same number of water molecules. During the simulations, the systems

that consisted of DNA, PEI, ions and water were first minimized for 2000 steps

with the solute atoms fixed, and then 2000 steps with the solute atoms harmonically

restrained, followed by 1000 steps of unrestrained minimization. The systems were

then heated to 300 K in 20 ps with 10kcal/(mol×Å2) harmonic restraint on the

non-hydrogen solute atoms. The restraint was kept on for another 3 ns at 300 K and

1 bar to allow the counterions to relax around the DNA and PEI.The restraint was
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then removed and NPT ensemble simulation was performed for 60 ns for the 23%

systems and 40 ns for the 46% systems. The simulation time forthe 23% systems

was longer than that for the 46% systems because we found it took more time for

the complexes in the 23% systems to equilibrate and stabilize, and we will discuss

this in the next section. Trajectories were saved every 1000steps. VMD [33] was

used for visualization and trajectories analysis.

2.3 Results

In this section, we demonstrate our simulation results on the flexibility of the PEI,

the formation of complexes from 8 different PEI molecules, the deformation of

the molecules during the complex formation process, and howthe PEIs bind to the

DNA at atomic level. Through these results, we discuss how the molecular structure

of the PEI and its protonation ratio affect its binding with DNA.

2.3.1 PEI flexibility

Figure 2.2 shows the radii of gyration,Rg, of the eight PEIs in the single PEI sim-

ulations over the 6 ns simulation time. It can be seen that HB is the most compact

one among the four structures with the smallestRg, which remains almost constant

during the entire simulation. And the degree of ionization does not affect theRg of

the HB PEI. This is explainable as the atoms in the highly branched structure are

distributed closer to its center of mass. SL and MB PEIs have similar Rg, which

fluctuate more than that of HB PEI, demonstrating that SL andMB PEIs are more

flexible than the HB PEI. TheRg of PL fluctuates most among the four PEIs. This

is expected as its linear chain configuration makes it the most flexible structure. In-

tuitively, one may expect that the 46% PEIs should in generalhave largerRg than

the 23% PEIs as they have a higher charge density and presumably possess a more

extended structure. While this is true for the SL and MB structures, our results

show that HB PEI has similarRg at 23% and 46% protonation ratios. This can be

attributed to the dendritic structure of the HB PEI, which has resulted in mechani-

cally stiff molecule. Even though the electrostatic repulsion at 46% is larger, it is
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not sufficient to cause a clear increase inRg. In addition, the 23%-PL appears to

have a largeRg than the 46%-PL. This may be caused by configuration sampling,

as the flexible PL PEI can adopt many equilibrium configurations which may not

be sufficiently sampled during the 6 ns MD run.
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Figure 2.2: Radii of gyration of PEIs in the single PEI simulations. (a) 23% PEIs,
(b) 46% PEIs.

The PEI structure after 6 ns of equilibration was used to formcomplex with

DNA. Because of the fluctuation seen in Figure 2.2, the initial PEI configuration

for complexation would be different if it was taken at a different time during this

equilibration period. However, we do not think the initial configurations of PEIs

in the complex simulations would affect the general resultsreported in this chapter.

In fact, we have performed simulations for the 23%-PL systemwith different initial

PEI structures, and similar binding results were obtained.Furthermore, we repeated

the simulation for ‘System 50%-PEI(50)’ described in Ref. 14 and obtained similar

results in binding structure, ion distribution and radial distribution function of PEI

nitrogens around DNA (see Appendix A). The initial PEI structures in these two
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works were very unlikely to be same as the simulations were run separately and

with different force fields.

2.3.2 Complex formation

Figure 2.3 shows the configurations of the 8 complexes at thelast stage of the

simulations. The PL, SL and MB PEIs mainly interact with one strand of DNA

and have a significant part of PEI aligning with the DNA backbone. The HB PEIs

tend to stay in the DNA major groove and interact with both strands of the DNA.

In all the simulations, the DNA preserved its B form with distinguishable minor

and major grooves. The Watson-Crick DNA base pairs at the middle of the DNAs

remain intact, however, in 5 out of the 8 cases (46%-SL, 23%-MB, 46%-MB, 23%-

HB, and 46%-HB), one terminal base pair at one end or two terminal base pairs at

two ends of the DNA are broken, as can be seen from Figure 2.3(d-h). The broken

bases can in turn attach to the PEIs, as shown in Figure 2.3(d,g). This however does

not have a significant effect on the overall binding pattern, as will be discussed in

the next subsection.

Figure 2.4 shows the center of mass (COM) distances between the DNA and the

PEIs during the complexation process, with time zeroed at the moment the restraints

were removed from the solutes. The COM distances all start from 30Å as the COM

of the PEIs were separated by 30Å from the DNA COM at the beginning of the

simulations. For the 23% systems, the COM distances decreases to a series of

plateaus after 20 ns, indicating the formation of DNA/PEI complexes. We further

define the bound state as a state where a significant part of the PEI is in close contact

with the DNA, i.e., there is at most a monolayer of water molecules between the

PEI and the DNA. By visually checking the complex structures, all 23% PEIs were

found to bind to the DNA within 20 ns. Compared with the 23% protonated PEIs,

the 46% protonated PEIs are faster in moving toward the DNA except the 46%-SL

PEI. By visually checking the complex structures, we find all 46% PEIs bind to

the DNA within 7 ns. This is expected as the electrostatic force, the main driving

force for binding, is larger in the 46% systems than that in the 23% systems. In

addition, the curves for the 23% systems fluctuate more thantheir 46% counterparts,
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Figure 2.3: Snapshots for each complex at the last stage of the simulations: (a) 23%-
PL, (b) 46%-PL, (c) 23%-SL, (d) 46%-SL,(e) 23%-MB, (f) 46%-MB,(g) 23%-HB,
(h) 46%-HB.
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which is an indication that the complexes formed in the 23% systems to be less

stable. Note that shorter COM distance on these plots does not necessarily indicate

tighter binding. This is because the PEIs in our simulationsare short molecules

compared with the DNA, and their locations along the DNA axiscan greatly affect

the COM distances. This is clear from Figure 2.3(b) and Figure 2.3(d), where the

horizontal location of the 46%-PL is much closer to the DNA COM than the 46%-

SL. This explains the much larger DNA-PEI COM distance for the 46%-SL shown

in Figure 2.4(b).
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Figure 2.4: Center of mass distance between the DNA and each PEI as a function
of simulation time. Time is zeroed at the moment when the restraints were removed
from the solutes. (a) 23% systems, (b) 46% systems.

2.3.3 Binding pattern

We then examine how the PEIs bind to the DNA at atomic level. Ashave been

shown in the MD works of Korolevet al. [34, 35] on polyamines including sper-

mine, spermidine, putrescine and diaminopropane, the amine groups mainly inter-

act with DNA phosphate groups but can also interact with other electronegative
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atoms in the DNA grooves. In this work, we study where and how the PEIs bind to

the electronegative atoms of DNA (oxygens and nitrogens), and address the stabil-

ity of such binding.

Table 2.1 summarizes the average number of PEI nitrogens in close contact

(within 4 Å) with DNA electronegative N/O(nitrogens/oxygens) atoms, averaged

over the last 20 ns of the simulations. It can be seen that PEI nitrogens in the 46%

systems are more probable to be in close contact with the DNA.Except the 46%-

MB PEI, the average number of PEI nitrogens within 4Å of DNA N/O in the 46%

systems is more than twice of their counterparts in the 23% systems. Moreover,

the PEI predominantly interacts with the DNA backbone oxygens although it also

interacts with the DNA base N/O. Note, the summation of numbers in the ‘backbone

O’ and ‘Base N/O’ columns usually is higher than the number inthe ‘All N/O’

column. This is because some PEI nitrogens can be simultaneously in close contact

with the DNA backbone and the base N/O, while such nitrogens were only counted

once when calculating the number of PEI nitrogens in close contact with all DNA

N/O. We further distinguished the PEI nitrogens that interact with O1P & O2P, O3’

& O5’, and O4’ in the DNA backbone oxygens in Table 2.1. It can be found that for

the 46% systems, the PEI nitrogens are much more probable to interact with O1P

& O2P atoms than with O3’ & O5’. The PEI nitrogens in the 23% systems tend to

be almost equally probable to interact with O1P & O2P atoms and with O3’ & O5’

atoms. Except the 23%-PL PEI, the PEI nitrogens are very unlikely to be in close

contact with O4’ atoms on the DNA sugar rings, and some nitrogens can interact

with multiple backbone oxygens simultaneously.

Figure 2.5 shows the percentage of time during which the individual PEI nitro-

gens are in close contact (within 4̊A) with the DNA electronegative atoms in the

last 20 ns of the simulations. 100% means a nitrogen is within4 Å of at least one

DNA electronegative atoms at all time during the last 20 ns ofthe simulations, and

0% means a nitrogen is not within 4̊A of any DNA electronegative atoms at all

during the last 20 ns of the simulations. Nitrogens in protonated amine groups are

marked with ‘+’ for the 23% systems and ‘*’ for the 46% systemsin Figure 2.5.

Several observations can be made from the figure: First, nitrogens in protonated
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Table 2.1: Average number of PEI nitrogens within 4Å of the DNA electronegative
atoms (oxygens and nitrogens) in the last 20 ns simulations.

Systems
All Backbone Backbone O Base
N/O O O1P & O2P O3’ & O5’ O4’ N/O

23%-PL 2.25 2.08 1.00 0.83 0.79 0.71
46%-PL 6.19 6.10 6.09 0.72 0 0.09
23%-SL 2.26 2.10 1.71 1.20 0.25 0.29
46%-SL 5.07 4.72 4.39 0.99 0.28 0.47
23%-MB 2.34 1.96 1.46 1.00 0.23 0.46
46%-MB 3.14 2.97 2.94 0.31 0.02 0.22
23%-HB 2.68 1.82 1.56 0.76 0.02 0.98
46%-HB 5.51 5.12 5.11 0.64 0 0.40

amine groups are generally more probable to be in close contact with the DNA. In

fact, out of the 23 nitrogens that are in close contact with the DNA for over 50%

of the time only 6 are not protonated. Secondly, nitrogens inthe 46% systems are

generally more probable to be in close contact to the DNA thantheir counterparts in

the 23% systems. For 23% PL, SL, MB, and HB PEIs, the average percentages of

time of PEI nitrogens in close contact with DNA are respectively 17%, 17%, 18%,

and 21%. In contrast, the corresponding percentages for the46% systems are 48%,

39%, 24%, and 42%, respectively. Thirdly, for 46%-PL and 46%-SL, unprotonated

nitrogens sandwiched by two protonation sites have higher probability to be in close

contact with DNA. Specifically, all the 3 unprotonated nitrogens that are within 4

Å of the DNA for over 50 % of the time are located between two protonated ni-

trogens. Such an observation is not so clear for 46%-MB and 46%-HB because

of their branched structure, nitrogens with neighboring indices may not be located

next to each other. Nor is this seen in the 23% systems, since the few protonated

nitrogens are located too far apart to strongly affect the unprotonated nitrogens in

between.

Let us examine Figure 2.5 together with Figure 2.1 to furtherexplore how the

location of the nitrogens might affect their contact with the DNA. For 46%-PL

PEI, the PEI nitrogens in the middle of the polymer chain are more probable to

be in close contact with the DNA than those at the two ends. While for 23%-PL

PEI, those PEI nitrogens at the two ends are more probable to be in close contact
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with the DNA than those in the middle. The same phenomenon wasalso observed

for SL PEI. A possible explanation to such behavior is that for the 23% PEIs, the

electrostatic interaction is not strong enough to cause a large part of the PL or SL

chain to be in close contact with the DNA. Having the two ends in close contact with

the DNA allows the majority (2 out of 3) of the charges to bind,while giving some

flexibility to the middle part of the PEI molecule. In the 46%systems, however, the

electrostatic interaction is sufficiently large to cause the majority of the nitrogens in

the 46% PEIs, which are located in the middle, to be in close contact with the DNA,

leaving the end nitrogens with more fluctuation. Based on this observation, we can

make the following conjecture. If a LMW PL or SL PEI is to form acomplex with

a DNA, at a high protonation ratio such as 46%, the complex might be more stable

for longer PEI because of its low percentage of end nitrogens. At a low protonation

ratio such as 23%, shorter PEIs might form tighter complex with DNA as higher

percentage of end nitrogens are available. The above phenomenon becomes less

pronounced as the degree of branching is increased to MB, anddisappears for HB,

since all the protonation sites are located at the branch ends.

As the PEI nitrogens mainly interact with the DNA backbone oxygens, we plot

the radial distribution function (RDF) of the PEI nitrogensaround the DNA back-

bone oxygens in Figure 2.6. Figure 2.6(a) and Figure 2.6(b) are respectively the

RDF plots for all PEI nitrogens and for protonated PEI nitrogens around the DNA

backbone oxygens in the 23% systems. Figure 2.6(c) and Figure 2.6(d) are the same

RDF plots for the 46% systems. These RDF plots were generatedbased on trajecto-

ries of the last 20 ns simulations. In all cases, a step distance of 0.2Å was used and

the curves were normalized by the total number of PEI nitrogens--13. For almost all

the RDF curves, there are two predominant peaks, one at around 3 Å and the other

at 5 Å from the oxygens. The first peak corresponds to the expected distance for

direct contact between the PEI amine groups and the DNA oxygens through hydro-

gen bonding. The second peak corresponds to the distance forindirect interaction

such as hydrogen bonding mediated by one water molecule. Forsome RDF curves,

there exists a less distinct third peak at around 7Å. This third peak corresponds

weak indirect interactions such as hydrogen bonding mediated by two or more wa-
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ter molecules. For the 23% systems, it can be seen clearly from Figure 2.6(a) that

the second peaks dominate over the first peaks, while in Figure 2.6(b), the first

peaks are more pronounced than the second peak. This indicates the protonated

PEI nitrogens are more likely to be in direct contact with theDNA, while among

all nitrogens, most are in indirect contact with the DNA. Forthe RDF of the 46%

systems shown in Figure 2.6(c) and Figure 2.6(d), it can be seen the profiles of the

first peaks from the two figures are almost identical. This indicates that the majority

of the PEI nitrogens in direct contact with the DNA are from the protonated amine

groups.
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Figure 2.6: Radial distribution function of the PEI nitrogens around the DNA back-
bone oxygens based on the last 20 ns trajectory of the simulations. (a) 23% all PEI
nitrogens, (b) 23% protonated PEI nitrogens, (c) 46% all PEInitrogens, (d) 46%
protonated PEI nitrogens.

To quantify the numbers of PEI nitrogens involved in each peaks of the RDF,

we plotted the cumulative number of PEI nitrogens around theDNA backbone oxy-

gens in Figure 2.7. From Figure 2.7(a) for all PEI nitrogens in the 23% systems, it

can be seen that approximately 2 PEI nitrogens are within 4Å of the DNA back-

bone oxygens for all the four PEI structures, which corresponds to the first peak in

Figure 2.6(a). There are about 6 PEI nitrogens at 4--6Å from the DNA backbone
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oxygens. These PEI nitrogens account for approximately half of the total number of

PEI nitrogens and make the second peaks in Figure 2.6(a) dominant. Therefore, for

the 23% systems, the majority of the PEI nitrogens are in indirect interaction with

the DNA at 4--6Å. By examining the cumulative number in Figure 2.7(b), it can be

seen that for the 23% systems, there is about 1 protonated PEInitrogen within 4Å

of DNA backbone oxygens and about 1 protonated PEI nitrogen at 4--6 Å from the

DNA backbone oxygens. Note that in most of the cases shown in Figure 2.7(b), the

cumulative numbers sharply increase from zero to a plateau at 2.3Å. This indicates

that the direct contact between protonated amine groups andthe DNA is strong

hydrogen bonding. For the 46% systems, the fact that the majority of the PEI nitro-

gens in direct contact with the DNA are from the protonated amine groups can be

further confirmed from the cumulative number curves in Figure 2.7(c,d). Specifi-

cally, the cumulative number of all PEI nitrogens within 3Å of the DNA backbone

oxygens are very close to that for the protonated PEI nitrogens. About 3 out of 6

protonated PEI nitrogens are in direct contact with DNA, while most unprotonated

PEI nitrogens are in indirect interaction with DNA.

To further demonstrate the stability of the formed complexes, we have plotted

the RDF and cumulative number curves based on trajectories within different time

windows in the simulations (Figures A.26--A.33 in AppendixA). For the 23% sys-

tems the figures show that even after 49 ns of simulation, thecurves are still evolv-

ing with time, and the order of the curves corresponding to different PEI structures

do not remain the same at all time. This indicates that the complexes formed in the

23% systems are not stable, which is consistent with the factthat the majority of

the nitrogens bind to DNA through indirect interactions. Compared with the 23%

systems, the RDF and cumulative number curves for the 46% systems demonstrate

more stability (i.e., less variations among different simulation windows). More-

over, the curves corresponding to different PEI structuresare closer to one another

compared with the 23% systems. In fact, after 40 ns of simulations, these curves

essentially overlap with one another. This indicates that the degree of branching

has vanishingly small effect on the binding at the protonation ration of 46%.
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oxygens based on the last 20 ns trajectory of the simulations. (a) 23% all PEI
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2.4 Implications and Limitations

2.4.1 Implications

This is the first MD study to investigate the effect of degreeof branching and pro-

tonation state on PEI binding of DNA. The results shed light on detailed binding

mechanism(s) of PEI to DNA, and will help to better understand and design PEI-

based gene carriers. A clear outcome from the current study is the beneficial effect

of higher PEI protonation state on DNA binding, given by the (i) shorter complex

formation time, and (ii) more intimate contact of PEI nitrogens with DNA at the

higher protonation state. Changing the pH of a PEI solution is the practical way

to enhance the protonation state of PEI, where pH changes from 6.0 to 9.0 was

observed to change the fraction of protonated amines from 47% to 13% in our

hands [13]. Consistent with the MD results here, a better DNAbinding was ob-

served when PEI interaction to DNA was investigated at low pH[13, 17], where

the PEI molecule becomes highly protonated without significantly affecting the

charge of the DNA. These experimental studies were conducted with ∼600 Da

branched PEI [13] or∼25,000 Da linear PEI [17], but the role of protonation on

DNA binding should be independent of the size and the architecture of the PEI

molecule employed. The initial binding constantK1 (estimated after fitting the

titration heat with a single set of identified sites model) was found to be enhanced

at lower medium pH for such an interaction [13]. A stronger binding is likely

to result in better ability of PEI to deliver extracellular DNA molecules into cells,

resulting in better gene expression [17]. Tailoring for a stronger binding is also ben-

eficial when one considers the use of such complexesin vivo, where highly bound

complexes were shown to be more resilient against degradation [36]. Although the

predominant PEI-DNA interaction is expected to be between the electronegative

oxygen atoms on the DNA backbone and protonated PEI nitrogens, our simulations

also predicted interactions with the DNA base oxygens and nitrogens, implying

DNA groove binding of the PEI. This was experimentally shownto be the case in

our hands [13] as well as in independent studies [37].

It is known that both linear and branched forms of PEI can complex with DNA
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and form particles suitable for cell uptake and gene expression. Experimentally, in-

dependent labs comparing DNA binding with linear vs branched PEI have reported

stronger DNA binding by the branched PEI [38--41]. The functional consequence

of the stronger binding could be better gene expression, dueto increased cellular

uptake and/or better protection against degradation, but less stable complexes (i.e.,

complexes formed with linear PEI) may result in better gene expression under some

conditions since less stable complexes are also more prone to free the DNA inside

the cells and make it available for transcription [42]. In our simulations, a clear

trend is not observed for how the binding of the protonated amines with the DNA

backbone oxygens is affected by the degree of branching. It is yet to be investigated

whether this remains to be the case for PEIs with higher molecular weight. The PEI

molecules chosen for the present study had similar molecular sizes, and it is well

known that DNA binding is significantly influenced by the size of the PEI as well

as its architecture [42]. This issue will be the subject of our future studies to better

understand the role of architecture in combination with themolecular size.

2.4.2 Limitations

The PEI molecules simulated in this work are small moleculeswith low molecular

weight. Experimentally what has been demonstrated to be most effective in gene

delivery are PEIs with higher molecular weight (e.g.,∼25 kDa). However, simulat-

ing such large molecules using MD is not practical even with the state-of-art com-

putation capacity. Our results with low molecular weight PEIs are still expected

to shed light onto binding in the DNA/PEI complexes, as we believe the binding

mechanism at atomistic level is the same for all molecular weight PEIs. In addition,

the high toxicity of larger PEI molecules has limited their usage in practical situa-

tions, while recent success in delivering nucleic acids with modified low molecular

weight PEIs [10, 22] has encouraged us to study the DNA interactions with LMW

PEIs.

The current work has focused on single PEI binding with single DNA molecule.

When more than one PEI and DNA molecules are present, multiple PEIs can bind to

a single DNA segment, and a single PEI can bridge multiple DNAmolecules. There
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can also be interactions between multiple complexes formed. These are interesting,

yet practically related problems to be investigated in our future work.

Finally, it is known that counterion release during the complex formation can

play an important role in binding. Counterion release is clearly observed in our sim-

ulations on longer PEIs (see Appendix A). However, for smaller PEIs with fewer

charges, no distinct correlation has been found between binding and counterion

release. Whether increasing salt concentration, i.e., adding more ions in the simula-

tion, will change the scenario needs further exploration.

2.5 Conclusions

In this work, we performed all atomic molecular dynamics simulations of a DNA

duplex d(CGCGAATTCGCG)2 with PEIs of 4 different architectural structures and

2 protonation ratios. Our results shed insight on how the degree of branching and

protonation state of the PEI will affect the binding to DNA. We found that: (i) The

PEIs primarily bind to the DNA backbone through the formation of hydrogen bond-

ing with the backbone oxygens. (ii) The 46% protonated PEIs bind to the DNA

mainly through direct hydrogen bonding, while for the 23% protonated PEIs, in-

direct interaction mediated by water molecules plays an important role in binding.

This results in less stable complex formation for the 23% protonated PEIs. Such

findings are also consistent with the experimental resultswhere more stable bind-

ing is found at low pH [13], since higher protonation ratio isexpected at lower

pH values. (iii) At 23% protonation ratio, the RDF and cumulative number of PEI

nitrogens around DNA backbone oxygens show some differencebetween the dif-

ferent PEI structures, but we do not observe a systematic trend for such a difference,

and the less stable complexation also leads to fluctuationsin the behavior of these

curves. At 46% protonation ratio, the effect of PEI structure essentially diminishes.

In general, our results show that for the LMW PEI structures investigated here, the

degree of branching has a smaller influence on the DNA binding than the protona-

tion ratio of the polymers.
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Chapter 3
Molecular Dynamics Simulations for
Complexation of DNA with 2 kDa
PEI Reveal Profound Effect of PEI
Architecture on Complexation 1

3.1 Introduction

Complexation between DNA and synthetic polycations has drawn great interest due

to the applications of synthetic polycations as gene carriers [1, 2]. Among the poly-

cations, polyethylenimine (PEI) is one of the most effective synthetic molecules

serving as gene carriers [3, 4]. It can condense nucleic acids into nanoparticles,

which can facilitate the cellular uptake of nucleic acids and protect the nucleic acids

from degradation during the delivery process. It was found that the efficacy of PEI

as a gene carrier depends on the structure and molecular weight of the PEI [5, 6].

High molecular weight (HMW) PEIs (i.e.,>25 kDa) are more efficient in DNA

delivery but also display high cytotoxicity. On the contrary, low molecular weight

(LMW) PEIs (e.g., 1--5 kDa) display low cytotoxicity but arealso less efficient.

Modifying LMW PEIs, for example, through lipid substitution [7, 8] or disulfide

cross-linking [9], can overcome the limitations of DNA delivery efficiency. PEI of

2 kDa, in particular, is a good platform for such modifications, and some modified

2 kDa PEIs have been proved to be as effective as or even more effective than 25

kDa PEIs for gene transfection [10, 11]. It is therefore of great interest to inves-

tigate the binding of LMW PEIs to DNA in order to elucidate their roles in the

delivery process.

1A version of this chapter has been published. Reprinted withpermission from: C. Sun, T. Tang,
H. Uludağ, Journal of Physical Chemistry B, 2012, 116 (8), p2405-2413. Copyright 2012 American
Chemical Society.
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Commercial PEIs have a large structural diversity and are usually categorized

into two basic forms, linear and branched. Linear PEIs (lP) are composed of almost

all secondary amines while branched PEIs (bP) consist of primary, secondary, and

tertiary amines. Both lP and bP have been adopted in gene delivery and transfec-

tion studies [6, 12--15]. Experiments on transfection using lP and bP showed that

the structural difference could affect the transfection efficiency and sometimes to a

significant degree [6, 12--15]. However, there has not beena clear conclusion as

to whether lP or bP is more effective as gene carriers. Experimental efforts have

also been made to elucidate the relationship between transfection and PEI/DNA

complexation. Itakaet al. investigated the intracelluar trafficking and DNA release

of lP and bP formed polyplexes [13]. They found that the bP/DNA polyplexes

were more stable and the DNA could be kept in a condensed stateeven after 24

hours, while lP/DNA polyplexes could be quickly decondensated and yield a con-

siderably higher and faster gene expression. Their atomic force microscopy results

also revealed more effective condensation of DNA by bP than by lP, supporting

the restricted release of DNA from bP/DNA polyplexes. Daiet al. recently studied

the complexation, decondensation, transfection efficiency, and cellular uptake of

lP/DNA and bP/DNA polyplexes at different N/P ratios [15]. Their results further

confirmed the higher capacity of bP in condensing DNA and thebetter capacity of

lP in releasing DNA from the polyplexes. Despite these experimental findings, the

underlying mechanism of the structure-function relationship for PEI-based carriers

remains to be probed at the atomistic level.

To understand the role of carrier molecules and to design more effective PEI-

based gene carriers, it is crucial to gain a detailed understanding of the complex-

ation of DNA with PEIs at atomistic level. With the fast growing computational

capacity, simulating the complexation of nucleic acids andpolycations in all-atom

representation is becoming feasible. For example, Ziebarth et al. [16] simulated

the complexation of DNA with linear PEIs (900 Da and 1700 Da) and compared

it with the complexation between DNA and poly-L-lysine. They found that DNA

remained in the B form in the DNA/PEI complex, the charged PEIamines mainly

interacted with the DNA phosphate groups, and PEI had a higher capability in neu-
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tralizing DNA than poly-L-lysine. Pavanet al. reported a series of molecular dy-

namics (MD) simulations on the complexation of DNA with dendrimers including

PAMAM, UV-degradable dendrons and triazine dendrimers [17--20]. The simula-

tion results showed that the flexibility of dendrimers and their ability to reorganize

their structures to comply with DNA structure were important for binding affinity.

The complexation of DNA with 600 Da PEIs of different architecture and protona-

tion state was explored in a recent work [21]. It was found that the protonation state

of the PEI greatly affected the PEI’s complexation with the DNA. In particular, the

binding for 46% protonated PEIs was achieved mainly throughdirect interaction

between the protonated amines on the PEI and the electronegative oxygens on the

DNA backbone. For the 23% protonated PEIs, however, indirect interaction medi-

ated by water molecules played an important role in binding.Four PEI architectures

were simulated with increasing degree of branching, but no strong influence was

found on the complexation of these LMW PEIs with the DNA. The above studies

have demonstrated the power of atomistic simulations in investigating complexa-

tion of nucleic acids with polycations and revealed important details that are not

readily accessible by experimental techniques.

In this work, we performed a series of large scale all-atom MDsimulations

to study the complexation of DNA with 2 kDa PEIs. How the PEI’sarchitecture

might influence its complexation with the DNA is a main focusof this study. While

previous MD results [21] demonstrated insignificant effects of branching for LMW

(600 Da) PEIs, our simulations below for two 2 kDa PEI molecules with different

architectures (representing a lP and a bP, respectively) show that the scenario is

considerably different. Experimentally, the existence offree PEIs at high N/P ra-

tios has been shown to contribute to cellular uptake and transfection [15, 22]. This

underlines the importance of incorporating different PEI/DNA ratios in the simu-

lations. In our simulations for both lP and bP, we have used two PEI/DNA and

hence two N/P ratios. For transfection purposes, the DNA/PEI complexes are usu-

ally prepared without salt or with 154 mM NaCl to mimic physiological osmolarity.

For both the lP and bP, we performed simulations at both zero and 154 mM salt

concentrations. Our results reveal the different binding characteristics of lP and bP
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in binding to DNA and the effect of salt concentration on the complexation.

3.2 Methods

3.2.1 Simulated systems and procedure

The DNA simulated is a 3-fold Drew-Dickerson dodecamer d((CGCGAATTCGCG)3)

composed of 72 nucleotides carrying a total charge of -70 in the fully deprotonated

state. The initial structure of the DNA was built to be a canonical B form using

the AMBER NAB tool [23]. Two types of PEIs in branched and linear forms

were simulated, each consisting of 43 amine groups with a molecular mass of 1874

Da. The chemical structures and protonation sites of the twoPEIs are shown in

Figure 3.1. Twenty amine groups were chosen to be protonatedfor each PEI type,

corresponding to a protonation ratio of 47% on experimentally determined value at

pH = 6 [24]. The protonation sites were assigned to only the primary and secondary

amines and were arranged as uniformly as possible to minimize thermodynamic

interactions among the protonated amines. An MD simulationwas first performed

for each PEI with explicit water and 20 Cl- counterions. The structure of each PEI

at the end of the simulation was adopted as the initial configuration for PEIs in the

complex formation simulations.

Eight systems were simulated to study the complexation of the DNA with multi-

ple PEIs, four of which contain one DNA and four PEIs (DNA/PEInumber ratio =

1/4) and the other four contain one DNA and eight PEIs (DNA/PEI number ratio =

1/8). They correspond to N/P ratios (ratio of the total number of N atoms on PEIs to

the number of DNA phosphates) of∼2.5 and∼5, respectively. At each DNA/PEI

number ratio, the two PEI architectures and two salt concentrations (0 and 154 mM)

were simulated. The information on the eight systems, together with the two sys-

tems involving individual PEIs is summarized in Table 3.1. In the remaining part

of this chapter, each system will be referred by its name in the first column of Ta-

ble 3.1. The systems with 154 mM salt are designated with ‘-S’in their names

to be distinguished from the systems with zero salt. In systems D-4bP, D-4bP-S,

D-4lP and D-4lP-S, the DNA/PEI charge ratio is 7/8; in systems D-8bP, D-8bP-S,
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 1, 2, 3, ... ,43

a) Branched PEI (bP)

b) Linear PEI (lP)

 lP N+ sites: 

      2,   4,   6,   8, 10, 12, 14, 16, 18, 20, 

    23, 26, 28, 30, 32, 34, 36, 38, 41, 43.

Figure 3.1: Molecular structure and protonation sites of the PEIs studied: (a) bP,
(b) lP.

D-8lP and D-8lP-S, the DNA/PEI charge ratio is 7/16. An overall cationic charge

is chosen for the DNA/PEI complexes since that better represents the charge of

complexes used for experimental purposes. For the zero saltsimulations, only neu-

tralizing Cl- ions were added to account for the difference between DNA and PEI

charges. At the salt concentration of 154 mM, additional Na+and Cl- ions of equal

amount were added to the solution, and only these additionalions were counted in

the calculation of salt concentration. In constructing theinitial configurations for

each of the eight systems involving complex formation, the principal axes of the

PEIs were initially aligned parallel to the DNA axis, and thecenter of mass (COM)

of each PEI was positioned at 25Å away from the DNA axis. Detailed arrangement

of the initial configurations are illustrated in Figure 3.2.

3.2.2 Simulation details

CHARMM 27 force field [25, 26] was used for all molecules except for the PEIs

as the force field for PEI is not available in CHARMM. A CHARMMformat force
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a) D-4bP & D-4bP-S at 0 ns

b) D-8bP & D-8bP-S at 0 ns

c) D-4lP & D-4lP-S at 0 ns

d) D-8lP & D-8lP-S at 0 ns

Figure 3.2: Initial configurations of the systems: (a) D-4bP & D-4bP-S, (b) D-8bP
& D-8bP-S, (c) D-4lP & D-4lP-S, (d) D-8lP & D-8lP-S. Left panel -- side view,
right panel -- axis view. Different PEIs are represented in different colors; water
and ions are removed for clarity. Note that because all the PEIs in each model have
identical initial configurations, when viewed from a particular direction, some of
the PEI molecules may be covered by other PEIs and thus are notvisible in certain
subfigures.
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Table 3.1: Information of the 10 systems simulated.
System No. of N/P DNA/PEI No. of Simulation box Ion Time (ns)
name DNA/PEI ratio charges atoms size (Å3) (mM) restr.+free

bP 0/1 N/A 0/20 37160 58× 69× 92 0 0.2+50
D-4bP 1/4 2.5 70/80 131789 88× 93× 158 0 4+200
D-4bP-S 1/4 2.5 70/80 131297 88× 93× 157 154 50+200
D-8bP 1/8 5 70/160 130321 88× 93× 157 0 4+200
D-8bP-S 1/8 5 70/160 129841 88× 93× 157 154 50+200
lP 0/1 N/A 0/20 215834 123× 150× 117 0 0.2+100
D-4lP 1/4 2.5 70/80 131666 88× 93× 158 0 4+200
D-4lP-S 1/4 2.5 70/80 131174 88× 93× 157 154 50+200
D-8lP 1/8 5 70/160 130039 88× 93× 157 0 4+200
D-8lP-S 1/8 5 70/160 129559 88× 93× 157 154 50+200

field was devised for the PEIs based on the CHARMM General Force Field [27],

which has been validated throughab initio calculations, a study on sensitivity of

MD results to torsional parameters, and comparison with previous works [21]. All

simulations were performed using the MD package NAMD [28]. TIP3P water

model [29], periodic boundary condition, full electrostatics with particle-mesh

Ewald method [30], cutoff distance 10̊A for van der Waals interactions and elec-

trostatics pairwise calculations, SHAKE algorithm [31] toconstrain all bonds

containing hydrogens, and a time step of 2 fs were used for allof the simulations.

For each system, the DNA and PEIs were solvated into a water box, the size of

which is large enough so that the solutes are at least 36Å away from their nearest

periodic images in each direction. Cl- ions to neutralize the system and NaCl salt

ions for the systems in 154 mM salt concentration were then added to the water

box by randomly replacing equivalent amount of water molecules using VMD [32].

During each simulation, the system was first minimized for 5000 steps, then heated

from 0 K to 300 K in 20 ps with 10kcal/(mol×Å2) harmonic restraint on the

nonhydrogen atoms of the solute. The restraint was kept on for a specific period (0.2

ns for bP and lP, 4 ns for the four complex formation simulations with zero salt, and

50 ns for the four complex formation simulations with 154 mM salt) at 300 K and

1 bar to relax the ions around the solutes. The restraint was kept longer for systems

with larger amounts of ions to allow them to relax. The restraint was then removed

and NPT ensemble simulation was performed for 50 ns for bP, 100 ns for lP, and

200 ns for complex formation simulations. A total length of 1966.6 ns trajectory
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was generated from the 10 simulations. VMD [32] was used for visualization and

trajectories analysis.

3.3 Results and Discussions

3.3.1 PEI flexibility

Figure 3.3 shows the radii of gyration,Rg, of the bP and lP in the single PEI sim-

ulations. It can be seen that bP has a much smallerRg (∼ 12 Å) than lP. This is

expected as the atoms in the branched PEI are distributed closer to its center of

mass in a dendritic manner. In addition,Rg of bP remains almost constant during

the entire 50 ns of the simulation, which implies that the bP molecule undergoes

very little deformation in the simulation. This is a result of both the inflexible den-

dritic structure of bP and the fact that each PEI N+ in bP is closely surrounded by

several other PEI N+, and hence any large configurational change from the equi-

librated structure will introduce a significant energy penalty. On the contrary,Rg

of lP fluctuates significantly during the 100 ns simulation, demonstrating the high

flexibility of lP.
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Figure 3.3: Radius of gyration of the PEIs as a function of simulation time.

The flexibility of polycations is known to play important roles in their binding

with DNAs and RNAs [17, 18, 20]. Through MD simulations, Pavan et al. showed

that the flexibility of dendrimers and their ability to reorganize their structure for
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interactions with siRNA significantly affect the binding affinity [18]. They found

that rigid dendrimers can reorganize their peripheral groups to generate a larger

number of contacts to the nucleic acid and display higher affinity than flexible den-

drimers [20]. As will be seen in the subsections below, by studying the dynamics

of the PEI/DNA complexation, we also observed distinct binding configurations for

linear and branched PEIs, which mainly resulted from the difference in flexibility.

3.3.2 Dynamics of the complex formation

By visually examining the simulation trajectories, we found that for the 4 systems

with one DNA and four PEIs, all the PEIs move toward the DNA swiftly during the

initial several ns after the restraint is removed and each PEI established significant

contacts with the DNAs within 20 ns. For the 4 systems with oneDNA and eight

PEIs, the speed of the PEIs moving toward the DNA was slightlyslower. In systems

D-8bP and D-8bP-S, all PEIs established significant contacts with the DNA within

20 ns, while in systems D-8lP and D-8lP-S, some PEIs did not bind to the DNA

even at the end of the simulation. Figure 3.4 shows the configurations of the eight

systems at the final stage of the simulations. It can be seen that for systems D-4bP,

D-4bP-S, D-8bP, D-8bP-S, D-4lP and D-4lP-S, all the PEIs bind to the DNA with a

significant part of the molecules complying with the DNA. However, the scenario

for systems D-8lP and D-8lP-S was different. In D-8lP, two PEIs have only a small

fraction of the molecules in contact with the DNA, and in D-8lP-S two PEIs are

completely separated from the DNA.

To quantify the dynamics of the interaction of PEIs with the DNA, we plotted

the binding state of individual PEIs to the DNA in terms of thenumber of Ns from

each PEI in close contact with the DNA (i.e., within 4̊A of any N/O atoms of

the DNA) as a function of simulation time. Four angstroms waschosen as the

cutoff distance because this is the distance within which a PEI amine group can

form a direct hydrogen bond with a DNA [21]. Figure 3.5 summarizes the results

for the four systems with 4 PEIs and Figure 3.6 for the four systems with 8 PEIs.

Figures 3.5 and 3.6 also provide the numbers of Ns from all thePEIs that are in close

contact with the DNA. Each subfigure in Figures 3.5 and 3.6 contains two curves
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a) D-4bP

c) D-8bP

e) D-4lP

g) D-8lP

b) D-4bP-S

d) D-8bP-S

f) D-4lP-S

h) D-8lP-S

Figure 3.4: Snapshots of the systems at the final stage of thesimulations: (a) D-4bP,
(b) D-4bP-S, (c) D-8bP, (d) D-8bP-S, (e) D-4lP, (f) D-4lP-S,(g) D-8lP, (h) D-8lP-S.
Different PEIs are represented in different colors; water and ions are removed for
clarity.
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associated with different salt concentrations. In Figure 3.5, each curve in the top 8

subfigures corresponds to one of the 4 PEIs in a particular system. Each curve in

the bottom 2 subfigures describes the total number of Ns of all the 4 PEIs in close

contact with the DNA in a particular system. Similarly, in Figure 3.6, each curve in

the top 16 subfigures corresponds to one of the 8 PEIs in a particular system, and

each curve in the bottom 2 subfigures corresponds to all the 8PEIs in a particular

system.
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Figure 3.5: Number of nitrogens for each PEI and all PEIs within 4 Å of any N/O
atom of the DNA as a function of time for systems D-4bP, D-4bP-S, D-4lP and
D-4lP-S.

The first observation from Figures 3.5 and 3.6 is that the twocurves in each

subfigure have a very similar trend, demonstrating that theion concentration plays

negligible role in affecting the dynamics of PEIs’ binding with the DNA. Secondly,

at the DNA/PEI charge ratio of 7/8 (Figure 3.5), all the PEIs in each system move

toward the DNAs quickly in the first 20 ns reflected by the rapid increase in the

number of PEI Ns in close contact with the DNA. The curves for all PEIs stabilize

at ∼50 ns for bP and at∼25 ns for lP, demonstrating the faster kinetics of lP in

binding with the DNA. Each lP has about 18 Ns in close contact with the DNA,
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which is 50% more than that for bP (∼12). This can be explained by the higher

flexibility of lP which allows it to comply more easily with the DNA. In contrast,

the rigid dendritic bP can only have part of its molecules facing the DNA to form

close contact, and the rest stays away from the DNA so as to avoid significant

configurational changes (see Figure 3.4(a-d)). In addition, the curves for each lP

fluctuate more than that for the bPs. This can again be attributed to the higher

flexibility of lP, which make its contacts with the DNA change more frequently.

At the DNA/PEI charge ratio of 7/16, from the final configurations shown in

Figure 3.4(c-d, g-h) the DNAs seem to be saturated with theirsurfaces fully covered

by PEIs. This situation is reflected in Figure 3.6 as we see a competition among the

PEIs for binding to the DNAs. Specifically, for systems D-8bP and D-8bP-S, all

the 8 PEIs bind to the DNA through the entire simulation, but each PEI has fewer

Ns (∼9) in close contact with the DNA compared with systems D-4bP and D-4bP-

S (∼12). For systems D-8lP and D-8lP-S, the competition is more intense, and

some PEIs lose contact with the DNA during the simulation or do not have close

contact with the DNA at all from the beginning. For example, PEI 6 in D-8lP-S

does not make any close contact with the DNA during the entiresimulation. PEI

8 in D-8lP and PEI 5 in D-8lP-S only have very few Ns in close contact with the

DNAs for short periods. The large fluctuation for each PEI insystems D-8lP and

D-8lP-S also reflects the intense competition for binding.Although there are more

bP molecules bound with DNA than lPs, the number of all PEI Ns in close contact

with the DNA is still larger for the lPs. In particular, this number is∼70 for D-8bP

and D-8bP-S (equilibrated after 75 ns of the simulations) and ∼90 for D-8lP and

D-8lP-S (equilibrated quickly after 25 ns of the simulations). This can be explained

by the fact that the flexible lPs can better conformally coatthe DNA, resulting in

more intimate contact.

Table 3.2 summarizes the average numbers of the PEI Ns in close contact with

the DNAs during the last 50 ns of the simulations. It can be seen at both DNA/PEI

charge ratios, lPs have significantly more Ns in close contact with the DNAs than

bPs, and when the charge ratio changes from 7/8 to 7/16, in allsystems the PEIs

have 20--30 more Ns to establish close contact with the DNAs.At the charge ratio
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Table 3.2: Average numbers of the PEI nitrogens in close contact with the DNAs
during the last 50 ns of the simulations.

System D-4bP D-4bP-S D-8bP D-8bP-S
Number 50.9 44.3 72.7 65.6

System D-4lP D-4lP-S D-8lP D-8lP-S
Number 74.6 74.4 92.7 89.7

of 7/8, all PEIs bind to the DNA, and the complex formed by the DNA and 4

PEIs is positively charged with a net charge of +10. Despite this overall positive

charge, when excess PEIs are present, they continue to bind to the DNA, and the

complexes formed by the DNA and the 8 bPs or the 6 lPs representsignificantly

positively charged particles. The amine groups on the PEIs interact with the DNA

N/O through direct or indirect hydrogen bonding [21], and itis this local interaction

that facilitates the continuing binding of the PEIs to the DNA. The stoppage of

binding in the case of 8 lPs is unlikely driven by the positivecharge of the complex

since all 8 bPs bind to the DNA. Rather, it is driven by the factthat the entire DNA

surface has been covered by the 6 lPs, prohibiting the local interaction of the other 2

lPs with the DNA. At zero and 154 mM salt concentrations, the numbers for D-4lP

and D-4lP-S differ only by 0.2 Ns, and the difference betweenD-8lP and D-8lP-S

is only 3 Ns. The less than 4% relative difference demonstrates that the salt ions

have negligible effects on the binding of lPs to the DNA. Thisdifference between

D-4bP and D-4bP-S is 6.6 Ns and that between D-8bP and D-8bP-Sis 7.1 Ns. This

difference is relatively small (10-15% relative difference), but it also indicates that

the salt ions have a stronger influence on the binding of bPs to the DNA.

The contribution of the PEI flexibility to binding can be further confirmed by

examining the radius of gyration of the PEI molecules after the binding. Rg of

each PEI in the complexation simulations is plotted in Figures B.1 and B.2 in the

Appendix B. In all cases, the bP maintains an almost constantRg of ∼12 Å, nearly

identical to theRg value before the binding (see Figure 3.3). This implied thata

bP undergoes little deformation as it binds to the DNA. On thecontrary, smaller

fluctuations inRg was observed for the lP molecules after the binding, compared

with the fluctuations before the binding (see Figure 3.3). This indicated that the
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lPs have conformed themselves to the DNA, lost some degrees of freedom and

become less flexible. In addition, in systems D-8lP and D-8lP-S, theRg values

of the unbound PEIs (PEI 6 in D-8lP-S during the entire simulation; and PEI 8 in

D-8lP and PEI 5 in D-8lP-S during most time of the simulations) fluctuated more

than the bound PEIs, further confirming the ability of lPs toconform to the DNA

upon binding.

Macromolecular association in solution can cause water molecules adhered to

the surface of macromolecules to be released into the bulk solution. This process

is entropically favorable since the water molecules on the macromolecular surface

are less mobile [33]. Hence, counting the number of water molecules released from

the macromolecules can give us an idea of the strength of interaction in terms of en-

tropic gain from water release and changes in solution accessible surface area upon

macromolecular binding. Figure 3.7 shows the number of water molecules in the

hydration shell of the DNA or PEIs (within 3̊A from the molecules) as a function of

simulation time. As the complexes form, the number of water molecules decreased

concurrently, i.e., the water molecules were released fromthe macromolecules. It

can be seen that lPs displaced more water molecules than bPs,with ∼500 released

in D-4lP/D-4lP-S and∼750 released in D-8lP/D-8lP-S, compared to∼350 in D-

4bP/D-4bP-S and∼500 in D-8bP/D-8bP-S. Moreover, water release for lPs startto

level off within 40 ns while it took them∼100 ns to level off for the bPs. This again

demonstrated the faster kinetics of DNA’s complexation with lPs than with bPs due

to the higher flexibility of the lP. Comparing Figure 3.7 with the subfigures of all

PEIs in Figures 3.5 and 3.6, we found that the number of released water molecules

correlates well with the number of PEI Ns in close contact with the DNA: with

more PEI Ns coming into close contact with the DNA, more watermolecules were

released. At zero and 154 mM salt concentrations, the numbers of water molecules

released for two systems with the same number and species of molecules are very

close, confirming again that the 154 mM salt does not affect on the complexation

of PEIs with the DNA to a significant degree.
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Figure 3.7: Number of water molecules in the hydration shell(within 3 Å of the
DNA or PEIs) as a function of simulation time.

3.3.3 Charge neutralization

The simulation results clearly show that PEIs can bind with the DNA and form

an overall positively charged particle to overneutralize the DNAs. In our previous

MD work of 600 Da PEI mediated DNA aggregation [34], we have demonstrated

that the neutralization of the DNA charges by PEIs plays an important role in PEI

mediated DNA aggregation [34]. When the PEI/DNA charge ratio is above 1/1, a

DNA aggregate can be formed, and when the charge ratio is reduced to 1/4, the

DNA aggregate becomes unstable and eventually breaks [34].To investigate how

2 kDa PEIs neutralize the DNA charges, we plotted the cumulative distributions,

with respect to the DNA C1’ atoms, of protonated PEI Ns, Na+ ions, Cl- ions, and

the net charge of PEI and ions, averaged over the last 50 ns of the simulations

(Figure 3.8). In each subfigure, the straight dashed black line indicates the total

charge of the DNA (-70), and the blue solid curve indicates the total charge of PEI

and ions within a given distance to their nearest DNA C1’ atoms. At the intersection

of the black line and blue curve, the DNA charges are 100% neutralized by the PEIs
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and ions. For all the 8 systems, at larger distances beyond the intersection of the

black line and blue curve, the PEI and ion charges exceed the DNA charges to some

extent, and the DNA is overneutralized at such distances. Comparing the subfigures

on the left column and the ones on the right, we found that charge neutralization

(the solid blue line) in systems with 154 mM salt has a very similar characteristic

as their counterparts with zero salt concentration. For systems D-4bP and D-4bP-

S, the DNA charges are 100% neutralized at a distance of∼13 Å from their C1’

atoms, and the DNA is slightly overneutralized beyond this distance. However, at

the same charge ratio for linear PEIs in systems D-4lP and D-4lP-S, the four PEIs

neutralize the DNA at a much shorter distance of∼9 Å from the DNA C1’ atoms.

This can be attributed to the high flexibility of the lPs thatcan comply more easily

with the DNA, resulting in shorter separation of the PEI N+ from the DNA. This

is also consistent with our previous finding that lP has morenumber of Ns in close

contact with the DNA.

At the DNA/PEI charge ratio of 7/16, the DNAs are all 100% neutralized at

a distance of∼8 Å from their C1’ atoms similar to the scenario for D-4lP and D-

4lP-S, but the DNAs are significantly overneutralized beyond this distance, and the

over-neutralization can reach a maximum of∼20%. The difference between bP and

lP lies where the overneutralization reaches its maximum. For systems D-8bP and

D-8bP-S, the maximum is located at∼20 Å, while for systems D-8lP and D-8lP-S,

the maximum is located at a much shorter distance of∼12 Å. Comparing the PEI

N+ distribution in systems D-8bP and D-8bP-S with it in systems D-8lP and D-8lP-

S (green dashed curves in Figure 3.8 (e,f,g,h)), we found that in the cases of D-8bP

and D-8bP-S∼85 PEI N+ are within 10̊A of the DNA C1’ atoms and∼140 PEI

N+ are within 20Å of the DNA C1’ atoms, while the two numbers for D-8lP and

D-8lP-S are∼90 and∼110, respectively. Clearly the bP charges are located further

away from the DNA. This once again can be explained by the higher flexibility of

lP and the resulting more intimate binding structure compared with bP. If we define

the charge center of a PEI as
∑

N

i=1
qiri

∑
N

i=1
qi

, whereqi is the charge of atomi, ri is its

location, and the summation is over all theN atoms in the PEI, then in binding

with a DNA, the bPs have their charge centers located furtherfrom the DNA axis
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Figure 3.8: Cumulative numbers of protonated PEI nitrogens, Na+, Cl-, and net
charge of PEI/Na+/Cl- as a function of the distance from any C1’ DNA atom, av-
eraged over the last 50 ns of each simulation. The total charge of the DNA in
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compared with lPs.

On the basis of the analyses of Sections 3.3.2 and 3.3.3, we revealed distinct

modes of bP and lP binding with DNAs. A bP tends to have a part ofthe molecule in

close contact with the DNA and leaves the remaining part outward. In the scenario

of one DNA segment with multiple bPs, the bPs resemble beads adhering on the

surface of the DNA, with their overall charge center locatedfurther from the DNA

axis compared with that of lPs. The lPs tend to adhere on the DNA surface like

cords; because of the high flexibility, the overall charge center of lPs are closer

to the DNA axis than the that of bPs. The different binding mode of bP and lP

with DNA can affect how the PEIs contribute to DNA aggregation, i.e., when they

mediate the condensation of plasmid DNAs. The lP molecules bind very tightly to

one DNA segment, leaving little room for interaction with other DNA segments.

In addition, for the same amount of molecules, lPs provide better surface coverage

of the DNA, the net result being that fewer lPs can bind to the DNA segment and

serve as polyion bridges in DNA aggregation. On the contrary, the outward bP

moiety might facilitate the PEIs to attract other DNA segments to form more stable

DNA/PEI nanoparticles. The different binding modes of lP and bP elucidated here

provide a mechanistic explanation to the experimental finding that bP forms more

stable nanoparticles with DNA, while lP has a better capacity to unload DNA inside

cells [13, 15].

In our previous study of the complexation between single 600Da PEI and

DNA [21], we did not find that the architecture of PEIs had a profound effect on

DNA binding, in that four PEIs of different degrees of branching had a similar num-

ber of Ns in close contact with DNA. Specifically, at the sameprotonation ratio of

46%, a linear 600 Da PEI has an average number of 6.2 Ns in closecontact with the

DNA N/O, while a highly branched 600 Da PEI has an average number of 5.5 Ns

in close contact with the DNA N/O. So, the difference is about0.7 Ns per PEI. If

we have 12 600 Da PEIs complexing with the DNA (total molecular weight similar

to four PEIs in this study), then the difference will be about8.4 Ns, and for 24 600

Da PEIs complexing with the DNA (total molecular weight similar to eight PEIs in

this study), the difference will be about 16.8 Ns. However, the difference observed
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for the 2 kDa linear and branched PEIs is much larger, being 20-30 Ns in the case

of 4 PEIs complexing with the DNA. In the case of 8 PEIs complexing with the

DNA, all the branched PEIs bind to the DNA, while only 6 out of the 8 linear PEIs

bind to the DNA. Nevertheless, the number of Ns in close contact with the DNA

in the case of linear PEI still exceeds the case of branched PEI by more than 20.

Clearly, the effect of PEI architecture manifests differently for different PEI sizes.

At 600 Da, the branched PEIs have short branches; hence, the steric hindrance that

each branch experiences in binding with DNA is rather small,and as a result, the

branched 600 Da PEI binds to DNA in a similar way as a linear 600Da PEI. The

2 kDa branched PEIs have more and longer branches so that the dendritic nature of

PEI gives greater steric hindrance for amines in binding to DNA, which can explain

the distinctly different binding mode it displays comparedwith that of linear PEIs.

The influence of the molecular weight of PEIs is also reflected in the neutraliz-

ing distance for the DNA. In excess of PEIs, both 2 kDa bP and lPfully neutralize

the DNA at a distance of∼8 Å from the DNA C1’ atoms, which is significantly

shorter compared with∼12 Å at which the 600 Da branched PEIs fully neutral-

ize the DNA [34]. This implies that 2 kDa PEIs might form nanoparticles with

higher DNA density compared with 600 Da PEIs, which can further facilitate the

membrane transfer and better protect DNA from degradation on the delivery route.

3.4 Conclusions

We performed a series of all-atom MD simulations to study thecomplexation of

DNA with 2 kDa branched and linear PEIs. The results revealedthe distinct modes

of bP and lP in binding to DNA. The bPs bound to DNA like beads adhering to the

DNA surface, with little deformation upon binding. The lPs were very flexible and

bound to DNA like cords conforming to the DNA surface. The tighter binding of

lPs with DNA results in the overall charge center of the lPs being located closer

to the DNA axis. In particular, at a PEI/DNA charge ratio of close to 1 (8/7), bP

and lP fully neutralized the DNA at∼13 Å and∼9 Å from the DNA C1’ atoms,

respectively. The tighter binding of lPs further causes more water to be displaced
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and potentially leads to energetically more stable DNA-lPscomplexes. On the other

hand, the lPs provides better surface coverage of the DNA, which limits the number

of lPs that can complex with the DNA and the interaction of lPswith multiple

DNAs. This can have a negative effect on DNA aggregation needed for cell uptake.

Compared with the results for 2 kDa PEIs, previous work on 600Da PEIs did

not show such significant dependence on PEI architecture. This demonstrates that

molecular weight of PEI is an important factor in DNA/PEI complexation. Further

evidence for this exists in the fact that in excess of PEIs at aPEI/DNA charge ratio

of 16/7, both bP and lP fully neutralized the DNA at a distanceof ∼8 Å from the

DNA C1’ atoms, which is a significantly shorter distance compared with∼12 Å

in the case of excessive 600 Da PEIs. Finally, our simulations in both physiologi-

cal and zero-salt conditions showed that the presence of salt had a small effect on

DNA/PEI complexation, with a slightly larger influence on the bP molecules.
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Chapter 4
Molecular Dynamics Simulations of
PEI Mediated DNA Aggregation 1

4.1 Introduction

DNA condensation has been studied for many years due to its fundamental biologi-

cal importance, such as the tight packaging of DNA in the chromatin structure and

its regulation [1]. More recently, great interest in nonviral gene delivery for ther-

apeutic purposes has stimulated development of systems that can condense DNA

and package it suitable for cellular uptake [2]. It was experimentally found that

multivalent ions can induce DNA condensation while monovalent or divalent ions

lack this capability. Certain synthetic cationic polymerssuch as polyethylenimine

(PEI) can condense nucleic acids into nanoparticulate aggregates and have been em-

ployed as effective gene carriers [3, 4]. The compactness and stability of the formed

nanoparticulate aggregates were found to be relevant to thedelivery efficacy; more

stable polymer formulations were correlated with better uptake into cells and, ulti-

mately, better gene expression [5, 6]. The ratio of polymer (e.g., PEI) to DNA in

the aggregate formation is known to be critical for transfection [7, 8]; excess PEI

gives the aggregates an overall positive charge for increased interaction with mem-

branes and contributes favorably to cell modifications. Several experimental tools

are available for the study of aggregate physical features and overall stability [9].

However, little is known about the structures of DNA/polymer complexes at the

atomistic level due to limitations of the experimental tools. The role of polymeric

cations in maintaining the aggregates stability as well as molecular kinetics in such

aggregates remains to be probed.

1A version of this chapter has been published. Reprinted withpermission from: C. Sun, T. Tang,
H. Uludağ, Biomacromolecules, 2011, 12 (10), p3698-3707.Copyright 2011 American Chemical
Society.
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DNA is a highly charged polyelectrolyte with a charge density of -2e/3.4Å.

Mean-field theory such as Poisson-Boltzmann equation always predicts a repul-

sive interaction between like-charged polyelectrolytes and thus cannot explain the

multivalent ion induced DNA condensation. Coarse grained simulations of poly-

electrolytes normally treat several or tens of atoms on the polyelectrolytes as a unit

and water as a continuous dielectric medium. This method hasbeen employed

in the past decade to study oppositely charged polyelectrolyte interactions [10--

16] and had some success in predicting how chain length, charge density, charge

ratio, and ion concentration affect the complexation of polycation and polyanion.

However, coarse grained simulations neglect the fine details of the molecules, es-

pecially the water structure around the binding sites, and thus are only appropriate

for interactions over distances exceeding the atomic scale. In the case of polymer

mediated DNA aggregation, the surfaces of the DNA segments can be as close as

a few angstroms [17]. In such situations, water molecules play a crucial role in

arranging their structure (polarity) to mediate the strongelectrostatic interaction

and to form hydrogen bonds; thus, an atomistic description is necessary in order

to understand polycation induced DNA aggregation. Recent experiments have also

demonstrated the crucial role of atomic topologies in strong polyelectrolyte inter-

actions. For example, it was found that double-stranded RNAresists condensation

by trivalent counterions, which can otherwise condense double-stranded DNA [18],

and divalent counterions can condense triple-stranded DNAbut lack the capabil-

ity to condense double-stranded DNA [19]. These findings further underline the

requirement to incorporate an all-atom representation in simulating polycation me-

diated nucleic acids aggregation and condensation. Atomicsimulations have re-

cently been employed to study the complexation of single nucleic acid molecule

with polycations [20--27], where the structure, dynamics,and energetics of the nu-

cleic acid/polycation complexes were investigated, but studies investigating poly-

cation mediated aggregation of multiple DNAs are yet missing.

In this work, we performed a series of large scale all-atom molecular dynamics

(MD) simulations to study the PEI mediated DNA aggregation.Specifically, we

studied the mechanism and dynamics of PEI induced DNA aggregation, how close
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the DNA segments are in the DNA/PEI polyplex, and how the compactness of the

DNAs is affected by the DNA/PEI charge ratio. The PEI studiedin this work is

a 568 Da low molecular weight (LMW) PEI. Such LMW PEIs providean optimal

system size that can be simulated by all-atom MD and are increasingly employed as

gene delivery carriers due to suitable compatibility with cellular systems [7, 28, 29].

To our knowledge, this study is the first atomistic simulations on polycation medi-

ated DNA aggregation involving multiple DNA molecules. Theresults help to

elucidate on the mechanism of PEI mediated DNA aggregation at the atomic reso-

lution and, moreover, to understand DNA aggregation and condensation involving

other polycations of similar characteristics.

4.2 Methods

The DNA simulated in this work was a Drew-Dickerson dodecamer d(CGCGAATT

CGCG)2 composed of 24 nucleotides, which carries a total charge of -22 in the fully

deprotonated state. The PEI simulated was a branched PEI consisting of 13 amine

groups with a molecular weight of 568 Da. The chemical structure and protona-

tion sites of the PEI are shown in Figure 4.1. We chose to have 6amine groups

protonated (46% protonated) to be consistent with the protonation ratio of 47% for

600 Da PEI from our recent study [30]. The protonation sites were assigned to

both the primary and secondary amines and were distributed as uniformly as pos-

sible to minimize thermodynamic interactions between the protonated amines [31].

An MD simulation was first performed for 6 ns for PEI surrounded by explicit

water and counterions, and the configuration of the PEI at the end of the simula-

tion was adopted as the initial configurations for PEIs in the complex formation

simulations [31]. Seven separate systems were simulated inthis study, and their

information is summarized in Table 4.1. Each system consists of a certain number

of DNA(s), PEIs, ions, and water molecules. Details of the simulated systems and

the explanations on their designations are given below.
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Figure 4.1: Molecular structure and protonation sites of the PEI studied.

Table 4.1: Information on the seven different systems simulated in this study.
System No. of Charge ratio No. of Simulation box No. of Time
name DNA/PEI DNA/PEI atoms size (̊A3) Na+/Cl- (ns)

D-4P 1/4 22/24 43244 74× 79× 74 0/2 100
D-8P 1/8 22/48 60882 88× 93× 73 0/26 100
2D-8P-50 2/8 44/48 77149 122 × 78× 79 0/4 100
2D-8P 2/8 44/48 65965 105 × 78× 79 0/4 100
2D-2P 2/2 44/12 64423 104 × 78× 79 36/4 200
4D-16P 4/16 88/96 97007 107× 112 × 79 0/8 130
4D-28P 4/28 88/168 175910 117 × 122× 120 0/80 200

4.2.1 Simulated systems and procedure

The first two systems shown in Table 4.1, namely D-4P and D-8P, each contains

a single DNA and multiple PEIs, 4 PEIs in D-4P and 8 PEIs in D-8P. For each

system, the principal axes of the PEIs were initially aligned parallel to the DNA

axis, and the center of mass (COM) of each PEI was positioned at 25 Å away from

the DNA COM. Each system was simulated for 100 ns, and in both cases, four PEIs

were attached to the DNA at the late stage of the simulations [32]. The structure

of the D-4P system at 15 ns was then used to construct the systems that involve

multiple DNAs to study the DNA aggregation. The D-4P and D-8Psystems are

also discussed in Section 4.3.2 to address the ability of PEIto neutralize DNA.

To study the PEI-mediated aggregation of multiple DNA molecules, we first

simulated two systems, named 2D-8P-50 and 2D-8P (Table 4.1), each containing

two DNAs and eight PEIs. The initial configurations of thesetwo systems were

constructed by solvating two identical D-4P complexes in the simulation box, as

shown in Figure 4.2(a) and Figure 4.2(b), respectively. Theaxes of the DNAs in

the two complexes were aligned to be parallel, and the COM of the two complexes

were initially separated by 50̊A in 2D-8P-50 and by 32̊A in 2D-8P. The distinction
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between these two systems is marked by the ‘‘50’’ in the name of system 2D-8P-

50, which refers to the initial separation of 50Å between the two D-4P complexes.

The reason for using two different COM distances was to examine the likelihood of

aggregation at these separations.

a) 2D-8P-50 at 0 ns b) 2D-8P at 0 ns c) 2D-2P at 0 ns
32 Å50 Å

35 Å

35 Å

d) 4D-16P at 0 ns e) 4D-28P at 0 ns

Figure 4.2: Initial configurations of the systems: (a) 2D-8P-50, (b) 2D-8P, (c) 2D-
2P, (d) 4D-16P, (e) 4D-28P. Different PEIs are represented in different colors (ex-
cept in (e) where the extra 12 PEIs are in red); water and ions are removed for
clarity.

Another simulation was conducted for a system that consistsof two DNAs and

two PEIs, indicated by 2D-2P in Table 4.1. While the 2D-8P-50and 2D-8P sys-

tems both have a PEI/DNA charge ratio of∼1/1, the 2D-2P system has a PEI/DNA

charge ratio that is much smaller than one (∼1/4). Hence, simulation on this system

allows us to investigate the effect of electrostatic screening by PEI on DNA aggre-

gation. The initial configuration of 2D-2P is based on the configuration of 2D-8P

at 100 ns of its simulation. Specifically, as will be discussed later, we found that

two out of the eight PEIs in 2D-8P are bridging the two DNAs at the end of the

simulation. We kept these two PEIs and removed the other six PEIs. 36 Na+ ions

were assigned on the locations of the protonated nitrogens on the removed 6 PEIs.

The initial configuration of the 2D-2P system is illustrated in Figure 4.2(c).

To further study the formation of aggregate in the case of multiple DNA seg-

ments, we performed a simulation on a system with 4 DNAs and 16PEIs, named
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4D-16P in Table 4.1. In constructing the initial configuration for 4D-16P, we fol-

lowed a similar procedure to that of 2D-8P. In particular, weadopted four D-4P

complexes and arranged them on the four corners of a square, as shown in Fig-

ure 4.2(d). The axes of the four DNAs were aligned to be parallel, and the COM

of each D-4P complex was separated from the COM of its neighboring complex by

35 Å.

To investigate the effect of excess PEIs on the DNA aggregation, 12 PEIs were

added to the 4D-16P system at the simulation time of 100 ns, and the new system

is referred to as 4D-28P. The added 12 PEIs surrounded the 4D-16P complex in a

circular fashion, with 8 PEIs located at 42Å from the COM of 4D-16P and 4 PEIs

located at 50Å from the COM of 4D-16P. The initial configuration of 4D-28Pis

shown in Figure 4.2(e).

4.2.2 Simulation details

A CHARMM format force field was devised for PEI based on the CHARMM Gen-

eral Force Field [33], and CHARMM 27 force field [34, 35] was used for all other

molecules. The force field parameters for PEI have been carefully validated through

ab initio calculations, a study on sensitivity of MD results to torsional parameters,

and comparison with previous works [31]. The simulations were performed using

MD package NAMD [36]. TIP3P water model [37], periodic boundary condition,

and full electrostatics with particle-mesh Ewald method [38] were used for all the

simulations. A cutoff of 12Å was used for van der Waals interactions and elec-

trostatics pairwise calculations. All bonds containing hydrogen atoms were con-

strained using the SHAKE algorithm [39] during all the simulations, and a time

step of 2 fs was used.

For each system described in Section 4.2.1, the DNA(s) and PEIs were sol-

vated into a water box, the size of which was set to be large enough to make sure

the DNA(s) and PEIs are at least 36Å away from their nearest periodic images

in each direction. Ions (numbers summarized in Table 4.1) were then added to

the water box by randomly replacing the same number of water molecules using

VMD [40]. During each simulation, the system was first minimized for 2000 steps
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with DNA(s)/PEIs fixed, and then 2000 steps with DNA(s)/PEIs non-hydrogen

atoms harmonically restrained, followed by 1000 steps of unrestrained minimiza-

tion. The system was then gradually heated from 0 to 300 K in 20ps with 10

kcal/(mol×Å2) harmonic restraint on the DNA(s)/PEIs non-hydrogen atoms.The

restraint was kept on for another 4 ns at 300 K and 1 bar to relaxthe ions around

the solutes. The restraint was then removed, and NPT ensemble simulation was

performed for 100-200 ns (simulation time for each system shown in Table 4.1).

VMD [40] was used for visualization and trajectories analysis.

4.2.3 Definitions and acronyms

To facilitate the discussion of the simulation results, we introduced the following

definitions and acronyms in analyzing the simulation trajectories.

In systems 2D-8P and 4D-16P, each DNA is labeled with a capital letter (A, B,

C, or D), and the four PEIs initially associated with the DNA in a D-4P complex (see

Section 4.2.1) are labeled with the same capital letter plusa number. For example,

‘‘A1, A2, A3, A4’’ stand for the four PEIs initially associated with DNA molecule

A. In system 4D-28P, we keep the same labels for the 16 PEIs from 4D-16P and

label the extra 12 PEIs by ‘‘E1--E12’’. The acronyms for the DNAs and PEIs in

each system are summarized in Table 4.2.

To describe the binding state of PEI to DNA, a PEI N is said to be‘‘in close

contact with the DNA’’ if it is within 4 Å of any N/O atoms of the DNA. We

chose 4Å because this is the distance within which the PEI amine groups can form

direct hydrogen bond with the DNA [31]. A PEI is said to be ‘‘bound’’ to a DNA

molecule if it has at least one N in close contact with this DNA. If a PEI is ‘‘bound’’

to two or more DNA molecules simultaneously, this PEI is saidto be bridging or

forming a polyion bridge between the DNAs.

To investigate the DNA-DNA spacing in the aggregates, we defined the

‘‘shortest distance’’ and ‘‘root-mean-square (RMS) distance’’ between two DNA

molecules. We first represent each DNA as a series of points each being the

COM of a Watson-Crick DNA base pair (see Figure C.2 in Appendix C). For each

dodecamer studied in this work, there are 12 such points, andconnecting neigh-
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Table 4.2: Acronyms of the DNAs and PEIs in each system.
System DNAs PEIs

2D-8P A, B A1-A4, B1-B4
2D-2P A, B A1, B4
4D-16P A, B, C, D A1-A4, B1-B4, C1-C4, D1-D4
4D-28P A, B, C, D A1-A4, B1-B4, C1-C4, D1-D4, E1-E12

boring points results in 11 segments. For a pair of segments from two different

DNAs, we can calculate their shortest distance, and there are 121 such distances

(di, i = 1 . . . 121) between all pairs of segments from the two DNA dodecamers.

We defined the minimum of these 121 distances as the ‘‘shortest distance’’dshortest

and the root-mean-square of these 121 distances as the ‘‘RMSdistance’’ dRMS

(dRMS =
√

(Σ121
i=1

d2i )/121). ‘‘Shortest distance’’ is a parameter to quantify the

closet approach of two DNA molecules, whereas ‘‘RMS distance’’ is a parameter

to characterize the closeness of two DNA molecules as two entities.

4.3 Results and Discussions

For the system 2D-8P-50, the two D-4P complexes stayed separate during the 100

ns simulation. Figure 4.3(a) shows the configuration of 2D-8P-50 at the end of

the simulation, where the two DNAs are separated at a COM distance of∼42 Å.

No PEI molecule simultaneously binds to both DNAs. We attribute the lack of

aggregation in this case to the fact that the two D-4P complexes were initially sep-

arated by a relatively large distance; namely, each complexis 50Å from its closest

complex and 72̊A from its second closest complex as a periodic image. Because

each D-4P complex carries a total charge of +2, an overall repulsive electrostatic

interaction between the two complexes is expected. A sufficiently close approach

might be necessary to allow the attractive interaction between the positively and

negatively charged parts of the complexes to form an aggregate. Although suffi-

cient diffusion of the macromolecular complexes could accomplish this, the 100

ns simulation time was relatively short, so that the diffusion alone apparently did

not bring the two complexes close enough to form an aggregatein the 2D-8P-50

system. To obtain an aggregate within a practical simulation time, we brought the
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D-4P complexes at shorter separations of 32Å for the 2D-8P system and 35̊A for

the 4D-16P system at the beginning of the simulations. In both cases, aggregation

happened shortly after the simulation started, and the complexes were never sep-

arated again thereafter (see movies in online Supporting Information available at

‘‘http://dx.doi.org/10.1021/bm2009476”). The overall repulsive electrostatic inter-

action was therefore not an impediment for aggregate formation. In the following

subsections, structural analysis were conducted to examine the mechanism of ag-

gregation and to characterize the formed aggregates.

a) 2D-8P-50 at 100 ns c) 2D-2P at 65 ns

e) 4D-16P at 130 ns f) 4D-28P at 200 ns

b) 2D-8P at 100 ns d) 2D-2P at 200 ns

Figure 4.3: Snapshots of the systems in the simulations: (a)2D-8P-50 at 100 ns, (b)
2D-8P at 100 ns, (c) 2D-2P at 65 ns, (d) 2D-2P at 200 ns, (e) 4D-16P at 130 ns, and
(f) 4D-28P at 200 ns. Different PEIs are represented in different colors (except in
(f) where the added 12 PEIs are in red); water and ions are removed for clarity.

4.3.1 Mechanism of aggregation

Figure 4.3(b) shows the conformation of the system 2D-8P at the last stage of the

100 ns simulation. It can be seen that all eight PEIs are attached to the DNAs with

significant fraction of each PEI in contact with the DNAs. Two PEIs (indicated by

the two black arrows in Figure 4.3(b)) bind to the two DNAs concurrently, bridging

them so that they are closer to each other compared with the initial configuration.
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Figure 4.3(e) is the snapshot of the 4D-16P system at the end of its simulation. As

in the 2D-8P system, all PEIs are attached to the DNAs, and about half of the PEIs

participate in bridging the DNA molecules. In particular, one PEI (indicated by the

black arrow in Figure 4.3(e)) binds to three DNAs simultaneously.

To quantify the ability of PEI to bridge the DNA molecules, weplotted the

binding state of individual PEIs to each DNA in terms of the number of Ns from

each PEI in close contact with each DNA (see Section 4.2.3 fordefinition of ‘‘close

contact’’), as shown in Figure 4.4 for the 2D-8P system and inFigure 4.5 for the

4D-16P system. In Figure 4.4, each subfigure corresponds toone of the 8 PEIs

in the 2D-8P system and contains two curves, each of which describes the num-

ber of Ns of this PEI in close contact with a particular DNA (see Section 4.2.3

for the acronyms of the molecules in each system). Similarly, the 16 subfigures

in Figure 4.5 correspond to the 16 PEIs in the 4D-16P system, and the four curves

in each subfigure describe the binding state of a PEI with thefour DNAs. In Fig-

ure 4.4, at the beginning of the simulation, PEI A1--A4 and DNA A constitute one

D-4P complex, and PEI B1--B4 and DNA B constitute the other D-4P complex.

Except for B1 and B2, each PEI has at least brief periods during which it forms a

polyion bridge between the two DNAs (see Section 4.2.3 for definition of ‘‘polyion

bridge’’). The bridges are transient; they form and break during the simulations.

For example, the bridge formed by PEI A1 breaks for several times at around 25,

40, 70, and 85 ns. Notably, PEIs A1 and B4 contribute to the aggregation of the two

DNAs significantly, each having more than 1 Ns in close contact with each DNA

for longer than 50% of the entire simulation time. At around 60 ns, PEI A1 has

as many as 4 Ns in close contact with each DNA. The same happensto PEI B4 at

around 50 ns. Figure 4.5 demonstrates the polyion bridging in the 4D-16P system.

Out of the 16 PEIs, 8 PEIs (A1, A3, B1, B4, C1, C3, C4, and D4) participate in

bridging two or three DNAs for longer than 50% of the simulation time. In fact,

the fraction of PEIs that contribute to bridging has increased from 25% in 2D-8P

to 50% in 4D-16P. DNAs A, B, and C are mutually bridged (A and B bridged by

PEIs A3, B4, C3; A and C bridged by PEIs A1, A2, C3, C4; B and C bridged by

PEIs B3, C1, C3), while DNA D is only bridged with DNA B by PEIs B1 and D4.
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Noticeably, PEI C3 is bridging three DNAs (A, B, and C) from∼30 ns until the

end of the simulation.
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Figure 4.4: Number of nitrogens for each PEI within 4Å of any N/O atom of each
DNA as a function of time for the 2D-8P system which contains 2DNAs and 8
PEIs. The 8 subfigures correspond to the 8 PEIs in the system;the 2 curves in each
subfigure correspond to the 2 DNAs in the system.

The above results clearly demonstrate the presence of bridging PEIs when a

DNA aggregate is formed. The bridging PEIs are not ‘‘locked”in bound state

(see Section 4.2.3 for definition of ‘‘bound’’) and undergoreversible binding. The

polyion bridging is likely one of the key mechanisms causingthe DNA aggregation.

Another possible mechanism can be the electrostatic screening of DNA charges by

PEIs at a short distance from the DNA surface so that the strong repulsive elec-

trostatic interaction between DNAs at close separation is weakened (or shielded).

To verify this, we performed the simulation of a system with alower PEI to DNA

charge ratio. The objective is to test if aggregation can remain with fewer PEIs,

i.e., with less electrostatic screening. One way to do so is to start a new simulation

as we did for 2D-8P, i.e., separate two DNA/PEI complexes first and check if they
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aggregate; however, one can encounter the same problem as weexperienced in sim-

ulating 2D-8P-50. That is, the DNA aggregation could happen, while it might not

be observed within the simulation time limited by current computational capability.

As an alternative, we simulated the system 2D-2P with two DNAs and two PEIs

following the procedure described in Section 4.2.1; i.e., we made use of the final

configuration from the 2D-8P simulation, kept the two PEIs bridging the two DNAs

(PEIs A1 and B4) and replaced the other 6 PEIs with Na+ ions. Ifthe aggregate be-

comes looser or breaks, then the role of electrostatic screening will be verified. By

visually checking the configurational change during the simulation, we observed

loosening of the aggregate during the simulation (Figure 4.3(c)) and ultimate break-

up of the aggregate at around 150 ns as seen in Figure 4.3(d) (also see movie in on-

line Supporting Information available at ‘‘http://dx.doi.org/10.1021/bm2009476”).

Figure 4.6 plots the number of Ns of each PEI in close contact with each DNA for

2D-2P. It can be seen that the polyion bridge lasts for 150 ns before it breaks and

is not restored after the breakage. Clearly, the electrostatic screening of the PEI

molecules also plays an important role in maintaining the DNAs in an aggregated

form.
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Figure 4.6: Number of nitrogens for each PEI within 4Å of any N/O atom of each
DNA as a function of time for the 2D-2P system which contains 2DNAs and 2
PEIs. The 2 subfigures correspond to the 2 PEIs in the system;the 2 curves in each
subfigure correspond to the 2 DNAs in the system.

In experiments, the DNA/PEI complex is typically prepared in excess of PEIs.

To examine DNA aggregation in excess of PEIs, we performed the simulation of
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4D-28P by adding 12 extra PEIs to the 4D-16P system at 100 ns and setting this

time to be zero for the 4D-28P simulation. Figure 4.7 shows the number of Ns

from each PEI in close contact with the DNAs in the 200 ns simulation. It can

be seen that the polyion bridging between DNAs follows a similar characteristic

as in 4D-16P. Eight out of the 28 PEIs (A1, A3, A4, B1, B4, C1, C3, and D4)

participate in bridging two or three DNAs for longer than 50%of the simulation

time. PEIs A3 and C3 are bridging three DNAs for most of the simulation time.

Five out of the added 12 PEIs (E1, E4, E8, E11, and E12) bind with the DNAs

for significantly long periods; however, they mainly bind with one DNA with only

very short time windows to bridge two DNAs. For example, PEI E8 is only bound

to DNA C over most time of the simulation while bridging DNAs Aand C for

several ns at∼170 ns. Noticeably, some of the original 16 PEIs were ‘‘replaced’’

by the added PEIs in that they unbound from the DNAs while allowing the newly

added PEIs to form the DNA binding. For example, PEI D3 was replaced during

the time window of 50-180 ns (also, see movie in online Supporting Information

available at ‘‘http://dx.doi.org/10.1021/bm2009476”).Seven of the added PEIs (E2,

E3, E5, E6, E7, E9, and E10) make no or negligible contact withthe aggregate

during the simulation. By studying the binding state of eachPEI to each DNA in

the 4D-28P system, we found that∼18 PEIs were bound with the DNAs at the

late stage of the simulation (see Figure C.1 in Appendix C). As the 18 PEIs carry

a total charge of +108 and the 4 DNAs carry a total charge of -88, the formed

DNA/PEI aggregate is even more positively charged than the aggregate obtained

in the 4D-16P system which carries a net charge of +8. This is consistent with

the experimental measurements of theζ-potential of DNA/PEI complexes; it is

well established that the gradual addition of PEI moleculesresults in a progressive

increase inζ-potential, ultimately reaching> +30 mV in the presence of excess

PEI and indicating cationic nature of the final aggregates [7].

4.3.2 Charge neutralization

As demonstrated in Section 4.3.1, electrostatic screeningplays an crucial role in

DNA aggregation. To investigate how PEIs neutralize the DNAcharges, we plotted
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the cumulative distributions, with respect to the DNA C1’ atoms, of protonated PEI

Ns, Na+/Cl- ions, and the net charge of PEI and ions, averagedover the last 40 ns

of the simulations (Figure 4.8). The C1’ atoms are on the sugar rings of the DNAs,

located inside the DNA helix at a distance of∼5 Å from the surface of DNA defined

by the phosphorus atoms (see Figure C.2 in Appendix C). In systems D-4P, 2D-8P,

and 4D-16P, the DNA/PEI charge ratio is approximately 1/1; in systems D-8P and

4D-28P, the DNA/PEI charge ratio is approximately 1/2; and in system 2D-2P, the

DNA/PEI charge ratio is approximately 4/1. In each subfigure of Figure 4.8, the

straight dashed black line indicates the total charge all the DNAs in the system

carry, and the blue solid curve is the total charge of PEI and ions within given

distance to their nearest DNA C1’ atoms. If the black line andblue curve intersect,

the DNA charges are 100% neutralized by the PEI and ions at thedistance where

they intersect. At larger distances, the PEI and ions charges could exceed the DNA

charges, and the DNA would be ‘‘overneutralized’’ at such distances. This is the

case for the five systems in Figure 4.8, except the 2D-2P system. It can be seen, for

these five systems, with DNA/PEI charge ratio of 1/1 or 1/2, the curves for the net

charge of PEI and ions have a similar characteristic. That is, the DNA(s) are 50%
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neutralized at a distance of∼7 Å and 100% neutralized at a distance of∼12Å from

their C1’ atoms; the DNA(s) are slightly ‘‘overneutralized’’ beyond the distance of

∼12Å from their C1’ atoms and the ‘‘overneutralization’’ maximize at∼15Å. For

systems D-4P, 2D-8P, and 4D-16P, all the PEI charges are located within 15Å from

the DNA C1’ atoms, supported by the observation that the cumulative number of

PEI N+ is constant beyond 15̊A. For systems D-8P and 4D-28P, more PEI charges

still accumulate gradually beyond 15̊A, which however are largely neutralized by

Cl-. The scenario for 2D-2P is very different from the other 5cases. The DNAs

are not fully neutralized even at a distance of 25Å from their C1’ atoms; all the

12 charges from the two PEIs are within 8Å from the DNA C1’ atoms and the

DNAs are only about 50% neutralized at a distance of 12Å from their C1’ atoms.

This demonstrates that PEI is much more capable of neutralizing the DNA at a

short distance from the DNA surface than monovalent ions. Wehave also plotted

the cumulative net charge of PEI/Na+/Cl- based on three timewindows at the late

stage of the simulations as an evidence of convergence of thesimulation trajectories

(see Figure C.4 in Appendix C).

4.3.3 DNA-DNA spacing in the aggregate

The DNA-DNA spacing reflects the compactness of DNA molecules in the aggre-

gate and has been a great interest of experimental studies [1, 17, 41, 42]. The DNA-

DNA spacing from our MD trajectories was analyzed, and Figures 4.9 to 4.12 show

the distance between any two DNA molecules as a function of simulation time for

the 2D-8P, 2D-2P, 4D-16P, and 4D-28P systems, respectively(See Section 4.2.3

for the definitions of ‘‘shortest distance’’ and ‘‘RMS distance’’).

In Figure 4.9 for the 2D-8P system, it can be seen the two curves decrease at the

beginning of the simulation, indicating the approach of thetwo DNAs. The curves

flatten after 40 ns with the average values of∼23 Å for thedshortest and∼28 Å for

thedRMS. In Figure 4.10 for the 2D-2P system, the two curves remain relatively

stable without significant fluctuation from 0 to 150 ns whenthe two DNAs are

still bridged by one or two PEIs. At about 150 ns when the polyion bridge breaks,

the two curve increase dramatically, indicating the separation of the two DNAs. In
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Figure 4.8: Cumulative numbers of protonated PEI nitrogens, Na+, Cl-, and net
charge of PEI/Na+/Cl- as a function of the distance from any C1’ DNA atom (av-
eraged over the last 40 ns of each simulation). The total charge of all the DNAs in
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Figure 4.9: DNA-DNA distance in the 2D-8P system which contains two DNAs:
(a) shortest distance; (b) root mean square distance (see texts for definition of these
distances).
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Figure 4.10: DNA-DNA distance in the 2D-2P system which contains two DNAs:
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Figure 4.11: DNA-DNA distances in the 4D-16P system which contains four DNAs
(A, B, C, and D): (a) shortest distance; (b) root mean square distance (see texts for
definition of these distances).
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(A, B, C, and D): (a) shortest distance; (b) root mean square distance (see texts for
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Figure 4.11 for 4D-16P, we observe a similar characteristicas seen in Figure 4.9 for

the pairs of DNAs bridged by PEIs (A--B, A--C, B--C, B--D), while, for the pairs

of DNAs not bridged by PEIs (A--D, C--D), thedRMS anddshortest values are much

larger than 23Å and 28Å. In Figure 4.12 for the 4D-28P system, the curves for

the DNA pairs bridged by PEIs (A--B, A--C, B--C, B--D) remainalmost constants

during the entire 200 ns simulation, with fluctuations at a similar magnitude as their

counterparts in the 4D-16P system after 50 ns. The DNAs pairsnot bridged in the

4D-16P system (A--D, C--D) stayed separate during the simulation of the 4D-28P

system. This demonstrates that the added PEIs, although canbind to the DNAs

and even replace the previously attached PEIs as shown earlier, do not affect the

DNA-DNA spacing in the aggregate.

During the simulations,dshortest of two DNAs can be less than 20̊A, such as the

DNA pair in the 2D-8P system at around 18 ns (dshortest ∼ 12 Å) and the DNA pair

A-C in the 4D-16P system at around 30 and 120 ns (dshortest ∼ 15 Å). This is un-

expected as the diameter of a DNA molecule is about 20Å. By further examining

the simulation trajectories, it was revealed that the two DNAs adopted an L or T

shape arrangement with one end of a DNA nearly perpendicularto the other DNA

(see Figure C.3 in Appendix C). In such configurations,dshortest does not reflect the

shortest interduplex distance of DNA segments in compact plasmid DNAs, which

is the distance between the axes of two parallel DNA segments. Table 4.3 sum-

marizes averagedshortest anddRMS during the last 40 ns of the simulations for the

bridged DNA pairs in the 2D-8P, 4D-16P and 4D-28P systems. Averagedshortest

for the 9 pairs of DNAs is 21.4̊A, and averagedRMS is 29.0Å. Because of the

special configurations mentioned above for the short DNAs simulated in this work,

the actual average DNA-DNA spacing in plasmid DNA/PEI complex should be

larger than the averagedshortest (21.4Å). As dRMS in our calculations characterizes

the average distance between two short DNAs that may not haveparallel axes, the

average DNA-DNA spacing in plasmid DNA/PEI complex should be smaller than

the averagedRMS (29.0Å) obtained here. Hence, we believe that the average DNA-

DNA spacing in plasmid DNA/PEI complex should be between 21.4 Å and 29.0Å.

The DNA interduplex distance in bacteriophages is∼27 Å [41] and that for DNAs
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Table 4.3: DNA-DNA distance averaged over the last 40 ns of the simulations (̊A).
System 2D-8P 4D-16P 4D-28P

Average
DNA-DNA A-B A-B A-C B-C B-D A-B A-C B-C B-D

dshortest 23.2 22.3 17.1 21.4 23.1 22.7 19.4 23.1 20.0 21.4
dRMS 27.7 26.7 27.1 33.3 29.9 27.3 25.5 34.7 28.4 29.0

wrapped around the histone core of nucleosomes was also found to be∼27 Å [1].

Our simulation results demonstrate that the DNAs in the DNA/PEI complex are as

compact as those in bacteriophages and nucleosomes. The spacing between DNAs

condensed by 35 kDa poly-L-arginine was reported to be∼28 Å in a recent exper-

imental study [17], within the range of spacing obtained from our simulations. We

have also plotted the radii of gyration of the DNAs in each aggregates (see Figure

C.5 in Appendix C), which generally follow a similar trend as‘‘RMS distance’’

shown in Figures 4.9 to 4.12.

4.3.4 Implications

On the theoretical front of investigating DNA aggregation,Savelyev and Papoian

studied the inter-DNA interaction in NaCl and KCl solution using all-atom MD

simulations and generated the repulsive interaction potential profiles of two paral-

lel DNA oligomers [43]. Daiet al. performed a series of all-atom MD simulations

to study DNA attraction mediated by multivalent ions including putrescine (2+),

spermidine (3+), spermine (4+), and cobalt hexamine (3+), the inter-DNA inter-

action potential profiles were calculated, and the dynamics of the complexes was

investigated [44]. The above two works, however, only studied the inter-DNA inter-

action mediated by monovalent and multivalent ions. To the best of our knowledge,

the work presented here is the first all-atom MD simulation of cationic polymer

mediated DNA aggregation involving multiple DNA molecules.

Our simulations revealed dynamics of the PEI mediated DNA aggregation,

which is unaccessible through experiments. It is likely that the obtained results will

be applicable to other polymeric carriers apart from PEI. During the simulations

of DNA-PEI aggregation, bridging PEIs were observed connecting multiple DNA

molecules even though they were initially confined to a single DNA molecule. The
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number and binding strength of such bridging PEIs are likelyto dictate the stability

of aggregates. The bridging PEIs, however, were found to be highly dynamic and

the binding to multiple DNA molecules were reversible. Onlya select number

of PEIs participated in DNA bridging and some remained exclusively committed

to DNA molecules that they were originally bound to (within the limitation of

simulation times). A critical PEI/DNA ratio was needed for stable aggregation;

whereas 4 PEI molecules/DNA (corresponding to mass ratio of∼0.31) gave sta-

ble complexes, 1 PEI molecule/DNA (corresponding to mass ratio of ∼0.08) was

found insufficient to maintain DNA aggregation. Under experimental conditions,

we previously reported a polymer/DNA mass ratios of∼0.4 for complete DNA

binding irrespective of the molecular weight of PEI [45]. Since almost complete

DNA binding by carriers is a prerequisite for DNA aggregation, the simulations

results were consistent with the experimentally investigated DNA aggregation. It

was worthwhile to note that aggregation successfully occurred even though there

was a net positive charge for individual PEI/DNA complexes (each D-4P complex

carries a net charge of +2). Local attractive forces have compensated for the overall

repulsive force associated with like-charged entities. Anoverall positive charge is

typically observed in PEI/DNA complexes prepared with excess PEI [7], and in

this regard, our simulations concurred with the experimental observations.

A significant observation derived from the current studieswas the ability of

free PEI molecules to replace PEI molecules already bound toDNA molecules in

an aggregate. This process will have implications for preparation of DNA com-

plexes to be used for transfection, as well as for dissociation of DNA complexes

essential for functional transfection. The fact that excess DNA-binding molecules

might displace already bound molecules might be utilized tobetter engineer DNA

complexes prepared by step-by-step addition of transfection complexes [46], where

complexes are prepared by sequential addition of constituent molecules. For exam-

ple, A-B-C-D complexes were prepared by complexing DNA (A) with polymeric

polycations (B), followed by the addition of lipophilic substituents (C) and cell-

binding moieties (D). Our results support the experimentalobservation that such

sequential addition of DNA-binding molecules can lead to stable incorporation of
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individual constituents added at later stages of assembly.Optimizing the complex

properties in this approach were mostly experimentally driven, and the current study

provide an alternative means to further fine-tune the boundstate of the complexes.

It might be possible to compare the relative binding affinity of substituentsin silico

beforehand and determine which molecules might be more stably incorporated into

the complexes. The final state of the specific molecules in the complexes might

be better understood in this way. For example, MD simulations could be used to

determine if cell-binding moieties are embedded in a complex or retained on the

surface readily accessible for target binding.

Macromolecular displacement of DNA-binding molecules in aggregates might

be especially critical for complex stability. Interactionwith naturally occurring

macromolecules in the extracellular matrix (e.g., heparansulfate) has undesirable

consequence on transfection [47, 48], which leads to inhibition of DNA uptake.

MD simulations can help identify DNA carriers resistant to such displacements and

enhance the stability of DNA aggregates that is needed for cellular uptake. Displace-

ment with intracellular macromolecules, on the other hand,is essential to release

the DNA in free form for efficient transcription [49, 50]. Specific proteins capa-

ble of interacting with DNA complexes were identified [51, 52], whose binding to

complexes were shown to facilitate nuclear uptake and ultimately transgene expres-

sion. The atomistic MD simulations might shed important insight into this process,

providing a better means to predict the complex stability inthe presence of these

intracellular molecules. Simulating displacement of carrier molecules with known

DNA-binding molecules such as histones will reveal information about DNA disas-

sembly inside the cells.

4.3.5 Limitations and future studies

Even though the simulations reported here are the-state-of-the-art in terms of model

size and simulation time, the current computational limitations restricted us to fo-

cusing on only one species of PEI, where the protonation state, architecture, and

molecular weight were fixed. Such factors can potentially affect PEI mediated

DNA aggregation and will be part of our future work. We already know that PEIs
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with lower degree of protonation display lower binding affinity to DNA (i.e., bind-

ing is less stable in MD simulations) [31]. The linear form ofthe PEI also behaves

in a similar fashion as compared to the branched PEIs simulated here [31]. The

level of protonation employed in this study was more realistic of PEI’s state un-

der physiological conditions (i.e., pH between 6 and 7) [30], and branched PEI is

more commonly used for DNA delivery. On the basis of our past simulations for

23% protonated PEIs [31], which mimics PEI’s state at pH 8 [30], several conjec-

tures can be made on DNA aggregation by the less protonated PEIs. First, due to

their lower binding affinity to DNA [31], the aggregates mediated by less proto-

nated PEIs would be less stable and the PEI exchange among theDNA molecules

might be more common. Because a considerable fraction of Ns in 23% PEIs con-

tribute to binding with DNA through indirect hydrogen bonding mediated by water

molecules [31], we expect the 23% PEIs to neutralize the DNA at a larger distance

from the DNA C1’ atoms compared with the 46% PEIs; i.e., the capability of 23%

PEIs to neutralize the DNA would be weaker. This might cause the formed aggre-

gate in excess PEIs to be less positively charged. The looserbinding of 23% PEI to

DNA may also increase the DNA-DNA spacing in the aggregate. These conjectures

will be tested via additional simulations.

Another limitation is the size of DNA aggregates studies here, where the largest

aggregate was composed of 4 DNA molecules leading to a size of∼10 nm with

excess PEIs. The aggregate size formed with the PEI/DNA complexes are larger

in reality. For example,∼100 nm aggregates are routinely reported for the 25 kDa

branched PEI, and we recently reported aggregates as large as 500-700 nm for the

PEIs with MW of 0.6-2.0 kDa [45]. Therefore, a larger numbersof DNA complexes

will be needed to realistically simulate DNA aggregation employed for cell trans-

fections. Alternatively, longer chain DNA molecules mightbe needed to achieve

more realistic aggregation. MD simulations can help understand what determines

the aggregate size obtained under experimental conditionsand, more importantly,

what makes the aggregation stop before an exuberant aggregate is formed consum-

ing all of the DNA and PEI molecules. Since size is important in the transfection

efficiency of the DNA aggregates [53, 54], better control oftransfection could be
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achieved as a result of such simulations.

4.4 Conclusions

We performed a series of all-atom MD simulations to study PEImediated DNA

aggregation. The results clearly demonstrate that PEIs contribute to DNA aggrega-

tion through two mechanisms: (i) forming polyion bridges between DNA segments

and (ii) screening the negative DNA charges at a short distance from the surface of

DNA molecules. As a consequence of the latter mechanism, thePEI/DNA charge

ratio needs to be above certain value in order to maintain a stable aggregation. Com-

pared with monovalent ions, PEIs are shown to be more capableof neutralizing the

DNAs at close distance and provide full neutralization at∼12 Å from the DNA

C1’ atoms, when the PEI/DNA charge ratio is above 1. The DNA-DNA spacing

in the DNA/PEI aggregates were between 21.4Å and 29.0Å. Excess PEIs were

capable of binding to the already positively charged aggregate and further increase

its charge. They can also replace the PEIs previously bound to the DNAs in the

aggregate. The binding of excess PEIs, however, does not change the DNA-DNA

spacing.
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Chapter 5
Probing the Effects of Lipid
Substitution on Polycation Mediated
DNA Aggregation: A Molecular
Dynamics Simulations Study 1

5.1 Introduction

Gene delivery has been extensively studied in the past two decades as a means to

treat diseases associated with defective gene expression [1, 2]. Although there have

been as many as 1786 clinical trials to date [3], the lack of safe and efficient gene

delivery carriers is still a major impediment for the successful application of such

treatment. Polycations, such as polyethylenimine (PEI) [4, 5], are an important

category of nonviral carriers since they are effective and do not arouse the safety

concerns associated with viral carriers [6, 7]. Moreover, compared with viral carri-

ers, polycationic carriers have the advantage of being readily engineered with other

functional groups, making it possible to tailor their properties for different applica-

tions. Experimentally, it has been found that modifying polycations with lipophilic

and hydrophobic moieties can enhance the performance of polycation-based gene

delivery carriers [8]. Khalilet al. [9] and Phamet al. [10] investigated the cellular

interaction and transfection efficiency of lipid modifiedpeptides, and found that the

lipid modification yielded more stable polyplexes and led to higher cellular uptake.

Hydrophobic modification of chitosan was also found to facilitate DNA conden-

sation by forming stable polyplexes with DNA and to enhance gene delivery with

improved cell entry [11--13]. Lipid modification of poly-L-lysine was found to

1A version of this chapter has been published. Reprinted withpermission from: C. Sun, T. Tang,
H. Uludağ, Biomacromolecules, 2012, 13 (9), p2982-2988. Copyright 2012 American Chemical
Society.
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greatly enhance the DNA delivery efficiency due to increased cellular uptake and

better protection from DNA degradation [14--17]. Neamnarket al. studied the de-

livery and transfection efficiency of 2 kDa PEIs modified with caprylic, myristic,

palmitic, stearic, oleic and linoleic acids [18]. They found that as little as one lipid

substitution per PEI (with linoleic acid substituent) could transform the ineffective

2 kDa native PEI into effective carriers comparable with highly effective 25 kDa

PEI. Bahaduret al. investigated the efficiency of 0.6, 1.2, and 2 kDa PEIs modified

by palmitic acid, and found that the lipid substitution led to a higher zeta potential of

the formed polyplexes, increased cell uptake of the DNA, andenhanced transgene

expression [19]. Despite the experimental evidence, the molecular mechanism con-

tributing to the beneficial effects of such modification ingene delivery is not clear,

and remains to be investigated.

Two recent works have attempted to address the effect of lipids on the aggre-

gation of DNA. Patel and Anchordoquy experimentally investigated the spermine

and lipospermine induced DNA condensation [20]. They foundthat while liposper-

mines gave higher DNA binding affinity due to their higher hydrophobicity, they

lacked the capacity to condense the DNA into compact toroidal structures. The

steric hindrance introduced by the acyl chain in lipospermine was postulated to

preclude packaging of DNA into compact dimensions. Posoccoet al., using meso-

scopic coarse-grained simulations, studied the binding ofcholesterol-modified den-

drimers to DNAs [21]. It was shown that the cholesterol modified dendrimers could

form self-assembly through the interaction among the hydrophobic units (choles-

terol), which was a reason they could condense DNA more effectively compared

with native dendrimers. The influence of lipids on peptide aggregation was investi-

gated in the recent work by Hunget al. [22] and Todorovaet al. [23] via computer

simulations. They found that in the absence of lipids, peptides manifested higher

flexibility and aggregated through interactions among thearomatic cores. In the

presence of lipids, the head lipid groups more favorably interacted with the hy-

drophilic regions on the peptides while the lipid tails mainly interacted with the

hydrophobic regions. Such interactions interfered with the interactions among the

aromatic cores and prohibited the aggregation of peptides.Clearly, lipids can have
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different roles that may contribute positively or negatively to the aggregation; this

demands a careful examination on DNA aggregation mediated by lipid modified

polycations.

Computer simulations, especially all-atom molecular dynamics (MD) simula-

tions, have proven to a powerful tool in studying interaction of polycations with

nucleic acids, viruses and other drug molecules [24--35]. For example, besides the

works mentioned above, all-atom MD simulations has been used to evaluate the

ability of different copolymers to incorporate lipophilicdrugs into micelles, which

yielded results in good comparison with experimental data [35]. In this work, in

order to elucidate the role of lipid substitution in polycation mediated DNA aggre-

gation and condensation, we performed a series of large scale all-atom MD simu-

lations. PEI was considered as the representative polycation and oleic acid (C18,

1) as the representative lipid substituent in this study. Our study determined the

location of the lipid moieties in the formed polyplexes, andshed light on the effects

of lipid substitution on DNA binding and aggregation.

5.2 Methods

5.2.1 Simulated Systems and Procedure

The DNA simulated in this work was a Drew-Dickerson dodecamer d(CGCGAATT

CGCG)2 carrying a total charge of -22. The initial structure of the DNA was built

to be a canonical B form using AMBER NAB tool [36]. The lmPEI simulated

is a 831 Da branched PEI consisting of 13 amine groups with a single oleic acid

(OA) lipid tail grafted on a primary amine. The chemical structure and protonation

sites of the lmPEI are shown in Figure 5.1. A total of six primary or secondary

amines were chosen to be protonated corresponding to a protonation ratio of 46%.

We chose the 46% protonation ratio to be consistent with the protonation ratio of

47% for 600 Da PEI at pH= 6 from our recent study [37]. The protonation sites

were distributed as uniformly as possible to minimize thermodynamic interactions

between the protonated amines [32]. The initial structure of the lmPEI was built in

VMD [38] and then energetically minimized in NAMD [39]. Fiveseparate systems
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were simulated in this study, and their information is summarized in Table 5.1. To

get an equilibrated configuration of the lmPEI, system lmPEI consisting of a sin-

gle lmPEI molecule with explicit water and counterions was first simulated for 6

ns. The configuration of the lmPEI at the end of the simulation was adopted as the

initial configuration of the lmPEIs in the following simulations. To study the inter-

action of one DNA with one lmPEI, and to determine the location of the cationic

and lipophilic moieties of the lmPEI relative to the DNA, system 1D-1P contain-

ing one DNA and one lmPEI was simulated for 50 ns. The initial configuration

of system 1D-1P is shown in Figure 5.2(a), where the principal axes of the lmPEI

were aligned parallel to the DNA axis and its center of mass (COM) was positioned

at 25Å from the DNA COM. To investigate the binding of multiple lmPEIs to a

DNA, we adopted the final configuration of 1D-1P and added three more lmPEIs

to form the new system 1D-4P. The added 3 lmPEIs in 1D-4P were again aligned

parallel to the DNA axis with their COM at 25̊A away from the DNA COM (Fig-

ure 5.2(b)). The 1D-4P system was simulated for 100 ns. Four identical equilibrated

1D-4P complexes were then used to construct the system 4D-16P to study lmPEI

mediated DNA aggregation. The four 1D-4P complexes were arranged on the four

corners of a square, as shown in Figure 5.2(c). The axes of thefour DNAs were

aligned to be parallel and the COM of each 1D-4P complex was separated from the

COM of its neighboring complex by 35̊A. The 4D-16P system was simulated for

100 ns. To investigate the effect of excess lmPEIs on the DNA aggregation, 12 lm-

PEIs were added to the 4D-16P system at the end of the 100 ns simulation, and the

new system is referred to as 4D-28P. The added 12 lmPEIs surrounded the 4D-16P

polyplex in a circular fashion located at 42Å from the COM of 4D-16P system as

shown in Figure 5.2(d). The 4D-28P system was simulated for 200 ns. It should be

pointed out that there are many ways of specifying the initial configurations for sys-

tems 4D-16P and 4D-28P. One particular reason the present initial configurations

are chosen is that the same initial configurations were usedin a previous work on

native PEI mediated DNA aggregation [33]. Having the same initial setting allows

us to best address the influence of lipid in the DNA aggregation. To facilitate the

data presentation, in systems 4D-16P and 4D-28P, each DNA islabeled with a cap-
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Table 5.1: Information of the five systems simulated in thisstudy.
System No. of Charge ratio No. of Simulation box No. of Time
name DNA/lmPEI DNA/lmPEI atoms size (̊A3) Na+/Cl- (ns)

lmPEI 0/1 0/6 12856 64× 48× 41 0/6 6
1D-1P 1/1 22/6 34210 74× 69× 66 22/6 50
1D-4P 1/4 22/24 65285 81× 92× 86 0/2 100
4D-16P 4/16 88/96 96278 104 × 105× 87 0/8 100
4D-28P 4/28 88/168 163034 117× 117 × 117 0/80 200

ital letter (A, B, C or D), and each lmPEI is labeled with a number (1-16 in 4D-16P;

17-28 for the additional 12 lmPEIs in 4D-28P).
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Figure 5.1: Molecular structures and protonation sites of the lipid modified PEI
studied in this work.

5.2.2 Simulation Details

A CHARMM format force field was developed and validated [32]for PEI based on

the CHARMM General Force Field [40], and CHARMM 27 force field [41, 42] was

used for all other molecules. All simulations were performed using NAMD [39]. A

time step of 2 fs, TIP3P water model [43], periodic boundary condition, full electro-

statics with particle-mesh Ewald method [44], cutoff of 12Å for van der Waals in-

teractions and electrostatics pairwise calculations, andthe SHAKE algorithm [45]

were used for all the simulations. During each simulation, the system was first min-

imized for 5000 steps. The system was then heated from 0 to 300K in 20 ps with

10kcal/(mol×Å2) harmonic restraint on the non-hydrogen atoms of the DNAs and

lmPEIs. The simulation was continued for 4 ns at 300 K and 1 barwith the restraint

to have the ions relax around the solutes. We then removed therestraint and NPT

ensemble simulation was performed for the period of time indicated in Table 5.1 for

each system. The length of the simulations was shown to be sufficient to generate
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a) 1D-1P at 0 ns b) 1D-4P at 0 ns

35 Å

35 Å

c) 4D-16P at 0 ns d) 4D-28P at 0 ns

Figure 5.2: Snapshots of the initial configurations: (a) 1D-1P at 0 ns, (b) 1D-4P at
0 ns, (c) 4D-16P at 0 ns, (d) 4D-28P at 0 ns. Different lmPEIs are represented by
different colors (except in (d) where the extra 12 lmPEIs arein red); the OA moi-
eties on the lmPEIs are represented by spheres; water and counterions are removed
for clarity.
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dynamic equilibrium, an evidence of which is given in Appendix D. VMD [38] was

used for visualization and trajectories analysis.

5.3 Results and Discussions

5.3.1 Location of Lipophilic Moieties and Lipid Association

Although the size and charge of the carrier/DNA polyplexes are routinely assessed

in an experimental setting, the structural details especially the location of the

lipophilic moieties in the lipid-modified polycation/DNApolyplexes have not been

investigated [8]. Figure 5.3 shows the final configurations for systems 1D-1P, 1D-

4P, 4D-16P, and 4D-28P, where the lipid moieties on the lmPEIs are represented

by spheres. In system 1D-1P (Figure 5.3(a)), the cationic moiety of the lmPEI

conforms to the DNA while the lipid tail remains on the outside with no obvious

interactions with the DNA molecule. In system 1D-4P (Figure5.3(b)), the four

lipid tails still stay outside of the complex with three of them being associated with

one another. In system 4D-16P (Figure 5.3(c)), a DNA aggregate is formed and

a large lipid association involving multiple lmPEIs is formed in the middle of the

four DNA molecules. The remaining lipids also stay associated with one another on

the periphery of the DNA aggregate. In system 4D-28P (Figure5.3(d)), the DNA

aggregate and the large lipid association continue to exist. In addition, some of the

added lmPEIs are attached to the outer surface of the formed DNA aggregate.

To quantify the location of cationic and lipophilic moieties of the lmPEIs rela-

tive to the DNA, in Figure 5.4 we plotted the cumulative percentage of the lmPEI

nitrogens and lipid carbons for system 1D-4P as a function ofdistance from any

DNA C1’ atom, averaged over the last 40 ns of the simulation. The C1’ atoms are

on the sugar rings of the DNAs, located inside the DNA helix ata distance of∼5

Å from the surface of DNA defined by the phosphorus atoms. In Figure 5.4, taking

the lmPEI nitrogens for example, the cumulative percentageat a given distancer

is the percentage of all the lmPEI nitrogens within a distance r from any DNA C1’

atoms. The curve for the lmPEI nitrogens rises quickly from 0% at 4Å to ∼90%

at 9Å, demonstrating that most lmPEI nitrogens stay between 4 and 9 Å from the
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a) 1D-1P at 50 ns b) 1D-4P at 100 ns

c) 4D-16P at 100 ns d) 4D-28P at 200 ns

Figure 5.3: Snapshots of the final configurations: (a) 1D-1P at 50 ns, (b) 1D-4P
at 100 ns, (c) 4D-16P at 100 ns, (d) 4D-28P at 200 ns. DifferentlmPEIs are repre-
sented by different colors (except in (d) where the extra 12 lmPEIs are in red); the
OA moieties on the lmPEIs are represented by spheres; water and counterions are
removed for clarity.
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DNA C1’ atoms. The curve for the lipid carbons only reaches∼30% at 10Å, indi-

cating that only∼30% of the lipid carbons are within 10̊A of the DNA C1’ atoms.

These curves clearly show that, as observed visually in Figure 5.3(b), the cationic

moieties bind closely to the DNA while the lipid substituents tend to stay away

from the DNA instead of being located inside the DNA grooves.
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Figure 5.4: Cumulative percentage of the lmPEI nitrogens and lipid carbons as
functions of the distance from any DNA C1’ atom in system 1D-4P.

As seen in Figure 5.3(c), the lipid moieties that stay on the periphery of the lm-

PEI/DNA complex become associated with one another when multiple lmPEI/DNA

complexes are placed together. This can play a significant role in aggregating the

DNAs. To quantify the association among the lipid tails in the aggregate, in Fig-

ure 5.5 we tabulated, between each pair of lipid tails, the number of pairs of lipid

carbons that are closer than 5Å apart, averaged over the last 40 ns of the simula-

tions. The calculations were performed for both systems 4D-16P and 4D-28P. The

numbers on the top and right of each subfigure are the lmPEI indices. Each pair

of lmPEIs in a system can form a pair of lipid tails. This results in 120 pairs of

lipid tails in systems 4D-16P and 378 pairs in 4D-28P, corresponding to 120 cells

in Figure 5.5(a) and 378 cells in Figure 5.5(b), respectively. Each lipid tail has 18

carbons; thus, between a pair of lipid tails there are 324 pairs of carbons. Among

these 324 pairs of carbons, the number of pairs within 5Å is counted and given

in the cell corresponding to this pair of lipid tails. The cell is left empty where no
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carbon pairs are found to be within 5Å. For example, number 11 on the top left cell

of Figure 5.5(a) means that out of the 324 pairs of carbons between lmPEI 1 and

lmPEI 2 in system 4D-16P, 11 pairs are separated by 5Å or less. We choose 5̊A as

the criterion because this is the closet carbon-carbon distance within which the free

energy for the association of two alkane molecules is negative indicating that their

associaltion is energetically favorable [46]. If one or more pairs of lipid carbons

between two lipid tails is closer than 5̊A apart, the two lipid tails are said to be

associated. In Figure 5.5(a), consider the rows 1, 2, 6-10 and columns 2, 6-10, 13,

all the cells formed by these rows and columns have nonzero numbers, which are

marked with red squares. This indicates that lmPEIs 1, 2, 6-10 and 13 are mutually

associated and they form a large association involving 8 lmPEIs in system 4D-16P.

It can be seen in Figure 5.3(c) that this association stays inthe middle of the poly-

plex. Since the 8 lmPEIs bind to different DNAs, the lipid association contributes to

holding the DNAs in an aggregated form. Four other lipid associations each involv-

ing only two lmPEIs also exist in the polyplex (illustrated by the squares of green,

blue, orange and olive colors in Figure 5.5(a)). Overall, each lmPEI in system 4D-

16P is associated with at least one other lmPEIs through lipids, demonstrating the

significance of lipid association in the polyplex.

In system 4D-28P, the 12 extra lmPEIs are indexed by numbers 17-28, as shown

in Figure 5.5(b). Comparing the columns 2-16 of Figure 5.5(b) with Figure 5.5(a),

it can be seen that all the colored squares stay in the same location. This means that,

after adding 12 more lmPEIs, the lipid associations formed in system 4D-16P pre-

serve in system 4D-28P. In addition, lmPEI 27 joins the lipidassociation between

lmPEIs 3 and 4 (3 cells marked by green squares in Figure 5.5(b)); lmPEI 20 joins

the lipid association between lmPEIs 11 and 12 (3 cells marked by orange squares

in Figure 5.5(b)); lmPEIs 19, 21, 23, and 24 form a new association involving four

lmPEIs (6 cells marked by violet squares in Figure 5.5(b)); lmPEIs 17 and 18 are

associated (cyan square in Figure 5.5(b)); as well lmPEIs 22and 26 are associated

(yellow square in Figure 5.5(b)). Only two lmPEIs, PEIs 25 and 28, are not asso-

ciated with any other lmPEIs. It should be noted that not all the extra lmPEIs are

bound to the DNA aggregate. In particular, by examining the binding state of each

102



a) 4D-16P

b) 4D-28P

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

11 4 26 11 10 4 6

16 24 1 13 5 7

49

18

18 4 1 10 1

19 12 18 7

7 28 11

12 19

28

46

24

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28

34 4 8 1 12 9 9

3 15 7 17 26 19

37 32

30

49

23 8 4 30 5

10 10 16 3

12 19 33

9 6

29

30 43

28

42

4

22 16 21

12 10

49

15

Figure 5.5: Number of pairs of lipid carbons that are closer than 5Å apart between
each pair of lipid tails in (a) 4D-16P, and (b) 4D-28P. The numbers on the top and
right of each subfigure are lmPEI indices. Only the non-zeronumbers are shown
and marked with colored squares. The lmPEIs involved in the same association are
marked by the same color.
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lmPEI with the DNAs (Figure D.3 in Appendix D), we found that,during the last

40 ns of the simulation, lmPEIs 17, 20, 22, and 27 directly bind to the DNAs for

more than 50% of the time. lmPEIs 18 and 26 bind directly to theDNAs for short

periods of time; also they attach to the polyplex through lipid association with lm-

PEIs 17 and 22. lmPEIs 19, 21, 23, and 24 do not bind to any DNAs and exist in

an associated form in the solution. lmPEIs 25 and 28 neither bind to the DNAs nor

are associated with any other lmPEIs.

5.3.2 Polyion Bridging and DNA Charge Neutralization

Two main mechanisms have been identified in native PEI mediated DNA aggrega-

tion [33]: polyion bridging (i.e., a polycation binding with multiple DNA segments

simultaneously; see detailed definition in Appendix D) andDNA charge neutral-

ization. Not surprisingly, we found that polyion bridging also plays an important

role in lmPEI mediated DNA aggregation. Specially, five lmPEIs participated in

bridging two or three DNAs for longer than 50% of the simulation time in both

systems 4D-16P and 4D-28P (see Figures D.2 and D.3 in Appendix D). However,

the intensity of polyion bridging appears to be slightly weaker than that in native

PEI mediated DNA aggregation, as in both the system containing 4 DNAs with

16 native PEIs and the system containing 4 DNAs with 28 nativePEIs, eight PEIs

participated in bridging DNAs for longer than 50% of the simulation time [33]. We

attribute this to the steric disturbance on the polyion bridging arising from the lipid

tails on the lmPEIs.

To investigate how lmPEIs neutralize the DNA charges and whether the lipid

modification introduces any effect on the charge neutralization, we plotted the cu-

mulative distributions, with respect to the DNA C1’ atoms, of protonated PEI ni-

trogens, Cl- ions, and the net charge of PEI and ions, averaged over the last 40 ns

of the simulations (Figure 5.6). The results for lmPEIs (left column) are compared

with those for native PEIs [33] (right column). In each subfigure of Figure 5.6, the

straight dashed black line indicates the total charge all the DNAs in the system carry,

and the blue solid curve is the total charge of PEI and ions within a given distance

to their nearest DNA C1’ atoms. At the distance where black line and blue curve
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intersect, the DNA charges are 100% neutralized by the PEI and ions. At larger

distances, the PEI and ions charges exceed the DNA charges, and the DNA(s) are

‘overneutralized’. It can be seen that the PEIs in all the 6 systems demonstrate simi-

lar characteristics in neutralizing the DNA(s). Quantitatively, the distance at which

the lmPEIs 100% neutralize the DNA(s) is shorter than the distance at which the

native PEIs 100% neutralize the DNA(s). Specifically, for system 1D-4P, such dis-

tance is∼10 Å for lmPEIs and∼12 Å for native PEIs. For system 4D-28P, such

distance is∼8 Å for lmPEIs and∼10 Å for native PEIs. The distance at which the

‘overneutralization’ maximizes is approximately the samefor all the 6 system, being

∼15 Å. However, in excess of PEIs, the degree of overneutralization is higher for

lmPEIs, which can be seen by comparing the peak values of the blue solid curves

in Figure 5.6(e) and (f). The overneutralization of the DNAscan also be quantified

using the number of PEI molecules bound to the DNAs during thesimulation. Here

we say a lmPEI is bound to DNA if it has one or more nitrogens within 4 Å of any

DNA N/O atoms (see Appendix D for details). Figure 5.7 shows this number as

a function of simulation time for the system of 4D-28P with lmPEIs. On average,

19.7 lmPEIs are directly bound with the DNAs during the last 40 ns of the simu-

lation for system 4D-28P. These 19.7 lmPEIs carry a positivecharge of 118 and

the DNAs carry a negative charge of -88. Besides the lmPEIs directly bound to the

DNAs, there are some lmPEIs attached to the polyplex throughlipid association

with the lmPEIs directly bound to the DNAs. Thus, the resulting polyplex carries a

positive charge higher than+30. To compare, in the system of 4 DNAs with 28 na-

tive PEIs [33], on average 18.2 PEIs were bound to the DNAs during the last 40 ns

of the simulation. Overall, our results show that the PEI’s capability in neutralizing

DNA is slightly enhanced by the lipid substitution.

5.3.3 Water Release during the Aggregation Process

Macromolecular association in aqueous environment is normally accompanied by

the release of water molecules previously adhering to the surfaces of the macro-

molecules. Since the water molecules on the macromolecularsurfaces are less mo-

bile, such release is an entropically favorable process with a free energy reduction of

105



0 5 10 15 20 25
0

10

20

30
a) 1D−4P (lmPEI)

0 5 10 15 20 25
0

10

20

30
b) 1D−4P (native PEI)

0 5 10 15 20 25
0

30

60

90

120

C
u

m
u

la
ti
v
e

 n
u

m
b

e
r

c) 4D−16P (lmPEI)

0 5 10 15 20 25
0

30

60

90

120

 

 

d) 4D−16P (native PEI)

Net charge of PEI and ions

PEI N+

Cl−

Total DNA charge

0 5 10 15 20 25
0

35

70

105

140

r (angstrom)

e) 4D−28P (lmPEI)

0 5 10 15 20 25
0

35

70

105

140
f) 4D−28P (native PEI)

Figure 5.6: Cumulative numbers of PEI charges, Cl-, and net charge of PEI/Cl- as
a function of the distance from any C1’ DNA atom (averaged over the last 40 ns
of each simulation). The total charge of all the DNAs in each system is plotted
by a straight dashed black lines as reference. (a) D-4P (lmPEI), (b) D-4P (native
PEI), (c) 4D-16P (lmPEI), (d) 4D-16P (native PEI), (e) 4D-28P (lmPEI), (f) 4D-28P
(native PEI).
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Table 5.2: Number of water molecules released from the solutes during the aggre-
gation process.

System 4D-16P 4D-16P 4D-28P 4D-28P
(lmPEI) (native PEI) (lmPEI) (native PEI)

# of waters 1003 794 1345 844

up to 2 kcal/mol at 300 K [47]. Therefore, counting the numberof water molecules

released during the macromolecule association allows us toassess the entropic gain

from water release upon macromolecular binding. Table 5.2 summarizes the num-

ber of water molecules released from the hydration shell of the solutes (within 3

Å from the molecules) during the aggregation process for systems 4D-16P and 4D-

28P and their counterparts involving native PEIs [33]. Detailed information on the

calculation is given in Appendix D. It can be seen that the numbers of released

water molecules are much higher for the lmPEI systems than for the native PEI

systems. System 4D-16P has∼20% more water molecules released, and system

4D-28P has as high as∼60% more water molecules released compared to its native

PEI counterpart. There are two reasons for the much larger amount of water release

in the presence of lmPEIs. First, there are a greater number of lmPEI molecules

(>19.7) in the lmPEI/DNA polyplex than the number of native PEIs (∼18.2) in the

native PEI/DNA polyplex. Second, the lmPEIs in the lmPEI/DNA polyplex are

significantly associated, resulting in more water release.

5.3.4 Discussion

From our simulation results, several effects of the lipid substitution on DNA ag-

gregation can be identified. First, compared with the polyplex formed by DNA

and native PEIs [33], the existence of hydrophobic moietieson the periphery of

the lmPEI/DNA polyplex can present the hydrophobic groups more effectively for

interaction with cell membranes and other hydrophobic biological entities on the

delivery path. The external location of lipids is expected to facilitate the internaliza-

tion of the DNAs through cell membranes, supporting the experimentally observed

higher cellular uptake of lmPEI/DNA polyplexes compared with native PEI/DNA

polyplexes [19]. The peripheral lipids can also enhance theinterfacial interaction
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among lmPEI/DNA polyplexes and drive their growth into larger polyplexes, which

is confirmed in our experimental observation that the size of lmPEI/DNA polyplex

became larger after 30 min (unpublished results). Moreover, the lipids on the pe-

riphery of the polyplex can presumably reduce the accessibility of degrading nucle-

ases to the DNA molecules and hence protect the DNAs from degradation. Second,

the lmPEI/DNA polyplex formed in our simulation has demonstrated enhanced sta-

bility compared with native PEI/DNA polyplex [33]. A strongevidence of this is

that when we added 12 extra PEIs to the polyplex formed by 4 DNAs and 16 native

PEIs, we found that some of the original 16 PEIs were ‘‘replaced’’ by the added

PEIs in that they unbound from the DNAs while allowing the newly added PEIs

to bind to the DNAs [33]. Interestingly, this did not happen to our current 4D-28P

system after adding 12 lmPEIs (see Figure D.3 in Appendix D).All the original 16

lmPEIs bound firmly to the DNAs during the entire 200 ns simulation. We attribute

the increased stability to the intensive linkage formed among the lmPEIs through

lipid association which we observed in systems 4D-16P and 4D-28P. In fact, de-

spite the steric hindrance associated with the presence of the lipid tails, the radius

of gyration of the four DNAs aggregated by lmPEIs is found to be nearly identical

to that of the four DNAs aggregated by native PEIs (see FigureD.4 in Appendix

D). The lipid association has compensated for the steric hindrance as well as the

electrostatic repulsion between the likely charged lmPEIsand allowed the forma-

tion of a network in which the lmPEIs collectively aggregatethe DNAs and all the

DNAs are mutually connected. In contrast, native PEIs work individually in aggre-

gating the DNAs and only a fraction of the DNAs in the aggregate are mutually

connected by the native PEIs [33], resulting in polyplexes with an overall lower

stability. Another support for the enhanced stability of the lmPEI/DNA polyplex is

the significantly larger amount of water molecules released from the lmPEI/DNA

polyplex compared with the native PEI/DNA polyplex. Because water release is

associated with entropy gain and free energy reduction, more water release con-

tributes favorably to increase the stability of the formed polyplex. The low stability

of polyplexes formed by low molecular weight (LMW) native PEIs might be a ma-

jor reason for the low cellular uptake of these polyplexes. Modifying LMW PEIs
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with lipid substitution could overcome this drawback of native LMW PEIs while

taking the advantage of the low toxicity associated with LMWPEIs. Finally, in ex-

cess of PEIs, the polyplex formed by lmPEIs and DNAs is more positively charged

compared with that formed by native PEIs and DNAs. This is consistent with the

experimental finding that lmPEI aggregated polyplexes have a higherζ potential

than native PEI aggregated polyplexes [19, 48].

In an experimental investigation of the dissociation of different polylexes

formed by 2 kDa native PEI and 23 lmPEIs with different types and amount of

lipid substitutions, it was found that 7 of the lmPEIs formedpolyplexes that were

more difficult to dissociate compared with native PEI formed polyplexes, while

the other 16 lmPEIs formed polyplexes that were easier to dissociate [18]. This

suggests that the lipid modification might weaken the stability of the polyplex in

some cases. Our simulation results have shown that the degree of polyion bridging

is slightly weaker for lmPEI mediated DNA aggregation. The weakened polyion

bridging by lipid substitution could make the polyplex easier to dissociate while

the network formed among the lmPEIs from lipid association could provide more

resistance to the polyplex dissociation. For the systems studied in this work, the

weakened stability from less intensive polyion bridging ismore than compensated

by the enhanced stability due to lipid association, and the lmPEI/DNA polyplexes

manifest higher stability. However, for lmPEIs modified with different types and

amount of lipid substitutions, the significance of these two effects might be re-

versed. The delicate balance between these two effects provides an explanation for

the experimentally observed different dissociation results for lmPEIs with different

lipid substitution [18].

5.4 Conclusions

When lmPEIs bind with a DNA, the cationic moieties of the lmPEIs form close con-

tact with the DNA whereas the lipid moieties stay at the periphery. Compared with

native PEIs, which aggregate DNAs through polyion bridgingand charge neutral-

ization, lmPEIs mediate DNA aggregation through an additional mechanism: asso-
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ciation among lipid tails of different lmPEIs. The lipid association is significant

and it further stabilizes the lmPEI/DNA polyplex. However,the lipid substitution

weakens the polyion bridging and this might have an oppositeeffect on the stability

enhanced by lipid association. The peripheral location of the lipid moieties attached

to the lmPEI/DNA polyplex increases the hydrophobicity of the formed polyplex

and contributes favorably to the interaction of the polyplex with cell membrane.
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Chapter 6
A Molecular Dynamics Simulation
Study on the Effect of Lipid
Substitution on Polyethylenimine
Mediated siRNA Complexation 1

6.1 Introduction

RNA interference (RNAi) via small interfering RNA (siRNA) is a promising thera-

peutic strategy which have attracted intense attention during the past decade [1, 2].

Protective carriers are needed to deliver siRNA to the target site (cytosol) since

siRNA is rapidly degraded by nucleases in the biological environment in its native

form. siRNA itself cannot permeate cell membrane on its own, given the anionic

charge of the cell membrane and the siRNA itself. Delivering siRNA into cells in

an effective way is a major impediment for its successful therapeutic applications.

Polycationic carriers, such as polyethylenimine (PEI) [3, 4], have evolved into a

major approach for siRNA delivery with the advantage of being readily modified

with other functional groups, making it possible to tailor their properties for dif-

ferent applications [5]. In addition, polycationic carriers do not arouse the safety

concerns associated with viral carriers [6, 7]. High molecular weight (HMW, ∼25

kDa) PEIs is one class of effective carriers for siRNA delivery and often consid-

ered as ‘gold standard’ in non-viral gene delivery, however, the high toxicity and

limited biodegradability prohibit their clinical use. Low molecular weight (LMW,

<2 kDa) PEIs display acceptable toxicity but cannot effectively deliver siRNA into

cells. Modifying polycations with lipophilic and hydrophobic moieties was found

to improve the performance of polycation-based gene delivery carriers [5, 8]. Mod-
1A version of this chapter has been accepted for publication. Reprinted from: C. Sun, T. Tang,

H. Uludağ, Biomaterials, 2013, DOI:10.1016/j.biomaterials.2013.01.011, in press.
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ifying poly-L-lysine (PLL) with a lipid, for example, greatly enhanced the siRNA

delivery efficiency with increased cellular uptake and better protection from siRNA

degradation [9, 10]. Cationic carriers containing cholesterol were found to improve

siRNA delivery through an enhanced interaction with cell membrane [11]. The

impact of different lipid substitution on the assembly and delivery of siRNA by 2

kDa PEI was investigated, and lipid substitution was found to significantly increase

the cellular uptake and lead to effective gene knockdown with minimal cytotoxi-

cities [12]. It was also found that not all the lipid modifications were beneficial

and the performance of modified PEIs depended on the nature of the substituted

lipids and the level of substitution [12]. Despite the experimental evidence for the

beneficial effects of the lipid modifications, the molecular mechanism behind the

beneficial effects is not clear, and remains to be probed.

Computer simulations especially molecular dynamics (MD) simulations are

playing an increasingly important role in studying nucleicacid complexation with

carriers. Recent MD simulation studies provided insight into the self-assembly pro-

cess and structure-binding relationship of siRNA with dendrimers [13--20]. They

demonstrated the validity of using MD simulations to study the interaction between

siRNA and supramolecular carriers. For example, the radiusof gyration of the

dendrimer calculated from the simulation was consistent with the SAXS measured

value [20]. However, these simulation studies only investigated the interaction

of carriers with a single siRNA molecule, while in practicalsystems, the carriers

are often interacting with multiple siRNA molecules to condense the siRNAs into

nanoparticles. Simulations involving multiple siRNA molecules will provide a

more realistic insight on the role of carriers in siRNA complexation process.

In order to elucidate the mechanisms of PEI mediated siRNA complexation and

condensation, we performed a series of large scale all-atomMD simulations with

four siRNA molecules. We specially focused on the role of lipid substitution in

siRNA binding and condensation. A branched 2 kDa PEI was adopted as the na-

tive PEI and four PEIs modified with caprylic acid (CA) and linoleic acid (LA) at

two substitution levels were adopted as the lipid modified PEIs. These conjugates

were chosen due to the availability of extensive experimental data on their siRNA
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delivery capabilities. Our study aims to shed light on the structure-function rela-

tionship by analyzing the structures of PEI/siRNA polyplexes and correlating them

with experimental data.

6.2 Methods

6.2.1 Simulated Systems and Procedure

The siRNA simulated in this study has the following sequence: sense: 5’-CAGAAA

GCUUAGUACCAAATT-3’, antisense: 5’-UUUGUACUAAGCUUUCUGTC-3’,

which was used extensively to silence P-glycoprotein [9, 10, 12]. It is composed of

42 nucleotides carrying a total charge of -40 in the fully de-protonated state. The

initial structure of the siRNA was built to be a canonical A form using the AMBER

NAB tool [21]. The native PEI simulated is a branched PEI which consists of 43

amine groups (primary, secondary and tertiary) and has a molecular mass of 1874

Da [22]. Four lipid-modified PEIs were adopted and referredto as: P1CA, PEI

with one caprylic acid (CA); P3CA, PEI with three CAs; P1LA, PEI with one

linoleic acid (LA); and P3LA, PEI with three LAs. These levels of substitution are

in the practical range where functional differences were observed from the native

PEI in siRNA delivery [12]. To facilitate the discussion herein, we generally refer

to both the native PEI and lipid modified PEIs as PEIs. The chemical structures

and protonation sites of the five PEIs are shown in Figure 6.1. For the native PEI,

20 amine groups (marked by ‘+’ and #1, #2, #3 in Figure 6.1) were chosen

to be protonated, corresponding to a protonation ratio of 47% as recently found

experimentally at pH = 6 [23]. The protonation sites were assigned to only the

primary and secondary amines, and were arranged as uniformly as possible to min-

imize thermodynamic interactions between the protonated amines. For P1CA and

P 1LA, the corresponding lipid is grafted on the native PEI at site #1 as shown in

Figure 6.1. Similarly, for P3CA and P3LA, three lipids are grafted on the native

PEI at sites#1, #2, #3 as shown in Figure 6.1. The initial structures of the PEIs

were built in VMD [24] and then energetically minimized in NAMD [25] to obtain

the initial PEI structures for the subsequent MD simultations. Five initial MD
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Table 6.1: Information of the five single PEI systems simulated in this study.
System Charge of No. of Simulation box No. of Simulation time
name the PEI atoms size (Å3) Na+/Cl- restrained+free (ns)

P2k 20 37160 58× 69× 92 0/20 0.2 + 50

P 1CA 19 20096 58× 58× 58 0/19 0.2 + 40

P 3CA 17 20123 58× 58× 58 0/17 0.2 + 40

P 1LA 19 20215 58× 58× 58 0/19 0.2 + 40

P 3LA 17 20042 58× 58× 58 0/17 0.2 + 40

simulations were first performed for the PEIs, each of whichcontained one PEI

with explicit water and a number of Cl- ions to neutralize thesystems (Table 6.1).

The structure of each PEI at the end of the simulation was adopted as the initial

configuration for PEIs in the simulations of PEI mediated siRNA complexation.
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Figure 6.1: Molecular structure, protonation sites and lipid substitution sites of the
five PEIs studied.

Five systems were then simulated to study the PEI mediated siRNA complexa-

tion, each of which contains 4 siRNAs and 18 PEIs corresponding to a PEI/siRNA

N/P charge ratio of∼2. For each system, appropriate amount of Na+ and Cl- ions
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Table 6.2: Information of the five PEI/siRNA systems simulated in this study.
System Lipid Charge ratio No. of Simulation box No. of Time (ns)
name no./type siRNA/PEI atoms size (Å3) Na+/Cl- restr.+free

4R-18P none 160/360 157456 115× 115× 115 136/336 10 + 200

4R-18P1CA 1 CA 160/342 157210 115× 115× 115 136/318 10 + 200

4R-18P3CA 3 CA 160/306 156817 115× 115× 115 136/282 10 + 200

4R-18P1LA 1 LA 160/342 156787 115× 115× 115 136/318 10 + 200

4R-18P3LA 3 LA 160/306 156496 115× 115× 115 136/282 10 + 200

were added to simulate the salt concentration of 154 mM at physiological levels.

Detailed information of the five systems is summarized in Table 6.2. In this work,

each system will be referred to by its name in the first columnof Table 6.2. In

constructing the initial configurations for each of the five systems, the axes of the

four siRNAs were aligned to be parallel to one another and positioned on the four

corners of a square with 35̊A side length. The principal axes of the PEIs were ini-

tially aligned parallel to the siRNA axes, and the center of mass (COM) of each PEI

was positioned at 25̊A away from the axis of its neighboring siRNA(s). Detailed

arrangement of the initial configurations is illustrated in Figure 6.2.

6.2.2 Simulation Details

A CHARMM format force field was developed and validated [26]for PEI based

on the CHARMM General Force Field [27], and CHARMM 27 force field [28, 29]

was used for all other molecules. All simulations were performed using the MD

package NAMD [25]. TIP3P water model [30], periodic boundary condition, full

electrostatics with particle-mesh Ewald method [31], cutoff distance 10Å for van

der Waals interactions and electrostatics pairwise calculations, SHAKE algorithm

[32] to constrain all bonds containing hydrogens, and a timestep of 2 fs were used

for all the simulations.

For each system, the PEI/siRNA molecule(s) were first solvated into a cubic

water box. Ions were then added into the water box by randomlyreplacing equiv-

alent amount of water molecules using VMD [24]. During each simulation, the

system was first minimized for 5000 steps, then heated from 0K to 300 K in 20 ps

with 10 kcal/(mol×Å2) harmonic restraint on the non-hydrogen atoms of the so-

lute. The restraint was kept on for 200 ps for the single PEI systems or 10 ns for the
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a) 4R-18P

b) 4R-18P_1CA

c) 4R-18P_3CA

d) 4R-18P_1LA

e) 4R-18P_3LA

Figure 6.2: Initial (left panel -- axis view, central panel -- side view) and final
configurations (right panel) of the five PEI/siRNA systems: (a) 4R-18P, (b) 4R-
18P1CA, (c) 4R-18P3CA, (d) 4R-18P1LA, (e) 4R-18P3LA. Different PEIs and
siRNAs are represented in different colors; the lipid moieties on the PEIs are repre-
sented by spheres; water and ions are removed for clarity.
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PEI/siRNA complex systems at 300 K and 1 bar to relax the ions around the solutes.

The restraint was then removed and NPT ensemble simulation was performed for

40-50 ns for the single PEI systems or 200 ns for the PEI/siRNAcomplex systems.

VMD [24] was used for visualization and trajectories analysis.

6.3 Results and Discussion

6.3.1 Dynamics of siRNA Complexation

Figure 6.2 shows snapshots of the initial and final configurations for the five poly-

plexes, where the lipid moieties on the PEIs in Figure 6.2(b-d) are represented by

spheres. For all five systems, the four siRNAs are centrallysequestered in the poly-

plexes formed with the PEIs at the end of the simulations. In systems 4R-18P, 4R-

18P1CA and 4R-18P1LA, several PEIs are not attached to the formed polyplexes

and exist freely in solution, unlike the polyplexes formed with PEIs containing

higher lipid content, P3CA and P3LA.

To investigate the dynamics of PEIs binding during the complexation process,

we plotted the numbers of PEIs bound to siRNAs as a function oftime (Figure 6.3).

Here we define a PEI to be bound to siRNAs if it has at least one Nwithin 4 Å

of any siRNA N/O atoms. For all five systems, the numbers of PEIs bound to the

siRNAs rise quickly to∼16 during the first 10 ns of the simulations. The curves

display significant fluctuation from 10 ns to 50 ns, after which the fluctuations di-

minish to some degree. At the late stage of the simulations, the bound PEIs stabilize

at around 16, 16, 18, 15, 16 for systems 4R-18P, 4R-18P1CA, 4R-18P3CA, 4R-

18P1LA and 4R-18P3LA, respectively. Since a PEI carries a positive charge of

17-20 and the four siRNAs carry a negative charge of -160, allthe five polyplexes

formed are positively charged, which is consistent with theexperimental observa-

tions [12]. Comparison between data in Figure 6.3 and the final configurations of

the polyplexes suggest that some lipid modified PEI molecules involved in a poly-

plex are not directly bound to the siRNAs. These PEIs in fact attach to the polyplex

through lipid association with other PEIs, which is an important mechanism for

siRNA complexation by lipid modified PEIs and will be discussed in detail later.
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Table 6.3: Number of water molecules released from the solute during the complex-
ation process.

System 4R-18P 4R-18P1CA 4R-18P3CA 4R-18P1LA 4R-18P3LA

no. of waters 1577 1588 1910 1861 2054

Macromolecular association in aqueous environments usually results in the re-

lease of water molecules previously adhering to surfaces ofthe macromolecules. In

our work, monitoring the number of the water molecules on thePEIs/siRNAs sur-

face allows us to monitor the complexation process and to gauge whether dynamic

equilibrium has been reached. Since the water molecules on the macromolecular

surfaces are less mobile than those in the free bulk state, such release is an en-

tropically favorable process with a free energy reduction of up to 2 kcal/mol at

300 K [33]. Therefore, the number of water molecules released during the macro-

molecule association allows us to assess the entropic gain upon macromolecular

binding. Figure 6.4 shows the numbers of water molecules in the hydration shell

of the PEIs/siRNAs (within 3Å from the molecules) as a function of simulation

time. For all five systems, the number of water molecules in the hydration shell

drop quickly during the first 50 ns, indicating that as the polyplexes form, a large

number of water molecules were displaced from the PEI and siRNA surfaces into

the bulk during this period. The curves start to level off after 100 ns, indicating

dynamic equilibriums have been reached. Table 6.3 summarizes the number of

water molecules released from the hydration shell of the solutes at the end of the

simulation time. Detailed information on this calculationis given in Appendix E.

The released water molecules are higher for the systems withlipid-modified PEIs

than for system 4R-18P with native PEIs. With more lipid substitution on PEIs,

more water molecules are released: 4R-18P1CA (1588) vs. 4R-18P3CA (1910)

and 4R-18P1LA (1861) vs. 4R-18P3LA (2054). The longer alkyl chain in P1LA

and P3LA leads to more water molecules being released, as compared with the sys-

tems with the same level of CA substitution. The lipids are expected to associate in

aqueous solution to reduce their solvent accessible surface. The larger amount of

water release for systems with lipid modified PEIs is likelyto reflect water released

from the lipid association. We will address the lipid association later in this work.
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Figure 6.3: Number of PEI molecules bound to the siRNAs as a function of simu-
lation time. (a) 4R-18P, (b) 4R-18P1CA, (c) 4R-18P3CA, (d) 4R-18P1LA, (e)
4R-18P3LA.
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siRNAs and PEIs) as a function of simulation time.
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6.3.2 Polyion Bridging and siRNA Charge Neutralization

We previously identified two main mechanisms for native PEImediated DNA com-

plexation [34]: polyion bridging (i.e., a polycation spanning across multiple DNA

segments simultaneously; see detailed definition in Appendix E) and DNA charge

neutralization. As expected, we found that polyion bridging also plays an impor-

tant role in PEI mediated siRNA complexation. Specially, for systems 4R-18P,

4R-18P1CA, 4R-18P3CA, 4R-18P1LA and 4R-18P3LA, 7, 7, 8, 9, 8 PEIs, re-

spectively, participated in bridging two or three siRNAs for longer than 50% of the

simulation time (see Figures E.1-E.5 in Appendix E). These close numbers indicate

that lipid substitution does not affect the polyion bridging behavior of the PEIs.

To investigate how the five different PEIs neutralize the siRNA charges, we

plotted the cumulative distributions, with respect to the siRNA C1’ atoms, of PEI

N+, Na+, Cl- and the total charge of PEI/salt ions, averaged over the last 80 ns of

the simulations (Figure 6.5). The C1’ atoms are on the sugar rings of the siRNAs,

located inside the siRNA helix at a distance of∼5 Å from the surface of siRNA

defined by the phosphorus atoms. In each subfigure of Figure6.5, the dashed black

line indicates the -160 charge of the four siRNAs, and the blue solid curve is the

total charge of PEI and salt ions within given distance to their nearest siRNA C1’

atoms. The four siRNA are 100% neutralized by the PEIs and salt ions at the dis-

tance where the black dashed line and blue curve intersect. It can be seen that the

curves for the five systems share a similar characteristic.For all the systems, the

PEIs/ions neutralize the siRNA at a distance of∼8 Å from the siRNA C1’ atoms.

Within 8 Å, it can be seen that the distribution of Cl- and Na+ ions is minimal and

almost identical, and the curves for the net charge of PEI/ions basically overlaps

with the curves for the PEI charge. Therefore, we conclude that the PEIs contribute

dominantly in neutralizing the siRNA within the 8̊A of the siRNA C1’ atoms. Be-

ing capable of neutralizing the siRNAs at such a short distance is a major mecha-

nism for PEI mediated siRNA complexation. At distances beyond the intersection

of the black line and the blue curve, the PEI and ion charges exceed the siRNA

charges,i.e., the siRNAs are over-neutralized at such distances. The five systems

have a similar extent of maximum over-neutralization of∼25 charges at∼18 Å
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from the siRNA C1’ atoms. The similar neutralizing characteristic for the five PEIs

demonstrates that the lipid substitution on PEIs does not affect their capability of

neutralizing the siRNA molecules. In Figure E.6 of AppendixE, we plotted the

charge neutralization curves based on four different time windows at the late stage

of the simulations as an evidence for convergence of the simulation trajectories.
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Figure 6.5: Cumulative numbers of protonated PEI Ns, Na+, Cl-, and net charge of
PEI/Na+/Cl- as a function of the distance from any RNA C1’ atom (averaged over
the last 80 ns of each simulation). The total charge of the four siRNAs is plotted
by a straight dashed black lines as reference in each subfigure. (a) 4R-18P, (b)
4R-18P1CA, (c) 4R-18P3CA, (d) 4R-18P1LA, (e) 4R-18P3LA.

6.3.3 Lipid Association

Visual examination of the final configurations in Figure 6.2(b-e) shows that some

lipid tails from different PEIs are associated at the end of the simulation. The

much larger amount of water release with lipid modified PEIswas also indicative
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of significant association among the lipids. To quantify the lipid association among

different PEIs, in Figure 6.6, we tabulated the number of pairs of lipid carbons that

are closer than 5̊A between each pair of PEIs, averaged over the last 40 ns of the

simulations. The numbers on the top and right of each subfigure are the PEI indices.

The 18 PEIs in each system results in 153 possible pairing of PEIs, corresponding to

153 cells in each subfigure of Figure 6.6. A CA lipid has 8 carbons so that one pair

of P 1CA would have 64 pairing of carbons. Similarly, for 4R-18P3CA, 4R-18P-

1LA and 4R-18P3LA, all possible pairing of carbons would be 576, 324 and 2916,

respectively. Among these possible carbon pairs, the number of pairs within 5Å are

counted and given in the cell corresponding to this pair of PEIs. The cells are left

empty where no carbon pair was found to be within 5Å. For examples, number 9 on

the top left of Figure 6.6(a) means that out of the 64 pairs of carbons between PEI 1

and PEI 3 in system 4D-18R1CA, 9 pairs are separated by 5Å or less; number 169

on the bottom of Figure 6.6(d) means that out of the 2916 pairsof carbons between

PEI 15 and PEI 16 in system 4D-18R3LA, 169 pairs are separated by 5Å or less.

We choose 5̊A as the criterion because this is the closest carbon-carbondistance

within which the free energy for the association of two alkane molecules is negative,

indicating that their association is energetically favorable [35]. The situation of

at least one pair of carbon being closer than 5Å apart is considered to represent

linked PEI molecules through lipid association. Only two pairs of PEIs are linked

in system 4D-18R1CA (Figure 6.6(a)). For system 4D-18R3CA with increased

level of substitution, the intensity of lipid association is dramatically increased, with

11 pairs of PEIs linked (Figure 6.6(b)). Between each of these 11 pairs of PEIs, 5.7

pairs of lipid carbons (on average) are closer than 5Å apart. Systems 4D-18R-

1LA and 4D-18R3LA have 6 and 8 pairs of PEIs linked, respectively, with the

average numbers of lipid carbon pairs between each pair of linked PEIs being 35

and 107. There are three PEIs mutually linked in systems 4D-18R 1LA and 4D-

18R 3LA, which are marked by gray cells in Figure 6.6(c, d). When the level of

lipid substitution increases, the number of linked PEIs through lipid association do

not increase as dramatically for LA substituted PEIs as thatfor CA substituted PEIs,

however, the average number of lipid carbon pairs between each pair of linked PEIs
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increases by approximately three times for the longer lipid. For systems 4D-18R-

1CA and 4D-18R1LA with one lipid substitution per PEI, with longer lipid chain,

the intensity of lipid association increased dramaticallyin terms of both number of

linked PEIs and average number of lipid carbon pairs betweeneach pair of linked

PEIs. For systems 4D-18R3CA and 4D-18R3LA with three lipid substitution per

PEI, with longer lipid chain, the number of linked PEIs actually decrease from 11

to 8, however, the average number of lipid carbon pairs between each pair of linked

PEIs is almost 19 times as high for 4D-18R3LA.

To investigate how the lipid associations evolve during thesimulations, we plot-

ted the number of lipid carbon pairs that are closer than 5Å apart between certain

pairs of PEIs as a function of simulation time in Figure 6.7. Only those pairs of

PEIs that have lipid association during the last 40 ns as marked in Figure 6.6 are

considered. For 4D-18R1CA (Figure 6.7(a)), the curves undergo rapid fluctuation

between 0 and 20, indicating that the lipid associations between the two pairs of

PEIs are highly unstable. Increasing the lipid substitution level from 1 CA to 3 CA

per PEI does not change the unstable nature of the lipid associations for the 11 pairs

of PEIs in 4D-18R3CA (Figure 6.7(b)). The associations fluctuate rapidly between

0 and 40, for example, the lipid association between PEIs 11 and 12 breaks for∼20

times during the 200 ns simulation time. For 4D-18R1LA with long LA lipid

(Figure 6.7(c)), both the magnitude of fluctuation and the frequency of breakage of

lipid associations are reduced. Five lipid associations (PEIs 1-5, 6-8, 6-14, 8-14,

11-15) out of the six still break for several times during thesimulations. Unlike

for CA, increasing the LA substitution level stabilizes thelipid association (Figure

6.7(d)), evidenced by that the eight lipid associations never break apart once they

are formed in the simulations.

For PEIs with 3 CA or 3 LA substituents, the three lipids within one PEI could

associate and this can make the PEI molecule more rigid. Table 6.4 tabulates the

lipid association status among the three lipids on individual PEIs in systems 4D-

18R 3CA and 4D-18R3LA. If none of the three lipids on a PEI is associated, it

is marked with ‘N’; if the three lipids are mutually associated, it is marked with

‘A’; otherwise, the three lipids are partially associated and marked with ‘P’. For all

128



a) 4R-18P_1CA b) 4R-18P_3CA

c) 4R-18P_1LA d) 4R-18P_3LA

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

9

8

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

12

3

3

8

7

2

2

8 6

4

8

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

39

28

32 33

33

43

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

137

99 97

63

90

132

70

169

Figure 6.6: Number of pairs of lipid carbons that are closer than 5Å apart between
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Table 6.4: Lipid association among the three lipids on individual PEIs in systems
4R-18P3CA and 4R-18P3LA. (N--none; P--partially; A--all.)

PEI index 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

4R-18P3CA N P N P P P P N N P N P A P N P P A
4R-18P3LA A A A A A A A A A A A A A A A A A A

the 18 PEIs in 4D-18R3LA, the three lipids on each PEI are mutually associated,

while for 4D-18R3CA only two PEIs have their three lipids mutually associated.

Ten PEIs in 4D-18R3CA have the three lipids partially associated and six PEIs

have no self lipid association. The universal lipid association on individual P3LAs

in system 4D-18R3LA could cause the P3LAs possess more rigidity and hence

manifest a mere profound steric effect when binding to siRNA. Such effect can be

seen from the compactness of the siRNAs as demonstrated below.

6.3.4 Compactness of the siRNAs

To gauge the compactness of the siRNA molecules in the polyplexes and their stabil-

ity, we plotted the radii of gyrationRg of the four siRNA molecules as a function of

simulation time in each system (Figure 6.8). For a given polyplex, a higher value

of Rg is an indicator of more loosely arranged siRNA molecules in the polyplex.

For all the five systems, theRg curves follow a generally decreasing trend during

the first 50 ns of the simulations, indicating the formationof the siRNA polyplexes

while the siRNA molecules are moving closer. TheRg values fluctuate from 50 ns

to 200 ns. During the last 80 ns of the simulations, the averageRg of the four siR-

NAs are 31.0Å, 29.1Å, 27.9Å, 27.0Å and 28.0Å, and the variance of theRg are

0.19Å, 0.08Å, 0.05Å, 0.05Å and 0.11Å for systems 4R-18P, 4R-18P1CA, 4R-

18P3CA, 4R-18P1LA and 4R-18P3LA, respectively. The 4R-18P has the most

loose and least stable siRNA structure among the five polyplexes indicated by the

largestRg and largest variance. This indicates that the lipid modification compacts

and stabilizes the siRNA polyplexes. The siRNAs in system 4R-18P 1CA have a

larger and more fluctuatingRg compared to the siRNAs in 4R-18P3CA. This is

expected as the more lipid substitution per PEI, the more profoundly the effects of

the lipid substitution manifest. However, the siRNAs in system 4R-18P3LA have

a largerRg compared to the siRNAs in 4R-18P1LA with less lipid substitution. It
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seems therefore that higher lipid substitution level does not necessarily lead to more

compact siRNA structure. This can be explained by the fact that the association of

the three LA lipids on individual PEIs generates a significant steric hindrance for

condensing the siRNAs.

6.3.5 Location of Cationic and Lipophilic Moieties of PEIs

Although the size and charge of carrier/siRNA polyplexes are routinely assessed in

experiments, the structural details especially the location of the lipophilic moieties

in the polyplexes have not been investigated experimentally [8]. To assess the loca-

tion of cationic and lipophilic moieties of the PEIs relative to the siRNAs, in Figure

6.9 we plotted the cumulative percentage (left panel) and radius distribution func-

tion (right panel) of the PEI Ns and lipid carbons as a function of distance from any

siRNA N/O atom, averaged over the last 80 ns of the simulation. Taking the PEI

Ns for example, the cumulative percentage at a given distance r is the percentage

of all the PEI Ns within a distancer from any siRNA N/O atoms. For all the five

systems, the cumulative percentage curves for the PEI Ns rise quickly from 0% at

2.5Å to ∼40% at 5Å, and to∼80% at 15Å. The curves for lipid carbons rise from

3 Å (0%) following a similar trend as the curves for PEI Ns, but the lipid carbon

curves generally right shift by 1--2̊A of the PEI Ns curves. This clearly shows that

the lipophilic moieties are located further away from the siRNAs than the cationic

moieties. The corresponding subfigures in the right panel of Figure 6.9 show the

detailed distribution of the PEI Ns and lipid carbons with respect to the siRNA N/O

atoms. The five systems have a similar pattern of PEI N distribution. There are two

predominant peaks: one at∼2.5 Å and one at∼4.5 Å. The first peak corresponds

to the expected distance for direct contact between the PEI amine groups and the

siRNA N/O atoms through hydrogen bonding. The second peak corresponds to

the distance for indirect interactions, such as hydrogen bonding mediated by one

water molecule. Each of the two peaks corresponds to∼20% of the total PEI Ns.

The similar pattern of PEI N distribution among the five systems demonstrates that

lipid modification does not seem to affect the interaction between the siRNAs and

the cationic moieties of PEIs, which is also consistent withthe similar neutralization
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capability the five different PEIs demonstrate. The lipid carbons have one predom-

inant peak at∼4 Å, and this peak accounts for∼40% of the total lipid carbons for

systems 4R-18P1CA and 4R-18P1LA, ∼35% carbons for system 4R-18P3CA

and∼25% carbons for system 4R-18P3LA. The less amount of lipid carbons at

the vicinity of siRNAs in systems 4R-18P3CA and 4R-18P3LA is probably due

to the lipid association among the three lipids on individual PEIs as discussed in

the previous subsection, which makes the lipid tails more rigid and hence harder to

comply with the siRNAs. For systems 4R-18Pi1LA and 4R-18P3LA with long

LA lipids, there is a second peak for lipid carbons at∼8 Å, which is more pro-

nounced for system 4R-18P3LA. This can be explained by the fact that the long

LA lipids are more probable to have their lipid carbons located further from the siR-

NAs due to their physical length. The lipid association among the three lipids on

individual PEIs for system 4R-18P3LA contributes to its more pronounced second

peak because such association makes the lipid moieties harder to comply with the

siRNAs as discussed above.
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6.3.6 Implications

Molecular details of siRNA polyplexes derived from MD simulations are expected

to be correlated to molecular features of siRNA complexes, as well as biologically

relevant performance, such as cellular uptake, intracellular trafficking and func-

tional silencing. Although one ultimately wishes to seek correlations with func-

tional silencing effects, it is premature to undertake thisat this stage since polyplex

dissociation needs to take place for silencing and details of polyplex dissociation

and interactions with endogenous solutes (such as the siRNAtarget mRNA) have

not been attempted before with MD simulations. However, experimental studies

on cellular uptake of polyplexes have been reported by our group prior to the MD

simulations. Cellular uptake is a relatively simple, single-step process that should

be more amenable for correlations with MD simulations (as compared to silencing).

The cellular uptake of siRNA polyplexes formed with CA- and LA-substituted

PEIs is summarized in Figure 6.10 [12, 36, 37]. Our experimental observations

are derived from 3 different cell lines and we employed polymer:siRNA weight ra-

tios of 2:1 or 8:1 in these studies (corresponding to (10-14):1 and (40-56):1 molar

ratios, respectively, depending on the level and nature of lipid substitution). The

simulations in this study were obtained by using a molar ratio of 4.5:1. First clear

observation in all experimental uptake studies was the improved cellular delivery of

siRNA with lipid substitutions as compared to native PEI. More stable nature of the

polyplexes formed by lipid-substituted PEIs (given byRg in this study) is confirma-

tory of general observations on the correlation between thecomplex stability and

cellular uptake [38, 39]. The presence of lipid moiety, which enhances the com-

patibility of polyplexes with lipid membrane, cannot be ruled out in this context.

The siRNA uptake with CA-substituted PEIs is consistent in all three cell types em-

ployed, kidney tubule MDCK cells, breast cancer MDA-435 cells and breast cancer

MDA-231 cells [12, 36, 37]; the uptake was correlated to CA substitution level un-

der all conditions. MD simulation indicated low degree of lipid interactions with

CA at low substitution and improving interactions with increasing substitution lev-

els, resulting in higher stability of the polyplex (smallerfluctuation inRg). Hence,

increased stability of polyplexes with increasing CA levels revealed with MD sim-
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ulations was consistent with the experimental uptake results. The siRNA uptake

with the LA-substituted PEIs, on the other hand, was more complicated. At low

substitution levels (e.g., 1 LA per PEI), LA substitution was more effective than

CA for facilitating siRNA uptake. The MD simulations also indicated better inter-

action among LA lipids at such low substitution levels. Higher LA substitutions

(e.g., 3 LAs per PEI) did not always lead to higher uptake in experimental studies,

supportive of MD simulation results that indicated low level of substitutions to be

sufficient to induce lipid-lipid interactions in the case of this longer lipid. The rigid

PEI structure obtained with higher level of LA substitutioncould inhibit further

siRNA binding, an observation noted on PAMAM dendrimers by Pavenet al. [15].

TheRg values obtained for LA substituted PEI was not indicative ofa correlation

between the substitution level and the polyplex stability.The overall cellular uptake

studies with this substituent also did not indicate a clear correlation between the up-

take and substitution level. In that sense, the lack of strong correlations between

LA substitution level and cellular uptake of siRNA was reflective of the effect of

LA on calculatedRg values in this study.

One experimental observation not reproduced in this study is the higher charge

(ζ-potential) of the polyplexes formed with lipid-substituted PEIs, as compared to

polyplexes with native PEI. Better assembly of the polyplexes was evident with

higher lipid substitution (see Figure 6.2), which would have led to higher charges

if all PEI molecules were equally charged. A limited numbersof PEIs were used in

our simulations whereas the experimental studies usually employ higher PEI:siRNA

ratios (as indicated above with the molar ratios). It is possible that more lipid-

substituted PEIs could assemble to the polyplex with 4 siRNAand MD simulations

might reveal such an effect when polyplexes are simulated with higher PEI:siRNA

ratios. Secondly, the charges on PEI are considered fixed inthis study, whereas a

dynamic protonation state might change the overall charge of the polyplexes.

The peripheral lipids on the polyplexes can better protect the siRNAs from de-

grading nucleases, and also facilitate the interaction of the polyplexes with cell

membranes and other hydrophobic biological entities on thedelivery path. This

lipid distribution and the stable lipid association are expected to be beneficial for in-
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ternalization of the polyplexes through cell membranes, supporting the experimen-

tally observed higher cellular uptake obtained with lipid modified carriers [9, 12].

On the other hand, the peripheral location of lipids also provides an opportunity

for siRNA polyplexes towards an undesirable aggregation state via facilitated hy-

drophobic interactions. It will be useful to design systemswhere the lipid moieties

are exposed to periphery only after contact with cell surfaces, so that cell penetra-

tion is enhanced while aggregation in solution is suppressed. Also, the stable lipid

association is undesired for the siRNA unloading at the target site. These oppos-

ing effects should be considered in rational design of lipid-modified polymer based

carriers.

Our simulations can be adopted for investigating the complexation of siRNA

molecules with other polycationic carriers. Through interpreting the structural prop-

erties of a siRNA polylex formed with a designed polycation,we can evaluate the

siRNA complexation capability of this polycation from MD simulation. Future MD

simulations can also be conducted to assess the performanceof the polycation in re-

leasing the delivered siRNA, thus helping to better interpret the experimental results

on silencing efficiency and eventually helping screen candidate design schemes.

6.4 Conclusions

We performed a series of all-atom MD simulations to study siRNA complexation

mediated by native and lipid-modified PEIs. We found that the lipid modification

does not affect PEI’s capability to neutralize the siRNAs. All five PEIs used in the

simulations can completely neutralize the siRNAs at a distance of∼8 Å from the

siRNA C1’ atoms. Polyion bridging plays an important role insiRNA complex-

ation, which is not affected by the substituted lipids. The lipophilic moieties are

located further away from the siRNAs compared to the cationic moieties. The lipid

associations between short lipids (CA) form and break frequently for one and three

CA substituted PEI. The lipid associations between long lipids (LA) are more sta-

ble, where the lipid associations never break once they formduring the simulation

for three LA substituted PEI. The results also revealed thatsiRNA structures medi-
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ated by lipid modified PEIs are more compact and stable. For PEIs modified with

short lipids (CA), increasing the lipid substitution levelfrom one to three lipids per

PEI makes the effects of lipid modification manifest more dramatically, resulting in

more compact and stable siRNA structure. For PEIs modified with long lipids (LA),

increasing the lipid substitution from one to three lipids per PEI does not change

the amount of PEI linkage via lipid association much, and it has a reverse effect on

compacting siRNA structure due to increased steric hindrance brought by the lipid

association among the three lipids on individual PEIs.
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Chapter 7
Conclusions and Future Prospects

7.1 Conclusions

In this dissertation, we performed a series of all-atom MD simulations for the com-

plexation of nucleic acids with native and lipid-modified PEIs. The simulation

results generally agreed well with experimental data and moreover, explored some

structural information of the polyplexes which cannot be accessed through experi-

ments.

We started our simulations from the simplest case -- a singleDNA interacting

with a single PEI and the PEI has the lowest molecular weight (600 Da) among all

the commercially available PEIs. Eight 600 Da PEIs with fourdifferent architec-

tures and at two protonation ratios (23% and 46%) were adopted. We found that

the PEIs primarily bind to the DNA backbone through the formation of hydrogen

bonding with the backbone oxygens. The 46% protonated PEIs bind to the DNA

more tightly and form more stable complexes compared with 23% protonated PEIs.

Compared with the protonation state, the degree of branching has a smaller effect

on binding, which essentially diminishes at the protonation ratio of 46%.

As molecular weight is an important parameter in affecting PEI’s performance

as gene carrier, we then chose two 2 kDa PEIs with distinct architectures (linear and

branched with 14 primary amine groups) to check if the PEI architecture affects the

complexation at the 2 kDa molecular weight. Because the DNA is normally mixed

with excessive PEIs in experimental settings, we increasedthe complexity of the

systems by introducing multiple PEI molecules in the simulations. The numbers

of PEI molecules simulated correspond to two PEI/DNA N/P ratios. Also, the

effect of ion concentration was investigated by simulatingeach system at two ion

concentrations -- 0 and 154 mM. The simulations revealed distinct binding modes

of branched and linear 2 kDa PEIs to DNA, with branched PEIs adhering to the
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DNA surface like beads and linear PEIs adhering to the DNA surface like cords.

This demonstrates that molecular weight of PEI is an important factor in PEI/DNA

complexation. Further evidence for this exists in the fact that in excess of PEIs

at a PEI/DNA charge ratio of 16/7, both branched and linear PEIs fully neutralize

the DNA at a distance of∼8 Å from the DNA C1’ atoms, which is a significantly

shorter distance compared with∼12 Å in the case of excessive 600 Da PEIs. For

both branched and linear PEIs, the addition of 154 mM salt ions was found to have

only a small effect on PEI/DNA complexation compared to salt-free conditions.

As the first step on the delivery pathway, PEIs need to condense nucleic acids

into nanoparticles. Hence, increasing the system’s complexity from one nucleic

acid molecule to multiple nucleic acid molecules is of significance to simulating

a more realistic situation and to exploring the mechanisms of PEI mediated nu-

cleic acid aggregation. In Chapter 4, we performed a series of MD simulations for

600 Da branched PEI mediated DNA aggregation at various PEI/DNA ratios. We

found that PEIs condense DNA through two mechanisms -- polyion bridging and

electrostatic screening of the DNA charges. At PEI/DNA charge ratio>1, PEIs

can completely neutralize DNAs at a short distance (∼12 Å from the C1’ atoms),

and this distance was found to be insensitive to the exact value of the charge ratio.

When excess PEIs were added to a formed PEI/DNA polyplex, they were found to

bind to the aggregate and increase its cationic charge. Partof the added PEIs also

replaced the PEIs previously bound to the aggregate. The excess PEIs, however, do

not change the spacing of the DNAs in the polyplexes.

To probe the effects of lipid substitution on PEI mediated DNA aggregation,

following the methodology established in Chapter 4, we replaced the native 600

Da PEIs with lipid-modified PEIs at the substitution level of one OA substitution

per PEI. We found that the lipid moieties associate significantly with one another,

which serves as an additional mechanism of aggregating the DNAs and stabilizing

the formed polyplex. In addition, some lipid moieties stay at the periphery of the

polyplex and increase the hydrophobicity of the formed polyplex. The enhanced

stability and hydrophobicity might contribute to the better cellular uptake of poly-

plexes formed with lipid-modified PEIs.
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To further explore the effects of lipid length and substitution level on the formed

polyplexes, in Chapter 6, we adopted siRNA and five PEI molecules according to

those used in experiments. The five PEIs include one native 2kDa branched PEI

and its four analogues with two species of lipid substituentat two substitution levels.

We found the lipid modification does not affect PEI’s capability of neutralizing the

siRNA charge, neither does it affect the polyion bridging. Similarly as observed

in Chapter 5, significant linkages among the lipid modifiedPEIs via association of

lipid moieties were observed and this results in more stableand compact PEI/siRNA

polyplexes. The lipid associations between short lipids form and break frequently

while the lipid associations between long lipids are more stable. For PEIs modified

with short lipids, increasing the lipid substitution levelresults in more compact

and stable siRNA structure. For PEIs modified with long lipids, increasing the lipid

substitution does not change the amount of PEI linkage via lipid association, and has

a reverse effect on compacting siRNA structure due to increased steric hindrance

brought by the lipid association on individual PEIs.

The results presented in this dissertation will advance theunderstanding of the

complexation of nucleic acids with native and lipid-modified PEIs at atomistic level

and shed light on the structure-function relationship of PEI-based carriers. Some

of the conclusions can be applied to other polycationic carriers. More importantly,

the methodology and analyzing techniques used in this dissertation can serve as

a framework for simulating other polycationic carriers, thus helping design more

effective polycationic carriers.

7.2 Future Prospects

Up to date, development of functional gene carriers has beenmostly driven by ex-

perimental efforts, but we believe that using computational simulations to charac-

terize the complexation of nucleic acids and carriers will make a significant impact

and ultimately revolutionize the carrier development process. Although the current

computational capability has limited the atomistic simulations to systems of rela-

tively small size (<1,000,000 atoms) and short time scale (<1000 ns) compared
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with those in practical conditions, the length and time scale accessible through sim-

ulations are rapidly increasing. In the next decade or so, wecan anticipate atomistic

simulations of many practical aspects of carrier based genedelivery to be realized.

For instances, the following large scale simulations can beperformed in helping

design advanced carriers:

7.2.1 Structures and dynamics of nucleic acids/carrier com-
plexes of practical size

The size of the systems simulated in this dissertation is limited by the current com-

putational capacity and is only in the order of 10 nm, which ismuch smaller com-

pared to the nanoparticles formed in experimental settings(typically in the order of

100 nm). In the future, with the ever advancing computational hardware/software,

simulating nucleic acids/carrier systems of practical sizes in atomic resolution can

be realized. This will allow us to directly compare structures and dynamics of

complexation revealed in simulations with experimental data. Some important as-

pects of the complexation currently not feasible with atomic simulations could be

explored through the simulations of practical sized systems. For example, we can

predict at what size the complexes will stop growing with different carriers.

7.2.2 Interaction and dynamics of nucleic acids/carrier com-
plexes with cell membranes, endosomal membranes and
endogenous molecules

The nucleic acids/carrier complexes will interact with cell membranes and possibly

encounter other biological entities including endosomal membranes and endoge-

nous molecules on the delivery pathway. These interactionsare paramount for

the delivery process and could significantly affect the performance of a carrier,

hence, simulating the interaction of complexes with cell membranes, endosomal

membranes and endogenous is of great relevance.
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7.2.3 Mechanisms and dynamics of nucleic acids releasing from
nucleic acids/carrier complexes

At the functioning sites, the carriers need to unload the nucleic acids from the com-

plexes, which is a crucial step for successful gene deliveries. The molecular mech-

anisms and dynamics of the nucleic acids releasing from the complexes can be

elucidated from atomistic simulations. Moreover, we can use simulations to evalu-

ate the nucleic acids releasing capability of different carriers and to investigate the

effects of different function groups of the carriers on nucleic acids releasing.

From the perspective of MD force field development, with continually advanc-

ing force field, the simulation results will be more accurate and provide us with

more reliable information. For example, with the next generation polarizable force

field, verification of the proton sponge effect [1] of PEI carrier can be realized

through MD simulations.
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Appendix A
Supporting Information for Chapter
2

A.1 Details about developing the force field for PEI

The force field for PEI were developed based on the CHARMM General Force

Field (CGenFF) [1]. The force field for the building blocks of PEI are avail-

able in CGenFF, which are ”RESI EAMM, CH3−CH2−NH3”, ”RESI DMAM,

CH3−NH−CH3”, and ”RESI TMAM, N−(CH3)3”, corresponding to the primary,

secondary and tertiary amines, respectively. Based on these three residues all van

der Walls parameters, most bonded parameters, and partial charges for each atom

were determined. The remaining angle and torsion parameters were adopted from

existing parameters for analogous atom groups in CGenFF. It has been argued, in

the CGenFF paper [1], that this methodology can be advantageous over bonded

parameters parameterized from quantum mechanics calculations as the existing pa-

rameters have been further tuned and validated against experiments after the initial

quantum mechanics calculations.

A.2 Complex formation using CHARMM force field
(this work) VS. using AMBER force field (Ref. 2)

To examine how the complex formation can be affected by using different force

fields, we made a comparison to Ref. 2, where AMBER force field was used, by

performing a simulation of ‘System 50%-PEI(20)’ defined in Ref. 2 with the same

simulation procedure. Very close results were obtained, demonstrating the similar-

ity of these two force fields in describing the DNA/PEI systems.

The simulation parameters reported in Ref. 2 were adopted as much as possible

in our simulation:
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1. A 20 monomers purely linear PEI (see definition of ‘‘purely linear’’ in the

main texts) with 10 monomers (index 2, 4, 6, 7, 12, 13, 14, 16, 17 and 20)

protonated;

2. 27 Na+, 15 Cl- counterions added in the water box to neutralize the system;

3. 50Å initial separation between the DNA and PEI centers of mass;

4. SHAKE algorithm, 2 fs time step;

5. 10Å cutoff for van der Waals and direct electrostatic calculation;

6. Particle mesh Ewald method;

7. 20 ps of heating to 300K after the minimization;

8. 1.2 ns NPT simulation with restraints on DNA and PEI after heating.

The differences between the two simulations exist in the following aspects:

1. Force field: CHARMM (Our simulation) vs. Amber (Ref. 1);

2. Initial configurations of PEI and initial relative position of DNA and PEI;

3. Water box size:84 × 93 × 92 Å3 (our simulation) vs.95 × 100 × 80 Å3

(Ref. 2);

4. Simulation time: we used a much longer simulation time (40ns and 60 ns)

since it appears that it took longer for our system to equilibrate.

A.2.1 Results

Figure A.1 plots the center of mass (COM) distance between the DNA and the PEI

as a function of simulation time. The COM distance fluctuates around a constant

for several ns at the beginning of the simulation and again atabout 8-12 ns, but

overall the COM distance decreases as the PEI approaches theDNA. The COM

distance becomes stable at about 20 ns of the simulation whenthe complex has

been formed with a significant part of the PEI in close contact with the DNA. The

same characteristics was found in Ref. 2 (Shown in Figure A.2), however the rates
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Figure A.1: Center of mass distance between the DNA and the PEI as a function of
simulation time. Time is zeroed at the moment when the restraints were removed
from the DNA and the PEI.

FIGURE 1 Plot of the distance between the centers of mass of DNA and

the polycation chains as a function of simulation time for the first three

systems, PEI(20), PLL(20), and 50%-PEI(20). Time zero corresponds to

the moment when restraints on the chains were removed.

Figure A.2: Figure 1 from Ref. 2 [3].
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of the complex formation in the two simulations are different. In our simulation

the COM distance takes about 20 ns to stabilize, while in Ziebarth’s simulation it

only took about 5 ns. This could be due to the different force field used, but more

probably, it may be due to the difference in the initial position of the PEI relative to

the DNA and hence the positions of the image molecules (from periodic boundary

condition).
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Figure A.3: The number of Na+ ions and protonated amine nitrogens within 10Å
of any C1’ DNA atom as a function of time.

Figure A.3 plots the number of Na+ ions and protonated amine nitrogens within

10 Å of any C1’ DNA atom as a function of time. As the PEI approaches the DNA,

the number of Na+ decreases from a value of about 7 to about 3, indicating the

release of Na+ around DNA is due to its association with the PEI. This curve was

not plotted for the same system (DNA and a purely-linear 50% protonated PEI with

20 amine groups) in Ref. 2, however, the same phenomenon was found for system

I (DNA and a 100% protonated PEI with 20 amine groups) in FIGURE 3 of Ref. 2

(Shown in Figure A.4).
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FIGURE 3 Plot of the number of Naþ ions (solid circles) and protonated

amine nitrogens (open circles) for system I (PEI(20)) within 10 Å of any C10

DNA atom as a function of time for system I (PEI(20)). The dashed line

shows the number of Naþ ions for system VI as a reference. The number

of Naþ ion around DNA helix is reduced as PEI chain approaches the

DNA helix.

Figure A.4: Figure 3 from Ref. 2 [3].

Figure A.5: A snapshot of the complex at the final stage of MD.

Figure A.5 is a snapshot of the complex at the final stage of the molecular

dynamics (MD) simulation. The PEI is mainly in contact with only one strand of

the DNA with a significant section of the PEI comply to the backbone of one DNA

strand. The snapshot looks similar to the snapshot for the same system shown in

FIGURE 6(f) of Ref. 2 (not shown here).
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Figure A.6: Radial distribution functions (RDF) of Nitrogen atoms in protonated
amine groups around the O1P and O2P DNA atoms.

FIGURE 7 Radial distribution functions of polycation amine groups

shown in figure legends around the O1P and O2P DNA atoms. In the case

of the 50%-PEI(20) simulation, only charged amine groups are included.

Figure A.7: Figure 7 from Ref. 2 [3].

Figure A.6 is the radial distribution functions (RDF) of Nitrogen atoms in proto-

nated amine groups around the O1P and O2P DNA atoms, where distance step 0.05

Å was used in generating the figure. The RDF curve has two peaks, one at about 3̊A

and the other one at about 5Å. The first peak corresponds to direct contact between

the amine groups and the DNA O1P, O2P atoms, the second peak corresponds to

secondary interaction such as water-mediated hydrogen bonding. The RDF curve

resembles that in FIGURE 7 of Ref. 2 (Shown in Figure A.7).
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Figure A.8: Cumulative number of sodium ions as a function ofthe distance from
any C1’ DNA atom.

Figure A.8 shows the average cumulative number of sodium ions as a function

of the distance from any C1’ DNA atom during the last 6 ns of thesimulation. The

closet Na+ exists at about 5̊A from the C1’ atoms. From 5̊A to 25Å, the number of

Na+ around the DNA gradually increases and approximately 10Na+ are within 25

Å. The curve is very similar to the curve for 50%-PEI(20) in FIGURE 8 of Ref. 2

(Shown as dotted line in Figure A.9).
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FIGURE 8 Cumulative number of sodium ions as a function of the

distance from any C10 DNA atom for each simulation. From the top line

down, the Naþ (solid line), 50%-PEI(20) (dotted line), PEI(20) (short

dashes), PLL (dots-dashes), and 50%-PEI(40) (long dashes) systems are

shown.

Figure A.9: Figure 8 from Ref. 2 [3].

A.3 Torsional parameters validation

In order to verify the correctness of the torsional parameters used for PEIs

in the MD simulations, we have calculated the torsional potential energy sur-

face (PES) as a function of certain representative dihedralangles atab initio

and molecular mechanics (MM) levels. Five compound models were used to

calculated the PES: neutral N-Ethylethylenediamine (2-MI), secondary amine

protonated N-Ethylethylenediamine (2-MI-P-A), primary amine protonated N-

Ethylethylenediamine (2-MI-P-B), neutral branched trimethylimine (3-TMI) and

primary amine protonated branched trimethylimine (3-TMI-P). The structure and

atom type information of these five models is shown in FigureA.10. In conjunc-

tion, the five models encompass all 13 possible combinations of non-hydrogen

atom types in a dihedral term for the PEIs studied in this work. The studied di-

hedrals are summarize in Table A.1. Theab initio quantum mechanical (QM)

calculations were carried out using Gaussian 09 [4] at MP2/6-31+G* level. The

MM calculations were performed using package CHARMM 33b2 [5] with our

devised force field for PEI. For each dihedrals, 25 dihedralangles were calculated

from -180◦ to 180◦ at an interval of 15◦.
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Figures A.11 to A.23 show the comparison of the PES calculated using QM

and MM for the 13 dihedrals, respectively. A good agreement is observed in be-

tween the QM-PES and the MM-PES. In particular the overall shape, location of

the maxima and minima and most of the relative energies of theQM model are

reproduced by the MM calculation. For some dihedrals (e.g.,NZ0-CX0-CX2-NZ2

shown in Figure A.20), evident discrepancies exist, however the overall behavior

is reproduced. The results obtained support the notion thatthe parameters used in

the MD simulation make a model that is a good description of the intra-molecular

interactions in the PEIs.

a) 2-MI

N
H

NH2

b) 2-MI-P-A

N
H2

NH2

c) 2-MI-P-B

N
H

NH3

d) 3-TMI

N
NH2

NH2

e) 3-TMI-P

N
NH3

NH2

Atom type of non-hydrogen atoms: 
 a)  CV3-CX1-NZ1-CX1-CX2-NZ2
 b)  CV3-CV2-NZ-CV2-CX2-NZ2
 c)  CV3-CX1-NZ1-CX1-CV2-NZ
 d)  CV3-CX0-NZ0-CX0-CX2-NZ2 (Horizontal)
      NZ0-CX0-CX2-NZ2 (Vertical)
 e)  CV3-CX0-NZ0-CX0-CV2-NZ (Horizontal)
      NZ0-CX0-CX2-NZ2 (Vetical)

Figure A.10: Molecular structures of the five compound models. (a)
neutral N-Ethylethylenediamine (2-MI), (b) secondary amine protonated
N-Ethylethylenediamine (2-MI-P-A), (c) primary amine protonated N-
Ethylethylenediamine (2-MI-P-B), (d) neutral branched trimethylimine (3-TMI),
(e) primary amine protonated branched trimethylimine (3-TMI-P). Atom types
of the atoms in each compound are specified in the red dashed square: for (a),
(b), (c), the list corresponds to the atom types of the non-hydrogen atoms in the
chain from left to right; for (c), (d), the first list corresponds the atom types of the
non-hydrogen atoms in the horizontal chain from left to right, and the second list
corresponds to the non-hydrogen atoms in the vertical branch from top to bottom.
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Table A.1: The 13 dihedrals calculated
Dihedral Model compound QM/MM profiles

CV3-CX1-NZ1-CX1 2-MI Figure A.11
CX1-NZ1-CX1-CX2 2-MI Figure A.12
NZ1-CX1-CX2-NZ2 2-MI Figure A.13
CV3-CV2-NZ-CV2 2-MI-A Figure A.14
CV2-NZ-CV2-CX2 2-MI-A Figure A.15
NZ-CV2-CX2-NZ2 2-MI-A Figure A.16

CX1-NZ1-CX1-CV2 2-MI-B Figure A.17
NZ1-CX1-CV2-NZ 2-MI-B Figure A.18

CV3-CX0-NZ0-CX0 3-TMI Figure A.19
NZ0-CX0-CX2-NZ2 3-TMI Figure A.20
CX0-NZ0-CX0-CV2 3-TMI-P Figure A.21
NZ0-CX0-CV2-NZ 3-TMI-P Figure A.22

CX0-NZ0-CX0-CX2 3-TMI-P Figure A.23
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Figure A.11: Potential energy profiles of dihedral CV3-CX1-NZ1-CX1 calculated
using QM and MM.
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Figure A.12: Potential energy profiles of dihedral CX1-NZ1-CX1-CX2 calculated
using QM and MM.
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Figure A.13: Potential energy profiles of dihedral NZ1-CX1-CX2-NZ2 calculated
using QM and MM.
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Figure A.14: Potential energy profiles of dihedral CV3-CV2-NZ-CV2 calculated
using QM and MM.
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Figure A.15: Potential energy profiles of dihedral CV2-NZ-CV2-CX2 calculated
using QM and MM.
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Figure A.16: Potential energy profiles of dihedral NZ-CV2-CX2-NZ2 calculated
using QM and MM.
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Figure A.17: Potential energy profiles of dihedral CX1-NZ1-CX1-CV2 calculated
using QM and MM.
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Figure A.18: Potential energy profiles of dihedral NZ1-CX1-CV2-NZ calculated
using QM and MM.
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Figure A.19: Potential energy profiles of dihedral CV3-CX0-NZ0-CX0 calculated
using QM and MM.

-180 -120 -60 0 60 120 180
	

0

2

4

6

8

10

E 
(K

ca
l/m

ol
)

QM
MM

Figure A.20: Potential energy profiles of dihedral NZ0-CX0-CX2-NZ2 calculated
using QM and MM.
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Figure A.21: Potential energy profiles of dihedral CX0-NZ0-CX0-CV2 calculated
using QM and MM.
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Figure A.22: Potential energy profiles of dihedral NZ0-CX0-CV2-NZ calculated
using QM and MM.
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Figure A.23: Potential energy profiles of dihedral CX0-NZ0-CX0-CX2 calculated
using QM and MM.

164



Table A.2: Torsional parameters of the 13 dihedrals.kφ in kcal/mol, andδ in
degree.

Dihedral
CGeenFF Dong’s work [6]
kφ n δ kφ n δ

CV3-CX1-NZ1-CX1 1.26 3 0 1.0 3 0
CX1-NZ1-CX1-CX2 1.26 3 0 1.0 3 0
NZ1-CX1-CX2-NZ2 0.15 3 0 0.6 3 0
CV3-CV2-NZ-CV2 0.10 3 0 1.0 3 0
CV2-NZ-CV2-CX2 0.10 3 0 1.0 3 0
NZ-CV2-CX2-NZ2 0.15 3 0 0.6 3 0
CX1-NZ1-CX1-CV2 1.26 3 0 1.0 3 0
NZ1-CX1-CV2-NZ 0.15 3 0 0.6 3 0
CV3-CX0-NZ0-CX0 1.26 3 0 1.0 3 0
NZ0-CX0-CX2-NZ2 0.15 3 0 0.6 3 0
CX0-NZ0-CX0-CV2 1.26 3 0 1.0 3 0
NZ0-CX0-CV2-NZ 0.15 3 0 0.6 3 0
CX0-NZ0-CX0-CX2 1.26 3 0 1.0 3 0

A.4 The sensitivity of DNA/PEI binding pattern to
the torsional parameters of the PEIs

We have also examined how sensitive our results are to variations in the torsional

parameters. To do this, we replaced our 13 dihedral parameters completely with that

used in Dong’s MD simulations of PEI [6] and repeated two of the eight MD sim-

ulations for DNA/PEI complex formation (23%-PL and 46%-HB). The torsional

parameters for PEI used in Dong’s simulation were obtained by ‘‘fitting an en-

ergy profile from a density functional calculation of for dimethylethylenediamine

(DMEDA) into the dihedral angle torsion functional form’’ [6], and the simulations

yielded good results in comparison with experimental data.Table A.2 summaries

the torsional parameters used in our work and in Ref. 6, wherethe torsional energy

function is in the form ofEtorsion = kφ(1 + cos(nφ− δ)).

Figures A.24 and A.25 show the RDF and cumulative number of the PEI nitro-

gens around the DNA backbone oxygens based on the last 20 ns trajectory of the

simulations for the 23%-PL system and the 46%-HB system, respectively. It can be

observed from Figures A.24 and A.25 that, using a different set of torsional parame-

ters which were derived from density function calculationsand have been validated
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Figure A.24: Radial distribution function (RDF) and cumulative number (CDF)
of the PEI nitrogens around the DNA backbone oxygens based onthe last 20 ns
trajectory of the simulations for 23%-PL system. (a) RDF of all PEI nitrogens,
(b) RDF of protonated PEI nitrogens, (c) CDF of all PEI nitrogens, (d) CDF of
protonated PEI nitrogens.
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Figure A.25: Radial distribution function (RDF) and cumulative number (CDF)
of the PEI nitrogens around the DNA backbone oxygens based onthe last 20 ns
trajectory of the simulations for 46%-HB system. (a) RDF of all PEI nitrogens,
(b) RDF of protonated PEI nitrogens, (c) CDF of all PEI nitrogens, (d) CDF of
protonated PEI nitrogens.
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against experimental data, very similar results to our previous ones were obtained.

Specially, the discrepancies associated with the two sets of torsional parameters in

Figures A.24 and A.25 are comparable with the discrepanciesamong different sim-

ulation time windows using a single set of parameters as shown in Appendix A.5

of this document (Figures A.26 to A.33). For example, the discrepancies in Fig-

ure A.24(a) are comparable with the discrepancies in FigureA.26 among different

simulation windows. None of the new results obtained using Dong’s torsional pa-

rameters changes the conclusions we made in the manuscript.

Based on the calculations in Appendices A.3 and A.4, we believe that, for the

focus of our study here which is the binding of DNA with PEIs, the force field we

used is quantitatively meaningful. The force field for PEI might need to be further

calibrated and validated if the objective is to study the conformation of PEIs in

solution or crystal PEIs. However to study its binding to DNA, using the CGenFF

principle to generate the force field parameters is a valid approach.

A.5 Radial distribution function (RDF) and cumu-
lative number curves within different time win-
dows in the simulations

Figure A.26 and Figure A.27 are respectively the RDF plots for all PEI nitrogens

and for the protonated PEI nitrogens around the DNA backboneoxygens in the

23% systems. Figure A.28 and Figure A.29 are the same RDF plots for the 46%

systems. Figures A.30 to A.33 are the corresponding cumulative number plots for

23% systems and 46% systems, respectively. These RDF and cumulative number

plots were generated based on trajectories within different time windows in the

simulations.

Figures A.26, A.27, A.30 and A.31 show that even after 49 ns ofsimulation,

the curves are still evolving with time, and the order of the curves corresponding

to different PEI structures do not maintain the same at all time. This indicates that

the complexes formed in the 23% systems are not stable, whichis consistent with

the fact that the majority of the nitrogens bind to DNA through indirect interactions.
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Compared with the 23% systems, the RDF and cumulative numbercurves for the

46% systems in Figures A.28, A.29, A.32 and A.33 demonstratemore stability

(i.e., less variations among different simulation windows). Moreover, the curves

corresponding to different PEI structures are closer to oneanother compared with

the 23% systems. In fact, after 40 ns of simulations, these curves essentially overlap

with one another. This indicates that at the protonation ration of 46%, the degree of

branching has vanishingly small effect on the binding.
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Figure A.26: Radial distribution functions of all PEI nitrogens around the DNA
backbone oxygens for the 23% systems, plotted for differentsimulation time win-
dows. (a) 49--54 ns, (b) 51--56 ns, (c) 53--58 ns, (d) 55--60 ns.
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Figure A.27: Radial distribution functions of the PEI protonated nitrogens around
the DNA backbone oxygens for the 23% systems, plotted for different simulation
time windows. (a) 49--54 ns, (b) 51--56 ns, (c) 53--58 ns, (d)55--60 ns.
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Figure A.28: Radial distribution functions of all PEI nitrogens around the DNA
backbone oxygens for the 46% systems, plotted for differentsimulation time win-
dows. (a) 29--34 ns, (b) 31--36 ns, (c) 33--38 ns, (d) 35--40 ns.
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Figure A.29: Radial distribution function of the PEI protonated nitrogens around
the DNA backbone oxygens for the 46% systems, plotted for different simulation
time windows. (a) 29--34 ns, (b) 31--36 ns, (c) 33--38 ns, (d)35--40 ns.
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Figure A.30: Cumulative number of the PEI nitrogens around the DNA backbone
oxygens for the 23% systems, plotted for different simulation time windows. (a)
49--54 ns, (b) 51--56 ns, (c) 53--58 ns, (d) 55--60 ns.
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Figure A.31: Cumulative number of the PEI protonated nitrogens around the DNA
backbone oxygens for the 23% systems, plotted for differentsimulation time win-
dows. (a) 49--54 ns, (b) 51--56 ns, (c) 53--58 ns, (d) 55--60 ns.
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Figure A.32: Cumulative number of the PEI nitrogens around the DNA backbone
oxygens for the 46% systems, plotted for different simulation time windows. (a)
29--34 ns, (b) 31--36 ns, (c) 33--38 ns, (d) 35--40 ns.
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Figure A.33: Cumulative number of the PEI protonated nitrogens around the DNA
backbone oxygens for the 46% systems, plotted for differentsimulation time win-
dows. (a) 29--34 ns, (b) 31--36 ns, (c) 33--38 ns, (d) 35--40 ns.
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Appendix B
Supporting Information for Chapter
3
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Figure B.1: Radius of gyration of each PEI as a function of simulation time in
systems D-4bP, D-4bP-S, D-4lP and D-4lP-S.
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Figure B.2: Radius of gyration of each PEI as a function of simulation time in
systems D-8bP, D-8bP-S, D-8lP and D-8lP-S.
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Appendix C
Supporting Information for Chapter
4

C.1 Number of PEIs bound to DNA in system 4D-
28P
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Figure C.1: Number of PEI molecules bound to DNA during the simulation for the
4D-28P system. The definition for ‘bound’ is that at least 1 out of the 13 nitrogens
on a PEI are within 4̊A of any DNA N/O atoms.
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C.2 Structure of DNA dodecamer and special config-
urations of two DNAs

a) b)

Figure C.2: DNA dodecamer in canonical B form. C1’ atoms are represented in
small blue spheres; the centers of mass of each Watson-Crickbase pair are repre-
sented in large grey spheres. (a) Side view, (b) Axis view.

DNA A

DNA B

DNA CDNA A

a) DNA A B in 2D-8P at 20 ns b) DNA A C in 4D-16P at 130 ns

Figure C.3: Configurations of two DNAs for whichdshortest can not truly reflect
the shortest inter-duplex distances. (a) DNA A B in 2D-8P at 20 ns, (b) DNA A
C in 4D-16P at 130 ns. The centers of mass of each Watson-Crickbase pair are
represented in grey spheres. The two schematic drawings at the top-right corners
of each subfigure illustrate the closet points for these twoconfigurations.
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C.3 Evidence of convergence of the simulation trajec-
tories

Figure C.4 shows the charge neutralization curves (cumulative net charge of

PEI/Na+/Cl- as a function of the distance from any C1’ DNA atom) based on

three time windows (last 10 ns, 2nd last 10 ns and 3rd last 10ns) at the late stage

of the simulations. It can be seen that the curves almost overlap with one another,

demonstrating the convergence of the simulation trajectories.
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Figure C.4: Cumulative numbers of net charge of PEI/Na+/Cl-as a function of the
distance from any C1’ DNA atom based on three time windows (last, 2nd last and
3rd last 10 ns) at the late stage of the simulation. (a) D-4P, (b) D-8P, (c) 2D-8P, (d)
2D-2P, (e) 4D-16P, (f) 4D-28P.
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C.4 Radii of gyration of the DNA aggregates

Figure C.5 shows the radii of gyrationRg of the DNA aggregates (2 DNAs in the

2D-8P and 2D-2P systems, and 4 DNAs in the 4D-16P and 4D-28P systems) as

a function of simulation time, not accounting for the PEIs, in each system. For

a given aggregate, a higher value ofRg is an indicator of more loosely arranged

DNA molecules in the aggregate. For the 2D-8P and 4D-16P systems, theRg

curves decrease gradually in the beginning 50 ns, indicating the DNAs become

more intimate. They then fluctuate for the rest of the simulation. As the DNAs in

these two systems are relatively close at the beginning of the simulations,Rg only

undergoes a small decrease. For the 2D-2P system,Rg at 0 ns is equal to that for 2D-

8P at 100 ns as the initial configuration for the two DNAs is adopted from 2D-8P at

100 ns. TheRg curve increases slightly during the beginning 50 ns, indicating the

two DNAs become less intimate. It fluctuates during the period of 50--150 ns, but

at around 150 ns,Rg sharply increases from∼20Å to ∼25Å within a time window

of about 10 ns, corresponding to the separation of the two DNAs. TheRg curve

continues to increase with strong fluctuation thereafter,reflecting the diffusion of

independent DNAs. For the 4D-28P system,Rg at 0 ns is equal to that for the 4D-

16P system at 100 ns as the initial configuration for the fourDNAs is adopted from

4D-16P at 100 ns. It can the seen that, over the entire 200 ns simulation time, the

Rg curve remains almost constant at around 25Å, which again demonstrates that

the compactness of the DNAs in the aggregate was barely affected by the excessive

PEIs. Generally, these curves follow a similar trend as ‘RMSdistance’ in Figures

9 to 12 in the main text.
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Appendix D
Supporting Information for Chapter
5

D.1 Evidence of convergence of the simulation trajec-
tories

Figure D.1 shows the charge neutralization curves (cumulative net charge of PEI

and ions as a function of the distance from any DNA C1’ atom) based on four time

windows (last 10 ns, 2nd last 10 ns, 3rd last 10 ns and 4th last 10 ns) at the late stage

of the simulations. It can be seen that the curves almost overlap with one another,

demonstrating the convergence of the simulation trajectories.

183



0 5 10 15 20 25
0

10

20

30

 

 

a) 1D−4P

Last 10 ns

2nd last 10ns

3rd last 10ns

4th last 10ns

0 5 10 15 20 25
0

30

60

90

120

b) 4D−16P

C
u
m

u
la

ti
v
e
 n

u
m

b
e
r

0 5 10 15 20 25
0

35

70

105

140

c) 4D−28P

r (angstrom)

Figure D.1: Cumulative numbers of net charge of PEI and ions as a function of the
distance from any DNA C1’ atom based on four time windows (last 10 ns, 2nd last
10 ns, 3rd last 10 ns and 4th last 10 ns) at the late stage of the simulation. (a) D-4P,
(b) 4D-16P, (c) 4D-28P.
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D.2 Binding of individual lmPEIs to each DNA

A PEI N is said to be ‘in close contact with the DNA’ if it falls within 4 Å of any

N/O atoms of the DNA. We chose 4̊A because this is the distance within which

the PEI amine groups can form direct hydrogen bond with the DNA [1]. A PEI is

said to be ‘bound’ to a DNA molecule if it has one or more Ns in close contact with

this DNA. If a PEI is ‘bound’ to two or more DNA molecules simultaneously, we

say that this PEI form a polyion bridge between the DNAs. To quantify the ability

of lmPEI to bridge the DNA molecules, we plotted the binding state of individual

lmPEIs to each DNA in terms of the number of Ns from each lmPEI in close contact

with each DNA, as shown in Figure D.2 for the 4D-16P system andin Figure D.3

for the 4D-28P system. In Figure D.2, each subfigure corresponds to one of the

16 lmPEIs in the 4D-16P system, and it contains 4 curves each of which describes

the number of Ns of this lmPEI in close contact with a particular DNA. Similarly,

the 28 subfigures in Figure D.3 correspond to the 28 lmPEIs inthe 4D-28P system

and the 4 curves in each subfigure describe the binding stateof a lmPEI with the

four DNAs. In Figure D.2, out of the 16 lmPEIs, five lmPEIs (2,6, 8, 10, and 13)

participate in bridging two or three DNAs for longer than 50%of the simulation

time. In Figure D.3, there are also five lmPEIs (2, 6, 10, 13 and 18) participating

in bridging two or three DNAs for longer than 50% of the simulation time, and

lmPEI 10 bridges DNAs A, C and D during most time of the simulation. Six out

of the added 12 lmPEIs (17, 18, 20, 22, 26 and 27) bind with at least one DNA for

significantly long periods. All the original 16 lmPEIs keepbinding to the DNAs

and none of them was ‘replaced’ by the added lmPEIs.

D.3 Calculation of water release

In order to calculate the number of water molecules releasedduring the aggregation

process, we counted the number of water molecules within 3Å of the solutes in each

system as summarized in Table D.1. To determine the number ofwater molecules

released for a particular system, we subtract the number of water molecules within

3 Å of the polyplex from the total number of water molecules within 3 Å of the
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Table D.1: Number of water molecules within 3Å of the solute at the late stage of
each system

System Time window/entire time No. of waters

DNA last 5 ns / 20 ns 330.8
lmPEI last 2 ns / 6 ns 99.4

native PEI last 2 ns / 6 ns 77.8
4D-16P (lmPEI) last 40 ns / 100 ns 1911.1

4D-16P (native PEI) last 40 ns / 130 ns 1773.6
4D-28P (lmPEI) last 40 ns / 200 ns 2700.9

lmPEI 19,21,23,24 in 4D-28P (lmPEI) last 40 ns / 200 ns 337.0
4D-28P (native PEI) last 40 ns / 200 ns 2657.5

individual molecules when they are separated. For example,for system 4D-16P

with lmPEIs, the number of water molecules is calculated as ‘330.8× 4(DNAs) +

99.4 × 16(lmPEIs) − 1911.1 = 1002.5’. For system 4D-28P with lmPEIs, as

lmPEIs 19, 21, 23, 24 are associated in the solution and not bound to the polyplex,

we subtract the number of released water molecules resulting from the association

of these four lmPEIs from the number of released water molecules from the whole

system.

D.4 Radii of gyration of the DNAs in systems 4D-16P
and 4D-28P and comparison with their counter-
parts involving native PEIs

Figure D.4 shows the radii of gyrationRg of the four DNAs as a function of sim-

ulation time in systems 4D-16P (lmPEI), 4D-16P (native PEIs), 4D-28P (lmPEI)

and 4D-28P (native PEIs). It can be seen thatRg of the four DNAs aggregated by

lmPEIs in 4D-16P (averageRg over last 40 ns= 25.7 Å) is nearly identical to that

of the four DNAs aggregated by 16 native PEIs (averageRg over last 40 ns= 26.3

Å). So isRg of the four DNAs in 4D-28P with lmPEIs (averageRg over last 40

ns= 24.6 Å) compared withRg of the four DNAs aggregated by 28 native PEIs

(averageRg over last 40 ns= 24.9 Å).
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Figure D.4: Radius of gyration of the four DNAs in each systemas a function of
simulation time.

D.5 DNA-DNA spacing

DNA-DNA spacing is an important parameter to gauge how compact the DNAs

are condensed. To investigate the DNA-DNA spacing in the aggregates, we have

defined the ‘shortest distance’ and ‘root mean square (RMS)distance’ between two

DNA molecules in Ref. 2. We first represent each DNA as a series of points each

being the COM of a Watson-Crick DNA base pair. For each dodecamer studied

in this work, there are 12 such points, and connecting neighboring points results in

11 segments. For a pair of segments from two different DNAs, we can calculate

their shortest distance, and there are 121 such distances (di, i = 1 . . . 121) between

all pairs of segments from the two DNA dodecamers. We definedthe minimum

of these 121 distances as the ‘shortest distance’dshortest and the root mean square

of these 121 distances as the ‘RMS distance’dRMS (dRMS =
√

(Σ121
i=1

d2i )/121).

Figures D.5 and D.6 plotdshortest anddRMS for systems 4D-16P and 4D-28P, re-

spectively. The average values ofdshortest anddRMS for each pair of DNAs over

the last 40 ns of the simulations are summarized in Table D.2.Among the 6 pairs,

the aggregation of three of them (A-C, B-D, C-D) involves direct bridging by the
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same lmPEIs, while the other three (A-B, A-D, B-C) are aggregated only through

the lipid association among different lmPEIs. Overall, thedirectly bridged DNA

pairs have smallerdshortest anddRMS. In fact, for the (A-C, B-D, C-D) pairs, the

average values are 18.5̊A for dshortest and 30.1Å for dRMS, which are not signif-

icantly different from the respective values of 21.4Å and 29.0Å for native PEI

mediated DNA aggregation. Due to steric effect, DNA pairs brought together by

lipid association (A-B, A-D, B-C) show much largerdshortest anddRMS (except for

A-B in 4D-16P system which has slightly smallerdRMS than that of C-D).
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Figure D.5: Distance between DNAs for the 4D-16P system. (a)Shortest distance.
(b) Root mean square distance.
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Table D.2: DNA-DNA distance (̊A) averaged over the last 40 ns of the simulations.
System 4D-16P 4D-28P

DNA-DNA A-B A-C A-D B-C B-D C-D A-B A-C A-D B-C B-D C-D

dshortest 29.0 18.2 36.5 26.0 20.3 20.836.1 13.6 27.2 32.8 18.5 19.7
dRMS 36.3 30.7 44.7 43.3 28.4 37.041.5 31.2 41.0 41.1 27.1 26.0
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Appendix E
Supporting Information for Chapter
6

E.1 Calculation of water release

In order to calculate the number of water molecules released during the aggregation

process, we counted the number of water molecules within 3Å of the solutes in each

system as summarized in Table E.1. To determine the number of water molecules

released for a particular system, we subtract the number of water molecules within

3 Å of the polyplex from the total number of water molecules within 3Å of the

individual molecules when they are separated. For example, for system 4R-18P,

the number of released water molecules is calculated as ‘555.8 × 4 (4 siRNAs)

+227.6× 18 (18 P2ks)−4743.1 = 1577’.

E.2 Binding of individual PEIs to each siRNA

We define ‘a PEI N is in close contact with the siRNA’ if it falls within 4̊A of any

N/O atoms of the siRNA. A PEI is defined to be ‘bound’ to a siRNA molecule if it

has one or more Ns in close contact with this siRNA. If a PEI is ‘bound’ to two or

more siRNA molecules simultaneously, we say that this PEI form a polyion bridge

between the siRNAs. To quantify the polyion bridging the PEIs form among siRNA

molecules, we plotted the binding state of individual PEIs to each siRNA in terms

of the number of Ns from each PEI in close contact with each siRNA, as shown in

Figures E.1 to E.5 for systems 4R-18P, 4R-18P1CA, 4R-18P3CA, 4R-18P1LA

and 4R-18P3LA, respectively. Each subfigure in Figures E.1 to E.5 corresponds

to one of the 18 PEIs in a particular system, and contains 4 curves each of which

describes the number of Ns of this PEI in close contact with a particular siRNA.

For system 4R-18P shown in Figure E.1, out of the 18 PEIs, seven PEIs (1, 2, 3,
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Table E.1: Number of water molecules within 3Å of the solute at the late stage of
each system

System Time window / Entire simulation time No. of waters

siRNA last 40 ns / 100 ns 555.8
P2k last 20 ns / 50 ns 227.6

P 1CA last 20 ns / 40 ns 237.5
P 3CA last 20 ns / 40 ns 258.3
P 1LA last 20 ns / 40 ns 252.3
P 3LA last 20 ns / 40 ns 254.6
4R-18P last 50 ns / 200 ns 4743.1

4R-18P1CA last 50 ns / 200 ns 4909.2
4R-18P3CA last 50 ns / 200 ns 4961.8
4R-18P1LA last 50 ns / 200 ns 4903.9
4R-18P3LA last 50 ns / 200 ns 4752.2

4, 5, 6 and 8) participate in bridging two or three siRNAs for longer than 50% of

the simulation time, where PEI 2 is bridging the four siRNA for most time of the

simulation. For systems 4R-18P1CA, 4R-18P3CA, 4R-18P1LA and 4R-18P-

3LA, there are respectively 7, 8, 9 and 8 PEIs participating in bridging two or three

siRNAs for longer than 50% of the simulation time.
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Figure E.1: Number of nitrogens for each PEI that are within 4Å of any N/O atom
of each siRNAs as a function of simulation time for system 4R-18P.
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E.3 Evidence of convergence of the simulation trajec-
tories

Figure E.6 shows the charge neutralization curves (cumulative net charge of PEI

and ions as a function of the distance from any siRNA C1’ atom)based on four

time windows (last 20 ns, 2nd last 20 ns, 3rd last 20 ns and 4th last 20 ns) at the

late stage of the simulations. It can be seen that the curves almost overlap with one

another, demonstrating the convergence of the simulation trajectories.
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Figure E.6: Cumulative numbers of net charge of PEI and ions as a function of the
distance from any siRNA C1’ atom based on four time windows (last 20 ns, 2nd
last 20 ns, 3rd last 20 ns and 4th last 20 ns) during the last 80 ns of the simulations.
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Appendix F
Additional Details of the Simulations

In constructing the molecular structure of the PEIs, we split the PEI into a series of

building blocks each of which corresponds to a newly created residue in the devel-

oped force field rtf file. Take the 2 kDa branched PEI in Chapter 3 (the most com-

plicated native PEI structure simulated in this dissertation) for example, as shown

in Figure F.1, we split the PEI into 16 residues along one chain. Because that some

residues are identical, only eight distinct residues are required to build this PEI. This

approach provides us a great flexibility to reuse the residues in building other PEIs.

For example, in building the lipid-modified PEIs in Chapter 6, we only needed to

create four new residues with lipid moieties based on residues 4 and 14 shown in

Figure F.1 and reuse the other residues.
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Figure F.1: 2 kDa branched PEI simulated in Chapter 3. The PEI is decided into 16
residues by the red dashed lines along one chain. Residues 2 and 8 are identical, so
are residues 3, 7 and 12; residues 4 and 9; residues 5, 10 and 14; residues 6, 11 and
13.
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The force field parameters for native PEIs were adopted mainly based on

residues ‘‘EAMM”, ‘‘DMAM”, ‘‘TMAM” in the the CHARMM force f ield [1]

following the CHARMM General Force Field methodology [2]. The force field

parameters for the lipid moieties on the lipid-modified PEIs simulated in Chap-

ters 5 and 6 were adopted mainly based on residue ‘‘OLEO (oleic acid)” in the

CHARMM force field [1].

The production runs of all the simulations were performed with Langevin dy-

namics implemented in NAMD as a thermostat to keep the temperature constant

at 300 K [3]. The barostat used in all the simulations is a modified Nosé-Hoover

method in which Langevin dynamics is used to control fluctuations [4, 5] as imple-

mented in NAMD [3].

Below is a sample NAMD configuration file used in simulatingsystem 4R-18P

in Chapter 6:

###############################################

## JOB DESCRIPTION ##

###############################################

# heating of RNA in a Water Box

set fs 0

###############################################

## ADJUSTABLE PARAMETERS ##

###############################################

set X 119.9

set Y 119.9

set Z 119.9

set CX 0

set CY 0

set CZ 0

set PX 120

set PY 120

set PZ 120
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structure 4rna-18bp.psf

coordinates 4rna-18bp.pdb

set consfileName 4rna-18bp.pdb

set temperature 300

set outputname equil/4rna-18bp_$fs

firsttimestep $fs

###############################################

## SIMULATION PARAMETERS ##

###############################################

# Input

paraTypeCharmm on

parameters par_all27_prot_na_pei_lipid.prm

temperature 0

# Force-Field Parameters

exclude scaled1-4

1-4scaling 1.0

cutoff 10

switching on

switchdist 8.5

pairlistdist 12

# Integrator Parameters

timestep 2.0

rigidBonds all

nonbondedFreq 1
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fullElectFrequency 2

stepspercycle 10

# Constant Temperature Control

langevin on

langevinDamping 10

langevinTemp $temperature

langevinHydrogen off

# Periodic Boundary Conditions

cellBasisVector1 $X 0. 0.

cellBasisVector2 0. $Y 0.

cellBasisVector3 0. 0 $Z

cellOrigin $CX $CY $CZ

wrapAll on

wrapWater on

wrapNearest off

margin 1

# PME (for full-system periodic electrostatics)

PME yes

PMEGridSizeX $PX

PMEGridSizeY $PY

PMEGridSizeZ $PZ

# Constant Pressure Control (variable volume)

useGroupPressure yes

useFlexibleCell no

useConstantArea no
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langevinPiston on

langevinPistonTarget 1.01325

langevinPistonPeriod 200.

langevinPistonDecay 100.

langevinPistonTemp $temperature

# Output

outputName $outputname

binaryoutput off

restartfreq 5000

dcdfreq 5000

xstFreq 5000

outputEnergies 5000

outputPressure 5000

###############################################

## EXTRA PARAMETERS ##

###############################################

fixedAtoms on

fixedAtomsForces on

fixedAtomsFile $consfileName

fixedAtomsCol B

# Harmonic restraints

constraints on

consref $consfileName

conskfile $consfileName

conskcol B
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###############################################

## EXECUTION SCRIPT ##

###############################################

minimize 0

# Turn off until later

langevinPiston off

# Minimize with atoms fixed

minimize 2000

# Minimize all atoms

fixedAtoms off

constraintScaling 10

minimize 2000

constraintScaling 0

minimize 1000

# heat with restrained

constraintScaling 10.0

set temp 30

while { $temp <= 300 } {

langevinTemp $temp

run 1000

set temp [expr $temp + 30]}

langevinPiston on

run 5000000
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constraintScaling 0

run 100000000
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