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Abstract

Gene therapy is a promising therapeutic technique thatvegalelivering nucleic
acids into cells. Polycations have evolved into a majorgate of gene carriers.
Polyethylenimine (PEI) is one of the most effective polymaic carriers. Further-
more, modifying PEI with certain lipophilic moieties wasuftd to greatly improve
its performance. Despite the great potential of PEI-baseders, the understand-
ing of complexation of nucleic acids with PElIs is still langiat the atomistic level.
In addition, the mechanisms for the beneficial effects pillimodification remain
unclear and to be probed.

In this dissertation, a series of molecular dynamics sitiaria were performed
to investigate the PEIl/nucleic acids complexation. Weethour simulations from
single DNA interacting with single PEI and investigatedreig00 Da PEIs with
four different architectures and at two protonation ratidge found that for these
low molecular weight PEIs, compared with the protonaticatestthe degree of
branching has a smaller effect on binding. We then incretisedize of the system
to incorporate one DNA with multiple PEIs and increased tluderular weight of
the PEIls to 2 kDa. Unlike in the case of 600 Da PEls, the sinuratrevealed
distinct binding modes of branched and linear PEIs to DNAndestrating that
the molecular weight of PEI is an important factor in PEI/DN&mplexation. Fol-
lowing this simulation, complexation/aggregation of DNAlecules medicated by
PEls was studied by simulating multiple DNA molecules witicessive PEIs. We
found that native PEls condense DNA through two mechanigpo$yion bridging
and electrostatic screening of the DNA charges. The effeiclipid substitution
on polycation mediated nucleic acids aggregation was tikpltoeed by adopting
lipid-modified PEls in the simulations of multiple DNAs arsiRNAs complexa-



tion. The lipid moieties were found to associate signiftbamith one another,
which provides another mechanism of aggregating nuclegtsand stabilizing the
formed polyplexes. The effects of lipid length and subsittulevel on the formed
polyplexes were also investigated. This dissertation adance the understand-
ing of PEIl/nucleic acids polyplexes at atomistic level. Eaver, the methodology
adopted suggests a framework for systematically evalgatotycationic carriers

using molecular simulations.
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Chapter 1

Introduction 1

1.1 Background

Gene therapy is an emerging therapeutic technique whiablvies delivering ge-
netic materials into cells to treat diseases including ees)chereditary diseases,
viral infections, and for immunization purpose [1, 2]. Geherapy normally uses
carrier molecules such as viruses, liposomes and polywstoodeliver nucleic acids
into cells [2, 3]. Viruses, yet the most common and efficidetivery carriers,
are greatly limited in their general use due to the safetyceors [4]. Synthetic
polymers, as alternatives to viral carriers, can condensefarm nanoparticles
with nucleic acids to facilitate the gene delivery, with tdvantages of less toxi-
city, low cost, easiness to produce and versatility forettght applications [1, 2].
Polyethylenimine (PEI), as one of the most effective gerlvely polymers, has
been intensely studied since 1995 [5, 6]. PEI and PEI-based garriers bear po-
tentials to become practical carriers in future clinicadges [7]. Despite the great
potential of PEI and PEI-based gene carriers, a detailedrstahding of the inter-
action of nucleic acids with PEls at atomistic level is daltking. To better reveal
the role of PEI as gene carrier and help design more effeBtisiebased carriers,
it is of significance to understand the binding and compiexaof nucleic acids
with PEls, and interaction between the complexes formedcatidnembrane at
atomistic level.

Molecular dynamics (MD) simulation has been a useful tostudying biolog-
ical systems. It can provide images at atomic resolutioediot the properties of
nanoscale systems, and evaluate strategies for desigevmgystems [8--10]. Re-

cent advances in computer hardware and software as wellvasne¢hodologies

1Sections 1.1 - 1.3 of this chapter are adapted with pernmifsion: C. Sun, T. Tang, Journal
of Adhesion Science and Technology, 2012, DOI:10.108(0@283.2012.693830, in press.



have further strengthened the power of computer simulatiémthis dissertation,
we employ all-atom MD to study the complexation of nucleidaavith native and
lipid-modified PEls.

1.2 Challengesin Designing Synthetic Cationic Car -
riers

The lack of effective carriers is a major impediment for fsstul applications
of gene therapy. To design effective carriers, it is of digance to review the
challenges that the carriers will encounter on the deliy@athway. A successful
gene delivery involves the following steps [2]. The firsetis that the carriers
complex with and condense the nucleic acids and protect thmm extracellular
physical and biochemical degradation before reachingtarglls; the next step is
the complexes passing through the cell membrane; afterdmplexes enter the
cell, they need to escape from the endosomes and releasedleécracids from
the carriers; the final step is migration across the nucteambrane and entry into
the nucleus in the case of plasmid DNA (pDNA), and targethmgdytosol in the
case of small interfering RNA (siRNA). The pathway for sussfel delivery of
DNA is illustrated in Figure 1.1. To successfully delivercieic acids into the cell
nucleus, gene carriers must overcome a series of obstadsextracellular and
intracellular. Two excellent detailed reviews can be foumthe works of Pouton

et al. [11] and Paclet al. [12]. Here we provide a concise summary.

1.2.1 Extracelular challenges

Gene carriers face a series of barriers in transportingggeméhe membrane of
target cells. These include binding and condensing nuelgits and maintaining
the complex in solution, remaining stable and survivinghia blood stream, and

binding to the target cells [12].
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Nucleic acids condensing and packaging

Unprotected nucleic acids can be degraded by nucleolyfigraas within minutes,
hence the nucleic acids need to be protected from enzymgsgafionic polymers
can bind to and condense nucleic acids into small, compaxipaaticles through
electrostatic interactions between the negative phospipatups along the DNA
backbone and positive charges on the carriers [13]. Thepaaticles formed are
typically toroidal or spherical structures with diameternsging from tens to several
hundreds nanometers [14, 15]. The size and structure otatbnic carriers are
known to affect nucleic acids binding and condensation {18, But the mecha-
nism of the size and structure effect is still not clear. hdd be noted that strong
binding between carriers and nucleic acids does not netgssarelate with high
gene delivery efficiency, the reason being that tight bagdnight hinder transcrip-
tion [12]. An efficient polymer needs to have sufficient ting strength to complex
with nucleic acids for protection and have the ability tesse the nucleic acids un-

der certain conditions.



Cell uptake and cell targeting

The nanopatrticles formed need to be uptaken by the cellgier do function. The
uptake depends on the size of the nanoparticle and the chatigeof polymer to
nucleic acids [18]. For some applications like in canceatireents, where the goal
is to kill specific cancer cells, it is required that the @yeeutic gene be delivered
to a specific type of cells. Primitive polymers normally anat capable of target-
ing specific cells but may be chemically modified with taigg ligands that can
allow cell targeting and even improve cell uptake [19]. Téwgeting modifications
have a broad range of parameters including the conjugatiemistry, the length of
spacer between the ligand and the polymers, the ligangit@cbinding strength,
and the number of ligands attached to each polymer [12]. & pasameters affect

the delivery efficiency in a complex way and require carejptimization.

1.2.2 Intracelular challenges

After being internalized into cells, gene carriers have wveroome a new set of

intracellular obstacles.

Endolysosomal escape

The carrier/nucleic acids complexes generally enter tieitsugh endocytosis [20],
and in the endocytic pathway, the complexes are traffickextidic vesicles filled
with degradative enzymes [12]. The vesicles at the firglestae termed early endo-
somes, from which the internalized complexes may be tratesgpback to the mem-
brane and out of the cell by exocytosis [12]. More generdflg,complexes stay in
the cell and are then trafficked into vesicles termed lattoeomes which rapidly
acidify to pH 5 [12]. Complexes can subsequently be traéttknto lysosomes,
where pH drops tev4.5 and various degradative enzymes exist [12]. The com-
plexes must escape from these acidic vesicles before bemgded. Certain ma-
terials, including PEI and polyamidoamine, are believedgoape the endosomes
through the ‘proton-spong’ mechanism [1, 5]. The mecharigpothesizes that
the polymers undergoing large changes in protonation cafis& of protons and

counterions into the endocytic vesicles and eventuallgtite vesicles [1, 5].



Unpackaging

The complexes can protect nucleic acids from enzymaticadizgion, on the other
hand the complexes also prevent binding of the nucleic aeitisthe proteins for
gene expression. Polymers must, therefore, release theimacids at the end of
the delivery process. It has been found that increased gemession can be real-
ized by reducing the polymer/nucleic acids binding strartgtough reducing the
number of positive charges [22], or decreasing the polyn@eaular weight [16].
To balance the desired strong binding strength at earlysifthe delivery process
and weaker binding at the late stage, the carriers are ydedike designed to release

the genes by responding to the environmental changes attiba aites.

1.3 Previous Experimentsand Simulations

To overcome the above mentioned challenges, it is necessargderstand the
complexation of nucleic acids with polycations. Experitamnd simulation ef-
forts have been spent to characterize the nucleic acidsi®Bplexes. Some of

these efforts related to this dissertation are summarizéxnhb

1.3.1 Experimental characterizations

Most experimental attempts to date have focused on studiiegransfection ef-
ficacy and how it depends on the size and chemical modifinatof the PEI [13,
19, 23]. There have also been a few experimental works onitphisical char-
acterization of PEIl/nucleic acids complexes. Choosaknanget al. studied the

complexes formed by DNA and PEls of different molecular vasgand structures
using infrared spectroscopy, scanning calorimetry anthesmal titration calorime-
try [24]. They found that DNA remained in the B conformationall cases; PEls
destabilized the complexes at lower PEI nitrogen to DNA phase ratio, but not
at higher ratios; no direct correlation was found betweensilae or zeta potential
of the complexes and the molecular weight of the PEI. They &dsnd that the

transfection efficiency strongly depends on the ratio @& BEI to DNA and the
molecular weight of the PEI. Specifically, 2 kDa PEI did nartsfect the cells



and only positively charged complexes transfected the.céltsuno and Uludag
recently studied the thermodynamics of PEI/DNA complexain different solu-
tions and at different pH using isothermal titration catoeiry [25]. They found

that at low pH PEI had a greater tendency to complex with DN#|.[Z hey also

found that PEI had two modes of binding to DNA -- binding to A grooves

and binding to the DNA phosphate backbone.

There also exist several experimental works studying tteraetion of DNA
with polycations similar to PEI. Prevetét al. investigated the binding of plasmid
DNA with a series of poly(glycoamidoamine)s (PGAASs) usiagthermal titration
calorimetry and infrared spectroscopy [26]. They conctutthet the binding mech-
anism was likely a combination of electrostatics and hydrogonding, namely
that the long-range electrostatic interaction initiategl attraction and the hydroxyl
groups in the carbohydrate comonomer further enhancedtoei@tion through hy-
drogen bonding to the DNA base pairs. Lipid modification i@snd to improve
the delivery efficiency of nucleic acids [27]. Patel and Anocdoquy investigated
the role of ligand hydrophobicity in DNA condensation bydsting the thermody-
namics of three different polyamines (cobalt hexamine;rapee and lipospermine)
binding to plasmid DNA [28]. The work concluded that thereswe significant
contribution from hydrophobicity to spermine-DNA bindinghile a larger binding
affinity was found for lipospermine-DNA binding due to thigher hydrophobicity
of lipospermine. The work also postulated that the stericdraintroduced by the
acyl chains in lipospermine hampered DNA to be packagedahighly condensed
state.

The above experimental efforts provide information on bigcdbf DNA with
polycations and shed light on the design of effective PESleblegene carriers. Sim-
ulations, on the other hand, can provide microscopic vieDdA complexation
with polycations and quantify the interplay among varioasgmeters in designing

gene carriers.



1.3.2 Coarsegrained simulations

Coarse grained (CG) method is an important simulation tiecienat mesoscopic
scale, where, instead of using one particle for each atom ak atom simulations,
several to tens of atoms are coarse grained as a bead. In an@C@&tson, water
is often treated implicitly. Under these simplificatiomdten CG method makes
it possible to simulate models unmanageable by atomistidetsowithin the cur-
rent computational capacity. Indeed, CG method bridgesmiata (microscopic)
and continuum (macroscopic) levels and can yield some tatigk insight when
studying biological systems.

CG models have been employed to study polycation induced DdiAlensa-
tion. As the atomic representation is lacking in the CG mgdéle CG simulations
are not specific for PEIs and nucleic acids, but rather folegal oppositely charged
polyelectrolyte molecules. Stevens performed coarsengdamolecular dynam-
ics (CG-MD) simulations to investigate the condensatiorerhiflexible polyelec-
trolytes in the presence of di-, tri-, and tetra-valent deuons [29]. It was found
that a single polyelectrolyte can be condensed into tot@idd rodlike structures
by the trivalent and tetravalent counterions, while no @rsdites form or stay sta-
ble for divalent counterions. Winklest al. performed simulations of two flexible,
oppositely charged polyelectrolyte chains and found ¢jkessondensed structures
at large Bjerrum lengths [30]. Hayasttial., in a series of CG Monte Carlo simu-
lations, have studied the complexation of multiple polgasiand polycations with
varying chain length, charge density, charge ratio, andcsalcentration [31--33].
These simulations demonstrated that the net charge angectiansity of the com-
plexes formed were minimized to reduce the electrostateraction and the num-
ber of the complexes formed was maximized due to entropgcefDiaset al. used
CG Monte Carlo simulations to study the polyanion compaxckg shorter polyca-
tions [34]. These simulations showed that increasing thmebar of polycations or
the number of charges per polycation can lead to greateaps®|of the polyanion.
Ziebarthet al., in an effort to simulate DNA condensation by PEI-poly(d&me gly-
col) diblock copolymers [35], performed CG-MD simulatidos the complexation

of linear polyanion with block copolymers consisting ofioatc and neutral hy-



drophilic blocks. The simulations showed that increashegdationic block length
in the copolymer can result in greater condensation of thgapoon, and the mor-
phology of the complexes formed is dependent on both theasidearchitecture of
the polyelectrolytes.

CG modeling has also shown promise in simulating the intenadetween
DNA/carrier complex and biological membrane. Voulgarakial. performed CG
Monte Carlo simulations of dendrimer/DNA complexes inttireg with a cell mem-
brane [36]. Their results indicated that there is a limitedhdin in the parameter
space where the complex can arrive intact and attach to th@nage long enough
for cellular entry to occur. The lifetime of the complex ortmembrane depends
exponentially on the molecular weight of the polymers, ardde the molecular
weight is critical in determining whether a specific delysystem will succeed.

The above mentioned CG-MD and CG Monte Carlo simulationg lpawvided
insightful understanding of how chain length, charge dgnsharge ratio and coun-
terion concentration can influence the polycation/poigarcomplexation. How-
ever, the oversimplified structures of nucleic acids anlygaiion cannot yield a
guantitative characterization of the complexation. Ondtieer hand, simulations
with explicit representation of all atoms permit the inwgation of PEI mediated

nucleic acid delivery with atomistic details.

1.3.3 Atomistic ssmulations

At the atomistic scale, Ziebarth and Wang [37] studied themlexation between
DNA and linear PEIs using all atom molecular dynamics (MDhglations, and
also made a comparison with complexation between DNA angtipdysine. They
found that DNA remained in the B form upon complexation wittlRhe charged
amine groups mainly interacted with the DNA phosphate gsp#EI can better
neutralize the charge of DNA compared with poly-L-lysineo the best of our
knowledge, this was the only atomic simulation work for DIR&A complexes.

In the past five years, there have been several other futhiatg@imulation
works studying similar systems such as polyamidoamine (RAYIwith DNA

or siRNA. Ouyang and coworkers performed MD simulationsttayg the struc-



ture, dynamics and energetics of SIRNA complexation witlifi@ieknt polycations
including 2 PAMAM dendrimers, 2 dendritic poly-L-lysinesd 2 linear poly-L-
lysines [38, 39]. They found that all polycations could bitadthe siRNA at a
low polycation to siRNA charge ratio, while only a fractioh golycations could
bind to the siRNA at a high charge ratio. Mile al. carried out MD simula-
tions of DNA--PAMAM dendrimer interaction [40], the calaied free energy as
a function of the separation between the DNA and the PAMAMdidiener agreed
very well with the single-molecule pulling experiments.vRa and coworkers, in
a series of papers [41--44], reported MD simulation resafliateractions between
nucleic acids and dendrimers including PAMAM, UV-degrdédatendrons and tri-
azine dendrimers . Their studies demonstrated that theridesdfexibility and its
ability to reorganize its structure to interact with DNA amgportant to the binding
affinity.

The above MD works all focused on polycations interactinghvai single nu-
cleic acid segment at the atomistic scale. And there hase®t bn atomic simu-
lation work studying the polycation induced nucleic acidadensation. Daét al.
however recently performed all atomic MD simulations talstthe multivalent-ion
mediated attraction between DNA molecules [45]. The sitmhaconfirmed the
experimentally observed polyamine-induced DNA attragtishich was explained
by the formation of ion bridges between the two DNA moleculEse interaction
potential was found to be more attractive for polyamine attyer valence and
higher charge density.

In the case of PEI, whether and how the architecture and titenmation state
of the PEI may affect the binding structure and energy, howipie PEIs bind to
DNA at different PEI to DNA ratios, how the PEls mediate the ®Bjggregation,
and how the complexes formed interact with lipid membramesdt! not clear at

atomic level.



1.4 Objectivesand Organization of Dissertation

The ultimate objective of simulating polycationic generas is to test and screen
the designed carriers, thus reducing the amount of expatsmequired in the car-
rier development cycle, and hence accelerating the denedoppace and reducing
the development cost. As a first step, this dissertatioreigoteéd to providing a
framework of simulating the complexation of nucleic acidgwpolycationic gene
carriers. We took PEI as a representative polycation anfbimeed a series of
all-atom MD simulations in ascending complexity on PElAeiccacids polyplexes.
These simulations consist of studies on the interactionngfies DNA with single
PEI molecules, that of single DNA with multiple PEI molecsl®EI mediated com-
plexation of multiple DNA molecules, effects of lipid modi&tion on PEI mediated
DNA complexation, and effects of lipid modification on siRMomplexation. In
analyzing the data, we focused on the structural paramefténg nucleic acid/PEI
polyplexes and tried to correlate the structural data wiekirtfunctions. The re-
maining of the dissertation is organized as follows.

Chapter 2 presents the simulations of a DNA dodecamer lgnalith a 600 Da
PEI that can have four different degrees of branching andifferent protonation
states. The simulations revealed the effects of PEI bragcnd protonation state
on the binding pattern of DNA with PEI. Chapter 3 presentsdineulations of a
3-fold dodecamer DNA binding with branched and linear 2 k[BdsP Instead of
simulating the interaction between a single DNA and a sifRii¢, multiple PEIs
were simulated to complex with the DNA at two PEI/DNA N/P ogti The simula-
tions shed light on the effects of PEI architecture and Nfi® tan the complexation
of DNA with 2 kDa PEls. Chapter 4 presents the simulationsiifiRediated com-
plexation of multiple DNA molecules, which aim to eluciddate mechanisms of
polycation induced DNA complexation. In Chapter 5, we add lipid-modified
PEI based on 600 Da native PEI and investigated the effemidfrhodification on
the structure of the PEI/DNA polyplexes. In Chapter 6 the plaxation of SIRNA
is simulated, which is facilitated by native and four typésimd-modified 2 kDa

PEls used in experiments. The effects of different lipid ificdtion, in terms of

10



the length and substitution level of the lipid, on the siRN#plexation were in-
vestigated. Simulations and results from these five chagtave been published
or submitted for publication. The structures of the pulddsubmitted works are
maintained in these chapters, i.e., each chapter has itdrdavaduction, method,
results, conclusion and bibliography sections. An overaificlusion of this disser-
tation and future prospects in simulating the roles of pafiymic gene carriers are

given in Chapter 7.
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Chapter 2

Molecular Dynamics Simulations of
DNA/PEI Complexes. Effect of PEI
Branching and Protonation State 1

2.1 Introduction

Complexes formed by DNA and synthetic polymers are of gresg¢arch interest
due to their application in gene therapy, which involveswdeing genetic materials
into cells for therapeutic purposes [1, 2]. This approadarsftremendous hope for
patients with cancer, hereditary disease, viral infectaod will potentially change
the vaccination technology to an advanced new level [1, 2éné5Gtherapy uses
carrier molecules such as viruses, synthetic polymers arttbo nanotubes as ve-
hicles to deliver nucleic acids into cell [2--4]. Virusesaret the most common
and efficient delivery carriers. However, their toxicitydimmunogenicity greatly
limit their general use [5]. Synthetic polymers are an aléive to viral carriers
with the advantages of less toxicity, low cost, easinesgadyxre and versatility
for different applications [1, 2]. Polyethylenimine (PE$)one of the most effec-
tive synthetic polymers to deliver nucleic acids into cétiough endocytosis [6, 7].
PEI can condense nucleic acids and form nanoparticles etarebtatic interaction
between negatively charged nucleic acid phosphate graupgasitively charged
PEI amine groups. The nanoparticles thus formed can fat&litellular uptake of
the nucleic acids and protect the nucleic acids from degi@dduring the deliv-
ery path. The efficacy of the PEI as a gene delivery vectowdwer, has been
found to depend on the structure and molecular weight of ElaiBed [8, 9]. High-
molecular-weight (HMW) PElIs (e.g., 25 kDa) can yield a higansfection effi-

1A version of this chapter has been published. Reprintedpétmission from: C. Sun, T. Tang,
H. Uludag, J. Cuervo, Biophysical Journal, 2011, 100 (p2),54-2763. Copyright 2011 Elsevier.
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ciency but also display high cytotoxicity, while low-moldar-weight (LMW) PEls
(e.g., 600 to 2000 Da) have low cytotoxicity but give poonsfection efficiencies.
Cross-linked and grafted LMW PEIs, however, can overcoraétgh cytotoxicity
of HMW PEls and low transfection efficiency of naked LMW PHI®]. While
the field is progressing fast in making better PEI-basecegdglivery systems, a
detailed understanding of the structure and propertieseofticleic acids/PEI com-
plexes is still lacking. It is critical to elucidate the indetion of DNA molecules
with carriers at the atomistic level to understand the rdleaorier molecules and
design more effective DNA/polymer complexes.

To date, experimental studies have focused on studyingfeetion efficacy us-
ing PEls of different sizes and with different chemical nfmditions [8, 11, 12]. Ut-
suno and Uludag [13] recently performed a thermodynamia$yais of PEI/DNA
complexes in different solutions and at different pH usisgthermal titration
calorimetry, and they found that PEI at low pH had a greateddacy to form a
complex with DNA. They also concluded that PEI had two modekiding to
DNA, one involves PEI binding to the DNA groove and the otmsoilves external
binding of PEI to the DNA phosphate backbone.

On the theoretical front, Ziebart#t al. [14] performed all atomic molecular
dynamics (MD) simulations of DNA/PEI complexes, where tliegused on the
formed structures and PEI's ability to neutralize DNA, andd®a a comparison
with the DNA complexed with the poly-L-lysine carrier. Toethest of our knowl-
edge, that was the only all atomic simulation work for DNAIRBmplexes. The
PEls employed in Ziebarth’s work are in linear form, whilabched PEls are also
widely used as a gene delivery vector [9].

The protonability of PEI has been credited for its succesa gene delivery
vector [6]. Compared with other polymers such as poly-Lidgs PEI has a high
buffer capacity over a broad range of pH values [6, 15]. lionid that PEI has
a much higher protonation ratio of amine groups at low pH thahigh pH [16].
Experimentally it has been also found that low pH environtean facilitate trans-
fection [17], presumably affecting the protonation stet®Bl. Hence, it is of rel-

evance to study the interaction between DNA and PEls witteinht protonation
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ratios. In Ziebarth’s work [14], two protonation ratios (k@ and 50%) were in-
vestigated. As reported in most experimental works, theéopition ratio under
physiological conditions ranged from 10% to 50% [16, 18}-2h this work we
adopted two protonation ratios (23% and 46%) that are ralettathe gene de-
livery environment. Commercial PEIs have a large struttdigpersity in term
of branching. To elucidate whether PEIs with different &exttures bind differ-
ently to DNA, we have also studied the effect of PEI brancltongthe complex
binding. Specially, we performed all atom molecular dynasrsimulations with
explicit water and counterions to study the structures @atry the DNA duplex
d(CGCGAATTCGCG), and 8 different PEIs. These PEIs have similar molecular
weights of~570 Da, but have 4 different degrees of branching and 2 patitam
states of amine groups. Such LMW PEls are used in the sironkatiot only be-
cause the size of the system that can be simulated in MD isrrathited, but also
because LMW PEI based gene delivery vectors have showrasiagepromise in
practical applications [10, 22]. Through this work, we raleel the effect of degree
of branching and protonation states on DNA/PEI binding.

2.2 Methods
2.2.1 |Initial structures

The DNA simulated was a Drew-Dickerson dodecamer compdsaéimucleotides,
d(CGCGAATTCGCG), which carries a total charge of -22 (fully de-protonated)
in physiological solution. The initial structure of thisdlecamer was built to be a
canonical B form using AMBER NAB tool [23]. Four structurelSREI with differ-
ent degree of branching were adopted in this work, as shoWwigumre 2.1. All four
structures consist of 13 amine groups and have a similaraulaleweight at around
570 Da. To differentiate the four structures, we introduee following terminol-
ogy: ‘Purely-Linear (PL)’ PEI has 13 amine groups connedted chain without
any branching, representing a linear PEI structure; ‘Seimear (SL)’ PEI has three
short chains, each containing one amine group, distribugedly uniformly along

the primary chain (we refer to the longest chain in the PRicstire as the primary
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chain), representing a nearly linear or lightly branched fEicture; ‘Moderately-
Branched (MB)’ PEI has a short branch with one amine groupaailodiger branch
with two amine groups on the primary chain, representing derately branched
structure; ‘Hyper-Branched (HB)' PEI has four brancheshee@ntaining one or
two amine groups connected to the middle four nitrogens emptimary chain, rep-
resenting a hyper branched PEI structure. In the remairangpthis chapter, each
structure will be referred to by two capital letters, e.gB ftér the hyper-branched

structure.

a) Purely-Linear (PL) | 23% PEI N+ numbers! 46% PEI N+ numbers:
| 22,813 | 2)2,4,6,8 10,13

NH . b)2,6,11 ' b)24,6,8 11,13
Hsc{/\u/\]j 2 {91,713 [l 0)1,4,7,811,13
123 .13 91913 L dL4609

b) Semi-Linear (SL)
6N

Hz 11INH,

H H

4

Hz'\é\/\Nl/\/ g\/\N/\/r\Sl\/\Z/\/g\/\N/\/N\/\N/\/
H H H

HsC
¢) Moderately-Branched (MB) 1INH,

HN7

H3C

4ANH, HN

Figure 2.1: Molecular structures, nitrogen numbering éxet by blue numbers
near nitrogens), and protonation sites (specified in resheld squares) for four
PEls with similar molecular weight but different degree adutiching. (a) Purely-
Linear structure, (b) Semi-Linear structure, (c) Moddsairanched structure, (d)
Hyper-Branched structure.

There has not been a conclusive value for the protonatiom o&tPEI amine
groups under physiological conditions. The protonatidioreported in most ex-
perimental works ranged from 10% to 50% [16, 18--21]. Ziéiat al. recently
performed a Monte Carlo simulation of linear PEI, where thetgnation ratio
of PEI amine groups was reported to be approximately 55% ruplalgsiological

condition with a nearly alternating arrangement of protedaand unprotonated
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amines [24]. In their thermodynamics study of 600 Da PEI imgdo DNA, Ut-
suno and Uludag [13] found that 47% PEI amine groups wereopeted at pH 6
while 21% were protonated at pH 8. In this work, we chose twadgration ratios
close to these values, namely that, one protonation stalte3nut of the total 13
amine groups protonated and the other one with 6 amine gnongpsnated. We
assigned the protonation sites on the primary and secoradtames as they are
more nucleophilic (e.g., with higherq,) than the tertiary amines [16]. In addition,
we assigned the protonation sites as uniformly as possioleseparated the neigh-
boring protonation sites as far as possible to minimizentloelynamic interactions
between the protonated amines. The uniform distributiothefprotonation sites
has also been confirmed theoretically [24]. The PEI nitrogelex and protonation
sites are illustrated in Figure 2.1. Since the two protamastates correspond to
approximately 23% and 46% protonated amines, respectivellge following sec-
tions as well as in tables and figures, we will simply refetttem as ‘23% systems’
(or ‘23%’) and ‘46% systems’ (or ‘46%’).

Separate MD simulations were first carried out for eachvilodial PEI with ex-
plicit water and counterions, and the final configuratiofthese simulations were
adopted as the initial configurations for PEls in the comgdlamation. Details

about the MD simulations are described in Section 2.2.3.

2.2.2 Forcefied for PEI

CHARMM 27 force field was used for all the molecules in our slations. How-
ever, the residues for PEI do not originally exist in the CHWR force field.

They were devised by adopting parameters from analogoiguessavailable in
the CHARMM force field following the CHARMM General Forcedtd methodol-
ogy [25]. A comparison was made to Ref. 14, where AMBER foreklfwas used,
by repeating a simulation with the same simulation proced8imilar results were
obtained, demonstrating the similarity of these two forieédé in describing the
DNA/PEI systems. We have further validated the torsionedupeeters for PEIs by
ab initio calculations and by repeating two simulations using a dfieset of tor-

sional parameters reported in Ref. 26. Details about theldpment and validation
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of the force field for PEls are given in the Appendix A.

2.2.3 Molecular dynamics simulations

The MD simulations were performed using MD package NAMD [®2idih the
CHARMM 27 force field [28, 29]. TIP3P water model [30], pedic boundary
condition, and full electrostatics with particle-mesh Havanethod [31] were used
for all MD simulations. A cutoff of 12A was used for van der Waals interactions
and electrostatics pairwise calculations. All bonds coimig hydrogen atoms were
constrained (SHAKE algorithm [32]) during all the runs, winiallowed us to use
atime step of 2 fs.

The configuration of each PEI residue was minimized in NAMéng the de-
vised force field. All the residues for constructing each ®REre then manipulated
and glued using VMD [33] and minimized using NAMD to generatgarting con-
figuration for each PEI. This starting configuration wasritsolvated into a water
box with a solvation shell of 1@ in thickness, and adequate number of Cl- ions
were added to the water box to neutralize the system. Themysas minimized
for 5000 steps to remove bad contact and then gradually dhéata O K to 300 K
in 20 ps. The heated system was equilibrated for 6 ns at 30Kl dar. The final
configuration of each PEI was used as the starting configurdor corresponding
PEI in the complex simulations.

In constructing the initial system for each of the eight DREI complexes, the
DNA and PEI were first separated by #0and then solvated in a water box with
a solvation shell of 18 in thickness. lons (3 CI- for 23% systems, 6 Cl- for 46%
systems and 22 Na+ for all systems) were then added to the batdy randomly
replacing the same number of water molecules. During thalsimons, the systems
that consisted of DNA, PEI, ions and water were first miniedZor 2000 steps
with the solute atoms fixed, and then 2000 steps with thesaltoms harmonically
restrained, followed by 1000 steps of unrestrained miratndn. The systems were
then heated to 300 K in 20 ps with 1Qal/(molxA2) harmonic restraint on the
non-hydrogen solute atoms. The restraint was kept on fahan8 ns at 300 K and

1 bar to allow the counterions to relax around the DNA and FPEé& restraint was
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then removed and NPT ensemble simulation was performedifasGor the 23%
systems and 40 ns for the 46% systems. The simulation timdéo23% systems
was longer than that for the 46% systems because we foundkitnore time for
the complexes in the 23% systems to equilibrate and stab#izd we will discuss
this in the next section. Trajectories were saved every 5§@s. VMD [33] was

used for visualization and trajectories analysis.

2.3 Reaults

In this section, we demonstrate our simulation results erflgxibility of the PEI,

the formation of complexes from 8 different PEI moleculdsw teformation of
the molecules during the complex formation process, andthewEls bind to the
DNA at atomic level. Through these results, we discuss hevrtblecular structure

of the PEI and its protonation ratio affect its binding withB.

2.3.1 PEI flexibility

Figure 2.2 shows the radii of gyratioR,, of the eight PEls in the single PEI sim-
ulations over the 6 ns simulation time. It can be seen thatd4Be most compact
one among the four structures with the smallggtwhich remains almost constant
during the entire simulation. And the degree of ionizatioesinot affect thé,, of
the HB PEI. This is explainable as the atoms in the highly tihed structure are
distributed closer to its center of mass. SL and MB PEls hawéas 12,, which
fluctuate more than that of HB PEI, demonstrating that SL iBIPEIs are more
flexible than the HB PEI. Thé, of PL fluctuates most among the four PEIls. This
is expected as its linear chain configuration makes it thetriiexible structure. In-
tuitively, one may expect that the 46% PEIs should in gerfeae largetr?, than
the 23% PEIls as they have a higher charge density and presupusisess a more
extended structure. While this is true for the SL and MB strtess, our results
show that HB PEI has similai, at 23% and 46% protonation ratios. This can be
attributed to the dendritic structure of the HB PEI, whicls hesulted in mechani-

cally stiff molecule. Even though the electrostatic rerisat 46% is larger, it is
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not sufficient to cause a clear increasedp In addition, the 23%-PL appears to
have a larger, than the 46%-PL. This may be caused by configuration sagplin
as the flexible PL PEI can adopt many equilibrium configiaras which may not

be sufficiently sampled during the 6 ns MD run.

a 23%-PL
148 T 23%-SL
-—-— 23%-MB
—— - o/
1ol 23%-HB
10¢..,
= b agl s S R
£ Lo RN e o SRS Sy
o 8r N /v,’ vy ERR T TR ' ,-‘_;n\,'!f,"""‘""'}"""u 1
) 8 S 'v‘“
% P A g e P A, A I AV T, N
c 6 E N N a7
m I I I I I
— 0 1 2 3 4 5 6
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O g4} b) 46%—PL
s | | 46%-SL
> -—-— 46%-MB
o 12f — — - 46%-HB

~AAPA aA

~
M Ayl T VASMAN A pu f AN NAALMA
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Simulation time (ns)

Figure 2.2: Radii of gyration of PEls in the single PEI sintidas. (a) 23% PEls,
(b) 46% PEls.

The PEI structure after 6 ns of equilibration was used to foomplex with
DNA. Because of the fluctuation seen in Figure 2.2, theah®EI configuration
for complexation would be different if it was taken at a diffiet time during this
equilibration period. However, we do not think the initi@nfigurations of PEls
in the complex simulations would affect the general resep®rted in this chapter.
In fact, we have performed simulations for the 23%-PL sysigti different initial
PEI structures, and similar binding results were obtaifedthermore, we repeated
the simulation for ‘System 50%-PEI(50)’ described in Ref.ahd obtained similar
results in binding structure, ion distribution and radietdbution function of PEI

nitrogens around DNA (see Appendix A). The initial PEI stures in these two

22



works were very unlikely to be same as the simulations weneseparately and

with different force fields.

2.3.2 Complex formation

Figure 2.3 shows the configurations of the 8 complexes atabestage of the
simulations. The PL, SL and MB PEIls mainly interact with otreursd of DNA
and have a significant part of PEI aligning with the DNA baokb. The HB PEIs
tend to stay in the DNA major groove and interact with botlarstis of the DNA.
In all the simulations, the DNA preserved its B form with ¢hgiuishable minor
and major grooves. The Watson-Crick DNA base pairs at thellmiof the DNASs
remain intact, however, in 5 out of the 8 cases (46%-SL, 23By-#6%-MB, 23%-
HB, and 46%-HB), one terminal base pair at one end or two tehiiase pairs at
two ends of the DNA are broken, as can be seen from Figure-B)3(@he broken
bases can in turn attach to the PEls, as shown in Figure 28(dhis however does
not have a significant effect on the overall binding pattaswill be discussed in
the next subsection.

Figure 2.4 shows the center of mass (COM) distances betweddNA and the
PEls during the complexation process, with time zeroedeatrtbment the restraints
were removed from the solutes. The COM distances all stamt B0A as the COM
of the PEIs were separated by A0from the DNA COM at the beginning of the
simulations. For the 23% systems, the COM distances dexsdasa series of
plateaus after 20 ns, indicating the formation of DNA/PEingdexes. We further
define the bound state as a state where a significant par¢ &l is in close contact
with the DNA, i.e., there is at most a monolayer of water moles between the
PEI and the DNA. By visually checking the complex structus#is23% PEIs were
found to bind to the DNA within 20 ns. Compared with the 23%tprated PEls,
the 46% protonated PEIs are faster in moving toward the DNZepixthe 46%-SL
PEI. By visually checking the complex structures, we find4&% PEIls bind to
the DNA within 7 ns. This is expected as the electrostaticdpthe main driving
force for binding, is larger in the 46% systems than that i 2B8% systems. In

addition, the curves for the 23% systems fluctuate moret@in46% counterparts,
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Figure 2.3: Snapshots for each complex at the last stage sfitiulations: (a) 23%-
PL, (b) 46%-PL, (c) 23%-SL, (d) 46%-SL,(e) 23%-MB, (f) 46%BMg) 23%-HB,
(h) 46%-HB.
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which is an indication that the complexes formed in the 23%teaps to be less
stable. Note that shorter COM distance on these plots ddesgessarily indicate
tighter binding. This is because the PEIls in our simulatiares short molecules
compared with the DNA, and their locations along the DNA ass greatly affect
the COM distances. This is clear from Figure 2.3(b) and FEduB(d), where the
horizontal location of the 46%-PL is much closer to the DNAM @an the 46%-
SL. This explains the much larger DNA-PEI COM distance fa 46%-SL shown
in Figure 2.4(b).
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Figure 2.4: Center of mass distance between the DNA and dakchsPa function

of simulation time. Time is zeroed at the moment when theaggs were removed
from the solutes. (a) 23% systems, (b) 46% systems.

2.3.3 Binding pattern

We then examine how the PEIls bind to the DNA at atomic level.hAge been
shown in the MD works of Koroleet al. [34, 35] on polyamines including sper-
mine, spermidine, putrescine and diaminopropane, theegnoups mainly inter-
act with DNA phosphate groups but can also interact with rodtectronegative
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atoms in the DNA grooves. In this work, we study where and HeevREIs bind to
the electronegative atoms of DNA (oxygens and nitrogems),aaldress the stabil-
ity of such binding.

Table 2.1 summarizes the average number of PEI nitrogenkbge contact
(within 4 A) with DNA electronegative N/O(nitrogens/oxygens) atorageraged
over the last 20 ns of the simulations. It can be seen that Riegens in the 46%
systems are more probable to be in close contact with the E¥&ept the 46%-
MB PEI, the average number of PEI nitrogens withiA 4f DNA N/O in the 46%
systems is more than twice of their counterparts in the 238tesys. Moreover,
the PEI predominantly interacts with the DNA backbone oxygalthough it also
interacts with the DNA base N/O. Note, the summation of numsilvethe ‘backbone
O’ and ‘Base N/O’ columns usually is higher than the numbethia ‘All N/O’
column. This is because some PEI nitrogens can be simuliahgo close contact
with the DNA backbone and the base N/O, while such nitrogesr®wnly counted
once when calculating the number of PEI nitrogens in closgamd with all DNA
N/O. We further distinguished the PEI nitrogens that intevéith O1P & O2P, O3’
& O5’, and O4’ in the DNA backbone oxygens in Table 2.1. It carfdund that for
the 46% systems, the PEI nitrogens are much more probabhei@ct with O1P
& O2P atoms than with O3’ & O5’. The PEI nitrogens in the 23%tsyss tend to
be almost equally probable to interact with O1P & O2P atonisveith O3’ & O5’
atoms. Except the 23%-PL PEI, the PEI nitrogens are verkelylito be in close
contact with O4’ atoms on the DNA sugar rings, and some nénggcan interact
with multiple backbone oxygens simultaneously.

Figure 2.5 shows the percentage of time during which theviddal PEI nitro-
gens are in close contact (withinf!@ with the DNA electronegative atoms in the
last 20 ns of the simulations. 100% means a nitrogen is withhnof at least one
DNA electronegative atoms at all time during the last 20 nthefsimulations, and
0% means a nitrogen is not within&t of any DNA electronegative atoms at all
during the last 20 ns of the simulations. Nitrogens in prated amine groups are
marked with ‘+’ for the 23% systems and **' for the 46% systemg~igure 2.5.

Several observations can be made from the figure: Firspgens in protonated
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Table 2.1: Average number of PEI nitrogens withiA 4f the DNA electronegative
atoms (oxygens and nitrogens) in the last 20 ns simulations.

Systems All  Backbone Backbone O Base
N/O O O1P&O2P 03 & 05 04 N/O
23%-PL | 2.25 2.08 1.00 0.83 0.79 0.71
46%-PL | 6.19 6.10 6.09 0.72 0 0.09
23%-SL | 2.26 2.10 1.71 1.20 0.25 0.29
46%-SL | 5.07 4,72 4.39 0.99 0.28 0.47
23%-MB | 2.34 1.96 1.46 1.00 0.23 0.46
46%-MB | 3.14 2.97 2.94 0.31 0.02 0.22
23%-HB | 2.68 1.82 1.56 0.76 0.02 0.98
46%-HB | 5.51 5.12 511 0.64 0 0.40

amine groups are generally more probable to be in close contth the DNA. In
fact, out of the 23 nitrogens that are in close contact with[NA for over 50%
of the time only 6 are not protonated. Secondly, nitrogenb@46% systems are
generally more probable to be in close contact to the DNA tham counterparts in
the 23% systems. For 23% PL, SL, MB, and HB PEls, the averagepages of
time of PEI nitrogens in close contact with DNA are respestivd 7%, 17%, 18%,
and 21%. In contrast, the corresponding percentages fara¥esystems are 48%,
39%, 24%, and 42%, respectively. Thirdly, for 46%-PL and 46 unprotonated
nitrogens sandwiched by two protonation sites have higtedrgbility to be in close
contact with DNA. Specifically, all the 3 unprotonated adens that are within 4
A of the DNA for over 50 % of the time are located between twotgnated ni-
trogens. Such an observation is not so clear for 46%-MB afd-KB because
of their branched structure, nitrogens with neighborirdjges may not be located
next to each other. Nor is this seen in the 23% systems, dmecketv protonated
nitrogens are located too far apart to strongly affect therotonated nitrogens in
between.

Let us examine Figure 2.5 together with Figure 2.1 to furthgrlore how the
location of the nitrogens might affect their contact witle tBNA. For 46%-PL
PEI, the PEI nitrogens in the middle of the polymer chain amrerprobable to
be in close contact with the DNA than those at the two ends. |&\thir 23%-PL

PEI, those PEI nitrogens at the two ends are more probable to dlose contact
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Figure 2.5: Percentage of time during which each individR&l nitrogen was in
close contact (within 43\) with any DNA electronegative atoms during the last 20
ns of the simulations. Nitrogen numbering is the same asnikagure 1. Nitrogens

in protonated amine groups are marked with ‘+’ for the 23%eys and ' for
the 46% systems. (a) PL, (b) SL, (c) MB, (d) HB.
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with the DNA than those in the middle. The same phenomenoralgasobserved
for SL PEI. A possible explanation to such behavior is thatie 23% PEls, the
electrostatic interaction is not strong enough to causege lpart of the PL or SL
chain to be in close contact with the DNA. Having the two emdsase contact with
the DNA allows the majority (2 out of 3) of the charges to bindhjle giving some
flexibility to the middle part of the PEI molecule. In the 46$stems, however, the
electrostatic interaction is sufficiently large to cause majority of the nitrogensin
the 46% PElIs, which are located in the middle, to be in clos¢am with the DNA,
leaving the end nitrogens with more fluctuation. Based edbservation, we can
make the following conjecture. If a LMW PL or SL PEl is to forntamplex with
a DNA, at a high protonation ratio such as 46%, the complexhtrig more stable
for longer PEI because of its low percentage of end nitrog&ha low protonation
ratio such as 23%, shorter PEls might form tighter completh \BNA as higher
percentage of end nitrogens are available. The above prermmbecomes less
pronounced as the degree of branching is increased to MBgiaagdpears for HB,
since all the protonation sites are located at the branchk.end

As the PEI nitrogens mainly interact with the DNA backbonggens, we plot
the radial distribution function (RDF) of the PEI nitrogesi®und the DNA back-
bone oxygens in Figure 2.6. Figure 2.6(a) and Figure 2.6@Yyespectively the
RDF plots for all PEI nitrogens and for protonated PEI nigng around the DNA
backbone oxygens in the 23% systems. Figure 2.6(c) andd-&ya(d) are the same
RDF plots for the 46% systems. These RDF plots were genebpatsztl on trajecto-
ries of the last 20 ns simulations. In all cases, a step distaf0.2A was used and
the curves were normalized by the total number of PEI nitnggd 3. For almost all
the RDF curves, there are two predominant peaks, one até®érand the other
at 5A from the oxygens. The first peak corresponds to the expledistance for
direct contact between the PEI amine groups and the DNA ax/teough hydro-
gen bonding. The second peak corresponds to the distancedfoect interaction
such as hydrogen bonding mediated by one water moleculesdroe RDF curves,
there exists a less distinct third peak at aroundl. 7This third peak corresponds

weak indirect interactions such as hydrogen bonding medliay two or more wa-
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ter molecules. For the 23% systems, it can be seen clearty figure 2.6(a) that
the second peaks dominate over the first peaks, while inr€&ig6(b), the first

peaks are more pronounced than the second peak. This ieslitted protonated
PEI nitrogens are more likely to be in direct contact with BD&A, while among

all nitrogens, most are in indirect contact with the DNA. Boe RDF of the 46%
systems shown in Figure 2.6(c) and Figure 2.6(d), it can ba Hee profiles of the
first peaks from the two figures are almost identical. Thicates that the majority

of the PEI nitrogens in direct contact with the DNA are frore ffrotonated amine

groups.
0.1 — 0.1 B —
a) 23% PEIN b) 23% PEI N+ —PL
A SL
0.075 i 10.075 — B
i\ ——HB
0.05 { 0.0
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Figure 2.6: Radial distribution function of the PEI nitragearound the DNA back-
bone oxygens based on the last 20 ns trajectory of the siimgat(a) 23% all PEI

nitrogens, (b) 23% protonated PEI nitrogens, (c) 46% all REbgens, (d) 46%
protonated PEI nitrogens.

To quantify the numbers of PEI nitrogens involved in eachkpes the RDF,
we plotted the cumulative number of PEI nitrogens aroundiNé backbone oxy-
gens in Figure 2.7. From Figure 2.7(a) for all PEI nitrogenthe 23% systems, it
can be seen that approximately 2 PEI nitrogens are withinot the DNA back-
bone oxygens for all the four PEI structures, which corresisdo the first peak in
Figure 2.6(a). There are about 6 PEI nitrogens at A-fom the DNA backbone
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oxygens. These PEI nitrogens account for approximatefyofitthe total number of
PEI nitrogens and make the second peaks in Figure 2.6(aaomiTherefore, for
the 23% systems, the majority of the PEI nitrogens are inr@adinteraction with
the DNA at 4--6A. By examining the cumulative number in Figure 2.7(b), i ¢e
seen that for the 23% systems, there is about 1 protonatedif@&en within 4A
of DNA backbone oxygens and about 1 protonated PEI nitrogér@A from the
DNA backbone oxygens. Note that in most of the cases showiginé-2.7(b), the
cumulative numbers sharply increase from zero to a plate2BA. This indicates
that the direct contact between protonated amine groupsren®NA is strong
hydrogen bonding. For the 46% systems, the fact that therityagd the PEI nitro-
gens in direct contact with the DNA are from the protonatedhangroups can be
further confirmed from the cumulative number curves in FeggR.7(c,d). Specifi-
cally, the cumulative number of all PEI nitrogens withid®f the DNA backbone
oxygens are very close to that for the protonated PEI nittegébout 3 out of 6
protonated PEI nitrogens are in direct contact with DNA, leZlmmost unprotonated
PEI nitrogens are in indirect interaction with DNA.

To further demonstrate the stability of the formed compéexee have plotted
the RDF and cumulative number curves based on trajectorteswdifferent time
windows in the simulations (Figures A.26--A.33 in Appendix For the 23% sys-
tems the figures show that even after 49 ns of simulationgtinees are still evolv-
ing with time, and the order of the curves corresponding fi@aint PEI structures
do not remain the same at all time. This indicates that thepbexes formed in the
23% systems are not stable, which is consistent with thetfettthe majority of
the nitrogens bind to DNA through indirect interactions.n@mared with the 23%
systems, the RDF and cumulative number curves for the 46%ragsdemonstrate
more stability (i.e., less variations among different dision windows). More-
over, the curves corresponding to different PEI structarescloser to one another
compared with the 23% systems. In fact, after 40 ns of sinarat these curves
essentially overlap with one another. This indicates thatdegree of branching

has vanishingly small effect on the binding at the prot@mratation of 46%.
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Figure 2.7: Cumulative number of the PEI nitrogens aroursdDINA backbone
oxygens based on the last 20 ns trajectory of the simulatigay 23% all PEI
nitrogens, (b) 23% protonated PEI nitrogens, (c) 46% all REbgens, (d) 46%
protonated PEI nitrogens.
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2.4 Implicationsand Limitations

24.1 Implications

This is the first MD study to investigate the effect of degoédranching and pro-
tonation state on PEI binding of DNA. The results shed lightdetailed binding
mechanism(s) of PEI to DNA, and will help to better underdtand design PEI-
based gene carriers. A clear outcome from the current stutigibeneficial effect
of higher PEI protonation state on DNA binding, given by theskorter complex
formation time, and (ii) more intimate contact of PEI niteog with DNA at the
higher protonation state. Changing the pH of a PEI solutsotné practical way
to enhance the protonation state of PEI, where pH changes 60 to 9.0 was
observed to change the fraction of protonated amines fro#h @ 13% in our
hands [13]. Consistent with the MD results here, a better DiWAling was ob-
served when PEI interaction to DNA was investigated at low[p8] 17], where
the PEI molecule becomes highly protonated without sigaiftly affecting the
charge of the DNA. These experimental studies were conduetth ~600 Da
branched PEI [13] 0r25,000 Da linear PEI [17], but the role of protonation on
DNA binding should be independent of the size and the arcthite of the PEI
molecule employed. The initial binding constakit (estimated after fitting the
titration heat with a single set of identified sites mode§sfound to be enhanced
at lower medium pH for such an interaction [13]. A strongemndong is likely
to result in better ability of PEI to deliver extracellulaNB molecules into cells,
resulting in better gene expression [17]. Tailoring forrasgier binding is also ben-
eficial when one considers the use of such compléxes/o, where highly bound
complexes were shown to be more resilient against degoadi@6]. Although the
predominant PEI-DNA interaction is expected to be betwéeneiectronegative
oxygen atoms on the DNA backbone and protonated PEI nitsggeem simulations
also predicted interactions with the DNA base oxygens atr@gens, implying
DNA groove binding of the PEI. This was experimentally shdaibe the case in
our hands [13] as well as in independent studies [37].

It is known that both linear and branched forms of PEI can demywith DNA
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and form particles suitable for cell uptake and gene expesgxperimentally, in-
dependent labs comparing DNA binding with linear vs braddPEI have reported
stronger DNA binding by the branched PEI [38--41]. The fumt&l consequence
of the stronger binding could be better gene expressiontalirecreased cellular
uptake and/or better protection against degradation dsstdtable complexes (i.e.,
complexes formed with linear PEI) may result in better geqpeession under some
conditions since less stable complexes are also more podneetthe DNA inside
the cells and make it available for transcription [42]. Ir @imulations, a clear
trend is not observed for how the binding of the protonatethemwith the DNA
backbone oxygens is affected by the degree of branchingyétito be investigated
whether this remains to be the case for PEIs with higher nutdegveight. The PEI
molecules chosen for the present study had similar molesidas, and it is well
known that DNA binding is significantly influenced by thesiof the PEI as well
as its architecture [42]. This issue will be the subject affoture studies to better

understand the role of architecture in combination withrttodecular size.

2.4.2 Limitations

The PEI molecules simulated in this work are small molecwi#s low molecular
weight. Experimentally what has been demonstrated to be effestive in gene
delivery are PEIs with higher molecular weight (eg25 kDa). However, simulat-
ing such large molecules using MD is not practical even withgtate-of-art com-
putation capacity. Our results with low molecular weighti$&re still expected
to shed light onto binding in the DNA/PEI complexes, as weadvel the binding
mechanism at atomistic level is the same for all moleculagiteéPEls. In addition,
the high toxicity of larger PEI molecules has limited thesiage in practical situa-
tions, while recent success in delivering nucleic acidswibdified low molecular
weight PEls [10, 22] has encouraged us to study the DNA intienas with LMW
PEls.

The current work has focused on single PEI binding with @mgNA molecule.
When more than one PEI and DNA molecules are present, nauRils can bind to

a single DNA segment, and a single PEI can bridge multiple DinAecules. There
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can also be interactions between multiple complexes formkdse are interesting,
yet practically related problems to be investigated in oturfe work.

Finally, it is known that counterion release during the ctrgormation can
play an important role in binding. Counterion release iadieobserved in our sim-
ulations on longer PEls (see Appendix A). However, for serdflEls with fewer
charges, no distinct correlation has been found betweedingrand counterion
release. Whether increasing salt concentration, i.eingddore ions in the simula-

tion, will change the scenario needs further exploration.

2.5 Conclusions

In this work, we performed all atomic molecular dynamics @ations of a DNA
duplex d(CGCGAATTCGCG)with PEls of 4 different architectural structures and
2 protonation ratios. Our results shed insight on how theekegf branching and
protonation state of the PEI will affect the binding to DNAeibund that: (i) The
PEls primarily bind to the DNA backbone through the formatid hydrogen bond-
ing with the backbone oxygens. (ii) The 46% protonated PHidg ko the DNA
mainly through direct hydrogen bonding, while for the 23%tpnated PElIs, in-
direct interaction mediated by water molecules plays aromamnt role in binding.
This results in less stable complex formation for the 23%a@rated PEls. Such
findings are also consistent with the experimental resuttsre more stable bind-
ing is found at low pH [13], since higher protonation ratioeispected at lower
pH values. (iii) At 23% protonation ratio, the RDF and cuntivie number of PEI
nitrogens around DNA backbone oxygens show some differbat@een the dif-
ferent PEI structures, but we do not observe a systematid foe such a difference,
and the less stable complexation also leads to fluctuatiotie behavior of these
curves. At 46% protonation ratio, the effect of PEI struetessentially diminishes.
In general, our results show that for the LMW PEI structureestigated here, the
degree of branching has a smaller influence on the DNA bmnthan the protona-

tion ratio of the polymers.
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Chapter 3

Molecular Dynamics Simulationsfor
Complexation of DNA with 2 kDa
PEI Reveal Profound Effect of PEI
Ar chitecture on Complexation 1

3.1 Introduction

Complexation between DNA and synthetic polycations hawdigreat interest due
to the applications of synthetic polycations as gene aarfie 2]. Among the poly-
cations, polyethylenimine (PEI) is one of the most effeetsynthetic molecules
serving as gene carriers [3, 4]. It can condense nucleicsantd nanopatrticles,
which can facilitate the cellular uptake of nucleic acidd protect the nucleic acids
from degradation during the delivery process. It was founad the efficacy of PEI
as a gene carrier depends on the structure and moleculantwedithe PEI [5, 6].
High molecular weight (HMW) PEls (i.e>25 kDa) are more efficient in DNA
delivery but also display high cytotoxicity. On the conyrdow molecular weight
(LMW) PEls (e.g., 1--5 kDa) display low cytotoxicity but aetso less efficient.
Modifying LMW PEls, for example, through lipid substitutid7, 8] or disulfide
cross-linking [9], can overcome the limitations of DNA dary efficiency. PEI of
2 kDa, in particular, is a good platform for such modificatpand some modified
2 kDa PEls have been proved to be as effective as or even nferiet than 25
kDa PEls for gene transfection [10, 11]. It is therefore adagrinterest to inves-
tigate the binding of LMW PEIs to DNA in order to elucidate itheoles in the

delivery process.

1A version of this chapter has been published. Reprintedpétmission from: C. Sun, T. Tang,
H. Uludag, Journal of Physical Chemistry B, 2012, 116 (24@b-2413. Copyright 2012 American
Chemical Society.
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Commercial PEls have a large structural diversity and avallyscategorized
into two basic forms, linear and branched. Linear PEIs (tB)}camposed of almost
all secondary amines while branched PEls (bP) consist ofgyi, secondary, and
tertiary amines. Both IP and bP have been adopted in geneedeknd transfec-
tion studies [6, 12--15]. Experiments on transfection gsihand bP showed that
the structural difference could affect the transfectidiceincy and sometimes to a
significant degree [6, 12--15]. However, there has not keeetear conclusion as
to whether IP or bP is more effective as gene carriers. Exysial efforts have
also been made to elucidate the relationship between &etisfi and PEI/DNA
complexation. Itaka&t al. investigated the intracelluar trafficking and DNA release
of IP and bP formed polyplexes [13]. They found that the bPADDdblyplexes
were more stable and the DNA could be kept in a condensed estate after 24
hours, while IP/DNA polyplexes could be quickly decondeedaand yield a con-
siderably higher and faster gene expression. Their atooneefmicroscopy results
also revealed more effective condensation of DNA by bP thaiPb supporting
the restricted release of DNA from bP/DNA polyplexes. Btal. recently studied
the complexation, decondensation, transfection effagieand cellular uptake of
IP/DNA and bP/DNA polyplexes at different N/P ratios [15]ndir results further
confirmed the higher capacity of bP in condensing DNA andoiter capacity of
IP in releasing DNA from the polyplexes. Despite these expental findings, the
underlying mechanism of the structure-function relatiopgor PEI-based carriers
remains to be probed at the atomistic level.

To understand the role of carrier molecules and to desigreraffective PEI-
based gene carriers, it is crucial to gain a detailed unaledstg of the complex-
ation of DNA with PEIs at atomistic level. With the fast growgi computational
capacity, simulating the complexation of nucleic acids palycations in all-atom
representation is becoming feasible. For example, Ziblsral. [16] simulated
the complexation of DNA with linear PEIs (900 Da and 1700 Dajl aompared
it with the complexation between DNA and poly-L-lysine. JHeund that DNA
remained in the B form in the DNA/PEI complex, the charged &flnes mainly
interacted with the DNA phosphate groups, and PEI had a higagability in neu-
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tralizing DNA than poly-L-lysine. Pavaat al. reported a series of molecular dy-
namics (MD) simulations on the complexation of DNA with dengkrs including
PAMAM, UV-degradable dendrons and triazine dendrimers-fA0]. The simula-
tion results showed that the flexibility of dendrimers ahdit ability to reorganize
their structures to comply with DNA structure were impottéor binding affinity.
The complexation of DNA with 600 Da PEls of different arcletiere and protona-
tion state was explored in a recent work [21]. It was found the protonation state
of the PEI greatly affected the PEI's complexation with tH¢A In particular, the
binding for 46% protonated PEIs was achieved mainly throdigéct interaction
between the protonated amines on the PEI and the electribreegaygens on the
DNA backbone. For the 23% protonated PEls, however, intinteraction medi-
ated by water molecules played an important role in bindimur PEI architectures
were simulated with increasing degree of branching, buttrang influence was
found on the complexation of these LMW PEls with the DNA. Tihewe studies
have demonstrated the power of atomistic simulations iestigating complexa-
tion of nucleic acids with polycations and revealed impairtdetails that are not
readily accessible by experimental techniques.

In this work, we performed a series of large scale all-atom MiDulations
to study the complexation of DNA with 2 kDa PEIls. How the PEIghitecture
might influence its complexation with the DNA is a main fo@fshis study. While
previous MD results [21] demonstrated insignificant ef$eaf branching for LMW
(600 Da) PEls, our simulations below for two 2 kDa PEI molesulith different
architectures (representing a IP and a bP, respectivebyy shat the scenario is
considerably different. Experimentally, the existencdreé PEIs at high N/P ra-
tios has been shown to contribute to cellular uptake andfeation [15, 22]. This
underlines the importance of incorporating different BBA ratios in the simu-
lations. In our simulations for both IP and bP, we have useul REI/DNA and
hence two N/P ratios. For transfection purposes, the DNAdBEplexes are usu-
ally prepared without salt or with 154 mM NaCl to mimic phylsigical osmolarity.
For both the IP and bP, we performed simulations at both zedo1l®4 mM salt

concentrations. Our results reveal the different bindimaracteristics of IP and bP
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in binding to DNA and the effect of salt concentration on tbenplexation.

3.2 Methods

3.21 Simulated systemsand procedure

The DNA simulated is a 3-fold Drew-Dickerson dodecamer EECGAATTCGCG))
composed of 72 nucleotides carrying a total charge of -78aerfully deprotonated
state. The initial structure of the DNA was built to be a canahB form using
the AMBER NAB tool [23]. Two types of PEIs in branched and Bndorms
were simulated, each consisting of 43 amine groups with @cutdr mass of 1874
Da. The chemical structures and protonation sites of theR®&Is are shown in
Figure 3.1. Twenty amine groups were chosen to be protoriateghch PEI type,
corresponding to a protonation ratio of 47% on experiméntidtermined value at
pH = 6 [24]. The protonation sites were assigned to only tiragny and secondary
amines and were arranged as uniformly as possible to miaithiermodynamic
interactions among the protonated amines. An MD simulatias first performed
for each PEI with explicit water and 20 CI- counterions. Thracure of each PEI
at the end of the simulation was adopted as the initial candiion for PEIs in the
complex formation simulations.

Eight systems were simulated to study the complexationeoDiRA with multi-
ple PEls, four of which contain one DNA and four PEIs (DNA/RiImber ratio =
1/4) and the other four contain one DNA and eight PEIls (DNA/RENber ratio =
1/8). They correspond to N/P ratios (ratio of the total nundiéN atoms on PEls to
the number of DNA phosphates) e2.5 and~5, respectively. At each DNA/PEI
number ratio, the two PEI architectures and two salt comagahs (0 and 154 mM)
were simulated. The information on the eight systems, tegewith the two sys-
tems involving individual PEls is summarized in Table 3.4.the remaining part
of this chapter, each system will be referred by its name érnfitist column of Ta-
ble 3.1. The systems with 154 mM salt are designated withinSheir names
to be distinguished from the systems with zero salt. In syst®-4bP, D-4bP-S,
D-41P and D-4IP-S, the DNA/PEI charge ratio is 7/8; in syssdba8bP, D-8bP-S,
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Figure 3.1. Molecular structure and protonation sites efRtls studied: (a) bP,
(b) IP.

D-8IP and D-8IP-S, the DNA/PEI charge ratio is 7/16. An ollezationic charge
is chosen for the DNA/PEI complexes since that better remtssthe charge of
complexes used for experimental purposes. For the zersisaltations, only neu-
tralizing Cl- ions were added to account for the differeneeaeen DNA and PEI
charges. At the salt concentration of 154 mM, additional saet Cl- ions of equal
amount were added to the solution, and only these additionalwere counted in
the calculation of salt concentration. In constructingitiiBal configurations for
each of the eight systems involving complex formation, thagypal axes of the
PEls were initially aligned parallel to the DNA axis, and temter of mass (COM)
of each PE| was positioned at 25away from the DNA axis. Detailed arrangement

of the initial configurations are illustrated in Figure 3.2

3.2.2 Simulation details

CHARMM 27 force field [25, 26] was used for all molecules eptéor the PEIs
as the force field for PEI is not available in CHARMM. A CHARMfdrmat force
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a) D-4bP & D-4bP-S at 0 ns

35 ) ) ok

| e
|

Figure 3.2: Initial configurations of the systems: (a) DRP4& D-4bP-S, (b) D-8bP
& D-8bP-S, (c) D-4IP & D-4IP-S, (d) D-8IP & D-8IP-S. Left pane side view,

right panel -- axis view. Different PEls are representediffecent colors; water
and ions are removed for clarity. Note that because all tHe iBEeach model have
identical initial configurations, when viewed from a pauiar direction, some of
the PEI molecules may be covered by other PEIs and thus akasitde in certain

subfigures.
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Table 3.1: Information of the 10 systems simulated.

System No. of N/P DNA/PEI No.of Simulation box lon Time (ns)
name DNA/PEI ratio charges  atoms sizéf’() (mM) restr.+free
bP 0/1 N/A 0/20 37160 58 x 69 x 92 0 0.2+50
D-4bP 1/4 25 70/80 131789 88 x 93 x 158 0 4+200
D-4bP-S 1/4 25 70/80 131297 88 x 93 x 157 154 50+200
D-8bP 1/8 5 70/160 130321 88 x 93 x 157 0 4+200
D-8bP-S 1/8 5 70/160 129841 88 x 93 x 157 154 50+200
IP 0/1 N/A 0/20 215834 123 x 150 x 117 0 0.2+100
D-4IP 1/4 25 70/80 131666 88 x 93 x 158 0 4+200
D-4IP-S /4 25 70/80 131174 88 x 93 x 157 154 50+200
D-8IP 1/8 5 70/160 130039 88 x 93 x 157 0 4+200
D-8IP-S 1/8 5 70/160 129559 88 x 93 x 157 154 50+200

field was devised for the PEIs based on the CHARMM Generaté-&ield [27],
which has been validated througb initio calculations, a study on sensitivity of
MD results to torsional parameters, and comparison witkipus works [21]. All
simulations were performed using the MD package NAMD [28]IP3P water
model [29], periodic boundary condition, full electrostat with particle-mesh
Ewald method [30], cutoff distance ¥ for van der Waals interactions and elec-
trostatics pairwise calculations, SHAKE algorithm [31] ¢onstrain all bonds
containing hydrogens, and a time step of 2 fs were used fof #tle simulations.
For each system, the DNA and PEls were solvated into a watetthe size of
which is large enough so that the solutes are at leadt &®ay from their nearest
periodic images in each direction. Cl- ions to neutralize $iistem and NacCl salt
ions for the systems in 154 mM salt concentration were thete@do the water
box by randomly replacing equivalent amount of water mdiesusing VMD [32].
During each simulation, the system was first minimized 0@® steps, then heated
from 0 K to 300 K in 20 ps with 1Gkcal/(molxA2) harmonic restraint on the
nonhydrogen atoms of the solute. The restraint was keptrandpecific period (0.2
ns for bP and IP, 4 ns for the four complex formation simulatiwith zero salt, and
50 ns for the four complex formation simulations with 154 madtsat 300 K and
1 bar to relax the ions around the solutes. The restraint epsl&nger for systems
with larger amounts of ions to allow them to relax. The restr&as then removed
and NPT ensemble simulation was performed for 50 ns for b@ ns0for IP, and

200 ns for complex formation simulations. A total length 866.6 ns trajectory
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was generated from the 10 simulations. VMD [32] was used i&ualization and

trajectories analysis.

3.3 Resaultsand Discussions
3.3.1 PEI flexibility

Figure 3.3 shows the radii of gyratioR,,, of the bP and IP in the single PEI sim-
ulations. It can be seen that bP has a much smallef~ 12 A) than IP. This is
expected as the atoms in the branched PEI are distributsdrdo its center of
mass in a dendritic manner. In additiaR, of bP remains almost constant during
the entire 50 ns of the simulation, which implies that the b#letule undergoes
very little deformation in the simulation. This is a resultomth the inflexible den-
dritic structure of bP and the fact that each PEI N+ in bP is@lsurrounded by
several other PEI N+, and hence any large configurationahgé from the equi-
librated structure will introduce a significant energy pky. On the contraryRR,

of IP fluctuates significantly during the 100 ns simulatidemonstrating the high

flexibility of IP.
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Figure 3.3: Radius of gyration of the PEIs as a function ofudation time.

The flexibility of polycations is known to play importantles in their binding
with DNAs and RNAs [17, 18, 20]. Through MD simulations, Paetal. showed

that the flexibility of dendrimers and their ability to re@mize their structure for
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interactions with siRNA significantly affect the bindingfiaity [18]. They found
that rigid dendrimers can reorganize their peripheral gsotd generate a larger
number of contacts to the nucleic acid and display highemiaffthan flexible den-
drimers [20]. As will be seen in the subsections below, bylgiug the dynamics
of the PEI/DNA complexation, we also observed distinct bigaconfigurations for

linear and branched PEIs, which mainly resulted from thiecbhce in flexibility.

3.3.2 Dynamicsof the complex formation

By visually examining the simulation trajectories, we fduhat for the 4 systems
with one DNA and four PEls, all the PEIs move toward the DNAfiwduring the
initial several ns after the restraint is removed and eadreBtablished significant
contacts with the DNAs within 20 ns. For the 4 systems with DNA and eight
PEls, the speed of the PEIs moving toward the DNA was sligihtiyer. In systems
D-8bP and D-8bP-S, all PEIs established significant caatath the DNA within
20 ns, while in systems D-8IP and D-8IP-S, some PEls did nad by the DNA
even at the end of the simulation. Figure 3.4 shows the cordtgns of the eight
systems at the final stage of the simulations. It can be $edridr systems D-4bP,
D-4bP-S, D-8bP, D-8bP-S, D-4IP and D-4IP-S, all the PEId lbirthe DNA with a
significant part of the molecules complying with the DNA. \Mever, the scenario
for systems D-8IP and D-8IP-S was different. In D-8IP, twd$tave only a small
fraction of the molecules in contact with the DNA, and in R& two PEls are
completely separated from the DNA.

To quantify the dynamics of the interaction of PEIs with thd/&A we plotted
the binding state of individual PEIs to the DNA in terms of thember of Ns from
each PEI in close contact with the DNA (i.e., withindd of any N/O atoms of
the DNA) as a function of simulation time. Four angstroms whesen as the
cutoff distance because this is the distance within whiclEadPine group can
form a direct hydrogen bond with a DNA [21]. Figure 3.5 sumizes the results
for the four systems with 4 PEIls and Figure 3.6 for the fouteys with 8 PEIs.
Figures 3.5 and 3.6 also provide the numbers of Ns from alPtis that are in close

contact with the DNA. Each subfigure in Figures 3.5 and 3@t&@ios two curves
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a) D-4bP

Figure 3.4: Snapshots of the systems at the final stage sfitidations: (a) D-4bP,
(b) D-4bP-S, (c) D-8bP, (d) D-8bP-S, (e) D-4IP, (f) D-4IP(9), D-8IP, (h) D-8IP-S.
Different PEls are represented in different colors; watet emns are removed for
clarity.
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associated with different salt concentrations. In Figubg 8ach curve in the top 8
subfigures corresponds to one of the 4 PEIs in a particukstesy. Each curve in
the bottom 2 subfigures describes the total number of Nsl dhal4 PEIs in close
contact with the DNA in a particular system. Similarly, irgbre 3.6, each curve in
the top 16 subfigures corresponds to one of the 8 PEIs in &plart system, and

each curve in the bottom 2 subfigures corresponds to all tREI8 in a particular

system.
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Figure 3.5: Number of nitrogens for each PEI and all PEIs withA of any N/O
atom of the DNA as a function of time for systems D-4bP, D-&M-4IP and
D-4IP-S.

The first observation from Figures 3.5 and 3.6 is that the twives in each
subfigure have a very similar trend, demonstrating thatdheoncentration plays
negligible role in affecting the dynamics of PEIs’ bindingimthe DNA. Secondly,
at the DNA/PEI charge ratio of 7/8 (Figure 3.5), all the PEI®ach system move
toward the DNAs quickly in the first 20 ns reflected by theicamcrease in the
number of PEI Ns in close contact with the DNA. The curves fbPE&ls stabilize
at ~50 ns for bP and at-25 ns for IP, demonstrating the faster kinetics of IP in
binding with the DNA. Each IP has about 18 Ns in close contat the DNA,
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Figure 3.6: Number of nitrogens for each PEI and all PElsiwithA of any N/O

atom of the DNA as a function of time for systems D-8bP, D-&HM>-8IP and
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which is 50% more than that for bR-{2). This can be explained by the higher
flexibility of IP which allows it to comply more easily witthe DNA. In contrast,
the rigid dendritic bP can only have part of its moleculesrfigehe DNA to form
close contact, and the rest stays away from the DNA so as tial augnificant
configurational changes (see Figure 3.4(a-d)). In addjtibe curves for each IP
fluctuate more than that for the bPs. This can again be at&ibto the higher
flexibility of IP, which make its contacts with the DNA chaagnore frequently.

At the DNA/PEI charge ratio of 7/16, from the final configticms shown in
Figure 3.4(c-d, g-h) the DNAs seem to be saturated with thefaces fully covered
by PEls. This situation is reflected in Figure 3.6 as we seengpetition among the
PEls for binding to the DNAs. Specifically, for systems DF8and D-8bP-S, all
the 8 PEIs bind to the DNA through the entire simulation, tagrePEI has fewer
Ns (~9) in close contact with the DNA compared with systems D-4b& @-4bP-
S (~12). For systems D-8IP and D-8IP-S, the competition is motenise, and
some PEls lose contact with the DNA during the simulation@indt have close
contact with the DNA at all from the beginning. For exampl&l B in D-8IP-S
does not make any close contact with the DNA during the estirilation. PEI
8 in D-8IP and PEI 5 in D-8IP-S only have very few Ns in closeteshwith the
DNAs for short periods. The large fluctuation for each PE$ystems D-8IP and
D-8IP-S also reflects the intense competition for bindiafihough there are more
bP molecules bound with DNA than IPs, the number of all PEIMNsl@se contact
with the DNA is still larger for the IPs. In particular, thisimber is~70 for D-8bP
and D-8bP-S (equilibrated after 75 ns of the simulations) 80 for D-8IP and
D-8IP-S (equilibrated quickly after 25 ns of the simulaspnThis can be explained
by the fact that the flexible IPs can better conformally abat DNA, resulting in
more intimate contact.

Table 3.2 summarizes the average numbers of the PEI Ns ia ctogact with
the DNAs during the last 50 ns of the simulations. It can b& stdoth DNA/PEI
charge ratios, IPs have significantly more Ns in close atntath the DNASs than
bPs, and when the charge ratio changes from 7/8 to 7/16, systéms the PEIs

have 20--30 more Ns to establish close contact with the DMshe charge ratio
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Table 3.2: Average numbers of the PEI nitrogens in closeambntith the DNAs
during the last 50 ns of the simulations.

System | D-4bP D-4bP-S D-8bP D-8bP-S

Number| 50.9 44.3 72.7 65.6

System| D-4IP D-4IP-S D-8IP D-8IP-S
Number| 74.6 74.4 92.7 89.7

of 7/8, all PEIs bind to the DNA, and the complex formed by thd/Aand 4
PEls is positively charged with a net charge of +10. Despiie dverall positive
charge, when excess PEls are present, they continue todihe DNA, and the
complexes formed by the DNA and the 8 bPs or the 6 IPs reprasgmfticantly
positively charged particles. The amine groups on the Riésact with the DNA
N/O through direct or indirect hydrogen bonding [21], and ihis local interaction
that facilitates the continuing binding of the PEIs to the &AN'he stoppage of
binding in the case of 8 IPs is unlikely driven by the positiharge of the complex
since all 8 bPs bind to the DNA. Rather, it is driven by the thett the entire DNA
surface has been covered by the 6 IPs, prohibiting the lotadaction of the other 2
IPs with the DNA. At zero and 154 mM salt concentrations, tamhbers for D-4IP
and D-4IP-S differ only by 0.2 Ns, and the difference betwBeBIP and D-8IP-S
is only 3 Ns. The less than 4% relative difference demoredrttat the salt ions
have negligible effects on the binding of IPs to the DNA. Ttiiference between
D-4bP and D-4bP-S is 6.6 Ns and that between D-8bP and D-88F-5 Ns. This
difference is relatively small (10-15% relative differencbut it also indicates that
the salt ions have a stronger influence on the binding of bRtset DNA.

The contribution of the PEI flexibility to binding can be ther confirmed by
examining the radius of gyration of the PEI molecules after binding. R, of
each PEI in the complexation simulations is plotted in FeguB.1 and B.2 in the
Appendix B. In all cases, the bP maintains an almost constaof ~12A, nearly
identical to theR, value before the binding (see Figure 3.3). This implied that
bP undergoes little deformation as it binds to the DNA. Ondbetrary, smaller
fluctuations inR, was observed for the IP molecules after the binding, contpare

with the fluctuations before the binding (see Figure 3.3hisTindicated that the
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IPs have conformed themselves to the DNA, lost some degifersemlom and
become less flexible. In addition, in systems D-8IP and B-8| theR, values
of the unbound PEIs (PEI 6 in D-8IP-S during the entire sirtioig and PEI 8 in
D-8IP and PEI 5 in D-8IP-S during most time of the simulatioifisctuated more
than the bound PEls, further confirming the ability of IPsctmform to the DNA
upon binding.

Macromolecular association in solution can cause wateeoui¢s adhered to
the surface of macromolecules to be released into the bllki@o. This process
is entropically favorable since the water molecules on thensmolecular surface
are less mobile [33]. Hence, counting the number of wateemadeés released from
the macromolecules can give us an idea of the strength aaitten in terms of en-
tropic gain from water release and changes in solution addessurface area upon
macromolecular binding. Figure 3.7 shows the number of mwatdecules in the
hydration shell of the DNA or PEls (within& from the molecules) as a function of
simulation time. As the complexes form, the number of watelatules decreased
concurrently, i.e., the water molecules were released fremmacromolecules. It
can be seen that IPs displaced more water molecules thawhPs;500 released
in D-41P/D-4IP-S and~750 released in D-8IP/D-8IP-S, compared~850 in D-
4bP/D-4bP-S and'500 in D-8bP/D-8bP-S. Moreover, water release for IPs start
level off within 40 ns while it took thera-100 ns to level off for the bPs. This again
demonstrated the faster kinetics of DNA’s complexatiorhvits than with bPs due
to the higher flexibility of the IP. Comparing Figure 3.7 tvithe subfigures of all
PEls in Figures 3.5 and 3.6, we found that the number of retkasmter molecules
correlates well with the number of PEI Ns in close contachwite DNA: with
more PEI Ns coming into close contact with the DNA, more watetecules were
released. At zero and 154 mM salt concentrations, the nusydfevater molecules
released for two systems with the same number and speciesletutes are very
close, confirming again that the 154 mM salt does not affecthe complexation

of PEIs with the DNA to a significant degree.
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Figure 3.7: Number of water molecules in the hydration spweithin 3 A of the
DNA or PEIs) as a function of simulation time.

3.3.3 Chargeneutralization

The simulation results clearly show that PEIs can bind whith DNA and form
an overall positively charged particle to overneutralize DNAs. In our previous
MD work of 600 Da PEI mediated DNA aggregation [34], we havendastrated
that the neutralization of the DNA charges by PEls plays gpoirtant role in PEI
mediated DNA aggregation [34]. When the PEI/DNA chargeoratiabove 1/1, a
DNA aggregate can be formed, and when the charge ratio iceedio 1/4, the
DNA aggregate becomes unstable and eventually breaks T&ijvestigate how
2 kDa PEls neutralize the DNA charges, we plotted the cunwalatistributions,
with respect to the DNA C1’ atoms, of protonated PEI Ns, Na¥sjcCl- ions, and
the net charge of PEI and ions, averaged over the last 50 rfseddimulations
(Figure 3.8). In each subfigure, the straight dashed bleekihdicates the total
charge of the DNA (-70), and the blue solid curve indicatesttital charge of PEI
and ions within a given distance to their nearest DNA C1’ atoAt the intersection
of the black line and blue curve, the DNA charges are 100%rakzed by the PEIs
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and ions. For all the 8 systems, at larger distances beyanuhtérsection of the
black line and blue curve, the PEI and ion charges exceeditfedharges to some
extent, and the DNA is overneutralized at such distancesgaoing the subfigures
on the left column and the ones on the right, we found thatgehaeutralization
(the solid blue line) in systems with 154 mM salt has a veryilsintharacteristic
as their counterparts with zero salt concentration. Fotesys D-4bP and D-4bP-
S, the DNA charges are 100% neutralized at a distancel®&A from their C1’
atoms, and the DNA is slightly overneutralized beyond tlssashce. However, at
the same charge ratio for linear PEls in systems D-4IP antPE&4 the four PEIs
neutralize the DNA at a much shorter distance-8fA from the DNA C1’ atoms.
This can be attributed to the high flexibility of the IPs tlsah comply more easily
with the DNA, resulting in shorter separation of the PEI Nenfrthe DNA. This
is also consistent with our previous finding that IP has mmamaber of Ns in close
contact with the DNA.

At the DNA/PEI charge ratio of 7/16, the DNAs are all 100% melitzed at
a distance of-8 A from their C1’ atoms similar to the scenario for D-4IP and D-
41P-S, but the DNAs are significantly overneutralized baythis distance, and the
over-neutralization can reach a maximumd0%. The difference between bP and
IP lies where the overneutralization reaches its maximuon.sifstems D-8bP and
D-8bP-S, the maximum is located-a20 A, while for systems D-8IP and D-8IP-S,
the maximum is located at a much shorter distance 1 A. Comparing the PEI
N+ distribution in systems D-8bP and D-8bP-S with it in sys$eD-8IP and D-8IP-
S (green dashed curves in Figure 3.8 (e,f,g,h)), we foundritine cases of D-8bP
and D-8bP-S-85 PEI N+ are within 10} of the DNA C1’ atoms and-140 PEI
N+ are within 20A of the DNA C1’ atoms, while the two numbers for D-8IP and
D-8IP-S are~90 and~110, respectively. Clearly the bP charges are locateddurth
away from the DNA. This once again can be explained by thedrifbxibility of
IP and the resulting more intimate binding structure coregavith bP. If we define
the charge center of a PEI ]'%1 ‘” whereg; is the charge of atom, r; is its
location, and the summation i;)ver all theatoms in the PEI, then in binding

with a DNA, the bPs have their charge centers located fuftben the DNA axis
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Figure 3.8: Cumulative numbers of protonated PEI nitrogé&fest, Cl-, and net
charge of PEI/Na+/Cl- as a function of the distance from ady[@QNA atom, av-
eraged over the last 50 ns of each simulation. The total ehafghe DNA in
each system is plotted by a straight dashed black lines eerefe. (a) D-4bP, (b)
D-4bP-S, (c) D-4IP, (d) D-4IP-S, (e) D-8bP, (f) D-8bP-S, 3BIP, (h) D-8IP-S.
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compared with IPs.

On the basis of the analyses of Sections 3.3.2 and 3.3.3, wealsezl distinct
modes of bP and IP binding with DNAs. A bP tends to have a pdheimolecule in
close contact with the DNA and leaves the remaining part atdwin the scenario
of one DNA segment with multiple bPs, the bPs resemble bedisreng on the
surface of the DNA, with their overall charge center locdtather from the DNA
axis compared with that of IPs. The IPs tend to adhere on thA Biface like
cords; because of the high flexibility, the overall chargater of IPs are closer
to the DNA axis than the that of bPs. The different binding mmad bP and IP
with DNA can affect how the PEIs contribute to DNA aggregatioe., when they
mediate the condensation of plasmid DNAs. The IP molecutes\ery tightly to
one DNA segment, leaving little room for interaction witthet DNA segments.
In addition, for the same amount of molecules, IPs providtebsurface coverage
of the DNA, the net result being that fewer IPs can bind to tiNA3segment and
serve as polyion bridges in DNA aggregation. On the conjrdrg outward bP
moiety might facilitate the PEls to attract other DNA segisdn form more stable
DNA/PEI nanoparticles. The different binding modes of Il & elucidated here
provide a mechanistic explanation to the experimentaliffigdhat bP forms more
stable nanoparticles with DNA, while IP has a better cagdoitinload DNA inside
cells [13, 15].

In our previous study of the complexation between single BAOPEI and
DNA [21], we did not find that the architecture of PEIls had afpund effect on
DNA binding, in that four PEls of different degrees of braimghhad a similar num-
ber of Ns in close contact with DNA. Specifically, at the sagonetonation ratio of
46%, a linear 600 Da PEI has an average number of 6.2 Ns in ctogact with the
DNA N/O, while a highly branched 600 Da PEI has an average murab5.5 Ns
in close contact with the DNA N/O. So, the difference is ab@utNs per PEI. If
we have 12 600 Da PEIs complexing with the DNA (total moleculeight similar
to four PElIs in this study), then the difference will be ab84t Ns, and for 24 600
Da PEIs complexing with the DNA (total molecular weight diamito eight PEIs in

this study), the difference will be about 16.8 Ns. Howeviee, difference observed
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for the 2 kDa linear and branched PEls is much larger, beir8®2Ns in the case
of 4 PEIs complexing with the DNA. In the case of 8 PEls complgxwith the
DNA, all the branched PElIs bind to the DNA, while only 6 outlo&t3 linear PEIs
bind to the DNA. Nevertheless, the number of Ns in close adntgth the DNA
in the case of linear PEI still exceeds the case of brancheédyBore than 20.
Clearly, the effect of PEI architecture manifests diffeéheifor different PEI sizes.
At 600 Da, the branched PEls have short branches; hencdgtietsndrance that
each branch experiences in binding with DNA is rather snaatl as a result, the
branched 600 Da PEI binds to DNA in a similar way as a linear BAPEI. The
2 kDa branched PEls have more and longer branches so thatrdetit nature of
PEI gives greater steric hindrance for amines in bindinghiADwhich can explain
the distinctly different binding mode it displays compareith that of linear PEIs.
The influence of the molecular weight of PEIs is also refteldih the neutraliz-
ing distance for the DNA. In excess of PEIs, both 2 kDa bP arfdlli? neutralize
the DNA at a distance of-8 A from the DNA C1’ atoms, which is significantly
shorter compared with-12 A at which the 600 Da branched PEls fully neutral-
ize the DNA [34]. This implies that 2 kDa PEIs might form naadjcles with
higher DNA density compared with 600 Da PEIs, which can ferttacilitate the

membrane transfer and better protect DNA from degradatiothe delivery route.

3.4 Conclusions

We performed a series of all-atom MD simulations to studydbmplexation of
DNA with 2 kDa branched and linear PEIs. The results revetiledlistinct modes
of bP and IP in binding to DNA. The bPs bound to DNA like beadseathg to the
DNA surface, with little deformation upon binding. The IPsn& very flexible and
bound to DNA like cords conforming to the DNA surface. Thehtey binding of
IPs with DNA results in the overall charge center of the IPmdépdocated closer
to the DNA axis. In particular, at a PEI/DNA charge ratio obs¢ to 1 (8/7), bP
and IP fully neutralized the DNA at13 A and ~9 A from the DNA C1’ atoms,

respectively. The tighter binding of IPs further causesenwater to be displaced
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and potentially leads to energetically more stable DNAd&®plexes. On the other
hand, the IPs provides better surface coverage of the DNAhdimits the number
of IPs that can complex with the DNA and the interaction of \iAth multiple
DNAs. This can have a negative effect on DNA aggregation egéar cell uptake.
Compared with the results for 2 kDa PEIs, previous work on Ba&PEls did
not show such significant dependence on PEI architectunes demonstrates that
molecular weight of PEI is an important factor in DNA/PEI colexation. Further
evidence for this exists in the fact that in excess of PEISREBDNA charge ratio
of 16/7, both bP and IP fully neutralized the DNA at a distaote-8 A from the
DNA C1’ atoms, which is a significantly shorter distance gared with~12 A
in the case of excessive 600 Da PEls. Finally, our simulatiorboth physiologi-
cal and zero-salt conditions showed that the presence tofiadla small effect on

DNA/PEI complexation, with a slightly larger influence dretbP molecules.
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Chapter 4
Molecular Dynamics Simulations of
PEI Mediated DNA Aggregation 1

4.1 Introduction

DNA condensation has been studied for many years due toritafuental biologi-
cal importance, such as the tight packaging of DNA in the etatin structure and
its regulation [1]. More recently, great interest in noaVvigene delivery for ther-
apeutic purposes has stimulated development of systerhsahacondense DNA
and package it suitable for cellular uptake [2]. It was ekpentally found that
multivalent ions can induce DNA condensation while monewmabr divalent ions
lack this capability. Certain synthetic cationic polymstgh as polyethylenimine
(PEI) can condense nucleic acids into nanoparticulatesggges and have been em-
ployed as effective gene carriers [3, 4]. The compactnesstaibility of the formed
nanoparticulate aggregates were found to be relevant welheery efficacy; more
stable polymer formulations were correlated with bettdake into cells and, ulti-
mately, better gene expression [5, 6]. The ratio of polyreey.( PEI) to DNA in
the aggregate formation is known to be critical for transéec[7, 8]; excess PEI
gives the aggregates an overall positive charge for inetkaeraction with mem-
branes and contributes favorably to cell modificationsve®al experimental tools
are available for the study of aggregate physical featunesoaerall stability [9].
However, little is known about the structures of DNA/polynoemplexes at the
atomistic level due to limitations of the experimental ®ol he role of polymeric
cations in maintaining the aggregates stability as well aeoular kinetics in such

aggregates remains to be probed.

1A version of this chapter has been published. Reprintedpétmission from: C. Sun, T. Tang,
H. Uludag, Biomacromolecules, 2011, 12 (10), p3698-37adpyright 2011 American Chemical
Society.
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DNA is a highly charged polyelectrolyte with a charge densit -2e/3.4A.
Mean-field theory such as Poisson-Boltzmann equation yawmaedicts a repul-
sive interaction between like-charged polyelectrolyted #hus cannot explain the
multivalent ion induced DNA condensation. Coarse grainatuktions of poly-
electrolytes normally treat several or tens of atoms on thggbectrolytes as a unit
and water as a continuous dielectric medium. This methodbkas employed
in the past decade to study oppositely charged polyelgtérahteractions [10--
16] and had some success in predicting how chain lengthgehdensity, charge
ratio, and ion concentration affect the complexation ofypation and polyanion.
However, coarse grained simulations neglect the fine idedéithe molecules, es-
pecially the water structure around the binding sites, &nd are only appropriate
for interactions over distances exceeding the atomic sd¢althe case of polymer
mediated DNA aggregation, the surfaces of the DNA segmemtde as close as
a few angstroms [17]. In such situations, water moleculay gl crucial role in
arranging their structure (polarity) to mediate the strehgctrostatic interaction
and to form hydrogen bonds; thus, an atomistic descripgamecessary in order
to understand polycation induced DNA aggregation. Recgmgments have also
demonstrated the crucial role of atomic topologies in gjrpalyelectrolyte inter-
actions. For example, it was found that double-stranded Rdéfsts condensation
by trivalent counterions, which can otherwise condensdiestranded DNA [18],
and divalent counterions can condense triple-stranded DMAack the capabil-
ity to condense double-stranded DNA [19]. These findingthier underline the
requirement to incorporate an all-atom representatiommulating polycation me-
diated nucleic acids aggregation and condensation. Atemcilations have re-
cently been employed to study the complexation of singldeici@cid molecule
with polycations [20--27], where the structure, dynamas] energetics of the nu-
cleic acid/polycation complexes were investigated, budists investigating poly-
cation mediated aggregation of multiple DNAs are yet migsin

In this work, we performed a series of large scale all-atontemdar dynamics
(MD) simulations to study the PEI mediated DNA aggregati@pecifically, we

studied the mechanism and dynamics of PEI induced DNA agtjreg how close
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the DNA segments are in the DNA/PEI polyplex, and how the cactpess of the
DNAs is affected by the DNA/PEI charge ratio. The PEI studiethis work is
a 568 Da low molecular weight (LMW) PEI. Such LMW PEls proviae optimal
system size that can be simulated by all-atom MD and areasargly employed as
gene delivery carriers due to suitable compatibility wighular systems [7, 28, 29].
To our knowledge, this study is the first atomistic simwas on polycation medi-
ated DNA aggregation involving multiple DNA molecules. Ttesults help to
elucidate on the mechanism of PEI mediated DNA aggregatitimeaatomic reso-
lution and, moreover, to understand DNA aggregation andieosation involving

other polycations of similar characteristics.

4.2 Methods

The DNA simulated in this work was a Drew-Dickerson dodecat(f€GCGAATT
CGCG), composed of 24 nucleotides, which carries a total charggzifthe fully
deprotonated state. The PEI simulated was a branched PEiktiag of 13 amine
groups with a molecular weight of 568 Da. The chemical stmectind protona-
tion sites of the PEI are shown in Figure 4.1. We chose to haamiéie groups
protonated (46% protonated) to be consistent with the paiton ratio of 47% for
600 Da PEI from our recent study [30]. The protonation sitesenassigned to
both the primary and secondary amines and were distribgeshidormly as pos-
sible to minimize thermodynamic interactions between ttoégnated amines [31].
An MD simulation was first performed for 6 ns for PEI surroeddby explicit
water and counterions, and the configuration of the PEI extetind of the simula-
tion was adopted as the initial configurations for PEls ia dtomplex formation
simulations [31]. Seven separate systems were simulatddsrstudy, and their
information is summarized in Table 4.1. Each system camsisa certain number
of DNA(s), PEls, ions, and water molecules. Details of tmewated systems and

the explanations on their designations are given below.
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Figure 4.1: Molecular structure and protonation sites efREl studied.

Table 4.1: Information on the seven different systems sateal in this study.

System No. of Chargeratio No. of Simulation box No. of Time
name DNA/PEI DNA/PEI atoms size,3(3) Na+/Cl-  (ns)
D-4P 1/4 22/24 43244 T4 x 79 x 74 0/2 100
D-8P 1/8 22/48 60882 88 x 93 x 73 0/26 100
2D-8P-50 2/8 4448 77149 122 x 78 x 79 0/4 100
2D-8P 2/8 44/48 65965 105 x 78 x 79 0/4 100
2D-2P 2/2 4412 64423 104 x 78 x 79 36/4 200
4D-16P 4/16 88/96 97007 107 x 112 x 79 0/8 130
4D-28P 4/28 88/168 175910 117 x 122 x 120 0/80 200

4.2.1 Simulated systemsand procedure

The first two systems shown in Table 4.1, namely D-4P and De@ieh contains
a single DNA and multiple PEIs, 4 PEls in D-4P and 8 PEIs in D8B&r each
system, the principal axes of the PEls were initially alidyparallel to the DNA
axis, and the center of mass (COM) of each PEI was position28A away from
the DNA COM. Each system was simulated for 100 ns, and in bedks;, four PEIls
were attached to the DNA at the late stage of the simulati®8®f [The structure
of the D-4P system at 15 ns was then used to construct thensyshat involve
multiple DNAs to study the DNA aggregation. The D-4P and Ds3Btems are
also discussed in Section 4.3.2 to address the ability ot®&éutralize DNA.

To study the PEI-mediated aggregation of multiple DNA males, we first
simulated two systems, named 2D-8P-50 and 2D-8P (Table &ath containing
two DNAs and eight PEIs. The initial configurations of thég® systems were
constructed by solvating two identical D-4P complexes m $imulation box, as
shown in Figure 4.2(a) and Figure 4.2(b), respectively. daxes of the DNASs in
the two complexes were aligned to be parallel, and the COMeafwo complexes
were initially separated by 58 in 2D-8P-50 and by 32 in 2D-8P. The distinction
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between these two systems is marked by the “50” in the nafreystem 2D-8P-
50, which refers to the initial separation of Between the two D-4P complexes.
The reason for using two different COM distances was to erarttie likelihood of

aggregation at these separations.

a) 2D-8P-50 at 0 ns b) 2D-8P at 0 ns c) 2D-2P at 0 ns
50 A 32A

d) 4D-16P at 0 ns
35A

Figure 4.2: Initial configurations of the systems: (a) 2B-80, (b) 2D-8P, (c) 2D-
2P, (d) 4D-16P, (e) 4D-28P. Different PEls are representetifierent colors (ex-
cept in (e) where the extra 12 PEIs are in red); water and iomgeanoved for
clarity.

Another simulation was conducted for a system that consfdiso DNAs and
two PEls, indicated by 2D-2P in Table 4.1. While the 2D-8Pabd 2D-8P sys-
tems both have a PEI/DNA charge ratio-of/1, the 2D-2P system has a PEI/DNA
charge ratio that is much smaller than ord.(4). Hence, simulation on this system
allows us to investigate the effect of electrostatic sareggeby PEI on DNA aggre-
gation. The initial configuration of 2D-2P is based on thefaguration of 2D-8P
at 100 ns of its simulation. Specifically, as will be disceddater, we found that
two out of the eight PEIs in 2D-8P are bridging the two DNAsla end of the
simulation. We kept these two PEIs and removed the otherEig.F36 Na+ ions
were assigned on the locations of the protonated nitrogernkeremoved 6 PEIs.
The initial configuration of the 2D-2P system is illustraia Figure 4.2(c).

To further study the formation of aggregate in the case otiplalDNA seg-

ments, we performed a simulation on a system with 4 DNAs angHis, named

68



4D-16P in Table 4.1. In constructing the initial configuoat for 4D-16P, we fol-
lowed a similar procedure to that of 2D-8P. In particular, ag®pted four D-4P
complexes and arranged them on the four corners of a squashoavn in Fig-
ure 4.2(d). The axes of the four DNAs were aligned to be pelyadind the COM
of each D-4P complex was separated from the COM of its neigidpaomplex by
35A.

To investigate the effect of excess PEIls on the DNA aggregali2 PEls were
added to the 4D-16P system at the simulation time of 100 risff@new system
is referred to as 4D-28P. The added 12 PEIs surrounded tHE5#0zomplex in a
circular fashion, with 8 PEIs located at #rom the COM of 4D-16P and 4 PEls
located at 508 from the COM of 4D-16P. The initial configuration of 4D-28&

shown in Figure 4.2(e).

4.2.2 Smulation details

A CHARMM format force field was devised for PEI based on theARMM Gen-
eral Force Field [33], and CHARMM 27 force field [34, 35] waseadl for all other
molecules. The force field parameters for PEI have beeffiudbrealidated through
ab initio calculations, a study on sensitivity of MD results to torgibparameters,
and comparison with previous works [31]. The simulationsengerformed using
MD package NAMD [36]. TIP3P water model [37], periodic boamngl condition,
and full electrostatics with particle-mesh Ewald metho8] [@ere used for all the
simulations. A cutoff of 124 was used for van der Waals interactions and elec-
trostatics pairwise calculations. All bonds containinglilogen atoms were con-
strained using the SHAKE algorithm [39] during all the simtidns, and a time
step of 2 fs was used.

For each system described in Section 4.2.1, the DNA(s) arld wWEre sol-
vated into a water box, the size of which was set to be largegmto make sure
the DNA(s) and PEls are at least §6away from their nearest periodic images
in each direction. lons (numbers summarized in Table 4.Xeween added to
the water box by randomly replacing the same number of watdecules using

VMD [40]. During each simulation, the system was first mifed for 2000 steps
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with DNA(S)/PEIs fixed, and then 2000 steps with DNA(s)/BHion-hydrogen
atoms harmonically restrained, followed by 1000 steps oéstnained minimiza-
tion. The system was then gradually heated from 0 to 300 K ip20@vith 10

kcal/(molx/&z) harmonic restraint on the DNA(s)/PEIs non-hydrogen atohe

restraint was kept on for another 4 ns at 300 K and 1 bar to tékexons around
the solutes. The restraint was then removed, and NPT ensesibulation was
performed for 100-200 ns (simulation time for each systeowshin Table 4.1).

VMD [40] was used for visualization and trajectories anelys

4.2.3 Definitions and acronyms

To facilitate the discussion of the simulation results, weedduced the following
definitions and acronyms in analyzing the simulation tajees.

In systems 2D-8P and 4D-16P, each DNA is labeled with a ddpttar (A, B,
C, or D), and the four PEls initially associated with the DNvaiD-4P complex (see
Section 4.2.1) are labeled with the same capital letter plasmber. For example,
“Al, A2, A3, A4” stand for the four PEls initially associatl with DNA molecule
A. In system 4D-28P, we keep the same labels for the 16 PEfhs 4D-16P and
label the extra 12 PEIls by “E1--E12”. The acronyms for thBl&s and PEIs in
each system are summarized in Table 4.2.

To describe the binding state of PEI to DNA, a PEI N is said td'ibeclose
contact with the DNA” if it is within 4 A of any N/O atoms of the DNA. We
chose 43 because this is the distance within which the PEI amine gg@an form
direct hydrogen bond with the DNA [31]. A PEl is said to be ‘tbal” to a DNA
molecule if it has at least one N in close contact with this DA PEI is “bound”
to two or more DNA molecules simultaneously, this PEI is gaithe bridging or
forming a polyion bridge between the DNAs.

To investigate the DNA-DNA spacing in the aggregates, weandef the
“shortest distance” and ‘“root-mean-square (RMS) dista” between two DNA
molecules. We first represent each DNA as a series of poexth éeing the
COM of a Watson-Crick DNA base pair (see Figure C.2 in Apperi@)i. For each

dodecamer studied in this work, there are 12 such points,candecting neigh-
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Table 4.2: Acronyms of the DNAs and PEls in each system.

System| DNAs | PEls

2D-8P | A, B Al-A4, B1-B4

2D-2P | A, B Al, B4

4D-16P| A, B, C, D | A1-A4, B1-B4, C1-C4, D1-D4

4D-28P| A, B, C, D | A1-A4, B1-B4, C1-C4, D1-D4, E1-E12

boring points results in 11 segments. For a pair of segmeots fwo different
DNAs, we can calculate their shortest distance, and therd 2t such distances
(d;,i = 1...121) between all pairs of segments from the two DNA dodecamers.
We defined the minimum of these 121 distances as the “siodistance’d.,ortest

and the root-mean-square of these 121 distances as the “@M&nce” drys
(drvs = +/(Z28d?)/121). “Shortest distance” is a parameter to quantify the
closet approach of two DNA molecules, whereas “RMS dis¢dris a parameter

to characterize the closeness of two DNA molecules as twibemnt

4.3 Resultsand Discussions

For the system 2D-8P-50, the two D-4P complexes stayedatepaduring the 100
ns simulation. Figure 4.3(a) shows the configuration of @50 at the end of
the simulation, where the two DNAs are separated at a COMntist of~42 A.
No PEI molecule simultaneously binds to both DNAs. We atiiebthe lack of
aggregation in this case to the fact that the two D-4P coneglevere initially sep-
arated by a relatively large distance; namely, each conipls®A from its closest
complex and 72 from its second closest complex as a periodic image. Becaus
each D-4P complex carries a total charge of +2, an overalllsee electrostatic
interaction between the two complexes is expected. A seaffity close approach
might be necessary to allow the attractive interaction betwthe positively and
negatively charged parts of the complexes to form an agtgegdthough suffi-
cient diffusion of the macromolecular complexes could agglish this, the 100
ns simulation time was relatively short, so that the diffussalone apparently did
not bring the two complexes close enough to form an aggregdte 2D-8P-50

system. To obtain an aggregate within a practical simuidimoe, we brought the
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D-4P complexes at shorter separations oA3@r the 2D-8P system and 3% for
the 4D-16P system at the beginning of the simulations. Ih bases, aggregation
happened shortly after the simulation started, and the dap were never sep-
arated again thereafter (see movies in online Supportifagrivation available at
“http://dx.doi.org/10.1021/bm2009476"). The overadpulsive electrostatic inter-
action was therefore not an impediment for aggregate faomatn the following
subsections, structural analysis were conducted to exatha mechanism of ag-

gregation and to characterize the formed aggregates.

a) 2D-8P-50 at 100 ns b) 2D-8P at 100 ns c) 2D-2P at 65 ns d) 2D-2P at 200 ns

g S

2 |
8 | g

Figure 4.3: Snapshots of the systems in the simulation28P-50 at 100 ns, (b)
2D-8P at 100 ns, (c) 2D-2P at 65 ns, (d) 2D-2P at 200 ns, (e)@®at 130 ns, and
(f) 4D-28P at 200 ns. Different PEIs are represented in ffecolors (except in
(f) where the added 12 PEls are in red); water and ions areveaior clarity.

4.3.1 Mechanism of aggregation

Figure 4.3(b) shows the conformation of the system 2D-8Retdst stage of the
100 ns simulation. It can be seen that all eight PEIs arelsgthto the DNAs with
significant fraction of each PEI in contact with the DNAs. @WElIs (indicated by
the two black arrows in Figure 4.3(b)) bind to the two DNAs comently, bridging

them so that they are closer to each other compared with iti@ iconfiguration.
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Figure 4.3(e) is the snapshot of the 4D-16P system at the fatglsimulation. As
in the 2D-8P system, all PEls are attached to the DNAs, andtdtadf of the PEIs
participate in bridging the DNA molecules. In particulangoPEI (indicated by the
black arrow in Figure 4.3(e)) binds to three DNAs simultaunsyp.

To quantify the ability of PEI to bridge the DNA molecules, photted the
binding state of individual PEIs to each DNA in terms of thenier of Ns from
each PEIl in close contact with each DNA (see Section 4.2 .@dbnition of “close
contact”), as shown in Figure 4.4 for the 2D-8P system anBigure 4.5 for the
4D-16P system. In Figure 4.4, each subfigure correspondsi¢oof the 8 PEls
in the 2D-8P system and contains two curves, each of whicbritbes the num-
ber of Ns of this PEI in close contact with a particular DNAgsgection 4.2.3
for the acronyms of the molecules in each system). Simildhg 16 subfigures
in Figure 4.5 correspond to the 16 PEIs in the 4D-16P systachitee four curves
in each subfigure describe the binding state of a PEI witifdlbe DNAs. In Fig-
ure 4.4, at the beginning of the simulation, PEI A1--A4 andAAN constitute one
D-4P complex, and PEI B1--B4 and DNA B constitute the othe#®eomplex.
Except for B1 and B2, each PEI has at least brief periods guwwinich it forms a
polyion bridge between the two DNASs (see Section 4.2.3 féinden of “polyion
bridge”). The bridges are transient; they form and breakrduthe simulations.
For example, the bridge formed by PEI Al breaks for sevenadsi at around 25,
40, 70, and 85 ns. Notably, PEIs Al and B4 contribute to theegggion of the two
DNAs significantly, each having more than 1 Ns in close contgth each DNA
for longer than 50% of the entire simulation time. At arourtdr&, PEI Al has
as many as 4 Ns in close contact with each DNA. The same happ&is B4 at
around 50 ns. Figure 4.5 demonstrates the polyion bridgirige 4D-16P system.
Out of the 16 PEls, 8 PEIs (Al, A3, B1, B4, C1, C3, C4, and D4}ipagate in
bridging two or three DNAs for longer than 50% of the simwattime. In fact,
the fraction of PEIs that contribute to bridging has incegaBom 25% in 2D-8P
to 50% in 4D-16P. DNAs A, B, and C are mutually bridged (A andriiped by
PEIs A3, B4, C3; A and C bridged by PEIs Al, A2, C3, C4; B and Gded by
PEls B3, C1, C3), while DNA D is only bridged with DNA B by PEISLBind D4.
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Noticeably, PEI C3 is bridging three DNAs (A, B, and C) fron80 ns until the

end of the simulation.
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Figure 4.4: Number of nitrogens for each PEI withid&f any N/O atom of each
DNA as a function of time for the 2D-8P system which containSNAs and 8
PEls. The 8 subfigures correspond to the 8 PElIs in the sysken?, curves in each
subfigure correspond to the 2 DNAs in the system.

The above results clearly demonstrate the presence ofibgid®REIs when a
DNA aggregate is formed. The bridging PEIs are not “lockédound state
(see Section 4.2.3 for definition of “bound”) and undenggversible binding. The
polyion bridging is likely one of the key mechanisms caushmgDNA aggregation.
Another possible mechanism can be the electrostatic SaggehDNA charges by
PEls at a short distance from the DNA surface so that the gtrepulsive elec-
trostatic interaction between DNAs at close separationgakened (or shielded).
To verify this, we performed the simulation of a system witlhaer PEI to DNA
charge ratio. The objective is to test if aggregation canaiarwith fewer PEIs,
i.e., with less electrostatic screening. One way to do so $art a new simulation

as we did for 2D-8P, i.e., separate two DNA/PEI complexes &ind check if they
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aggregate; however, one can encounter the same problemeagpemenced in sim-
ulating 2D-8P-50. That is, the DNA aggregation could happérile it might not
be observed within the simulation time limited by currentnpuitational capability.
As an alternative, we simulated the system 2D-2P with two BNAd two PEls
following the procedure described in Section 4.2.1; i.ee,made use of the final
configuration from the 2D-8P simulation, kept the two PHEiglging the two DNAs
(PElIs Al and B4) and replaced the other 6 PEIs with Na+ iorthelaggregate be-
comes looser or breaks, then the role of electrostatic sirgevill be verified. By
visually checking the configurational change during thawdation, we observed
loosening of the aggregate during the simulation (Figudéc)) and ultimate break-
up of the aggregate at around 150 ns as seen in Figure 4.8d)s@e movie in on-
line Supporting Information available at “http://dx.doig/10.1021/bm2009476").
Figure 4.6 plots the number of Ns of each PEI in close cont#@tt®ach DNA for
2D-2P. It can be seen that the polyion bridge lasts for 150efisré it breaks and
is not restored after the breakage. Clearly, the electiostareening of the PEI
molecules also plays an important role in maintaining theAB an aggregated

form.
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Figure 4.6: Number of nitrogens for each PEI withid#f any N/O atom of each
DNA as a function of time for the 2D-2P system which containSNAs and 2
PEls. The 2 subfigures correspond to the 2 PEls in the sy$ken?, curves in each
subfigure correspond to the 2 DNASs in the system.

In experiments, the DNA/PEI complex is typically preparadkcess of PEIs.

To examine DNA aggregation in excess of PEIls, we performedsiimulation of
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4D-28P by adding 12 extra PEls to the 4D-16P system at 100 chsetting this
time to be zero for the 4D-28P simulation. Figure 4.7 shovesrtamber of Ns
from each PEI in close contact with the DNAs in the 200 ns satioh. It can
be seen that the polyion bridging between DNAs follows a lsincharacteristic
as in 4D-16P. Eight out of the 28 PEIs (A1, A3, A4, B1, B4, C1, @8d D4)
participate in bridging two or three DNAs for longer than 5@¥the simulation
time. PEIs A3 and C3 are bridging three DNAs for most of theutation time.
Five out of the added 12 PEls (E1, E4, E8, E11, and E12) bind thié DNAS
for significantly long periods; however, they mainly bindtkvone DNA with only
very short time windows to bridge two DNAs. For example, PBli&€only bound
to DNA C over most time of the simulation while bridging DNAs aad C for
several ns at-170 ns. Noticeably, some of the original 16 PEIs were “rept#’
by the added PElIs in that they unbound from the DNAs whilevatig the newly
added PEls to form the DNA binding. For example, PEI D3 wasagal during
the time window of 50-180 ns (also, see movie in online Sutpgrinformation
available at “http://dx.doi.org/10.1021/bm200947&3even of the added PEls (E2,
E3, E5, E6, E7, E9, and E10) make no or negligible contact thi¢haggregate
during the simulation. By studying the binding state of eR&i to each DNA in
the 4D-28P system, we found thatl8 PEIls were bound with the DNAs at the
late stage of the simulation (see Figure C.1 in Appendix G)ti#e 18 PEIs carry
a total charge of +108 and the 4 DNAs carry a total charge of t#3& formed
DNA/PEI aggregate is even more positively charged than fggesate obtained
in the 4D-16P system which carries a net charge of +8. Thi®isistent with
the experimental measurements of txpotential of DNA/PEI complexes; it is
well established that the gradual addition of PEI molectassilts in a progressive
increase in(-potential, ultimately reaching +30 mV in the presence of excess

PEI and indicating cationic nature of the final aggregai@s [

4.3.2 Chargeneutralization

As demonstrated in Section 4.3.1, electrostatic screeplizigs an crucial role in

DNA aggregation. To investigate how PEls neutralize the DiMArges, we plotted
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Figure 4.7: Number of nitrogens for each PEI withid&f any N/O atom of each
DNA as a function of time for the 4D-28P system which contaii3NAs and 28
PEls. The 28 subfigures correspond to the 28 PEls in therayste 4 curves in
each subfigure correspond to the 4 DNAs in the system.

the cumulative distributions, with respect to the DNA CBras, of protonated PEI
Ns, Na+/Cl- ions, and the net charge of PEI and ions, averagedthe last 40 ns
of the simulations (Figure 4.8). The C1’ atoms are on the stiggs of the DNAs,

located inside the DNA helix at a distance-ab A from the surface of DNA defined
by the phosphorus atoms (see Figure C.2 in Appendix C). liesysD-4P, 2D-8P,
and 4D-16P, the DNA/PEI charge ratio is approximately Iilsystems D-8P and
4D-28P, the DNA/PEI charge ratio is approximately 1/2; amndyistem 2D-2P, the
DNA/PEI charge ratio is approximately 4/1. In each subfegaf Figure 4.8, the
straight dashed black line indicates the total charge allRDNAs in the system
carry, and the blue solid curve is the total charge of PEI amd$ within given

distance to their nearest DNA C1’ atoms. If the black line Bhek curve intersect,
the DNA charges are 100% neutralized by the PEI and ions atiii@nce where
they intersect. At larger distances, the PEI and ions clsazgeld exceed the DNA
charges, and the DNA would be “overneutralized” at sucstaices. This is the
case for the five systems in Figure 4.8, except the 2D-2RBydt can be seen, for
these five systems, with DNA/PEI charge ratio of 1/1 or 12, ¢turves for the net

charge of PEI and ions have a similar characteristic. ThahesDNA(s) are 50%
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neutralized at a distance 6f7 A and 100% neutralized at a distance-a2 A from
their C1’ atoms; the DNA(S) are slightly “overneutraliZebbeyond the distance of
~12 A from their C1’ atoms and the “overneutralization” maxire at~15A. For
systems D-4P, 2D-8P, and 4D-16P, all the PEI charges arebbeathin 15A from
the DNA C1’ atoms, supported by the observation that the dative number of
PEI N+ is constant beyond ¥ For systems D-8P and 4D-28P, more PEI charges
still accumulate gradually beyond #§ which however are largely neutralized by
Cl-. The scenario for 2D-2P is very different from the otherases. The DNAs
are not fully neutralized even at a distance of R%rom their C1’ atoms; all the
12 charges from the two PEls are withind8from the DNA C1’ atoms and the
DNAs are only about 50% neutralized at a distance oAffom their C1’ atoms.
This demonstrates that PEI is much more capable of neutrgline DNA at a
short distance from the DNA surface than monovalent ions.h&kee also plotted
the cumulative net charge of PEI/Na+/Cl- based on three tiumeows at the late
stage of the simulations as an evidence of convergence sirthéation trajectories

(see Figure C.4 in Appendix C).

4.3.3 DNA-DNA spacingin the aggregate

The DNA-DNA spacing reflects the compactness of DNA molesuh the aggre-
gate and has been a great interest of experimental studi&s,[41, 42]. The DNA-
DNA spacing from our MD trajectories was analyzed, and Fegut.9 to 4.12 show
the distance between any two DNA molecules as a functiomadilsition time for
the 2D-8P, 2D-2P, 4D-16P, and 4D-28P systems, respecti@ely Section 4.2.3
for the definitions of “shortest distance” and “RMS dasice”).

In Figure 4.9 for the 2D-8P system, it can be seen the two suteerease at the
beginning of the simulation, indicating the approach ofttlhe DNAs. The curves
flatten after 40 ns with the average values-&f3 A for the Ashortest and~28 A for
the drvs. In Figure 4.10 for the 2D-2P system, the two curves remdatively
stable without significant fluctuation from 0 to 150 ns whitre two DNAs are
still bridged by one or two PEIs. At about 150 ns when the miybridge breaks,

the two curve increase dramatically, indicating the separaf the two DNAS. In
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Figure 4.11 for 4D-16P, we observe a similar characterastiseen in Figure 4.9 for
the pairs of DNAs bridged by PEls (A--B, A--C, B--C, B--D), Wi, for the pairs
of DNAs not bridged by PEIs (A--D, C--D), thé:yis anddgorest Values are much
larger than 23 and 28A. In Figure 4.12 for the 4D-28P system, the curves for
the DNA pairs bridged by PEls (A--B, A--C, B--C, B--D) remaaimost constants
during the entire 200 ns simulation, with fluctuations aimairr magnitude as their
counterparts in the 4D-16P system after 50 ns. The DNAs pairbridged in the
4D-16P system (A--D, C--D) stayed separate during the stran of the 4D-28P
system. This demonstrates that the added PEls, althoughiedrto the DNAS
and even replace the previously attached PEIs as showerealti not affect the
DNA-DNA spacing in the aggregate.

During the simulations/,..test Of two DNAS can be less than 20 such as the
DNA pair in the 2D-8P system at around 18 Ag.{rtcst ~ 12 A) and the DNA pair
A-C in the 4D-16P system at around 30 and 120§, (cst ~ 15 ,&). This is un-
expected as the diameter of a DNA molecule is aboub 2By further examining
the simulation trajectories, it was revealed that the twoASMNdopted an L or T
shape arrangement with one end of a DNA nearly perpendituldwe other DNA
(see Figure C.3 in Appendix C). In such configuratiahg,....; does not reflect the
shortest interduplex distance of DNA segments in compaxdrpid DNAS, which
is the distance between the axes of two parallel DNA segmerdble 4.3 sum-
marizes averageé,,....st aNddrys during the last 40 ns of the simulations for the
bridged DNA pairs in the 2D-8P, 4D-16P and 4D-28P systemserdyed;yortest
for the 9 pairs of DNAs is 21.4\, and averagelgys is 29.0A. Because of the
special configurations mentioned above for the short DNAsigted in this work,
the actual average DNA-DNA spacing in plasmid DNA/PEI coexpshould be
larger than the averagkyortest (21.4,&). As dryig In our calculations characterizes
the average distance between two short DNAs that may not perediel axes, the
average DNA-DNA spacing in plasmid DNA/PEI complex shouéddmaller than
the averag@rus (29.0A) obtained here. Hence, we believe that the average DNA-
DNA spacing in plasmid DNA/PEI complex should be betweert Zland 29.0A.
The DNA interduplex distance in bacteriophage&@ﬂ [41] and that for DNAs
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Table 4.3: DNA-DNA distance averaged over the last 40 nsetmulationsA).
System | 2D-8P 4D-16P 4D-28P
DNA-DNA | AB |A-B AC BC B-D| AB AC B-C B-D
dshortest 232 | 223 171 214 231227 194 231 200 214
drMS 27.7 | 26.7 271 33.3 29.927.3 255 34.7 284 29.0

Average

wrapped around the histone core of nucleosomes was alsd foure~27 A [1].
Our simulation results demonstrate that the DNAs in the DRE&/complex are as
compact as those in bacteriophages and nucleosomes. Tdiegspatween DNAs
condensed by 35 kDa poly-L-arginine was reported te-B8 A in a recent exper-
imental study [17], within the range of spacing obtainedrfrour simulations. We
have also plotted the radii of gyration of the DNAs in eachraggtes (see Figure
C.5 in Appendix C), which generally follow a similar trend ‘@3MS distance”
shown in Figures 4.9 t0 4.12.

4.3.4 Implications

On the theoretical front of investigating DNA aggregati®ayvelyev and Papoian
studied the inter-DNA interaction in NaCl and KCI solutiosing all-atom MD
simulations and generated the repulsive interaction padgurofiles of two paral-
lel DNA oligomers [43]. Daiet al. performed a series of all-atom MD simulations
to study DNA attraction mediated by multivalent ions incghgl putrescine (2+),
spermidine (3+), spermine (4+), and cobalt hexamine (3¥9,imnter-DNA inter-
action potential profiles were calculated, and the dynamicthe complexes was
investigated [44]. The above two works, however, only stddhe inter-DNA inter-
action mediated by monovalent and multivalent ions. To &t bf our knowledge,
the work presented here is the first all-atom MD simulatiércationic polymer
mediated DNA aggregation involving multiple DNA molecules

Our simulations revealed dynamics of the PEI mediated DN§reggtion,
which is unaccessible through experiments. It is likelyt tha obtained results will
be applicable to other polymeric carriers apart from PEIribgithe simulations
of DNA-PEI aggregation, bridging PEIs were observed cotinganultiple DNA

molecules even though they were initially confined to a EMNA molecule. The
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number and binding strength of such bridging PEls are likeljictate the stability
of aggregates. The bridging PEls, however, were found tadtdyhdynamic and
the binding to multiple DNA molecules were reversible. Oalyselect number
of PEls participated in DNA bridging and some remained esigkely committed
to DNA molecules that they were originally bound to (withimetlimitation of
simulation times). A critical PEI/DNA ratio was needed faalde aggregation;
whereas 4 PEI molecules/DNA (corresponding to mass ratie@B1) gave sta-
ble complexes, 1 PEI molecule/DNA (corresponding to mass od ~0.08) was
found insufficient to maintain DNA aggregation. Under esipeental conditions,
we previously reported a polymer/DNA mass ratios~d.4 for complete DNA
binding irrespective of the molecular weight of PEI [45].n& almost complete
DNA binding by carriers is a prerequisite for DNA aggregatithe simulations
results were consistent with the experimentally investiddNA aggregation. It
was worthwhile to note that aggregation successfully aecueven though there
was a net positive charge for individual PEI/DNA complexesdh D-4P complex
carries a net charge of +2). Local attractive forces havepsorsated for the overall
repulsive force associated with like-charged entities.ofarall positive charge is
typically observed in PEI/DNA complexes prepared with esscPEI [7], and in
this regard, our simulations concurred with the experiraleribservations.

A significant observation derived from the current studiess the ability of
free PEI molecules to replace PEI molecules already boumN\i& molecules in
an aggregate. This process will have implications for pragien of DNA com-
plexes to be used for transfection, as well as for dissariati DNA complexes
essential for functional transfection. The fact that exd@slA-binding molecules
might displace already bound molecules might be utilizebddtter engineer DNA
complexes prepared by step-by-step addition of transfiecomplexes [46], where
complexes are prepared by sequential addition of constitunelecules. For exam-
ple, A-B-C-D complexes were prepared by complexing DNA (Ajhwpolymeric
polycations (B), followed by the addition of lipophilic ssituents (C) and cell-
binding moieties (D). Our results support the experimeabaservation that such

sequential addition of DNA-binding molecules can lead &bkt incorporation of
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individual constituents added at later stages of asseniijtyimizing the complex
properties in this approach were mostly experimentallyadrj and the current study
provide an alternative means to further fine-tune the baiate of the complexes.
It might be possible to compare the relative binding affirt substituentsn silico
beforehand and determine which molecules might be moréystatorporated into
the complexes. The final state of the specific moleculehedomplexes might
be better understood in this way. For example, MD simulaticould be used to
determine if cell-binding moieties are embedded in a compleretained on the
surface readily accessible for target binding.

Macromolecular displacement of DNA-binding molecules gigregates might
be especially critical for complex stability. Interactiovith naturally occurring
macromolecules in the extracellular matrix (e.g., hepatfate) has undesirable
consequence on transfection [47, 48], which leads to itibibiof DNA uptake.
MD simulations can help identify DNA carriers resistant tels displacements and
enhance the stability of DNA aggregates that is needed fldlaeuptake. Displace-
ment with intracellular macromolecules, on the other ham@ssential to release
the DNA in free form for efficient transcription [49, 50]. Bgfic proteins capa-
ble of interacting with DNA complexes were identified [52]5whose binding to
complexes were shown to facilitate nuclear uptake and ateyg transgene expres-
sion. The atomistic MD simulations might shed importantghsinto this process,
providing a better means to predict the complex stabilitthie presence of these
intracellular molecules. Simulating displacement of iesmmolecules with known
DNA-binding molecules such as histones will reveal infotimmabout DNA disas-

sembly inside the cells.

4.3.5 Limitationsand future studies

Even though the simulations reported here are the-statieeeért in terms of model
size and simulation time, the current computational litiotas restricted us to fo-
cusing on only one species of PEI, where the protonatioe sgathitecture, and
molecular weight were fixed. Such factors can potentiaffead PEI mediated

DNA aggregation and will be part of our future work. We alrg&tow that PEIs
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with lower degree of protonation display lower binding aftfy to DNA (i.e., bind-
ing is less stable in MD simulations) [31]. The linear formtloé PEI also behaves
in a similar fashion as compared to the branched PEls sigdila¢re [31]. The
level of protonation employed in this study was more reiglisf PEI's state un-
der physiological conditions (i.e., pH between 6 and 7) [30ld branched PEI is
more commonly used for DNA delivery. On the basis of our pasutations for
23% protonated PEls [31], which mimics PEI’s state at pH §,[86veral conjec-
tures can be made on DNA aggregation by the less protonatksd PiEst, due to
their lower binding affinity to DNA [31], the aggregates niated by less proto-
nated PEIs would be less stable and the PEI exchange amobdiNthenolecules
might be more common. Because a considerable fraction oh[28% PEIls con-
tribute to binding with DNA through indirect hydrogen bondimediated by water
molecules [31], we expect the 23% PElIs to neutralize the DN&\larger distance
from the DNA C1’ atoms compared with the 46% PEIs; i.e., theatality of 23%
PEls to neutralize the DNA would be weaker. This might cahseformed aggre-
gate in excess PEls to be less positively charged. The |bosding of 23% PEI to
DNA may also increase the DNA-DNA spacing in the aggregabes€ conjectures
will be tested via additional simulations.

Another limitation is the size of DNA aggregates studieghetere the largest
aggregate was composed of 4 DNA molecules leading to a sizel6fnm with
excess PEIs. The aggregate size formed with the PEI/DNA towap are larger
in reality. For example;~100 nm aggregates are routinely reported for the 25 kDa
branched PEI, and we recently reported aggregates as lsusf@0a700 nm for the
PEls with MW of 0.6-2.0 kDa [45]. Therefore, a larger numb&Er®NA complexes
will be needed to realistically simulate DNA aggregationpdoged for cell trans-
fections. Alternatively, longer chain DNA molecules midig needed to achieve
more realistic aggregation. MD simulations can help undedswhat determines
the aggregate size obtained under experimental condigindsmore importantly,
what makes the aggregation stop before an exuberant aggliedarmed consum-
ing all of the DNA and PEI molecules. Since size is importanthie transfection

efficiency of the DNA aggregates [53, 54], better controtrainsfection could be
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achieved as a result of such simulations.

4.4 Conclusions

We performed a series of all-atom MD simulations to study REediated DNA
aggregation. The results clearly demonstrate that PElsibate to DNA aggrega-
tion through two mechanisms: (i) forming polyion bridgesvibeen DNA segments
and (ii) screening the negative DNA charges at a short distniom the surface of
DNA molecules. As a consequence of the latter mechanisnREMONA charge
ratio needs to be above certain value in order to maintaiatdesaggregation. Com-
pared with monovalent ions, PEIs are shown to be more capébleutralizing the
DNAs at close distance and provide full neutralization-dt2 A from the DNA
C1’ atoms, when the PEI/DNA charge ratio is above 1. The DNWADspacing
in the DNA/PEI aggregates were between 2A.4nd 29.0A. Excess PEls were
capable of binding to the already positively charged agapeegnd further increase
its charge. They can also replace the PEIs previously boaidet DNAs in the
aggregate. The binding of excess PEls, however, does nogetthe DNA-DNA

spacing.
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Chapter 5

Probing the Effects of Lipid
Substitution on Polycation Mediated
DNA Aggregation: A Molecular
Dynamics Simulations Study 1

5.1 Introduction

Gene delivery has been extensively studied in the past twadds as a means to
treat diseases associated with defective gene expredsidh RAlthough there have
been as many as 1786 clinical trials to date [3], the lack fe#f aad efficient gene
delivery carriers is still a major impediment for the suatakapplication of such
treatment. Polycations, such as polyethylenimine (PEIB]4 are an important
category of nonviral carriers since they are effective andaot arouse the safety
concerns associated with viral carriers [6, 7]. Moreovempared with viral carri-
ers, polycationic carriers have the advantage of beinglyeaagineered with other
functional groups, making it possible to tailor their prapes for different applica-
tions. Experimentally, it has been found that modifyingygaltions with lipophilic
and hydrophobic moieties can enhance the performance péqiabn-based gene
delivery carriers [8]. Khalikt al. [9] and Phanet al. [10] investigated the cellular
interaction and transfection efficiency of lipid modifipdptides, and found that the
lipid modification yielded more stable polyplexes and ledhigher cellular uptake.
Hydrophobic modification of chitosan was also found to litatie DNA conden-
sation by forming stable polyplexes with DNA and to enhaneeegdelivery with

improved cell entry [11--13]. Lipid modification of poly-lysine was found to

1A version of this chapter has been published. Reprintedpétmission from: C. Sun, T. Tang,
H. Uludag, Biomacromolecules, 2012, 13 (9), p2982-2988p\y€ight 2012 American Chemical
Society.
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greatly enhance the DNA delivery efficiency due to increlasellular uptake and
better protection from DNA degradation [14--17]. Neamnetrll. studied the de-
livery and transfection efficiency of 2 kDa PEIls modifiedthvcaprylic, myristic,
palmitic, stearic, oleic and linoleic acids [18]. They faltiat as little as one lipid
substitution per PEI (with linoleic acid substituent) abtiansform the ineffective
2 kDa native PEI into effective carriers comparable withhiygeffective 25 kDa
PEI. Bahaduet al. investigated the efficiency of 0.6, 1.2, and 2 kDa PEls medif
by palmitic acid, and found that the lipid substitution lecithigher zeta potential of
the formed polyplexes, increased cell uptake of the DNA, emtanced transgene
expression [19]. Despite the experimental evidence, thHeentar mechanism con-
tributing to the beneficial effects of such modificationgane delivery is not clear,
and remains to be investigated.

Two recent works have attempted to address the effect afsliph the aggre-
gation of DNA. Patel and Anchordoquy experimentally inigestied the spermine
and lipospermine induced DNA condensation [20]. They fotlvad while liposper-
mines gave higher DNA binding affinity due to their higherdhgphobicity, they
lacked the capacity to condense the DNA into compact tofattactures. The
steric hindrance introduced by the acyl chain in lipospeenvas postulated to
preclude packaging of DNA into compact dimensions. Poseteh, using meso-
scopic coarse-grained simulations, studied the bindirgpofesterol-modified den-
drimers to DNAs [21]. It was shown that the cholesterol miedidendrimers could
form self-assembly through the interaction among the hgldobic units (choles-
terol), which was a reason they could condense DNA more tefedg compared
with native dendrimers. The influence of lipids on peptidgr@gation was investi-
gated in the recent work by Hurgjjal. [22] and Todorovaet al. [23] via computer
simulations. They found that in the absence of lipids, pggtimanifested higher
flexibility and aggregated through interactions among dh@matic cores. In the
presence of lipids, the head lipid groups more favorablgrantted with the hy-
drophilic regions on the peptides while the lipid tails mgimteracted with the
hydrophobic regions. Such interactions interfered withititeractions among the

aromatic cores and prohibited the aggregation of peptidksarly, lipids can have
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different roles that may contribute positively or negalym® the aggregation; this
demands a careful examination on DNA aggregation mediagdgid modified
polycations.

Computer simulations, especially all-atom molecular dagitg (MD) simula-
tions, have proven to a powerful tool in studying interagctad polycations with
nucleic acids, viruses and other drug molecules [24--35}.example, besides the
works mentioned above, all-atom MD simulations has beed tsevaluate the
ability of different copolymers to incorporate lipophilitugs into micelles, which
yielded results in good comparison with experimental da&.[ In this work, in
order to elucidate the role of lipid substitution in polyioatmediated DNA aggre-
gation and condensation, we performed a series of large atlahtom MD simu-
lations. PEI was considered as the representative podycatid oleic acid (C18,
1) as the representative lipid substituent in this studyr €udy determined the
location of the lipid moieties in the formed polyplexes, ahed light on the effects

of lipid substitution on DNA binding and aggregation.

5.2 Methods

5.2.1 Simulated Systemsand Procedure

The DNA simulated in this work was a Drew-Dickerson dodecatf€GCGAATT
CGCG), carrying a total charge of -22. The initial structure of theAwas built
to be a canonical B form using AMBER NAB tool [36]. The ImPEhsilated
is a 831 Da branched PEI consisting of 13 amine groups witinglesioleic acid
(OA) lipid tail grafted on a primary amine. The chemical sture and protonation
sites of the IMPEI are shown in Figure 5.1. A total of six pniynar secondary
amines were chosen to be protonated corresponding to anptaio ratio of 46%.
We chose the 46% protonation ratio to be consistent with tbeopation ratio of
47% for 600 Da PEI at pH= 6 from our recent study [37]. The protonation sites
were distributed as uniformly as possible to minimize thedgmamic interactions
between the protonated amines [32]. The initial structfitt@ImPEI was built in

VMD [38] and then energetically minimized in NAMD [39]. Fiveeparate systems
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were simulated in this study, and their information is sumireea in Table 5.1. To
get an equilibrated configuration of the ImPEI, system ImB&nsisting of a sin-
gle ImMPEI molecule with explicit water and counterions wiast fsimulated for 6
ns. The configuration of the ImPEI at the end of the simulatias adopted as the
initial configuration of the IMPEIs in the following simulans. To study the inter-
action of one DNA with one ImPEI, and to determine the logatd the cationic
and lipophilic moieties of the IMPEI relative to the DNA, 1% 1D-1P contain-
ing one DNA and one ImPEI was simulated for 50 ns. The init@ifiguration
of system 1D-1P is shown in Figure 5.2(a), where the prin@gas of the ImPEI
were aligned parallel to the DNA axis and its center of ma€3NiFwas positioned
at 25A from the DNA COM. To investigate the binding of multiple IF&R to a
DNA, we adopted the final configuration of 1D-1P and addee¢hmore ImPEIs
to form the new system 1D-4P. The added 3 ImPEls in 1D-4P wgamaaligned
parallel to the DNA axis with their COM at 2B away from the DNA COM (Fig-
ure 5.2(b)). The 1D-4P system was simulated for 100 ns. Feumtical equilibrated
1D-4P complexes were then used to construct the system PQel6tudy ImPEI
mediated DNA aggregation. The four 1D-4P complexes weanged on the four
corners of a square, as shown in Figure 5.2(c). The axes dbtlieDNAs were
aligned to be parallel and the COM of each 1D-4P complex waaraged from the
COM of its neighboring complex by 3&. The 4D-16P system was simulated for
100 ns. To investigate the effect of excess ImPEIs on the Dijfkegation, 12 Im-
PEls were added to the 4D-16P system at the end of the 100 okasion, and the
new system is referred to as 4D-28P. The added 12 ImPElssuted the 4D-16P
polyplex in a circular fashion located at #2from the COM of 4D-16P system as
shown in Figure 5.2(d). The 4D-28P system was simulatedd@on. It should be
pointed out that there are many ways of specifying the irsbafigurations for sys-
tems 4D-16P and 4D-28P. One particular reason the pregéat aonfigurations
are chosen is that the same initial configurations were ursadorevious work on
native PEl mediated DNA aggregation [33]. Having the sante&lirsetting allows
us to best address the influence of lipid in the DNA aggregatiTo facilitate the
data presentation, in systems 4D-16P and 4D-28P, each DiAated with a cap-
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Table 5.1: Information of the five systems simulated in gtigdy.

System No. of Chargeratio No. of Simulation box No. of Time
name | DNA/ImPEI DNA/IMPElI  atoms sizeA3) Na+/Cl-  (ns)
ImPEI 0/1 0/6 12856 64 x 48 x 41 0/6 6
1D-1P 1/1 22/6 34210 74 x 69 x 66 22/6 50
1D-4P 1/4 22/24 65285 81 x 92 x 86 0/2 100
4D-16P 4/16 88/96 96278 104 x 105 x 87 0/8 100
4D-28P 4/28 88/168 163034 117 x 117 x 117 0/80 200

ital letter (A, B, C or D), and each ImPEI is labeled with a nien{l-16 in 4D-16P;
17-28 for the additional 12 ImPEls in 4D-28P).

H3Co_
| Ha Hy Hy H
|_|3N/\/N\/\N/\/g\/\N/\/g\/\N/\/g\/\N/\/N\/\ﬁH3
® H | H
HN NH3
>\/\/\/\/=\/\/g/\/
O

Figure 5.1: Molecular structures and protonation sitesheflipid modified PEI
studied in this work.

5.2.2 Simulation Details

A CHARMM format force field was developed and validated [82] PEI based on
the CHARMM General Force Field [40], and CHARMM 27 force @¢#1, 42] was
used for all other molecules. All simulations were perfodnging NAMD [39]. A
time step of 2 fs, TIP3P water model [43], periodic boundanydition, full electro-
statics with particle-mesh Ewald method [44], cutoff ofA 2or van der Waals in-
teractions and electrostatics pairwise calculations taedHAKE algorithm [45]
were used for all the simulations. During each simulatiba,dystem was first min-
imized for 5000 steps. The system was then heated from 0 t&306@0 ps with
10keal/(molx A2) harmonic restraint on the non-hydrogen atoms of the DNAs and
ImPEIs. The simulation was continued for 4 ns at 300 K and nrthe restraint
to have the ions relax around the solutes. We then removecsti@int and NPT
ensemble simulation was performed for the period of timeeted in Table 5.1 for

each system. The length of the simulations was shown to Iliieisut to generate
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a) 1D-1P at 0 ns b) 1D-4P at 0 ns

¢ @

Figure 5.2: Snapshots of the initial configurations: (a}1P®at 0 ns, (b) 1D-4P at
0 ns, (c) 4D-16P at O ns, (d) 4D-28P at O ns. Different InPEbsrapresented by
different colors (except in (d) where the extra 12 ImPElsianed); the OA moi-
eties on the IMPElIs are represented by spheres; water antedons are removed
for clarity.
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dynamic equilibrium, an evidence of which is given in Appetid. VMD [38] was

used for visualization and trajectories analysis.

5.3 Resultsand Discussions
5.3.1 Location of Lipophilic Moietiesand Lipid Association

Although the size and charge of the carrier/DNA polyplexesrautinely assessed
in an experimental setting, the structural details esflgcihe location of the
lipophilic moieties in the lipid-modified polycation/DNpolyplexes have not been
investigated [8]. Figure 5.3 shows the final configuratidor systems 1D-1P, 1D-
4P, 4D-16P, and 4D-28P, where the lipid moieties on the IRiE represented
by spheres. In system 1D-1P (Figure 5.3(a)), the cationietyof the ImPEI
conforms to the DNA while the lipid tail remains on the outsigdith no obvious
interactions with the DNA molecule. In system 1D-4P (Fig6t8(b)), the four
lipid tails still stay outside of the complex with three o&th being associated with
one another. In system 4D-16P (Figure 5.3(c)), a DNA agdeeigaformed and
a large lipid association involving multiple ImPElIs is faechin the middle of the
four DNA molecules. The remaining lipids also stay asseciatith one another on
the periphery of the DNA aggregate. In system 4D-28P (FiGuséd)), the DNA
aggregate and the large lipid association continue to.dxistddition, some of the
added ImPEIs are attached to the outer surface of the form&ddgregate.

To quantify the location of cationic and lipophilic moietief the ImPEIs rela-
tive to the DNA, in Figure 5.4 we plotted the cumulative pettegie of the ImPEI
nitrogens and lipid carbons for system 1D-4P as a functiodigtince from any
DNA C1’ atom, averaged over the last 40 ns of the simulatidme T1’ atoms are
on the sugar rings of the DNAs, located inside the DNA helia distance of-5
A from the surface of DNA defined by the phosphorus atoms.iguife 5.4, taking
the ImPEI nitrogens for example, the cumulative percentdagegiven distance
is the percentage of all the ImMPEI nitrogens within a distanftom any DNA C1’
atoms. The curve for the ImPEI nitrogens rises quickly frdvh & 4A to ~90%

at 9A, demonstrating that most ImPEI nitrogens stay betweend49eh from the
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a) 1D-1P at 50 ns b) 1D-4P at 100 ns

10 0 ot
>, %
T
- e

Figure 5.3: Snapshots of the final configurations: (a) at 50 ns, (b) 1D-4P
at 100 ns, (c) 4D-16P at 100 ns, (d) 4D-28P at 200 ns. DiffdreREls are repre-
sented by different colors (except in (d) where the extrarRHEIs are in red); the
OA moieties on the ImPEIls are represented by spheres; wadetaunterions are
removed for clarity.
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DNA C1’ atoms. The curve for the lipid carbons only reack@9% at 104, indi-

cating that only~30% of the lipid carbons are within 18 of the DNA C1’ atoms.
These curves clearly show that, as observed visually inrEi§uB(b), the cationic
moieties bind closely to the DNA while the lipid substituenénd to stay away

from the DNA instead of being located inside the DNA grooves.

i00f 0

S
o 80r
(o)
8
c
8 60r
o)
o
2 40}
©
=]
% 20t — ImPEI nitrogens |
(O R Y N Lipid carbons

0 : ; y

0 5 10 15 20 25

r (angstrom)

Figure 5.4: Cumulative percentage of the ImPEI nitrogerts lgnd carbons as
functions of the distance from any DNA C1’ atom in system 1R®-4

As seen in Figure 5.3(c), the lipid moieties that stay on tepbhery of the Im-
PEI/DNA complex become associated with one another whetiptellmPEI/DNA
complexes are placed together. This can play a significdatin aggregating the
DNAs. To quantify the association among the lipid tails ie #iggregate, in Fig-
ure 5.5 we tabulated, between each pair of lipid tails, thalmer of pairs of lipid
carbons that are closer than55apart, averaged over the last 40 ns of the simula-
tions. The calculations were performed for both systemd8B-and 4D-28P. The
numbers on the top and right of each subfigure are the ImRites. Each pair
of ImPEIs in a system can form a pair of lipid tails. This resuh 120 pairs of
lipid tails in systems 4D-16P and 378 pairs in 4D-28P, c@oesling to 120 cells
in Figure 5.5(a) and 378 cells in Figure 5.5(b), respecyivBlach lipid tail has 18
carbons; thus, between a pair of lipid tails there are 32dsmdicarbons. Among
these 324 pairs of carbons, the number of pairs with# i counted and given

in the cell corresponding to this pair of lipid tails. Theldslleft empty where no
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carbon pairs are found to be withins For example, number 11 on the top left cell
of Figure 5.5(a) means that out of the 324 pairs of carbonsdest IMPEI 1 and
ImPEI 2 in system 4D-16P, 11 pairs are separated Aybless. We choose A as
the criterion because this is the closet carbon-carboartstwithin which the free
energy for the association of two alkane molecules is negatidicating that their
associaltion is energetically favorable [46]. If one or m@airs of lipid carbons
between two lipid tails is closer than/ apart, the two lipid tails are said to be
associated. In Figure 5.5(a), consider the rows 1, 2, 6-#iCcaltumns 2, 6-10, 13,
all the cells formed by these rows and columns have nonzertats, which are
marked with red squares. This indicates that ImPEIs 1, Z2) &A 13 are mutually
associated and they form a large association involving &lwslih system 4D-16P.
It can be seen in Figure 5.3(c) that this association stattseimiddle of the poly-
plex. Since the 8 ImPEIs bind to different DNAs, the lipid@adation contributes to
holding the DNAs in an aggregated form. Four other lipid aggtons each involv-
ing only two ImPEIs also exist in the polyplex (illustrated the squares of green,
blue, orange and olive colors in Figure 5.5(a)). OveraltheanPEI in system 4D-
16P is associated with at least one other ImPEIs througtisjmlemonstrating the
significance of lipid association in the polyplex.

In system 4D-28P, the 12 extra ImPEIs are indexed by numi@e281as shown
in Figure 5.5(b). Comparing the columns 2-16 of Figure 5.5(bh Figure 5.5(a),
it can be seen that all the colored squares stay in the samgdocThis means that,
after adding 12 more ImPElIs, the lipid associations fornmeslyistem 4D-16P pre-
serve in system 4D-28P. In addition, IMPEI 27 joins the liggdociation between
ImPEIs 3 and 4 (3 cells marked by green squares in Figure )3, 5tiPEI 20 joins
the lipid association between ImPEIls 11 and 12 (3 cells nthbyeorange squares
in Figure 5.5(b)); ImPEIs 19, 21, 23, and 24 form a new assiocianvolving four
ImPEIs (6 cells marked by violet squares in Figure 5.5(b))PEls 17 and 18 are
associated (cyan square in Figure 5.5(b)); as well InPEB2226 are associated
(yellow square in Figure 5.5(b)). Only two ImPEIs, PEIs 2% &8, are not asso-
ciated with any other ImPEIs. It should be noted that nothadl éxtra ImPEIs are

bound to the DNA aggregate. In particular, by examining tineling state of each
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ImPEI with the DNAs (Figure D.3 in Appendix D), we found thdtring the last
40 ns of the simulation, ImPEIs 17, 20, 22, and 27 directlydkimthe DNAs for
more than 50% of the time. ImPEIls 18 and 26 bind directly toDN&As for short
periods of time; also they attach to the polyplex throughdigssociation with Im-
PEls 17 and 22. ImPElIs 19, 21, 23, and 24 do not bind to any DNwWseaist in
an associated form in the solution. ImPEIs 25 and 28 neitimel to the DNAS nor

are associated with any other ImPEIs.

5.3.2 Polyion Bridging and DNA Charge Neutralization

Two main mechanisms have been identified in native PEI niediBNA aggrega-
tion [33]: polyion bridging (i.e., a polycation binding witmultiple DNA segments
simultaneously; see detailed definition in Appendix D) @A charge neutral-
ization. Not surprisingly, we found that polyion bridgintp@ plays an important
role in IMPEI mediated DNA aggregation. Specially, five IBI® participated in
bridging two or three DNAs for longer than 50% of the simwatitime in both
systems 4D-16P and 4D-28P (see Figures D.2 and D.3 in App&)dHowever,
the intensity of polyion bridging appears to be slightly keathan that in native
PEI mediated DNA aggregation, as in both the system comigidi DNAs with
16 native PEIls and the system containing 4 DNAs with 28 nd®izés, eight PEIs
participated in bridging DNAs for longer than 50% of the slation time [33]. We
attribute this to the steric disturbance on the polyiondind arising from the lipid
tails on the ImPEls.

To investigate how ImPEIs neutralize the DNA charges andtidrehe lipid
modification introduces any effect on the charge neutasitim, we plotted the cu-
mulative distributions, with respect to the DNA C1’' atom§ pootonated PEI ni-
trogens, Cl- ions, and the net charge of PEI and ions, avdrager the last 40 ns
of the simulations (Figure 5.6). The results for ImPElst(éelumn) are compared
with those for native PEIs [33] (right column). In each sgbifie of Figure 5.6, the
straight dashed black line indicates the total charge @alDiNAs in the system carry,
and the blue solid curve is the total charge of PEI and ionkiwa given distance

to their nearest DNA C1' atoms. At the distance where blac& And blue curve
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intersect, the DNA charges are 100% neutralized by the P&li@ams. At larger
distances, the PEI and ions charges exceed the DNA chargeshe@ DNA(S) are
‘overneutralized’. It can be seen that the PElIs in all thesieays demonstrate simi-
lar characteristics in neutralizing the DNA(s). Quaniuely, the distance at which
the ImMPEIls 100% neutralize the DNA(S) is shorter than theadie at which the
native PEIs 100% neutralize the DNA(S). Specifically, fgstem 1D-4P, such dis-
tance is~10 A for ImPEls and~12 A for native PEls. For system 4D-28P, such
distance is~8 A for ImPEls and~10 A for native PEls. The distance at which the
‘overneutralization’ maximizes is approximately the sdorall the 6 system, being
~15 A. However, in excess of PEls, the degree of overneutrazas higher for
ImPEIs, which can be seen by comparing the peak values ofltieesblid curves
in Figure 5.6(e) and (f). The overneutralization of the DNvas also be quantified
using the number of PEI molecules bound to the DNAs duringimelation. Here
we say a ImPEIl is bound to DNA if it has one or more nitrogenshimitb& of any
DNA N/O atoms (see Appendix D for details). Figure 5.7 sholis humber as
a function of simulation time for the system of 4D-28P withHEIs. On average,
19.7 ImPElIs are directly bound with the DNAs during the 1a@t$ of the simu-
lation for system 4D-28P. These 19.7 ImPEIs carry a positherge of 118 and
the DNASs carry a negative charge of -88. Besides the ImPEéstly bound to the
DNAs, there are some ImPEIs attached to the polyplex thrdmpigh association
with the ImPElIs directly bound to the DNAs. Thus, the resigjtpolyplex carries a
positive charge higher than30. To compare, in the system of 4 DNAs with 28 na-
tive PEIs [33], on average 18.2 PEIs were bound to the DNAmduhe last 40 ns
of the simulation. Overall, our results show that the PE&pability in neutralizing

DNA is slightly enhanced by the lipid substitution.

5.3.3 Water Release during the Aggregation Process

Macromolecular association in aqueous environment is allyraccompanied by
the release of water molecules previously adhering to thiases of the macro-
molecules. Since the water molecules on the macromolesutéaces are less mo-

bile, suchrelease is an entropically favorable procedsavitee energy reduction of
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Table 5.2: Number of water molecules released from the esldtiring the aggre-
gation process.

System | 4D-16P 4D-16P 4D-28P 4D-28P
(ImPEI) (native PEI) (ImPEI) (native PEI)

# of Waters\ 1003 794 1345 844

up to 2 kcal/mol at 300 K [47]. Therefore, counting the numifewvater molecules
released during the macromolecule association allows assess the entropic gain
from water release upon macromolecular binding. Table &n2nsarizes the num-
ber of water molecules released from the hydration shelhefsplutes (within 3

A from the molecules) during the aggregation process falesys 4D-16P and 4D-
28P and their counterparts involving native PEIs [33]. Detainformation on the
calculation is given in Appendix D. It can be seen that the bers of released
water molecules are much higher for the ImPEI systems thath# native PEI
systems. System 4D-16P ha20% more water molecules released, and system
4D-28P has as high as60% more water molecules released compared to its native
PEI counterpart. There are two reasons for the much largeuatof water release

in the presence of ImPEIs. First, there are a greater nunfderREI molecules
(>19.7) in the ImMPEI/DNA polyplex than the number of native #E&18.2) in the
native PEI/DNA polyplex. Second, the ImPEIs in the ImPEI®Nolyplex are

significantly associated, resulting in more water release

5.3.4 Discussion

From our simulation results, several effects of the lipibstiution on DNA ag-
gregation can be identified. First, compared with the plelygormed by DNA
and native PEIls [33], the existence of hydrophobic moietieshe periphery of
the IMPEI/DNA polyplex can present the hydrophobic groupsereffectively for
interaction with cell membranes and other hydrophobicdgaal entities on the
delivery path. The external location of lipids is expectetbicilitate the internaliza-
tion of the DNAs through cell membranes, supporting the erpentally observed
higher cellular uptake of INPEI/DNA polyplexes comparednwiative PEI/DNA

polyplexes [19]. The peripheral lipids can also enhancdrtefacial interaction
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among ImPEI/DNA polyplexes and drive their growth into kargolyplexes, which
is confirmed in our experimental observation that the siAzen®EI/DNA polyplex
became larger after 30 min (unpublished results). Moredwerlipids on the pe-
riphery of the polyplex can presumably reduce the accdigibf degrading nucle-
ases to the DNA molecules and hence protect the DNAs fromadeagjon. Second,
the INPEI/DNA polyplex formed in our simulation has demoattd enhanced sta-
bility compared with native PEI/DNA polyplex [33]. A strorgyidence of this is
that when we added 12 extra PEIs to the polyplex formed by 4 Bal#d 16 native
PEls, we found that some of the original 16 PEIls were “reptiicby the added
PEls in that they unbound from the DNAs while allowing the headded PEls
to bind to the DNAs [33]. Interestingly, this did not happerour current 4D-28P
system after adding 12 ImPEIs (see Figure D.3 in AppendixDthe original 16
ImPEIs bound firmly to the DNAs during the entire 200 ns siatign. We attribute
the increased stability to the intensive linkage formed agnithe ImPEIs through
lipid association which we observed in systems 4D-16P an®8@P. In fact, de-
spite the steric hindrance associated with the presendeedipid tails, the radius
of gyration of the four DNAs aggregated by ImPElIs is found ¢aearly identical
to that of the four DNAs aggregated by native PEIs (see Figudein Appendix
D). The lipid association has compensated for the steridrhimce as well as the
electrostatic repulsion between the likely charged ImRfid allowed the forma-
tion of a network in which the ImPEIs collectively aggregtte DNAs and all the
DNAs are mutually connected. In contrast, native PEIs wodkiidually in aggre-
gating the DNAs and only a fraction of the DNAs in the aggregate mutually
connected by the native PEIls [33], resulting in polyplexdé$ an overall lower
stability. Another support for the enhanced stability af timPEI/DNA polyplex is
the significantly larger amount of water molecules reldasem the IMPEI/DNA
polyplex compared with the native PEI/DNA polyplex. Beocawsater release is
associated with entropy gain and free energy reductionemater release con-
tributes favorably to increase the stability of the formeti/plex. The low stability
of polyplexes formed by low molecular weight (LMW) native BEnight be a ma-

jor reason for the low cellular uptake of these polyplexesdi¥/ing LMW PEIs
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with lipid substitution could overcome this drawback ofimatLMW PEIs while
taking the advantage of the low toxicity associated with LNP®&Is. Finally, in ex-
cess of PEls, the polyplex formed by ImPEIs and DNAs is momatppely charged
compared with that formed by native PEIs and DNAs. This issesient with the
experimental finding that IMPEI aggregated polyplexesehavhigher¢ potential
than native PEI aggregated polyplexes [19, 48].

In an experimental investigation of the dissociation offedi#nt polylexes
formed by 2 kDa native PEI and 23 ImPEIls with different typesl amount of
lipid substitutions, it was found that 7 of the ImPEIs fornmalyplexes that were
more difficult to dissociate compared with native PEI fodnaolyplexes, while
the other 16 ImPEIs formed polyplexes that were easier teodiate [18]. This
suggests that the lipid modification might weaken the $itglof the polyplex in
some cases. Our simulation results have shown that theelegp®lyion bridging
is slightly weaker for InPEI mediated DNA aggregation. Theakened polyion
bridging by lipid substitution could make the polyplex eadio dissociate while
the network formed among the ImPEIs from lipid associationld provide more
resistance to the polyplex dissociation. For the systenmdiesd in this work, the
weakened stability from less intensive polyion bridgingnsre than compensated
by the enhanced stability due to lipid association, anditifeEI/DNA polyplexes
manifest higher stability. However, for ImPEIs modifiedthvdifferent types and
amount of lipid substitutions, the significance of these t@ffects might be re-
versed. The delicate balance between these two effectglpsoan explanation for
the experimentally observed different dissociation ressiolr ImPEIs with different
lipid substitution [18].

5.4 Conclusions

When ImPEIs bind with a DNA, the cationic moieties of the Im&torm close con-
tact with the DNA whereas the lipid moieties stay at the gegiy. Compared with
native PEIs, which aggregate DNAs through polyion bridgamg charge neutral-

ization, InPEIs mediate DNA aggregation through an add#@ionechanism: asso-
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ciation among lipid tails of different ImPEIs. The lipid assation is significant
and it further stabilizes the ImMPEI/DNA polyplex. Howevdhre lipid substitution
weakens the polyion bridging and this might have an oppeéiget on the stability
enhanced by lipid association. The peripheral locatiohetfipid moieties attached
to the IMPEI/DNA polyplex increases the hydrophobicity loé formed polyplex

and contributes favorably to the interaction of the polypiéth cell membrane.
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Chapter 6

A Molecular Dynamics Simulation
Study on the Effect of Lipid
Substitution on Polyethylenimine
M ediated SRNA Complexation !

6.1 Introduction

RNA interference (RNA1) via small interfering RNA (siRNA) is a promising thera-
peutic strategy which have attracted intense attention during the past decade [1, 2].
Protective carriers are needed to deliver siRNA to the target site (cytosol) since
siRNA is rapidly degraded by nucleases in the biological environment in its native
form. siRNA itself cannot permeate cell membrane on its own, given the anionic
charge of the cell membrane and the siRNA itself. Delivering siRNA into cells in
an effective way is a major impediment for its successful therapeutic applications.
Polycationic carriers, such as polyethylenimine (PEI) [3, 4], have evolved into a
major approach for siRNA delivery with the advantage of being readily modified
with other functional groups, making it possible to tailor their properties for dif-
ferent applications [5]. In addition, polycationic carriers do not arouse the safety
concerns associated with viral carriers [6, 7]. High molecular weight (HMW, ~25
kDa) PEIs is one class of effective carriers for siRNA delivery and often consid-
ered as ‘gold standard’ in non-viral gene delivery, however, the high toxicity and
limited biodegradability prohibit their clinical use. Low molecular weight (LMW,
<2 kDa) PEIs display acceptable toxicity but cannot effectively deliver siRNA into
cells. Modifying polycations with lipophilic and hydrophobic moieties was found

to improve the performance of polycation-based gene delivery carriers [5, 8]. Mod-

A version of this chapter has been accepted for publication. Reprinted from: C. Sun, T. Tang,
H. Uludag, Biomaterials, 2013, DOI:10.1016/j.biomaterials.2013.01.011, in press.
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ifying poly-L-lysine (PLL) with a lipid, for example, grelgtenhanced the siRNA
delivery efficiency with increased cellular uptake andéeprotection from siRNA
degradation [9, 10]. Cationic carriers containing chaestwere found to improve
siRNA delivery through an enhanced interaction with cellnmbeane [11]. The
impact of different lipid substitution on the assembly ardivcery of SiRNA by 2
kDa PEI was investigated, and lipid substitution was founsignificantly increase
the cellular uptake and lead to effective gene knockdowh witnimal cytotoxi-
cities [12]. It was also found that not all the lipid modifteans were beneficial
and the performance of modified PEIs depended on the nafutee substituted
lipids and the level of substitution [12]. Despite the exmpemtal evidence for the
beneficial effects of the lipid modifications, the molemumechanism behind the
beneficial effects is not clear, and remains to be probed.

Computer simulations especially molecular dynamics (MD)utations are
playing an increasingly important role in studying nuclaed complexation with
carriers. Recent MD simulation studies provided insigtd the self-assembly pro-
cess and structure-binding relationship of siRNA with dandrs [13--20]. They
demonstrated the validity of using MD simulations to stuuly interaction between
SsiRNA and supramolecular carriers. For example, the radiugyration of the
dendrimer calculated from the simulation was consistettt thie SAXS measured
value [20]. However, these simulation studies only ingzded the interaction
of carriers with a single siRNA molecule, while in practicgistems, the carriers
are often interacting with multiple siRNA molecules to cende the siRNAs into
nanoparticles. Simulations involving multiple siRNA molges will provide a
more realistic insight on the role of carriers in SIRNA coeyation process.

In order to elucidate the mechanisms of PEI mediated siRNAadexation and
condensation, we performed a series of large scale all-Ménsimulations with
four sSIRNA molecules. We specially focused on the role oidlipubstitution in
siRNA binding and condensation. A branched 2 kDa PEI was tadogs the na-
tive PEI and four PEIs modified with caprylic acid (CA) anddieic acid (LA) at
two substitution levels were adopted as the lipid modifieds? These conjugates

were chosen due to the availability of extensive experialegddta on their SiRNA
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delivery capabilities. Our study aims to shed light on thectre-function rela-
tionship by analyzing the structures of PEI/siRNA poly@syxand correlating them

with experimental data.

6.2 Methods
6.2.1 Simulated Systemsand Procedure

The siRNA simulated in this study has the following sequesease: 5’-CAGAAA
GCUUAGUACCAAATT-3, antisense: 5-UUUGUACUAAGCUUUCUGC-3’,
which was used extensively to silence P-glycoprotein [9,1P). It is composed of
42 nucleotides carrying a total charge of -40 in the fullyptetonated state. The
initial structure of the siRNA was built to be a canonical Arfousing the AMBER
NAB tool [21]. The native PEI simulated is a branched PEI whionsists of 43
amine groups (primary, secondary and tertiary) and has acular mass of 1874
Da [22]. Four lipid-modified PEIs were adopted and referteés: P1CA, PEI
with one caprylic acid (CA); BBCA, PEI with three CAs; ELLA, PEI with one
linoleic acid (LA); and P3LA, PEI with three LAs. These levels of substitution are
in the practical range where functional differences werseoled from the native
PEIl in siRNA delivery [12]. To facilitate the discussion bar, we generally refer
to both the native PEI and lipid modified PEls as PEls. Thardbal structures
and protonation sites of the five PEIls are shown in Figure Bdt the native PEI,
20 amine groups (marked by and #1, #2, #3 in Figure 6.1) were chosen
to be protonated, corresponding to a protonation ratio &b 46 recently found
experimentally at pH = 6 [23]. The protonation sites werdgssd to only the
primary and secondary amines, and were arranged as unyffasygossible to min-
imize thermodynamic interactions between the protonatedes. For PLCA and
P_1LA, the corresponding lipid is grafted on the native PElitd 1 as shown in
Figure 6.1. Similarly, for BBCA and RP3LA, three lipids are grafted on the native
PEI at sites#1, #2, #3 as shown in Figure 6.1. The initial structures of the PEIs
were built in VMD [24] and then energetically minimized in WD [25] to obtain

the initial PEI structures for the subsequent MD simultagio Five initial MD
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Table 6.1: Information of the five single PEI systems sinedidn this study.

System| Charge of No. of Simulation box  No. of Simulation time
name the PEI  atoms sizea(3) Na+/Cl- restrainegfree (ns)
P2k 20 37160 58 x 69 x 92 0/20 0.2 + 50
P_1CA 19 20096 58 x 58 x 58 0/19 0.2 4+ 40
P_3CA 17 20123 58 x 58 x 58 0/17 0.2 440
P1LA 19 20215 58 x 58 x 58 0/19 0.2 4+ 40
P_3LA 17 20042 58 x 58 x 58 0/17 0.2 440

simulations were first performed for the PEIs, each of whiohtained one PEI
with explicit water and a number of CI- ions to neutralize flystems (Table 6.1).
The structure of each PEI at the end of the simulation wastadags the initial

configuration for PEIs in the simulations of PEI mediateRINA complexation.
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+ 2 —NH

HN, |
2 N H N
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Figure 6.1: Molecular structure, protonation sites anmllgubstitution sites of the
five PEIls studied.

Five systems were then simulated to study the PEI mediaAsicomplexa-
tion, each of which contains 4 siRNAs and 18 PEls correspuntti a PEI/SiRNA

N/P charge ratio of-2. For each system, appropriate amount of Na+ and CI- ions
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Table 6.2: Information of the five PEI/SiRNA systems simathin this study.

System Lipid Chargeratio No.of  Simulation box No. of  Time (ns)
name no./type SiRNA/PEI  atoms siz&f) Na+/Cl- restr+free
4R-18P none 160/360 157456 115 x 115 x 115 136/336 10 + 200

4R-18RP1CA | 1CA 160/342 157210 115 x 115 x 115 136/318 10+ 200
4R-18RP3CA | 3CA 160/306 156817 115 x 115 x 115 136/282 10+ 200
4R-18R1LA 1LA 160/342 156787 115 x 115 x 115 136/318 10+ 200
4R-18R3LA 3LA 160/306 156496 115 x 115 x 115 136/282 10+ 200

were added to simulate the salt concentration of 154 mM asiplogical levels.
Detailed information of the five systems is summarized ibl€&.2. In this work,
each system will be referred to by its name in the first colushiTable 6.2. In
constructing the initial configurations for each of theefisystems, the axes of the
four sSiRNAs were aligned to be parallel to one another andipogd on the four
corners of a square with 3% side length. The principal axes of the PEls were ini-
tially aligned parallel to the siRNA axes, and the center asg(COM) of each PEI
was positioned at 28, away from the axis of its neighboring siRNA(s). Detailed

arrangement of the initial configurations is illustratedsigure 6.2.

6.2.2 Simulation Details

A CHARMM format force field was developed and validated [26 PEI based
on the CHARMM General Force Field [27], and CHARMM 27 forceldi [28, 29]
was used for all other molecules. All simulations were panked using the MD
package NAMD [25]. TIP3P water model [30], periodic bourydeondition, full
electrostatics with particle-mesh Ewald method [31], ffutitstance 104 for van
der Waals interactions and electrostatics pairwise cafiouns, SHAKE algorithm
[32] to constrain all bonds containing hydrogens, and a step of 2 fs were used
for all the simulations.

For each system, the PEI/siRNA molecule(s) were first gel¥anto a cubic
water box. lons were then added into the water box by randoeplacing equiv-
alent amount of water molecules using VMD [24]. During eatchuation, the
system was first minimized for 5000 steps, then heated fradri®300 K in 20 ps
with 10 keal/(molxA2) harmonic restraint on the non-hydrogen atoms of the so-

lute. The restraint was kept on for 200 ps for the single PElesyis or 10 ns for the
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Figure 6.2: Initial (left panel -- axis view, central panelside view) and final
configurations (right panel) of the five PEI/SIRNA systenfa) 4R-18P, (b) 4R-
18P 1CA, (c) 4R-18P3CA, (d) 4R-18P1LA, (e) 4R-18P3LA. Different PEls and
siRNAs are represented in different colors; the lipid mie&gbn the PEls are repre-
sented by spheres; water and ions are removed for clarity.
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PEI/siRNA complex systems at 300 K and 1 bar to relax the iomsral the solutes.
The restraint was then removed and NPT ensemble simulatienperformed for
40-50 ns for the single PEI systems or 200 ns for the PEI/siRbifyplex systems.

VMD [24] was used for visualization and trajectories anelys

6.3 Resultsand Discussion
6.3.1 Dynamicsof SRNA Complexation

Figure 6.2 shows snapshots of the initial and final configjons for the five poly-
plexes, where the lipid moieties on the PEIs in Figure 6d@(bre represented by
spheres. For all five systems, the four siRNAs are centsatyuestered in the poly-
plexes formed with the PEIs at the end of the simulationsy#tesns 4R-18P, 4R-
18P.1CA and 4R-18PLLA, several PEIs are not attached to the formed polyplexes
and exist freely in solution, unlike the polyplexes formedwPEIs containing
higher lipid content, BBCA and P3LA.

To investigate the dynamics of PEIs binding during the caxation process,
we plotted the numbers of PEIs bound to siRNAs as a functidimaf (Figure 6.3).
Here we define a PEI to be bound to siRNAs if it has at least orveithin 4 A
of any siRNA N/O atoms. For all five systems, the numbers dsRidund to the
SsiRNAs rise quickly to~16 during the first 10 ns of the simulations. The curves
display significant fluctuation from 10 ns to 50 ns, afterigéhthe fluctuations di-
minish to some degree. At the late stage of the simulatibedyound PEIs stabilize
at around 16, 16, 18, 15, 16 for systems 4R-18P, 4R-I@R, 4R-18RP3CA, 4R-
18P 1LA and 4R-18P3LA, respectively. Since a PEI carries a positive charge of
17-20 and the four siRNAs carry a negative charge of -16Qhalfive polyplexes
formed are positively charged, which is consistent withekperimental observa-
tions [12]. Comparison between data in Figure 6.3 and tha Gionfigurations of
the polyplexes suggest that some lipid modified PEI molkesutvolved in a poly-
plex are not directly bound to the siRNAs. These PEls in ftatch to the polyplex
through lipid association with other PEIs, which is an intpat mechanism for
siRNA complexation by lipid modified PEIs and will be dissesl in detalil later.
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Table 6.3: Number of water molecules released from the sdluting the complex-

ation process.
System ‘4R-18P 4R-18PLICA 4R-18RP3CA 4R-18RP1LA 4R-18P3LA

no. of waters| 1577 1588 1910 1861 2054

Macromolecular association in aqueous environments lysugults in the re-
lease of water molecules previously adhering to surfacdseahacromolecules. In
our work, monitoring the number of the water molecules onRE¢s/siRNAs sur-
face allows us to monitor the complexation process and tggathether dynamic
equilibrium has been reached. Since the water moleculeeemacromolecular
surfaces are less mobile than those in the free bulk stath, lease is an en-
tropically favorable process with a free energy reductibum to 2 kcal/mol at
300 K [33]. Therefore, the number of water molecules reldakeing the macro-
molecule association allows us to assess the entropic gein macromolecular
binding. Figure 6.4 shows the numbers of water moleculeblerhiydration shell
of the PEIs/siRNAs (within 3 from the molecules) as a function of simulation
time. For all five systems, the number of water moleculesha hydration shell
drop quickly during the first 50 ns, indicating that as théyptexes form, a large
number of water molecules were displaced from the PEI anNAiBurfaces into
the bulk during this period. The curves start to level ofeaft00 ns, indicating
dynamic equilibriums have been reached. Table 6.3 sumesatize number of
water molecules released from the hydration shell of theteslat the end of the
simulation time. Detailed information on this calculatiisngiven in Appendix E.
The released water molecules are higher for the systemdipihmodified PEIs
than for system 4R-18P with native PEIs. With more lipid sitbson on PEIs,
more water molecules are released: 4R-1&FA (1588) vs. 4R-18BCA (1910)
and 4R-18P1LA (1861) vs. 4R-18BBLA (2054). The longer alkyl chain in RLA
and P3LA leads to more water molecules being released, as conhpatiethe sys-
tems with the same level of CA substitution. The lipids anpexted to associate in
agueous solution to reduce their solvent accessible surfélee larger amount of
water release for systems with lipid modified PEls is likidyeflect water released

from the lipid association. We will address the lipid asation later in this work.
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6.3.2 Polyion Bridging and ssRNA Charge Neutralization

We previously identified two main mechanisms for native Rieldiated DNA com-
plexation [34]: polyion bridging (i.e., a polycation spamgp across multiple DNA
segments simultaneously; see detailed definition in AdpeR) and DNA charge
neutralization. As expected, we found that polyion bridgatso plays an impor-
tant role in PEI mediated siRNA complexation. Specially, $gstems 4R-18P,
4R-18P1CA, 4R-18P3CA, 4R-18P1LA and 4R-18P3LA, 7, 7, 8, 9, 8 PEls, re-
spectively, participated in bridging two or three siRNAs llanger than 50% of the
simulation time (see Figures E.1-E.5 in Appendix E). Théssecnumbers indicate
that lipid substitution does not affect the polyion bridgimehavior of the PElIs.

To investigate how the five different PEIs neutralize theNA charges, we
plotted the cumulative distributions, with respect to tHeNA C1’ atoms, of PEI
N+, Na+, Cl- and the total charge of PEl/salt ions, averagest the last 80 ns of
the simulations (Figure 6.5). The C1’ atoms are on the suggs of the siRNAS,
located inside the siRNA helix at a distance~a5 A from the surface of siRNA
defined by the phosphorus atoms. In each subfigure of Figérehe dashed black
line indicates the -160 charge of the four siRNAs, and the Islolid curve is the
total charge of PEI and salt ions within given distance tarthearest sSiRNA C1’
atoms. The four siRNA are 100% neutralized by the PEls artdaad at the dis-
tance where the black dashed line and blue curve interdecdnlbe seen that the
curves for the five systems share a similar characterigtar. all the systems, the
PEls/ions neutralize the siRNA at a distance-f A from the siRNA C1’ atoms.
Within 8 A, it can be seen that the distribution of Cl- and Na+ ions irimal and
almost identical, and the curves for the net charge of PiEd/imasically overlaps
with the curves for the PEI charge. Therefore, we concludetttie PEIs contribute
dominantly in neutralizing the siRNA within the of the siRNA C1’ atoms. Be-
ing capable of neutralizing the siRNAs at such a short dc#as a major mecha-
nism for PEl mediated siRNA complexation. At distances lmelythe intersection
of the black line and the blue curve, the PEI and ion chargesezkthe siRNA
chargesj.e., the siRNAs are over-neutralized at such distances. Tleesiygtems

have a similar extent of maximum over-neutralization~&#5 charges at-18 A
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from the SiRNA C1’ atoms. The similar neutralizing charaisti#c for the five PEIs
demonstrates that the lipid substitution on PEIs does rietiatheir capability of
neutralizing the siRNA molecules. In Figure E.6 of Appen#lixwe plotted the
charge neutralization curves based on four different tirmelaws at the late stage

of the simulations as an evidence for convergence of thelation trajectories.

80— = Net charge of PEI and ions
a) 4R—18P ' """ A PEI N+
260 =7 |l ==-c-
-—-—Na+
— — - Total charge of the 4 siRNAs
160
60
0

Cumulative number

r (angstrom)

Figure 6.5: Cumulative numbers of protonated PEI Ns, Na+,a0ld net charge of
PEI/Na+/Cl- as a function of the distance from any RNA Clmat@veraged over
the last 80 ns of each simulation). The total charge of the $tRNAs is plotted
by a straight dashed black lines as reference in each suéfigia) 4R-18P, (b)
4R-18P1CA, (c) 4R-18P3CA, (d) 4R-18P1LA, (e) 4R-18P3LA.

6.3.3 Lipid Association

Visual examination of the final configurations in Figur@-e) shows that some
lipid tails from different PEls are associated at the endhaf simulation. The

much larger amount of water release with lipid modified P&és also indicative
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of significant association among the lipids. To quantify lipid association among
different PEIs, in Figure 6.6, we tabulated the number ofgpai lipid carbons that
are closer than & between each pair of PEls, averaged over the last 40 ns of the
simulations. The numbers on the top and right of each suldigre the PEI indices.
The 18 PEls in each system results in 153 possible pairing s, Rorresponding to
153 cells in each subfigure of Figure 6.6. A CA lipid has 8 cardso that one pair
of P_1CA would have 64 pairing of carbons. Similarly, for 4R-18€A, 4R-18P-
1LA and 4R-18P3LA, all possible pairing of carbons would be 576, 324 and&91
respectively. Among these possible carbon pairs, the nuaflpairs within 5A are
counted and given in the cell corresponding to this pair dsPEhe cells are left
empty where no carbon pair was found to be withi.5-or examples, number 9 on
the top left of Figure 6.6(a) means that out of the 64 pairsadbons between PEI 1
and PEI 3 in system 4D-18RCA, 9 pairs are separated b)&&br less; number 169
on the bottom of Figure 6.6(d) means that out of the 2916 jphicarbons between
PEI 15 and PEI 16 in system 4D-18R A, 169 pairs are separated by&'ior less.
We choose A as the criterion because this is the closest carbon-cadstance
within which the free energy for the association of two akkamolecules is negative,
indicating that their association is energetically fawdea/35]. The situation of
at least one pair of carbon being closer thaA &part is considered to represent
linked PEI molecules through lipid association. Only twarpaf PEIs are linked
in system 4D-18RLCA (Figure 6.6(a)). For system 4D-18FCA with increased
level of substitution, the intensity of lipid associatierdramatically increased, with
11 pairs of PEIs linked (Figure 6.6(b)). Between each ofdtgkspairs of PEIs, 5.7
pairs of lipid carbons (on average) are closer thak &part. Systems 4D-18R
1LA and 4D-18R3LA have 6 and 8 pairs of PEls linked, respectively, with the
average numbers of lipid carbon pairs between each painkédi PEIs being 35
and 107. There are three PEIls mutually linked in systems &8R-l A and 4D-
18R3LA, which are marked by gray cells in Figure 6.6(c, d). Whiee kevel of
lipid substitution increases, the number of linked PElstigh lipid association do
not increase as dramatically for LA substituted PEls asftra A substituted PEls,

however, the average number of lipid carbon pairs betweem @air of linked PEIs
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increases by approximately three times for the longer lipior systems 4D-18R
1CA and 4D-18R1LA with one lipid substitution per PEI, with longer lipid ah,
the intensity of lipid association increased dramaticall{erms of both number of
linked PEIs and average number of lipid carbon pairs betveaeh pair of linked
PEls. For systems 4D-18BCA and 4D-18R3LA with three lipid substitution per
PEI, with longer lipid chain, the number of linked PEIs adfyidecrease from 11
to 8, however, the average number of lipid carbon pairs batveach pair of linked
PEls is almost 19 times as high for 4D-1&RA.

To investigate how the lipid associations evolve duringsineulations, we plot-
ted the number of lipid carbon pairs that are closer thénaﬁ)art between certain
pairs of PEIs as a function of simulation time in Figure 6.7lyCthose pairs of
PEls that have lipid association during the last 40 ns as edbirk Figure 6.6 are
considered. For 4D-18RCA (Figure 6.7(a)), the curves undergo rapid fluctuation
between 0 and 20, indicating that the lipid associations/éen the two pairs of
PEls are highly unstable. Increasing the lipid substitutevel from 1 CA to 3 CA
per PEI does not change the unstable nature of the lipid s for the 11 pairs
of PEIs in 4D-18R3CA (Figure 6.7(b)). The associations fluctuate rapidlynsen
0 and 40, for example, the lipid association between PEIf#i1la breaks for-20
times during the 200 ns simulation time. For 4D-18RA with long LA lipid
(Figure 6.7(c)), both the magnitude of fluctuation and ttegjfiency of breakage of
lipid associations are reduced. Five lipid associatiordgHA-5, 6-8, 6-14, 8-14,
11-15) out of the six still break for several times during #uulations. Unlike
for CA, increasing the LA substitution level stabilizes thed association (Figure
6.7(d)), evidenced by that the eight lipid associationsendéveak apart once they
are formed in the simulations.

For PEIs with 3 CA or 3 LA substituents, the three lipids witloine PEI could
associate and this can make the PEI molecule more rigid.eTaédltabulates the
lipid association status among the three lipids on indi@ldREIls in systems 4D-
18R.3CA and 4D-18R3LA. If none of the three lipids on a PEI is associated, it
is marked with ‘N’; if the three lipids are mutually assoedt it is marked with

‘A’; otherwise, the three lipids are partially associated anarked with ‘P’. For all
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Figure 6.6: Number of pairs of lipid carbons that are clokant5A apart between
each pair of PEIs, averaged over the last 40 ns of the sironkatn (a) 4R-18R
1CA, (b) 4R-18P3CA, (c) 4R-18P1LA, (d) 4R-18P3LA. The numbers on the top
and right of each subfigure are PEI indices. Only the now-rembers are shown
and marked with red squares. The PEls involved in the sanoeiasen are marked
by gray cells in (c, d).
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Table 6.4: Lipid association among the three lipids on iidilial PEIs in systems
4R-18P3CA and 4R-18B3LA. (N--none; P--partially; A--all.)

PElindex |1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
4R-18R3CA| N P N P P P P N N P N P A P N P P A
4R-18R3ILA | A A A A A A A A A A A A A A A A A A

the 18 PEls in 4D-18BLA, the three lipids on each PEI are mutually associated,
while for 4D-18R3CA only two PEIs have their three lipids mutually assodate
Ten PEls in 4D-18RBCA have the three lipids partially associated and six PEls
have no self lipid association. The universal lipid assomieon individual P3LAs

in system 4D-18R3LA could cause the BLAs possess more rigidity and hence
manifest a mere profound steric effect when binding to siRBéch effect can be

seen from the compactness of the siRNAs as demonstrated.belo

6.3.4 Compactness of the SsSRNAs

To gauge the compactness of the SIRNA molecules in the potgsland their stabil-
ity, we plotted the radii of gyratio®®, of the four SIRNA molecules as a function of
simulation time in each system (Figure 6.8). For a given plaby, a higher value
of R, is an indicator of more loosely arranged siRNA moleculeshi: polyplex.
For all the five systems, th&, curves follow a generally decreasing trend during
the first 50 ns of the simulations, indicating the formatadrihe siRNA polyplexes
while the siRNA molecules are moving closer. TRgvalues fluctuate from 50 ns
to 200 ns. During the last 80 ns of the simulations, the aweefggof the four siR-
NAs are 31.08, 29.1A, 27.9A, 27.0A and 28.0A, and the variance of th&, are
0.19A, 0.08A, 0.05A, 0.05A and 0.11A for systems 4R-18P, 4R-18ECA, 4R-
18P3CA, 4R-18P1LA and 4R-18P3LA, respectively. The 4R-18P has the most
loose and least stable siRNA structure among the five pekgd indicated by the
largestR, and largest variance. This indicates that the lipid modtfan compacts
and stabilizes the siRNA polyplexes. The siRNAs in systerl8R 1CA have a
larger and more fluctuatingg, compared to the sSiRNAs in 4R-18FCA. This is
expected as the more lipid substitution per PEI, the moréoprally the effects of
the lipid substitution manifest. However, the siRNAs inteys 4R-18P3LA have

a largerR, compared to the siRNAs in 4R-18R A with less lipid substitution. It
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seems therefore that higher lipid substitution level dagsacessarily lead to more
compact siRNA structure. This can be explained by the faattttie association of
the three LA lipids on individual PEls generates a significsteric hindrance for

condensing the siRNAs.

6.3.5 Location of Cationic and Lipophilic M oieties of PEIs

Although the size and charge of carrier/siRNA polyplexesrautinely assessed in
experiments, the structural details especially the locatif the lipophilic moieties
in the polyplexes have not been investigated experimgr{&ll To assess the loca-
tion of cationic and lipophilic moieties of the PEls relatito the siRNAs, in Figure
6.9 we plotted the cumulative percentage (left panel) addisadistribution func-
tion (right panel) of the PEI Ns and lipid carbons as a funttbdistance from any
siRNA N/O atom, averaged over the last 80 ns of the simulatiaking the PEI
Ns for example, the cumulative percentage at a given distamncthe percentage
of all the PEI Ns within a distancefrom any siRNA N/O atoms. For all the five
systems, the cumulative percentage curves for the PEI Bguigkly from 0% at
2.5A to ~40% at 53, and to~80% at 15A. The curves for lipid carbons rise from
3 A (0%) following a similar trend as the curves for PEI Ns, bue fipid carbon
curves generally right shift by 1-& of the PEI Ns curves. This clearly shows that
the lipophilic moieties are located further away from tHeNAs than the cationic
moieties. The corresponding subfigures in the right pah&ligure 6.9 show the
detailed distribution of the PEI Ns and lipid carbons withpect to the siRNA N/O
atoms. The five systems have a similar pattern of PEI N tistion. There are two
predominant peaks: one a2.5A and one at-4.5A. The first peak corresponds
to the expected distance for direct contact between the Ritleagroups and the
siRNA N/O atoms through hydrogen bonding. The second pealesjponds to
the distance for indirect interactions, such as hydrogerding mediated by one
water molecule. Each of the two peaks corresponds20% of the total PEI Ns.
The similar pattern of PEI N distribution among the five gyss demonstrates that
lipid modification does not seem to affect the interactietvieen the siRNAs and

the cationic moieties of PEIls, which is also consistent withsimilar neutralization
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capability the five different PEls demonstrate. The lipgdllmons have one predom-
inant peak at-4 A, and this peak accounts fer40% of the total lipid carbons for
systems 4R-18RCA and 4R-18PLLA, ~35% carbons for system 4R-1&TA
and ~25% carbons for system 4R-18RA. The less amount of lipid carbons at
the vicinity of siRNAs in systems 4R-18BCA and 4R-18E3LA is probably due

to the lipid association among the three lipids on individe&ls as discussed in
the previous subsection, which makes the lipid tails mayiel and hence harder to
comply with the siRNAs. For systems 4R-18HiA and 4R-18P3LA with long

LA lipids, there is a second peak for lipid carbons~&& A, which is more pro-
nounced for system 4R-18BLA. This can be explained by the fact that the long
LA lipids are more probable to have their lipid carbons lecdurther from the siR-
NAs due to their physical length. The lipid association agtre three lipids on
individual PElIs for system 4R-18BLA contributes to its more pronounced second
peak because such association makes the lipid moietiesthardomply with the

SiRNAs as discussed above.
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Figure 6.8: Radius of gyration of the four siRNAs in each egsts a function of
simulation time.
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Figure 6.9: Cumulative percentage (left panel) and radistridution function
(right panel) of the PEI Ns and lipid carbons as functionshef distance from the
siRNA N/O atom in (a) 4R-18P, (b) 4R-18FCA, (c) 4R-18P3CA, (d) 4R-18P-
1LA, (e) 4R-18P3LA.
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6.3.6 Implications

Molecular details of siRNA polyplexes derived from MD siratibns are expected
to be correlated to molecular features of SiRNA complexssyall as biologically
relevant performance, such as cellular uptake, intraleellwafficking and func-
tional silencing. Although one ultimately wishes to seekrelations with func-
tional silencing effects, it is premature to undertake #highis stage since polyplex
dissociation needs to take place for silencing and detéiplyplex dissociation
and interactions with endogenous solutes (such as the sifai@t mRNA) have
not been attempted before with MD simulations. However eexpental studies
on cellular uptake of polyplexes have been reported by caungprior to the MD
simulations. Cellular uptake is a relatively simple, sexgtep process that should
be more amenable for correlations with MD simulations (asgared to silencing).
The cellular uptake of siRNA polyplexes formed with CA- anél-substituted
PEls is summarized in Figure 6.10 [12, 36, 37]. Our experialepbservations
are derived from 3 different cell lines and we employed paysiRNA weight ra-
tios of 2:1 or 8:1 in these studies (corresponding to (1011dihd (40-56):1 molar
ratios, respectively, depending on the level and naturgpaf substitution). The
simulations in this study were obtained by using a molaorati4.5:1. First clear
observation in all experimental uptake studies was theanga cellular delivery of
siRNA with lipid substitutions as compared to native PEl.rslstable nature of the
polyplexes formed by lipid-substituted PEls (givenByin this study) is confirma-
tory of general observations on the correlation betweerctimeplex stability and
cellular uptake [38, 39]. The presence of lipid moiety, whanhances the com-
patibility of polyplexes with lipid membrane, cannot beedlout in this context.
The siRNA uptake with CA-substituted PEIs is consistentlithaee cell types em-
ployed, kidney tubule MDCK cells, breast cancer MDA-439gahd breast cancer
MDA-231 cells [12, 36, 37]; the uptake was correlated to CAtitution level un-
der all conditions. MD simulation indicated low degree gidi interactions with
CA at low substitution and improving interactions with iaasing substitution lev-
els, resulting in higher stability of the polyplex (smalfierctuation inR,). Hence,

increased stability of polyplexes with increasing CA levedvealed with MD sim-
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ulations was consistent with the experimental uptake tesdlhe siRNA uptake
with the LA-substituted PEIls, on the other hand, was morepdimated. At low
substitution levels (e.g., 1 LA per PEI), LA substitutionsmaore effective than
CA for facilitating siRNA uptake. The MD simulations alsddicated better inter-
action among LA lipids at such low substitution levels. HglA substitutions
(e.g., 3 LAs per PEI) did not always lead to higher uptake ipegdnental studies,
supportive of MD simulation results that indicated low legEsubstitutions to be
sufficient to induce lipid-lipid interactions in the casktlois longer lipid. The rigid
PEI structure obtained with higher level of LA substitutioould inhibit further
siRNA binding, an observation noted on PAMAM dendrimers byéhet al. [15].
The R, values obtained for LA substituted PEI was not indicativa@brrelation
between the substitution level and the polyplex stabilitye overall cellular uptake
studies with this substituent also did not indicate a clearetation between the up-
take and substitution level. In that sense, the lack of gtimrrelations between
LA substitution level and cellular uptake of siRNA was refige of the effect of
LA on calculatedR, values in this study.

One experimental observation not reproduced in this stsitlya higher charge
(¢-potential) of the polyplexes formed with lipid-substegdtPEIls, as compared to
polyplexes with native PEI. Better assembly of the polypexas evident with
higher lipid substitution (see Figure 6.2), which would éa&d to higher charges
if all PEI molecules were equally charged. A limited numb&rBEIs were used in
our simulations whereas the experimental studies usualpt@y higher PEI:SiRNA
ratios (as indicated above with the molar ratios). It is gwesthat more lipid-
substituted PEIs could assemble to the polyplex with 4 siRINA MD simulations
might reveal such an effect when polyplexes are simulatéid igher PEI:SIRNA
ratios. Secondly, the charges on PEI are considered fixdusrstudy, whereas a
dynamic protonation state might change the overall char¢fgeqpolyplexes.

The peripheral lipids on the polyplexes can better proteetsiRNAs from de-
grading nucleases, and also facilitate the interactiorhefgolyplexes with cell
membranes and other hydrophobic biological entities ondédevery path. This

lipid distribution and the stable lipid association areeced to be beneficial for in-
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ternalization of the polyplexes through cell membraneppsuting the experimen-
tally observed higher cellular uptake obtained with lipiddified carriers [9, 12].
On the other hand, the peripheral location of lipids alsovjgl®s an opportunity
for siRNA polyplexes towards an undesirable aggregatiatestia facilitated hy-
drophobic interactions. It will be useful to design systemmere the lipid moieties
are exposed to periphery only after contact with cell s@$aso that cell penetra-
tion is enhanced while aggregation in solution is suppiksaéso, the stable lipid
association is undesired for the siRNA unloading at theetasge. These oppos-
ing effects should be considered in rational design of Hipiodified polymer based
carriers.

Our simulations can be adopted for investigating the corgtien of siRNA
molecules with other polycationic carriers. Through ipteting the structural prop-
erties of a SiRNA polylex formed with a designed polycatiome, can evaluate the
siRNA complexation capability of this polycation from MDnsulation. Future MD
simulations can also be conducted to assess the perforraatieepolycation in re-
leasing the delivered siRNA, thus helping to better interite experimental results

on silencing efficiency and eventually helping screen ddate design schemes.

6.4 Conclusions

We performed a series of all-atom MD simulations to studyNs#diRcomplexation

mediated by native and lipid-modified PEls. We found thatlipid modification

does not affect PEI's capability to neutralize the siRNA4.fike PEIs used in the
simulations can completely neutralize the siRNAs at a disteof~8 A from the

siRNA C1’ atoms. Polyion bridging plays an important rolesiRNA complex-
ation, which is not affected by the substituted lipids. Tip@philic moieties are
located further away from the siRNAs compared to the catiomieties. The lipid
associations between short lipids (CA) form and break feetjy for one and three
CA substituted PEI. The lipid associations between longl$iLA) are more sta-
ble, where the lipid associations never break once they tturing the simulation

for three LA substituted PEI. The results also revealedglRINA structures medi-
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ated by lipid modified PEIls are more compact and stable. [Ebs odified with
short lipids (CA), increasing the lipid substitution levem one to three lipids per
PEI makes the effects of lipid modification manifest morardatically, resulting in
more compact and stable siRNA structure. For PEls modifigallang lipids (LA),
increasing the lipid substitution from one to three lipids PEI does not change
the amount of PEI linkage via lipid association much, ana# h reverse effect on
compacting siRNA structure due to increased steric hinrdmmought by the lipid

association among the three lipids on individual PEIs.
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Chapter 7
Conclusions and Future Prospects

7.1 Conclusions

In this dissertation, we performed a series of all-atom MDugations for the com-
plexation of nucleic acids with native and lipid-modifiedEIB. The simulation
results generally agreed well with experimental data ancemeer, explored some
structural information of the polyplexes which cannot beessed through experi-
ments.

We started our simulations from the simplest case -- a siDdlé interacting
with a single PEI and the PEI has the lowest molecular weig®® Oa) among all
the commercially available PEIs. Eight 600 Da PEls with fdifferent architec-
tures and at two protonation ratios (23% and 46%) were adopiée found that
the PEls primarily bind to the DNA backbone through the fatioraof hydrogen
bonding with the backbone oxygens. The 46% protonated PRtstb the DNA
more tightly and form more stable complexes compared wi#h pBotonated PEIs.
Compared with the protonation state, the degree of bragdias a smaller effect
on binding, which essentially diminishes at the protormatetio of 46%.

As molecular weight is an important parameter in affectifid’'$performance
as gene carrier, we then chose two 2 kDa PEIs with distinbitactures (linear and
branched with 14 primary amine groups) to check if the PEhigecture affects the
complexation at the 2 kDa molecular weight. Because the Dd\#ormally mixed
with excessive PEls in experimental settings, we incrediseccomplexity of the
systems by introducing multiple PEI molecules in the siriates. The numbers
of PEI molecules simulated correspond to two PEI/DNA N/Rogat Also, the
effect of ion concentration was investigated by simulagagh system at two ion
concentrations -- 0 and 154 mM. The simulations revealetihdisbinding modes
of branched and linear 2 kDa PEIls to DNA, with branched PEIsadg to the
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DNA surface like beads and linear PEIls adhering to the DNAaserlike cords.
This demonstrates that molecular weight of PEI is an immoffector in PEI/DNA
complexation. Further evidence for this exists in the faeit in excess of PEls
at a PEI/DNA charge ratio of 16/7, both branched and lineds Ridly neutralize
the DNA at a distance o£8 A from the DNA C1’ atoms, which is a significantly
shorter distance compared withL2 A in the case of excessive 600 Da PEls. For
both branched and linear PEIs, the addition of 154 mM sa# was found to have
only a small effect on PEI/DNA complexation compared to-f&é conditions.

As the first step on the delivery pathway, PEIs need to cosel@unicleic acids
into nanoparticles. Hence, increasing the system’s caxitpl&éom one nucleic
acid molecule to multiple nucleic acid molecules is of sigaince to simulating
a more realistic situation and to exploring the mechanismBEl mediated nu-
cleic acid aggregation. In Chapter 4, we performed a sefis#bsimulations for
600 Da branched PEI mediated DNA aggregation at varioudd™&/ratios. We
found that PEls condense DNA through two mechanisms -- poliridging and
electrostatic screening of the DNA charges. At PEI/DNA dearatio>1, PEIs
can completely neutralize DNAs at a short distane@Z A from the C1’ atoms),
and this distance was found to be insensitive to the exaaewvall the charge ratio.
When excess PEls were added to a formed PEI/DNA polypley,wee found to
bind to the aggregate and increase its cationic charge.oPtré added PEls also
replaced the PEIs previously bound to the aggregate. TheseREIs, however, do
not change the spacing of the DNAs in the polyplexes.

To probe the effects of lipid substitution on PEI mediatedAalgregation,
following the methodology established in Chapter 4, weaegdl the native 600
Da PEls with lipid-modified PEIs at the substitution levélome OA substitution
per PEIL. We found that the lipid moieties associate sigaiftty with one another,
which serves as an additional mechanism of aggregating Nssxand stabilizing
the formed polyplex. In addition, some lipid moieties stayree periphery of the
polyplex and increase the hydrophobicity of the formed pldy. The enhanced
stability and hydrophobicity might contribute to the bettellular uptake of poly-
plexes formed with lipid-modified PElIs.
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To further explore the effects of lipid length and subst@nievel on the formed
polyplexes, in Chapter 6, we adopted siRNA and five PElI mdesaccording to
those used in experiments. The five PEIls include one natkie&branched PEI
and its four analogues with two species of lipid substit@ttio substitution levels.
We found the lipid modification does not affect PEI's capigdpof neutralizing the
siRNA charge, neither does it affect the polyion bridgingmifarly as observed
in Chapter 5, significant linkages among the lipid modifiéiels via association of
lipid moieties were observed and this results in more statdecompact PEI/SIRNA
polyplexes. The lipid associations between short lipidefand break frequently
while the lipid associations between long lipids are moabist. For PEIs modified
with short lipids, increasing the lipid substitution lewelsults in more compact
and stable siRNA structure. For PEIs modified with longdgiincreasing the lipid
substitution does not change the amount of PEI linkagemid &issociation, and has
a reverse effect on compacting siRNA structure due to ise@ateric hindrance
brought by the lipid association on individual PElIs.

The results presented in this dissertation will advanceutiderstanding of the
complexation of nucleic acids with native and lipid-moddiPEls at atomistic level
and shed light on the structure-function relationship of-B&sed carriers. Some
of the conclusions can be applied to other polycationicieesr More importantly,
the methodology and analyzing techniques used in this rigdgmn can serve as
a framework for simulating other polycationic carriersughelping design more

effective polycationic carriers.

7.2 FutureProspects

Up to date, development of functional gene carriers has beastly driven by ex-
perimental efforts, but we believe that using computatisimaulations to charac-
terize the complexation of nucleic acids and carriers wikena significant impact
and ultimately revolutionize the carrier development pgsc Although the current
computational capability has limited the atomistic sintiolas to systems of rela-

tively small size &€1,000,000 atoms) and short time scatelQ00 ns) compared
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with those in practical conditions, the length and time seaicessible through sim-
ulations are rapidly increasing. In the next decade or saameanticipate atomistic
simulations of many practical aspects of carrier based detieery to be realized.
For instances, the following large scale simulations capdrormed in helping

design advanced carriers:

7.2.1 Structures and dynamics of nucleic acids/carrier com-
plexes of practical size

The size of the systems simulated in this dissertation igdiby the current com-
putational capacity and is only in the order of 10 nm, whichmisch smaller com-
pared to the nanopatrticles formed in experimental setfitygecally in the order of

100 nm). In the future, with the ever advancing computatibmadware/software,
simulating nucleic acids/carrier systems of practicatsiin atomic resolution can
be realized. This will allow us to directly compare struetsiand dynamics of
complexation revealed in simulations with experimentahd&ome important as-
pects of the complexation currently not feasible with atosimulations could be
explored through the simulations of practical sized systeRor example, we can

predict at what size the complexes will stop growing witHetént carriers.

7.2.2 Interaction and dynamics of nucleic acids/carrier com-
plexes with cell membranes, endosomal membranes and
endogenous molecules

The nucleic acids/carrier complexes will interact withl cekmbranes and possibly
encounter other biological entities including endosomalhthranes and endoge-
nous molecules on the delivery pathway. These interactiwasparamount for
the delivery process and could significantly affect thefgmenance of a carrier,
hence, simulating the interaction of complexes with cellmbeanes, endosomal

membranes and endogenous is of great relevance.
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7.2.3 Mechanismsand dynamics of nucleic acidsreleasing from
nucleic acids/carrier complexes

At the functioning sites, the carriers need to unload thdaitacids from the com-
plexes, which is a crucial step for successful gene debgeiThe molecular mech-
anisms and dynamics of the nucleic acids releasing from timeptexes can be
elucidated from atomistic simulations. Moreover, we ca@ sisulations to evalu-
ate the nucleic acids releasing capability of differentieas and to investigate the
effects of different function groups of the carriers on michcids releasing.

From the perspective of MD force field development, with tbamally advanc-
ing force field, the simulation results will be more accerand provide us with
more reliable information. For example, with the next gatien polarizable force
field, verification of the proton sponge effect [1] of PElrgar can be realized
through MD simulations.
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Appendix A

Supporting Information for Chapter
2

A.1 Details about developing the force field for PEI

The force field for PEI were developed based on the CHARMM General Force
Field (CGenFF) [1]. The force field for the building blocks of PEI are avail-
able in CGenFF, which are "RESI EAMM, CHCH,—NH,", "RESI DMAM,
CH;—NH—-CHjy”, and "RESI TMAM, N—(CHz),", corresponding to the primary,
secondary and tertiary amines, respectively. Based on these three residues all van
der Walls parameters, most bonded parameters, and partial charges for each atom
were determined. The remaining angle and torsion parameters were adopted from
existing parameters for analogous atom groups in CGenFF. It has been argued, in
the CGenFF paper [1], that this methodology can be advantageous over bonded
parameters parameterized from quantum mechanics calculations as the existing pa-
rameters have been further tuned and validated against experiments after the initial

guantum mechanics calculations.

A.2 Complex formation using CHARMM force field
(this work) VS. using AMBER force field (Ref. 2)

To examine how the complex formation can be affected by using different force
fields, we made a comparison to Ref. 2, where AMBER force field was used, by
performing a simulation of ‘System 50%-PEI(20)’ defined in Ref. 2 with the same
simulation procedure. Very close results were obtained, demonstrating the similar-
ity of these two force fields in describing the DNA/PEI systems.

The simulation parameters reported in Ref. 2 were adopted as much as possible

in our simulation:

150



1. A 20 monomers purely linear PEI (see definition of “pyréhear” in the
main texts) with 10 monomers (index 2, 4, 6, 7, 12, 13, 14, ¥6aidd 20)
protonated;

2. 27 Na+, 15 CI- counterions added in the water box to neméréthe system;
3. 50A initial separation between the DNA and PEI centers of mass;

4. SHAKE algorithm, 2 fs time step;

5. 10A cutoff for van der Waals and direct electrostatic caldokat

6. Particle mesh Ewald method;

7. 20 ps of heating to 300K after the minimization;

8. 1.2 ns NPT simulation with restraints on DNA and PEI afteating.

The differences between the two simulations exist in thiefahg aspects:

1. Force field: CHARMM (Our simulation) vs. Amber (Ref. 1);

2. Initial configurations of PEI and initial relative pasih of DNA and PEI;

3. Water box size84 x 93 x 92 A® (our simulation) vs.95 x 100 x 80 A3
(Ref. 2);

4. Simulation time: we used a much longer simulation timer{g@nd 60 ns)

since it appears that it took longer for our system to equatin.

A.21 Resaults

Figure A.1 plots the center of mass (COM) distance betweeiDthA and the PEI
as a function of simulation time. The COM distance fluctsaeound a constant
for several ns at the beginning of the simulation and agaimbaut 8-12 ns, but
overall the COM distance decreases as the PEI approach&N\heThe COM
distance becomes stable at about 20 ns of the simulation Wigenomplex has
been formed with a significant part of the PEI in close contéth the DNA. The

same characteristics was found in Ref. 2 (Shown in Figure, Advever the rates
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Figure A.1: Center of mass distance between the DNA and tha$& function of
simulation time. Time is zeroed at the moment when the nestravere removed
from the DNA and the PEI.
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FIGURE 1 Plot of the distance between the centers of mass of DNA and
the polycation chains as a function of simulation time for the first three

systems, PEI(20), PLL(20), and 50%-PEI(20). Time zero corresponds to
the moment when restraints on the chains were removed.

Figure A.2: Figure 1 from Ref. 2 [3].

152



of the complex formation in the two simulations are diffdrem our simulation
the COM distance takes about 20 ns to stabilize, while in &igts simulation it
only took about 5 ns. This could be due to the different forellfused, but more
probably, it may be due to the difference in the initial piasitof the PEI relative to
the DNA and hence the positions of the image molecules (frerrodic boundary

condition).
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Figure A.3: The number of Na+ ions and protonated amine gétng within 104
of any C1’' DNA atom as a function of time.

Figure A.3 plots the number of Na+ ions and protonated aminegens within
10A of any C1’' DNA atom as a function of time. As the PEI approactiee DNA,
the number of Na+ decreases from a value of about 7 to aboud®ating the
release of Na+ around DNA is due to its association with the PHEs curve was
not plotted for the same system (DNA and a purely-linear 5@8tgmated PEI with
20 amine groups) in Ref. 2, however, the same phenomenonowad for system
| (DNA and a 100% protonated PEI with 20 amine groups) in FIE.B0f Ref. 2
(Shown in Figure A.4).
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Number of Atoms

Time (ns)

FIGURE 3 Plot of the number of Na' ions (solid circles) and protonated
amine nitrogens (open circles) for system I (PEI(20)) within 10 A of any C1l’
DNA atom as a function of time for system I (PEI(20)). The dashed line
shows the number of Na™ ions for system VI as a reference. The number
of Na® ion around DNA helix is reduced as PEI chain approaches the
DNA helix.

Figure A.4: Figure 3 from Ref. 2 [3].

Figure A.5: A snapshot of the complex at the final stage of MD.

Figure A.5 is a snapshot of the complex at the final stage efntiolecular
dynamics (MD) simulation. The PEI is mainly in contact withlpone strand of
the DNA with a significant section of the PEI comply to the kiagne of one DNA
strand. The snapshot looks similar to the snapshot for thne system shown in

FIGURE 6(f) of Ref. 2 (not shown here).
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Figure A.6: Radial distribution functions (RDF) of Nitrog@toms in protonated
amine groups around the O1P and O2P DNA atoms.

0.20 .
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il IR [ PEI(20)
o ——— 50%-PEI(20)
S 010
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FIGURE 7 Radial distribution functions of polycation amine groups
shown in figure legends around the O1P and O2P DNA atoms. In the case
of the 50%-PEI(20) simulation, only charged amine groups are included.

Figure A.7: Figure 7 from Ref. 2 [3].

Figure A.6 is the radial distribution functions (RDF) of Miggen atoms in proto-
nated amine groups around the O1P and O2P DNA atoms, whéaecksstep 0.05
A was used in generating the figure. The RDF curve has twogeaie at about &
and the other one at aboufi5 The first peak corresponds to direct contact between
the amine groups and the DNA O1P, O2P atoms, the second peaasponds to
secondary interaction such as water-mediated hydrogedifigpnThe RDF curve
resembles that in FIGURE 7 of Ref. 2 (Shown in Figure A.7).
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Figure A.8: Cumulative number of sodium ions as a functiothefdistance from
any C1’ DNA atom.

Figure A.8 shows the average cumulative number of sodium &sra function
of the distance from any C1’ DNA atom during the last 6 ns ofdimeulation. The
closet Na+ exists at about’sfrom the C1’ atoms. From 8 to 25A, the number of
Na+ around the DNA gradually increases and approximateMd-© are within 25
A. The curve is very similar to the curve for 50%-PEI(20) irGRIRE 8 of Ref. 2
(Shown as dotted line in Figure A.9).
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FIGURE 8 Cumulative number of sodium ions as a function of the
distance from any C1’ DNA atom for each simulation. From the top line
down, the Na't (solid line), 50%-PEI(20) (dotted line), PEI(20) (short
dashes), PLL (dots-dashes), and 50%-PEI(40) (long dashes) systems are
shown.

Figure A.9: Figure 8 from Ref. 2 [3].
A.3 Torsonal parametersvalidation

In order to verify the correctness of the torsional paramnsetesed for PEls
in the MD simulations, we have calculated the torsional pié energy sur-
face (PES) as a function of certain representative dihegingles atab initio
and molecular mechanics (MM) levels. Five compound modedsewused to
calculated the PES: neutral N-Ethylethylenediamine (2;Mlkcondary amine
protonated N-Ethylethylenediamine (2-MI-P-A), primaryiae protonated N-
Ethylethylenediamine (2-MI-P-B), neutral branched trilygéimine (3-TMI) and
primary amine protonated branched trimethylimine (3-TR)I-The structure and
atom type information of these five models is shown in Figlrg0. In conjunc-
tion, the five models encompass all 13 possible combinatmnnon-hydrogen
atom types in a dihedral term for the PEls studied in this woFke studied di-
hedrals are summarize in Table A.1. Take initio quantum mechanical (QM)
calculations were carried out using Gaussian 09 [4] at MB2/6G* level. The
MM calculations were performed using package CHARMM 33bP&h our
devised force field for PEI. For each dihedrals, 25 dihedrajles were calculated
from -180 to 180 at an interval of 15
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Figures A.11 to A.23 show the comparison of the PES caladilateng QM
and MM for the 13 dihedrals, respectively. A good agreemegrmthserved in be-
tween the QM-PES and the MM-PES. In particular the overalpsh location of
the maxima and minima and most of the relative energies ofilemodel are
reproduced by the MM calculation. For some dihedrals (&lgQ-CX0-CX2-NZ2
shown in Figure A.20), evident discrepancies exist, howdwve overall behavior
is reproduced. The results obtained support the notionthiegparameters used in
the MD simulation make a model that is a good description efititra-molecular

interactions in the PEIs.

a) 2-M| b) 2-M1-P-A ¢) 2-M1-P-B
H +H2 H
d) 3-TMI €) 3-TMI-P | Atom type of non-hydrogen atoms:

! a) CV3-CX1-NZ1-CX1-CX2-NZ2
NH NH. | D) CV3-CV2-NZ-CV2-CX2-NZ2
SN TR N8 ©) CVB-CXL-NZ1-CX1-CV2-NZ

: d) CV3-CX0-NZ0-CX0-CX2-NZ2 (Horlzontal)

NZ0-CX0-CX2-NZ2 (Vertical)

: e) CV3-CX0-NZ0-CX0-CV2-NZ (Horlzontal)
NZ0-CX0-CX2-NZ2 (Vetical)

NH, NHz

Figure A.10: Molecular structures of the five compound nisde (a)
neutral N-Ethylethylenediamine (2-Ml), (b) secondary aeni protonated
N-Ethylethylenediamine (2-MI-P-A), (c) primary amine pooated N-
Ethylethylenediamine (2-MI-P-B), (d) neutral brancheigthylimine (3-TMI),
(e) primary amine protonated branched trimethylimine BFP). Atom types
of the atoms in each compound are specified in the red daspeates for (a),
(b), (c), the list corresponds to the atom types of the nadirdyen atoms in the
chain from left to right; for (c), (d), the first list correspds the atom types of the
non-hydrogen atoms in the horizontal chain from left to tigind the second list
corresponds to the non-hydrogen atoms in the vertical br&oen top to bottom.
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Table A.1: The 13 dihedrals calculated

Dihedral | Model compound QM/MM profiles
CV3-CX1-NZ1-CX1 2-Ml Figure A.11
CX1-NZ1-CX1-CX2 2-Ml Figure A.12
NZ1-CX1-CX2-NZ2 2-Ml Figure A.13
CV3-CV2-NzZ-CV2 2-MI-A Figure A.14
CV2-NZ-CVv2-CX2 2-MI-A Figure A.15

NZ-CV2-CX2-NZ2 2-MI-A Figure A.16
CX1-NZ1-CX1-CV2 2-MI-B Figure A.17
NZ1-CX1-CV2-NZ 2-MI-B Figure A.18
CV3-CX0-NZ0-CX0 3-TMI Figure A.19
NZ0-CX0-CX2-NZ2 3-TMI Figure A.20
CX0-NZ0-CX0-CV2 3-TMI-P Figure A.21
NZ0-CX0-CV2-NZ 3-TMI-P Figure A.22
CX0-NZ0-CX0-CX2 3-TMI-P Figure A.23

— MM
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Figure A.11: Potential energy profiles of dihedral CV3-GXZ1-CX1 calculated
using QM and MM.

— QM
— MM

®

E (Kcal/mol)

-180 -120 -60 60 120 180

b

Figure A.12: Potential energy profiles of dihedral CX1-NZX1-CX2 calculated
using QM and MM.
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Figure A.13: Potential energy profiles of dihedral NZ1-GEX2-NZ2 calculated
using QM and MM.
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Figure A.14: Potential energy profiles of dihedral CV3-CMZ-CV2 calculated
using QM and MM.
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Figure A.15: Potential energy profiles of dihedral CV2-lgXf2-CX2 calculated
using QM and MM.
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Figure A.16: Potential energy profiles of dihedral NZ-C\€X2-NZ2 calculated
using QM and MM.
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Figure A.17: Potential energy profiles of dihedral CX1-NZX1-CV2 calculated
using QM and MM.
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Figure A.18: Potential energy profiles of dihedral NZ1-CRY?2-NZ calculated
using QM and MM.
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Figure A.19: Potential energy profiles of dihedral CV3-GXZ0-CXO0 calculated
using QM and MM.
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Figure A.20: Potential energy profiles of dihedral NZ0-GEX2-NZ2 calculated
using QM and MM.
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Figure A.21: Potential energy profiles of dihedral CX0-NZX0-CV2 calculated
using QM and MM.
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Figure A.22: Potential energy profiles of dihedral NZ0-CR¥2-NZ calculated
using QM and MM.
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Figure A.23: Potential energy profiles of dihedral CX0-NZ&0-CX2 calculated
using QM and MM.
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Table A.2: Torsional parameters of the 13 dihedrats. in kcal/mol, andd in
degree.

. CGeenFF | Dong’s work [6]

Dihedral F, n 00k, n 5
CV3-CX1-NZ1-CX1|126 3 0410 3 0
CX1-NZ1-CX1-CX2|1.26 3 0410 3 0
NZ1-CX1-CX2-NzZ2| 0.15 3 0/ 0.6 3 0
CV3-CV2-Nz-Cv2 [ 0.10 3 0410 3 0
CV2-NzZ-Cv2-CX2 | 0.10 3 0/1.0 3 0
NZ-CV2-CX2-NzZ2 | 0.15 3 0/ 0.6 3 0
CX1-NZ1-CX1-Cv2|126 3 0,10 3 0
NZ1-CX1-CV2-NzZ | 0.15 3 0[{ 0.6 3 0
CV3-CX0-NZ0-CX0| 126 3 0410 3 0
NZ0-CX0-CX2-Nz2| 0.15 3 0/ 0.6 3 0
CX0-NZ0O-CX0-Cv2|1.26 3 0,10 3 0
NZO-CX0-CV2-NZ | 0.15 3 0/ 0.6 3 0
CX0-NZ0-CX0-CX2| 126 3 0410 3 0

A.4 The senditivity of DNA/PEI binding pattern to
thetorsional parametersof the PEls

We have also examined how sensitive our results are to iargain the torsional
parameters. To do this, we replaced our 13 dihedral paraswampletely with that
used in Dong’s MD simulations of PEI [6] and repeated two & ¢ight MD sim-
ulations for DNA/PEI complex formation (23%-PL and 46%-HBhe torsional
parameters for PEI used in Dong’s simulation were obtaingdfitting an en-
ergy profile from a density functional calculation of fomaethylethylenediamine
(DMEDA) into the dihedral angle torsion functional form8], and the simulations
yielded good results in comparison with experimental da&ble A.2 summaries
the torsional parameters used in our work and in Ref. 6, witneréorsional energy
function is in the form ofEo,sion = k(1 + cos(ng — 9)).

Figures A.24 and A.25 show the RDF and cumulative numbereftBl nitro-
gens around the DNA backbone oxygens based on the last 28jestdry of the
simulations for the 23%-PL system and the 46%-HB systerpgas/ely. It can be
observed from Figures A.24 and A.25 that, using a differenbtorsional parame-

ters which were derived from density function calculatiand have been validated
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Figure A.24: Radial distribution function (RDF) and cumita number (CDF)
of the PEI nitrogens around the DNA backbone oxygens basdtieotast 20 ns
trajectory of the simulations for 23%-PL system. (a) RDF bfPEl nitrogens,
(b) RDF of protonated PEI nitrogens, (c) CDF of all PEI niteag, (d) CDF of
protonated PEI nitrogens.
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Figure A.25: Radial distribution function (RDF) and cumita number (CDF)
of the PEI nitrogens around the DNA backbone oxygens basdtieotast 20 ns
trajectory of the simulations for 46%-HB system. (a) RDF BfREI nitrogens,
(b) RDF of protonated PEI nitrogens, (c) CDF of all PEI niteag, (d) CDF of
protonated PEI nitrogens.
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against experimental data, very similar results to ouriprtessones were obtained.
Specially, the discrepancies associated with the two $etssional parameters in
Figures A.24 and A.25 are comparable with the discreparciemng different sim-
ulation time windows using a single set of parameters as shiowAppendix A.5
of this document (Figures A.26 to A.33). For example, themisancies in Fig-
ure A.24(a) are comparable with the discrepancies in FigL2é among different
simulation windows. None of the new results obtained usingds torsional pa-
rameters changes the conclusions we made in the manuscript.

Based on the calculations in Appendices A.3 and A.4, we belikat, for the
focus of our study here which is the binding of DNA with PElsg force field we
used is quantitatively meaningful. The force field for PEght need to be further
calibrated and validated if the objective is to study thefoonation of PEIs in
solution or crystal PEIs. However to study its binding to DN&ing the CGenFF

principle to generate the force field parameters is a vgdgre@ach.

A.5 Radial distribution function (RDF) and cumu-
lative number curves within different time win-
dowsin the ssimulations

Figure A.26 and Figure A.27 are respectively the RDF plotsafbPEI nitrogens
and for the protonated PEI nitrogens around the DNA backlmxygens in the
23% systems. Figure A.28 and Figure A.29 are the same RDE fuothe 46%
systems. Figures A.30 to A.33 are the corresponding cuimalatimber plots for
23% systems and 46% systems, respectively. These RDF andative number
plots were generated based on trajectories within diftetieme windows in the
simulations.

Figures A.26, A.27, A.30 and A.31 show that even after 49 nsimiulation,
the curves are still evolving with time, and the order of theves corresponding
to different PEI structures do not maintain the same atmalkti This indicates that
the complexes formed in the 23% systems are not stable, vidnmbnsistent with

the fact that the majority of the nitrogens bind to DNA thrbugdirect interactions.
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Compared with the 23% systems, the RDF and cumulative numiyees for the
46% systems in Figures A.28, A.29, A.32 and A.33 demonstradee stability
(i.e., less variations among different simulation windpwiloreover, the curves
corresponding to different PEI structures are closer toamaher compared with
the 23% systems. In fact, after 40 ns of simulations, thesgesiessentially overlap
with one another. This indicates that at the protonatiaomaif 46%, the degree of

branching has vanishingly small effect on the binding.

010,20 49-54 ns 0.1»P) 51-56 ns
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o 2 4 6 8 10 12 0 2 4 6 8 10 12

RDF of PEI N
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0 2 4 6 8 10 12 0
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Figure A.26: Radial distribution functions of all PEI niggens around the DNA
backbone oxygens for the 23% systems, plotted for diffesantlation time win-
dows. (a) 49--54 ns, (b) 51--56 ns, (c) 53--58 ns, (d) 55-460 n
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Figure A.27: Radial distribution functions of the PEI pno&ted nitrogens around
the DNA backbone oxygens for the 23% systems, plotted fdemiht simulation
time windows. (a) 49--54 ns, (b) 51--56 ns, (c) 53--58 ns5&})60 ns.
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Figure A.28: Radial distribution functions of all PEI niggens around the DNA
backbone oxygens for the 46% systems, plotted for diffesantlation time win-
dows. (a) 29--34 ns, (b) 31--36 ns, (c) 33--38 ns, (d) 35-€l0 n
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Figure A.29: Radial distribution function of the PEI pro&ded nitrogens around
the DNA backbone oxygens for the 46% systems, plotted fdemiht simulation
time windows. (a) 29--34 ns, (b) 31--36 ns, (c) 33--38 ns3&H40 ns.
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Figure A.30: Cumulative number of the PEI nitrogens arouredl@NA backbone
oxygens for the 23% systems, plotted for different simolatime windows. (a)

49--54 ns, (b) 51--56 ns, (c) 53--58 ns, (d) 55--60 ns.
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Figure A.31: Cumulative number of the PEI protonated nigéregyaround the DNA
backbone oxygens for the 23% systems, plotted for diffesentlation time win-

dows. (a) 49--54 ns, (b) 51--56 ns, (c) 53--58 ns, (d) 55-460 n
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Figure A.32: Cumulative number of the PEI nitrogens aroured@NA backbone
oxygens for the 46% systems, plotted for different simolatime windows. (a)

29--34 ns, (b) 31--36 ns, (c) 33--38 ns, (d) 35--40 ns.
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Figure A.33: Cumulative number of the PEI protonated niéregyaround the DNA

backbone oxygens for the 46% systems, plotted for diffesentlation time win-
dows. (a) 29--34 ns, (b) 31--36 ns, (c) 33--38 ns, (d) 35-€0 n
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Appendix B
Supporting Information for Chapter
3
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Figure B.1: Radius of gyration of each PEI as a function of situtatime in
systems D-4bP, D-4bP-S, D-4IP and D-4IP-S.
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Figure B.2: Radius of gyration of each PEI as a function ofudation time in
systems D-8bP, D-8bP-S, D-8IP and D-8IP-S.
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Appendix C

Supporting Information for Chapter
4

C.1 Number of PEIs bound to DNA in system 4D-
28P

22

20}

181

16

14

121

Number of PEIls bound to DNA

10

0 50 100 150 200
Simulation time (ns)

Figure C.1: Number of PEI molecules bound to DNA during the satiah for the

4D-28P system. The definition for ‘bound’ is that at least 1 out of the 13 nitrogens
on a PEI are within A of any DNA N/O atoms.

178



C.2 Structureof DNA dodecamer and special config-
urations of two DNAs

Figure C.2: DNA dodecamer in canonical B form. C1’ atoms agresented in
small blue spheres; the centers of mass of each Watson-kasxk pair are repre-
sented in large grey spheres. (a) Side view, (b) Axis view.

a) DNA A B in 2D-8P at 20 ns b) DNA A C in 4D-16P at 130 ns

Figure C.3: Configurations of two DNAs for whiaf),..t.s: Can not truly reflect
the shortest inter-duplex distances. (a) DNA A B in 2D-8P @ng, (b) DNA A

C in 4D-16P at 130 ns. The centers of mass of each Watson-Bais& pair are
represented in grey spheres. The two schematic drawinge abp-right corners
of each subfigure illustrate the closet points for thesedwaafigurations.
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C.3 Evidenceof convergenceof thesimulation tr aj ec-
tories

Figure C.4 shows the charge neutralization curves (cuimelatet charge of
PEI/Na+/Cl- as a function of the distance from any C1’ DNAmjobased on
three time windows (last 10 ns, 2nd last 10 ns and 3rd last)Idirthe late stage
of the simulations. It can be seen that the curves almostayv&rith one another,

demonstrating the convergence of the simulation trajexsor

30 1 30
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20 120
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— —-3rd last 10ns
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O
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Figure C.4: Cumulative numbers of net charge of PEI/Na+#&8la function of the
distance from any C1’ DNA atom based on three time windowa&t,(2nd last and
3rd last 10 ns) at the late stage of the simulation. (a) D8P, (c) 2D-8P, (d)
2D-2P, (e) 4D-16P, (f) 4D-28P.
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C.4 Radii of gyration of the DNA aggregates

Figure C.5 shows the radii of gyratidR, of the DNA aggregates (2 DNAs in the
2D-8P and 2D-2P systems, and 4 DNAs in the 4D-16P and 4D-28fereg) as
a function of simulation time, not accounting for the PEIseach system. For
a given aggregate, a higher value ®f is an indicator of more loosely arranged
DNA molecules in the aggregate. For the 2D-8P and 4D-16ResysttheR,
curves decrease gradually in the beginning 50 ns, indigdtie DNAs become
more intimate. They then fluctuate for the rest of the siriota As the DNAs in
these two systems are relatively close at the beginningeo$itinulations R, only
undergoes a small decrease. For the 2D-2P sydtgit, 0 ns is equal to that for 2D-
8P at 100 ns as the initial configuration for the two DNAs isjgigtd from 2D-8P at
100 ns. TheR, curve increases slightly during the beginning 50 ns, irtdhgethe
two DNAs become less intimate. It fluctuates during the geeof 50--150 ns, but
at around 150 ng?, sharply increases from20A to ~25 A within a time window
of about 10 ns, corresponding to the separation of the two &NPhe R, curve
continues to increase with strong fluctuation thereafetecting the diffusion of
independent DNAs. For the 4D-28P systefy,at O ns is equal to that for the 4D-
16P system at 100 ns as the initial configuration for the f@NAs is adopted from
4D-16P at 100 ns. It can the seen that, over the entire 200msagion time, the
R, curve remains almost constant at around®2&vhich again demonstrates that
the compactness of the DNAs in the aggregate was barelyedféy the excessive
PEls. Generally, these curves follow a similar trend as ‘Riik$ance’ in Figures

9to 12 in the main text.
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Figure C.5: Radius of gyration of all the DNAs in a system agracfion of simula-
tion time. (a) 2D-8P, (b) 2D-2P, (c) 4D-16P, (d) 4D-28P.
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Appendix D

Supporting Information for Chapter
S

D.1 Evidence of convergence of the simulation trajec-
tories

Figure D.1 shows the charge neutralization curves (cumulative net charge of PEI
and ions as a function of the distance from any DNA C1’ atom) based on four time
windows (last 10 ns, 2nd last 10 ns, 3rd last 10 ns and 4th last 10 ns) at the late stage
of the simulations. It can be seen that the curves almost overlap with one another,

demonstrating the convergence of the simulation trajectories.
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Figure D.1: Cumulative numbers of net charge of PEI and isns fanction of the
distance from any DNA C1’ atom based on four time windowst (l&sns, 2nd last
10 ns, 3rd last 10 ns and 4th last 10 ns) at the late stage ointludegion. (a) D-4P,
(b) 4D-16P, (c) 4D-28P.
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D.2 Binding of individual ImPEIsto each DNA

A PEI N is said to be ‘in close contact with the DNA'’ if it fallsithin 4 A of any
N/O atoms of the DNA. We chose & because this is the distance within which
the PEI amine groups can form direct hydrogen bond with th&DN. A PEI is
said to be ‘bound’ to a DNA molecule if it has one or more Ns ivsel contact with
this DNA. If a PEI is ‘bound’ to two or more DNA molecules sinaheously, we
say that this PEI form a polyion bridge between the DNAs. Targifly the ability
of IMPEI to bridge the DNA molecules, we plotted the binditats of individual
ImPElIs to each DNA in terms of the number of Ns from each ImRElose contact
with each DNA, as shown in Figure D.2 for the 4D-16P systemiartedgure D.3
for the 4D-28P system. In Figure D.2, each subfigure comedp to one of the
16 ImPElIs in the 4D-16P system, and it contains 4 curves ebwaihich describes
the number of Ns of this IMPEI in close contact with a parac@NA. Similarly,
the 28 subfigures in Figure D.3 correspond to the 28 ImPElseD-28P system
and the 4 curves in each subfigure describe the binding statdmPEI with the
four DNAs. In Figure D.2, out of the 16 ImPEIs, five ImPEls &,8, 10, and 13)
participate in bridging two or three DNAs for longer than 5@¥¢the simulation
time. In Figure D.3, there are also five ImPEls (2, 6, 10, 18 48) participating
in bridging two or three DNAs for longer than 50% of the simtida time, and
ImPEI 10 bridges DNAs A, C and D during most time of the simiolat Six out
of the added 12 ImPEls (17, 18, 20, 22, 26 and 27) bind withastlene DNA for
significantly long periods. All the original 16 ImPEIs kebmding to the DNAs
and none of them was ‘replaced’ by the added ImPElIs.

D.3 Calculation of water release

In order to calculate the number of water molecules reledaddg the aggregation
process, we counted the number of water molecules withiofthe solutes in each
system as summarized in Table D.1. To determine the numbeater molecules
released for a particular system, we subtract the numbeatégnmolecules within

3 A of the polyplex from the total number of water moleculeshiit3 A of the
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Figure D.2: Number of nitrogens for each ImPEI that are withid of any N/O
atom of each DNA as a function of the simulation time for the B&P system.
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Figure D.3: Number of nitrogens for each ImPEI that are withiA of any N/O
atom of each DNA as a function of the simulation time for the Z&° system.
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Table D.1: Number of water molecules withind3of the solute at the late stage of
each system

System | Time window/entire time| No. of waters

DNA last 5 ns /20 ns 330.8

ImPEI last2 ns /6 ns 99.4

native PEI last 2 ns /6 ns 77.8

4D-16P (ImPEI) last 40 ns / 100 ns 1911.1

4D-16P (native PEI) last 40 ns /130 ns 1773.6
4D-28P (ImPEI) last 40 ns / 200 ns 2700.9

ImPEI 19,21,23,24 in 4D-28P (ImPE]|)  last 40 ns/ 200 ns 337.0
4D-28P (native PEI) last 40 ns / 200 ns 2657.5

individual molecules when they are separated. For exanfiplesystem 4D-16P
with ImPEIs, the number of water molecules is calculated38.8 x 4(DN As) +
99.4 x 16(ImPEIs) — 1911.1 = 1002.5". For system 4D-28P with ImPEls, as
ImPEIs 19, 21, 23, 24 are associated in the solution and notdto the polyplex,
we subtract the number of released water molecules regiittm the association
of these four ImPEIls from the number of released water midsdoom the whole

system.

D.4 Radii of gyration of the DNAsin systems4D-16P
and 4D-28P and comparison with their counter -
partsinvolving native PEIs

Figure D.4 shows the radii of gyratiaR, of the four DNAs as a function of sim-
ulation time in systems 4D-16P (ImPEI), 4D-16P (native PE®-28P (ImPEI)
and 4D-28P (native PEIls). It can be seen tRabf the four DNAs aggregated by
ImPEls in 4D-16P (averagi, over last 40 ns= 25.7 ,&) is nearly identical to that
of the four DNAs aggregated by 16 native PEls (averRg®ever last 40 ns= 26.3
R). So is R, of the four DNAs in 4D-28P with IMPEIs (average, over last 40
ns= 24.6 A) compared withR, of the four DNAs aggregated by 28 native PEls
(averageR, over last 40 ns- 24.9 A).
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Figure D.4: Radius of gyration of the four DNAs in each systesma function of
simulation time.

D.5 DNA-DNA spacing

DNA-DNA spacing is an important parameter to gauge how canffee DNAS
are condensed. To investigate the DNA-DNA spacing in theeggges, we have
defined the ‘shortest distance’ and ‘root mean square (RiiESance’ between two
DNA molecules in Ref. 2. We first represent each DNA as a sarfgoints each
being the COM of a Watson-Crick DNA base pair. For each dotecastudied
in this work, there are 12 such points, and connecting neighg points results in
11 segments. For a pair of segments from two different DNAes can calculate
their shortest distance, and there are 121 such distamgeés=1...121) between
all pairs of segments from the two DNA dodecamers. We defthedminimum
of these 121 distances as the ‘shortest distaiigg’.; and the root mean square
of these 121 distances as the ‘RMS distanégys (drus = +/(X121d?)/121).
Figures D.5 and D.6 plafg,o.test @Nd drys for systems 4D-16P and 4D-28P, re-
spectively. The average values &f...: anddrys for each pair of DNAs over
the last 40 ns of the simulations are summarized in Table Pn2ong the 6 pairs,
the aggregation of three of them (A-C, B-D, C-D) involvesedirbridging by the
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same ImPElIls, while the other three (A-B, A-D, B-C) are aggted only through
the lipid association among different ImPEIs. Overall, thieectly bridged DNA
pairs have smalled,.....: anddrys. In fact, for the (A-C, B-D, C-D) pairs, the
average values are 188%6for Ashortest AN 30.1A for drms, Which are not signif-
icantly different from the respective values of 24and 29.0A for native PEI
mediated DNA aggregation. Due to steric effect, DNA pairsught together by
lipid association (A-B, A-D, B-C) show much largé,..«.s: anddrys (except for
A-B in 4D-16P system which has slightly small&y,s than that of C-D).
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Figure D.5: Distance between DNAs for the 4D-16P systemSfkeytest distance.
(b) Root mean square distance.
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Figure D.6: Distance between DNAs for the 4D-28P systemSfeytest distance.
(b) Root mean square distance.

Table D.2: DNA-DNA distancef() averaged over the last 40 ns of the simulations.
System 4D-16P 4D-28P
DNA-DNA [|A-B AC AD BC BD CD|AB AC AD BC BD CD
dshortest | 29.0 18.2 365 26.0 20.3 20/836.1 13.6 27.2 328 185 19.7
drums 36.3 30.7 447 433 284 37,0415 312 410 411 271 26.0

191



Bibliography

[1] C. Sun, T. Tang, H. Uludag, J. E. CuenBipphys. J. 2011, 100, 2754--2763.

[2] C. Sun, T. Tang, H. Uludadgiomacromolecules 2011, 12, 3698--3707.

192



Appendix E

Supporting Information for Chapter
6

E.1 Calculation of water release

In order to calculate the number of water molecules released during the aggregation
process, we counted the number of water molecules withinfthe solutes in each
system as summarized in Table E.1. To determine the number of water molecules
released for a particular system, we subtract the number of water molecules within
3 A of the polyplex from the total number of water molecules withik ®f the
individual molecules when they are separated. For example, for system 4R-18P,
the number of released water molecules is calculated@s8 x 4 (4 SIRNAS)
+227.6 x 18 (18 P2ks)—4743.1 = 1577".

E.2 Binding of individual PEIs to each siRNA

We define ‘a PEI N is in close contact with the siRNA' if it falls withindof any

N/O atoms of the siRNA. A PEl is defined to be ‘bound’ to a SIRNA molecule if it
has one or more Ns in close contact with this siRNA. If a PEI is ‘bound’ to two or
more siRNA molecules simultaneously, we say that this PEI form a polyion bridge
between the siRNAs. To quantify the polyion bridging the PEIs form among siRNA
molecules, we plotted the binding state of individual PEIs to each siRNA in terms
of the number of Ns from each PEI in close contact with each siRNA, as shown in
Figures E.1 to E.5 for systems 4R-18P, 4R-1BPA, 4R-18R3CA, 4R-18RP1LA

and 4R-18P3LA, respectively. Each subfigure in Figures E.1 to E.5 corresponds
to one of the 18 PElIs in a particular system, and contains 4 curves each of which
describes the number of Ns of this PEI in close contact with a particular siRNA.
For system 4R-18P shown in Figure E.1, out of the 18 PEls, seven PEls (1, 2, 3,
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Table E.1: Number of water molecules withirh3f the solute at the late stage of
each system
System \ Time window / Entire simulation tim¢ No. of waters

SiRNA last 40 ns/ 100 ns 555.8
P2k last 20 ns /50 ns 227.6
P_.1CA last 20 ns /40 ns 237.5
P_3CA last 20 ns /40 ns 258.3
P_1LA last 20 ns /40 ns 252.3
P_3LA last 20 ns /40 ns 254.6
4R-18P last 50 ns/ 200 ns 4743.1
4R-18P1CA last 50 ns/ 200 ns 4909.2
4R-18P3CA last 50 ns / 200 ns 4961.8
4R-18P1LA last 50 ns/ 200 ns 4903.9
4R-18P3LA last 50 ns/ 200 ns 4752.2

4, 5, 6 and 8) participate in bridging two or three siRNAs fander than 50% of
the simulation time, where PEI 2 is bridging the four siRNA foost time of the
simulation. For systems 4R-18FCA, 4R-18P3CA, 4R-18P1LA and 4R-18P-

3LA, there are respectively 7, 8, 9 and 8 PEls participatmigridging two or three

siRNAs for longer than 50% of the simulation time.
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Figure E.1: Number of nitrogens for each PEI that are withfoef any N/O atom
of each siRNAs as a function of simulation time for systemXgR.
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E.3 Evidenceof convergenceof thesimulation traj ec-
tories

Figure E.6 shows the charge neutralization curves (cuiwelatet charge of PEI
and ions as a function of the distance from any siRNA C1’ atbaged on four
time windows (last 20 ns, 2nd last 20 ns, 3rd last 20 ns anda&th20 ns) at the
late stage of the simulations. It can be seen that the culwessaoverlap with one

another, demonstrating the convergence of the simulatigectories.
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Figure E.6: Cumulative numbers of net charge of PEI and isresfanction of the
distance from any siRNA C1’ atom based on four time windowst(RO ns, 2nd
last 20 ns, 3rd last 20 ns and 4th last 20 ns) during the lass &0 the simulations.
(a) 4R-18P, (b) 4R-18RCA, (c) 4R-18P3CA, (d) 4R-18P1LA, (e) 4R-18P3LA.
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Appendix F
Additional Details of the Simulations

In constructing the molecular structure of the PEIs, we split the PEI into a series of
building blocks each of which corresponds to a newly created residue in the devel-
oped force field rtf file. Take the 2 kDa branched PEI in Chapter 3 (the most com-
plicated native PEI structure simulated in this dissertation) for example, as shown
in Figure F.1, we split the PEI into 16 residues along one chain. Because that some
residues are identical, only eight distinct residues are required to build this PEI. This
approach provides us a great flexibility to reuse the residues in building other PEls.
For example, in building the lipid-modified PEIs in Chapter 6, we only needed to
create four new residues with lipid moieties based on residues 4 and 14 shown in

Figure F.1 and reuse the other residues.

H3N | NHs
' 16
NH |
NHS3 N 15
g | N I 14
+ +
HN NHs  HaN H2N |132
2 N+H3$ 2 N T ke
|
HaN N~ HN ! Nﬁ? g
g 2 N Nk N
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NH  HeN I Nﬁg gH3N+I2
2 —NH? ° NH N NH
NH:  HN I NS 7 §H3N+f
g 2 | | 6 +
N HN NH  HaN
HN | N~/ 5 2
2 | + | 4 + + =+
NH2 NH3 NH3 H3N
N 3

Figure F.1: 2 kDa branched PEI simulated in Chapter 3. The PEdsldd into 16
residues by the red dashed lines along one chain. Residues 2 and 8 are identical, so
are residues 3, 7 and 12; residues 4 and 9; residues 5, 10 and 14; residues 6, 11 and
13.
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The force field parameters for native PEls were adopted Ijndiased on
residues “EAMM”, “DMAM”, “TMAM” in the the CHARMM force f ield [1]
following the CHARMM General Force Field methodology [2].hd force field
parameters for the lipid moieties on the lipid-modified ®BImulated in Chap-
ters 5 and 6 were adopted mainly based on residue “OLEOda@leid)” in the
CHARMM force field [1].

The production runs of all the simulations were performethwiangevin dy-
namics implemented in NAMD as a thermostat to keep the teatyper constant
at 300 K [3]. The barostat used in all the simulations is a riediNosé-Hoover
method in which Langevin dynamics is used to control flutiares [4, 5] as imple-
mented in NAMD [3].

Below is a sample NAMD configuration file used in simulatisygstem 4R-18P

in Chapter 6:

HHHHRHHHHHH R H R AR R
## JOB DESCRI PTI ON H#H#
HEH R R R AR R R R R R R
# heating of RNA in a Water Box

set fs 0

HHHARHHHH R R R R R R
## ADJUSTABLE PARAMETERS H#t
HEH R R R AR R R R R R R R
set X 119.9

set Y 119.9

set Z 119.9

set CX 0

set CY 0

set CZ 0

set PX 120

set PY 120

set PZ 120
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structure 4r na- 18bp. psf
coor di nat es 4r na- 18bp. pdb

set consfileNane  4rna-18bp. pdb
set tenperature 300

set out put nane equi | / 4rna- 18bp_$fs

firsttimestep $fs

RAUBHBHBHH A RHBHBHB AR RHRHBH B AR HB B AR BHBHBHBHBHIH

## S| MULATI ON PARAMETERS H#t
R R R R R R R R B R R R R R R

# | nput

par aTypeChar mm on

par anmet ers par _all 27 prot_na_pei |ipid.prm
tenperature 0

# Force-Field Paraneters

excl ude scal ed1-4
1-4scaling 1.0

cut of f 10

swi t chi ng on

SwW t chdi st 8.5
pairlistdi st 12

# Integrator Paraneters

ti mestep 2.0
ri gi dBonds al |
nonbondedFr eq 1
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ful | El ect Frequency 2
st epspercycl e 10

# Constant Tenperature Control

| angevi n on

| angevi nDanpi ng 10

| angevi nTenp $t enperature
| angevi nHydr ogen of f

# Periodi c Boundary Conditions

cel | Basi sVect or1 $X 0. 0.
cel | Basi sVect or 2 0. $Y

cel | Basi sVector 3 0. 0 $z
cellOigin $CX $CY $Z
wr apAl | on

wr ap\Wat er on

wr apNear est of f

mar gi n 1

# PME (for full-systemperiodic electrostatics)

PIVE yes
PMEG i dSi zeX $PX
PMEG i dSi zeY $PY
PMEG i dSi zeZ $PZ

# Constant Pressure Control (variable vol une)

use@ oupPressure yes
useFl exi bl eCel | no
useConst ant Ar ea no
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| angevi nPi st on on
| angevi nPi stonTarget 1.01325
| angevi nPi st onPeri od 200.

| angevi nPi st onDecay 100.

| angevi nPi st onTenp $t enperature
# Qut put

out put Nane $out put nane

bi nar yout put of f
restartfreq 5000

dcdf req 5000

xst Freq 5000

out put Ener gi es 5000

out put Pressure 5000

RAUBHBHBHH A RHBHBHBHARHRHBH A AR B AR BHBHBHBHBHBH
## EXTRA PARAMETERS i
R R R R R R R R R R R R R

fi xedAt ons on
fi xedAt onsFor ces on
fi xedAtonsFil e $consfil eNane
fi xedAt onsCol B

# Harnonic restraints

constraints on
consr ef $consfil eNanme
conskfile $consfil eNanme
conskcol B
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R R R R R R R R R R R R R R R
## EXECUTI ON SCRI PT ##
R R R R R R R R B R R R R R R

mnimnmze 0
# Turn off until later
| angevi nPi st on of f

# Mnimze with atons fi xed

mninmze 2000

# Mnimze all atons
fixedAt ons of f
constrai nt Scal i ng 10

mninmze 2000

constrai nt Scal i ng 0

m nimze 1000

# heat with restrai ned

constrai nt Scal i ng 10.0

set tenp 30

while { $tenp <= 300 } {

| angevi nTenp $tenp

run 1000

set tenp [expr $temp + 30]}
| angevi nPi st on on

run 5000000
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constrai nt Scal i ng 0
run 100000000
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