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ABSTPACT
Two different predictor control schemes, the Smith predictor and the
analytical predictor, have been compared with conventional proportional
plus integral (PI) control for the compositioh control of a binary
distillation column. Conventional PI control, where the top composi-
tion is controlled by the reflux flow rate‘or the -bottoms composition
- by means of the reboiler heat duty, is poor due to the timeAdé1ays
present in the process.

The performance of the control schemes has been studied for step
disturbances in composition setpoint and feed flow rate. Since this
study was restricted to single input, single output control schemes,
“only one of the product compositions was controlled 1in each run in
order to eliminate interaction between the control loops. |

The eXperimenta] evaluation was carried out using a 22.9 cm diameter,
Q”tray pilot scale distillation column interfaced with an IEM 1800

digital computer. First order plus time delay transfer funztior models
were used to represent the dynamic behaviour of the distiilzzion “column.
These process models were employed in a digital simulation stucy of the
control schemes and also served as the predictor models in the exper1menta1
application of the Smith predictor and the analytical prediczor.

The simulation results showed that for the ideal case of nc mcdelling
errors a very significant fmprovement in the control of botn product
compositions was achieved by using predictor control as comrared to

PI cqntro]. In the experimerits .improved performance was obtained using .
thé bredictor confro] schemes in spite of serious model errors caused

by the approx1mat1on of the nontinear column dynamics by first order
plus time delay predictor mode.s The compar1son of the two pred:.*



control schemes showed that in the simulations the ana]ytiEa] predié%or
wa$ superior to the Smith predictor, especially for 1oad disturbances.
In the experimental application to the pilot scale dlst111a?*on co]umn
the performance of the predictor control schemes was quite s1m11ar5for
top composition’ control. For bottom composition control, however,

the ana]yt1ca1 predictor provided a significant 1mprovpment over the
Smith predictor for composition setpoint and feed f]oy rate disturbances.

/ | ‘



< . | Vi

ACKNOWLEDGMENTS

The author wishes to express his gratitude to Dr. D.E. Seborg and
Dr. R.K. Wood for their assistance and guidance durirg the project.
The assistance of the staff associated with, the DACS Centre, insgfument
and mechanical shops js also gratefully acknowledged. A special note
of thank< s in order to the author's fellow graduate student,
t. Simonsmeier. for the work he did in developing the automatic liquid
sampling and ch »matographic analysis of the bottoms composition.
Ihe‘fﬁnanciél .+ =t received from the National Research Council during
much of fhe pr Ject is also aratefully acknowledged. .

o .

/

[



CHAPTER 1:

CHAPTER 2:

.CHAPTER 3:

CHAPTER 4:

- .

.-
\,

TABLE OF CONTENTS

INTRODUCTION

LITERATURE SURVEY OF FREDICTOR
CONTROL SCHEMES ,
2.1 Introduction
2.2 Literature Survey
2.2.1 Smith Predictor
2.2.2 Analytical Predictor .
2.2.3 Other Predictor Control Schemes

APPLICATION OF PREDICTOR CONTROL TO A
PILOT SCALE DISTILLATION COLUMN

3.1 Descript.on of the Equipment

3.2 Process Models

3.3 Incentives for Predictor Control

. 3.4 Digital Predictor Control Algorithms

3.4.1 Smith Predictor

3.4.1.1 Smith Predictor with
Load Estimation

3.4.2 Analytical Predictor

3.4.2.1 Optimal Controller

E Constants’
3.5 “Computer Requirements .

DIGITAL SIMULATION STuDY

4.1 Simulation Programs .
4.2 Controller Tuning ‘
4.3 Top Composition Control
4.3.1 The Influence bf Model Errors

4.4 Bottom Composition Control

4.5 Discussion of Results -
4.5,1 Conclusions

PAGE

O N O 0w

10
13
14
14

19

22
29

31

33

34
35
37
43
51
56
57



/
S

VAt

CHAPTER 5:

viii

TABLE OF CONTENTS (Continued)

EXPERIMENTAL EVALUATION ]
n of the Control Schemes

5.1 Implemenyat

5.2 Process Models for the Experimental
Operatipg Conditions

5.3 Control er Tuning

5.4 Top Composition Control
5.5 Bottom Composition Control
- 5.5.1 Use of the Reboiler Temperature

5.6 Comparison of Experimental and

CHAPTER 6:

Simulation Results

5.6.1 Simulations with the Experimental
Process Models

5.6.2  Comparison with Experiments
5.7 Conclusions from the Experimental Results

CONCLUSIONS AND R:ICOMMENDATIONS

NOTATION
REFERENCES

APPENDICES

A. A Comparison of the Smith Predictor and
Conventional PI Control . '

B.  Derivation o” the Proportional-Integral
Analytical Predictor Algorithm

C. Derivation of the Steady State Closed-loop

Gain of the Proportional Analytical
Predictor Control Scheme o

Digital Simulation Programs
Implementation and Loop Record

Control Subroutines for SP, AP,and PI
Control :

Typical Steady State Operating Conditions

H. T-X Diagram for the Methano]4Water-Systgm

PAGE

59
59
60

66
' 68

82
107
119

119

129
136

138
141

143

148

164

167

170
176
182

186
189



NUMBER

3-1
3-2
3-3
3-4
3-5
3-6
4-1

4-2
4-3
4-4
4-5
4-6
4-7
4-8

- 4-9

5-1

- 5-2

5-3

5-4.

1X

LIST OF TABLES

TITLE
Transfer Function Models Usea in Previous Studies
Smith Predictor Control Algorithm- . . = i

Proportional Analyt cal Predictor Algorithm =
Proportional-Integral Analytical Predictor Algorithm
Digital PI Control Algorithm _
Calculated Controller Constants for Top Composition

Control

Simulation Results for Top Composition Control

(1% Step

Increase in Setpoint)

Simulation Results for Top Composition Control
(20% Step Increase in Feed Flow)

Simulation Results for Top Composition Control
(Series of Arbitrary Square Pulses in Feed Flow)

Simulation Results IMustrating the Effects of Model

Errors on

in Setpoint)

Top Composition Control (1% Step: Increase

Simutation Results ITustrating the Effects of Model

Errors on

Top Composition Control (20% Step Increase

in Feed Flow) .
Calculated Controller Constants for Bottom Composition

Control

Simulation Results for Bottom Composition Control

(1% Step

Increase in Setpoint)

Simulation Results for-Bottom Composition Control

(6% Step

Typical Steady State-Operating Conditions

Intrease in Feed Flow)

Process Models for the Distillation Column

Comparison of Calculated and Experimental Controller

Constants

Summary of Experimental Results for Top Composition

Control {

1% Step Decrease in Setpoint)

Smith Predictor Control A]gorithm.Wffﬁigpgd'Pfed{E#?bn;l"

PAGE

12

18

25
28
28
38

39
39
39

45
46

52

54
61
63
67

69



5-5
5-6
5-7
5-8
5—9'

5-10

Summary
Control

Summary
Control

Summary
Control

Summary .

Control

Summary
Control

LIST OF TABLES (Continued)

of Experimental Results for Top Co&pos@tion
(22% Step Decrease in'Feed Flow)

of Expgrimenta1 Results for Bottom Composition
(2% Step Changes in Setpoint)

of Experimental Results for Bottom Composition
(17% Step Changes in Feed Flow) '

/8

0
[N
&5

86

of Experimental Results for Reboiler Temperature 110

(20C Step Increase in Setpoint)

of Experimental Results for Reboi]ef Temperature 110

(17% Step Decrease in Feed Flow) e

Simulation Results Using the Process Models Used in this 120
Study Given in-Table 5-2

L



NUMBER

A3

2-1

2-?
2-3

3-1
32
3-3
3-4.

325
4-1
4-2

4-3

4-4

X1

-LIST OF FIGURLS

R

TITLE

—_— \

Block Diagram for a Continuous Feedback Control
System Containing Time Delays

Block Diagram for a Discrete Predictor Control
System Containing Time Delays

Block Diagram of the Continuous Smith Predictor
Control Scheme

Schematic of the Distillation ‘Column Control Scheme
Discrete Smith Predictor Control Scheme
Representation of Sampling Process

Discrete Smith Predictor with Load Prediction

Block Diagram of the Analytical Predictor

Block Diagram of the Simulated Control System

Comparison of SP, AP and PI Control for a 1%
Step Increase in Setpoint

Comparison of SP, AP and PI Control for a 20%
Step Increase in Feed Flow

Comparison of SP, AP and PI Control for a Series
of Arbitrary Step Changes of * 20% in Feed Flow

Influence of Model Errors on the SP for a 1% Step

Increase in Setpoint

Influence of Model Errors on the SP for a 20% Step
Increase in Feed Flow

Influence of Model Errors on the AP for a 1% Step
Increase in Setpoint

Influence of Model Errors on the AP for a 20% Step
Increase in Feed Flow

Comparison of SP, AP and PI Contro] for a 1% Step,
Increase in Setp01nt

Comparison of SP, AP and PI Cont-~ for a 6% Step
Increase in Feed Flow

Comparison of Simulated and Experimental Open- loop
Responses “or the Top Composition .

PAGE

11
14
16
19
22
33
40

40

41

47

48

49

50

55

55

64



5-17

5-18 to
5-20

5-21 to
5-23

5-24
5-25
5-26,
5-27
5-28
5-29
5-30

5-31
5-32

LIST OF_FIGURES (Contanued)

Comparison of Simu ated and Experimental Upen-lo.
Resp: wses for the Bottom Composition

PI Control of the'Top Composition (-1% Setpoint Change)
SP Control of the Top Composition (-1 Setpoint Chqnoc)

AP Control of the Top Composition (-1% Setpoint Change)

PI Control of the Top Composition (-22° Feed Flow Change)

SP Control of the Top Composition (-22% Feed Flow Change)
AP Control of the iop Composition (-22% Feed Flow Change)

Steady State GC Measuremcents of the {ottom Compo<ition
at Two Different Operatina Conditions of the Dis-
tillation Column

PI Control of the Bottom

Change)

SP Control of
Change)

AP Control of
Change)

PI Control of
Change)

SP Control of
Change)

AP Control of
Change)

PI Control of
Flow Change)

SP Control of
Flow Change)

AP Control of
Flow Change)

Pl Control of
Flow Change)

SP Control of
Flow Change)

the

the

the

the

the

the

the

the

the

the

Bottom
Bottom
Bottom
Bottom
Bottom
Beattom
Bpttom
Bottom
Bottom

Bottom

Composition (1.-Setpoint
Composition {;g% Setpoint
Composition (+7° Setpoiﬁt
Composition / 27 Setpoint
Comprsition (-2% “etpoint
Composition (-2” Setpoint
Composition (+17% Feed
Composition (+17: Feed
Composition (+17% Feed
Composition (-17% Feed

Composition (-17% Feed

70
71-73

74
80
81
84

87

88-90

91-93

94

95

86-97

98

99

100

-101

102

103
-104



5-35,
5-36

5-37

5-38

5-39,

5-40
5-41

5-42
5-43,
5-44
5-45
5-46
547,
5-48
5-49
5-50

5-51

X111

LIST OF FIGURES (Continued)

AP Control of
Flow Change)

PI Control of
Change)

SP Control of
Change)

AP Control of
Change)

PI Control of
Flow Change)

SP Control of
Flow Change)

AP Contrvl of
Flow Change)

Simulation of
PI Control

Simulation of
the SP

Simulation of
the AP

Simulation of

" PI Control

Simulation of
the SP

Simulation of

~ the AP - -
Comparison of,

the

the

the

the

the

the

the

the

the

the

the.

the

a Setpoint Change
PI Control and the AP

Comparison of the Expefimenta1 and Simulated Respdnses
of the Top Composition Using PI Control

Bottom Composition (-1/7 [feed
Reboiler Temperature (+20C Setpoint
Reboiler Temperature (+20C Setpoint
Reboi]gr Temperature (+20( Segpoint
Rébni]er Temperature (-17 Feed

Reboiler Temperature (-17 Feed

Reboiler Temperaturo (-17 Feed

Top Composition Control Using
Top Composition Control Using

} <
Top Composition Control Usind:_
Bottom Composition Control Using
Bottom Composition Control Using

Bottom Composition Control Using

Control Action (Refiux Flow) for
of -1+~ in Top Composition Using

vComparison of the Experimental and Simulated Responses

of the Top Composition Using SP Control

Comparfson of the .Experimental and Simulated Responses
of the Top Composition Using -AP Control

105

- -106

111
12

113
-114

115

116
117
-118
121
122
123
124

125

126

130
131

132



LIST OF FIGURES__(C_Qp_tQU}Le.dJ :

8, Comparison of
9 of the Bottom
0
1

Comparison of
.of the Bottom

Comparison of
of the Bottom

N\

the Experimental and Simulated Responses
Composition Using PI Control

the Experimental and Simulated Responses
Composition Using SP Control

the Experimental and Simulated Responses
Composition Using AP Control ‘

133

134

135



CHAPTER 1

INTRODUCTION

The effort that has been spent during the last years in © U ing the
dynamics and control of distillation units is well demon. : . ted by
the écope of the recent book by Rademaker et al. (38), but still a
number of problem. in this field remain to be solved.

For the pilot scale distillation column at the University of Alberta
recent work has concentrated on terminal composition control using
multivariable control strategies to deal with the interaction between

the control variables (4,18). In industrial distillation units, how-
ever, single variable feedback control is still the most common control
system encountered. Problems that arise include the deterioration of

the control performance due to the inherentvtime delay of the process.
Consequentlv ¥t appears to be rewarding to investigate control techniques

that compensate for time delays.

The objective of this work is to evaluate predictive control schemes
for the pilot scale distillation column. The two schemes to ‘compensate
for system time delays that are considered are the Smith predictor

(43, 44) and the analytical predictor (28-30). Since the first order
plus time delay process models that are used as predictor models are

a8 common representation of many Fhemica] processes, the conclusions
should be applicable to other processes as well. It should be noted
that-a distillation column which is inherently nonlinear, is a difficult
but realistic.process for the evaluation of predictor control. .

AN



The thesis is organized in three parts: Chapters 2 and 3 present the ¢
theory hecessary for the osplication of the predictor control schemes;
Chapter 4 gives simulatic results for the ideal case of a perfect
predictor model and the more realistic case where modelling errors are
present, and Chapter 5 contains the results of the experimental appli-
cation to the pilot scale distillation column. The overall conclusions
concerning utilization of the two predictor control schemes are
summarized in Chapter 6.



CHAPTER 2

0

LITERATURE SURVEY OF PREDICTOR CONTROL SCHEMES

2.1 Introduction

For a process with a time delay causing unacceptable deterioration
of the control behaviour it is appropriate to devise some means to
compensate for the detrimental influence on the system stability.
Figure 2-1 shows. the block diagram for a continuous feedback
control system containing process and measurement time delays.

D(s)—G{s)—
J’ C

(s)

T '
o o CIUN FSRISLRING i

H(s)e " T2% [

Fig. 2-1 : Block Dfagram for a Continuous Feedback Control
System Containing Time Delays.



The closed loop transfer function for setpbﬁnt changes for this

system is:
c( -T,s .
s) G (s) G (s)e 1
o 1eeds | T, + 1) (2.1)
Riet(s) 1+ 6c(s) 6(5) H(s) JL PR PO CR ;

Mathematically, the time delay term in the characteristic equation
of Equation (2.1) could be eliminated by introducing a e¥(T1 * TZ)
term in the feedback path of Figure 2-1 (8).

S

Clearly an element with transfer function e+(T1 +>T2)

impossible because it imp]ﬁes knowledge of future values of the -
process output. However,‘if the dynamic model of the process is
known it is possible to base control action on ‘the éstjmpted future

s is;physicalTy

output Ck + 8 predicted over a time interval OTS as show% in Fig.2-2.

Controller

T T, '
Renels) A 1 ——] Au _
| set'S! 7\ klc D : Digital -]\’-—k¢ZOH‘ ' ; Gp(s)‘e Tys
‘ 1z ‘

N I ' C .
Lk+8 Predictor‘q—l‘—'/\H (s)e T2°

4 i v

Fig. 2-2 : Block Diagram for a Digital Predictor Control
System Containing Time Delays.



2.2

2.2.1

‘been placed on ’%@hods that: .

Prediction of future outputs is a common feature of~all the control
schemes that will be discussed in this chapter.

Literature Survey

Many predictor control schemes h&vS been broposed in the 1iterature»

during th- pasg twenty years. his investigati.v emphasis has

1.  handle (unmeasured) disturbances using feedback control and
do not require feedforward control action;

2. include some form of integral control to eliminate offset
after step disturbances even in the presence of model errors,

’ and

3. use continuous or discrete process mode1s that can easily
be obtained by dynamic testing.

Smith Predictor

The predictor control technique that Has received the most atfenti
is the "Smith predictor” or “Smith linear predictor" (43, 44)1’
41)

‘Several simulation and experimental studies (5,6,9,21,22,25,3

have demonstrated that the Smith predictor can result in significant
improvement over conventional control. The sensitivity of the_Sm1th

“predictor to modelling errors (5,6,11,12,23) including Padé approxi-
‘mations for the time delays (5,6 ,10) has also been considered.. In

recent years the Smith pred1ctor has been extended to sampled data
systems (1,2,9,13,14,23,34) and mu1t1var1ab1e systems (1,2,24).
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| Gs(sIH(s) me 7). |
J

PREDICTOR : -Tps
H(s) o < . h

Fig. 2-3 : Block Diagram for the Continuous Smith Predictor
Control Scheme. ‘ '

The Smith predictor, shdwn.hlégock.diagram form in Figure 2-3,
consists of a feedback Toop around the controller, with the out -
put of the.”predictor" block representing the Qifferencé between

‘two process models: the response of the undelayed system minus

the response of the system with time delays Tlfand T2.
It is to be noted from Figure 2-3 that for no system time delays

(d.e. =T, = 0) the block diagram of the Smith predictor

reduces to that of the conventional feedback control system in
Figure 2-1. )

- For setpoint changes the closed-loop transfer function for the

system of Figure 2-3 is given by:



P
-T,s
Efil___ _ Gc(s) Gp(s) e '1° (2.2)
Rset(s) 1+ Gc(s) Gp(s) H(s)

Comparison‘of this expression with Equation (2.1) shows that the
Smith predictor scheme has eliminated the time delays from the
characteristic equation which will consequently allow the use

of larger controller gains.

In Appendix A it is shown that the performance of the Smith
predictor is significantly influenced by the load dynamics. For
a relatively Tow value of T/rp where T = T, + T, and high value of
rL/r , use of the Smith predictor results in control performance

that is inferior to PI control for step changes in load (25,32).

)

The "analytical predictor" is a single variable predictor control
scheme for sampled-data systems. It was derived by Moore (30)
. and evaluated by(goore et al. (28,29) who showed by simulation

2.2.2 Analytical Predictor

studies that it gjves considerable improvement, over conventional

control. Doss and Moore (9) compared its performance with that

of the Smith predictor and PI control. Doss (8) has extended

the analytical predictor to first and second order discrete-time

systems and reported an experimental application to a stirred

tank heater (8,9). Jacobson (16) app]ied'it to an evaporator

to compeﬁsate for the effective time delay introduced by |
;_éamp]ing. Conceptually the analytical bredictor is based

directly on the block diagram in Figure 2-2. It compensates

for the total system time delay by predicting the process output.

for a time period of 6T, into the future where 6T = T; + T, + 0.5T

as shown in FiguPe 2-2. Thus it allows for the system time delays

T1 + Tz'ahd the approximate delay of O.STS introduced by sampling.



While the Smith predictor scheme uses standard PI or PID controllers,
the proportional or proportional-inteqral control action in the
analytical predictor scheme is derived so that the system will
respond in a specified manner to disturbances , e.g. behaves as a

dead-beat controller.

Since the analytical predictor can be designed to handle setpoint

and Toad disturbances in a dead-beat fashion, it should give improved
performance for load disturbances where the Smith predictor has dis-
advantages. ﬁ

2.2.3 Other Predictor Confro] Schemes

Other perBSed single input, single output, predictor techniques
include a scheme to compensate for the sampling time delay (35);
discrete time delay compensators with a 'single tuning parameter .
(15,31); a predictive feedforward control scheme (36,37) and a
discrete Smith predictor for variable time-delays (3).

A number of multivariable predictor control schemes based on

optimal control design methods have been proposed (é.g. 17,24),

but unfortunately they lead to excessively complicated control

laws excépt for very special cases. The multivariable control

scheme of Koppel and Aiken (17) is similar to the Smith predictor
~in the single Tnput, single output case. However, as it does not

include jntegra] cohfroliéction, it would presumably result in

offset in the presence of model errors in the process gain.



CHAPTER 3

APPLICATION OF PREDICTOR CONTROL
TO A PILOT SCALE DISTILLATION COLUMN'

3.1 Description of the Equipment

The experimental studies were performed on-a pilot scale distillation
column interfaced with an IBM 1800 data acquisition and control computer.
The 22.5 cm diameter column contaihs eight bubble cap trays on a 30.5
am spacing. Each of the frays contains four bubble caps. The column
is equipped with a total condenser and a thérmosyphon reboiler. Further
specific details of the column are given in the theses of Svrcek (45)
and Pacéy (33). At the usual operating conditions a methanol-water

" feed consisting o~ épproximately 50% (by weight methanol) is separated
into about 97% top p}oduct and 5% bottom product. |

The column has extensive instfumentation to allow investigations in
dynamics and control. Temperatures on all trays and of all product
and auxiliary streams are measured as well as the flowrates of feed,
reflux, top and bottom producté, steam and condenser cooling water.
The top product composition is measured with a capacitance probe,.

and the bottom composition is measured with a Hewlett-Packard model
5720A gas chromatograph using a liquid sampling system. The chroma-
tograms are analyzed on-line by the IBM 1800 on a four minute cycle.
A1l the measurements are transmitted to the IBM 1800 for data Togging
and/or control. '

The column is equipped with analog contro]Ters for all flowrates, the
reboiler and condenser 1eve1$, and the feed and reflux temperatures.
The principal f]bws, feed, reflux and steam, can also be cont 11ed in
the supervisory or direct digital control modes using the IBM 18
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computer. (A detailed description of the column instrumentation is
given in the theses of Svrcek (4%) and Pacey (33). A simplified
schematic of the column and the control configuration is shown in
Figure 3-1. In this control study the top composition is controlled

by the reflux flow and the bottom composition by the steam flow.

The same control configuration was used in previ~us studies on the
colJumn by Pacey (33) and Berry (4). Liesch (18) demonstrated that
for feed flow disturbances use of reflux gives superior performance
compared to the direct material balance control schehe, where the
top composition is controlled by manipu]ating‘the distillate flow

rate.

Process Mode]é

In order to use a predictor control scheme, a mathematical model -
of the process to be controlled must be available. Although the

“dynamics of the distillation column are inherently nonlinear, for

small changes in the operating conditions the dynamics can be
approximated by a first order plus time delay transfer function
model. The process models used by Berry (4) and Pacéy (33) to
represent the dynamic behaviour 'of the column, expressed in SI

units, are given in Table 3-1.
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Table 3-1

2’;&‘

Transfer Function Mode]s'Usej in Previous Studies

Top composifion (33):

1.47¢°18 0.65¢~300s

Cpls) = — R(s) + — o F(s)
1080s + 1 1620s + 1

Bottom composition (4):

-2.56e"174s 0.65¢ 2045
Cy(s) = S(s) + —— ()
864s + 1 792s + 1

Flowrates are expressed 'n grams per second and c rpositions in
weight percent methanol (as deviation variables). Time constants
and time delays are given in seconds.
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Incentives for Predictive Cor'rol

Liesch (18) noted that one factor giving rise to unsatisfactory
control behaviour of the pilot scale column was the existence of

time delays in the composition control loops. Generally two

sources contriﬁﬁ%é to these delays: transport delays within the

process and delays associated with the measurements of the
controlled variables due to digital contro]wsamplfhg and the

cycle time of the gas chromatograph analyzing bottoms composition.
Top composition is measured- continuously so the time delay is

that of the process plus the sampling interval. Bottom composition
is analyzed or a four minute cycle so the measurement contributes

a fqgr minufe time delay. B
With the process ‘time de]éys shown in Table 3-1 there is a total
time delay for the measurement and the process of approximéte]y
one mi,ute for top COmposition control, compared to the time
constant of 18 minutes. For the bottom‘composition control the
combined procéss and measurement time delay is 7 minutes whiqh
Is significant, compared to the time constant of .3 rinutes.
Previous studies by Berry (4) and Liesch (18) demonstrated that
PI control of the bottom composition was much less satisfactory
than PI control of the top composition due to the longer time
delay, and also the higher noise level in théibottom composition
control loop due to the composition measurement. Consequently
predictor control should be particularly effective for improving

bottom composition control.
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3.4 Digital Predictor Control Alaorithms

The continuous first order plus time delay ; -o< models of the
distillation column in Table 3-1 can be used tu derive discrete
Smith predictor and analytical predictor control algorithms. The
*discrete algorithms are more convenient for implerientation on a
process computer. In the derivations to follow an approach Ssome-

. what analogous to that of Moore (30) will be used.

3.4.1 Smith Predictor (SP)

A sampled-data version of the continuous SP control scheme in

Figure 2-3 is shown in Figure 3-2.

| v D(S)—'}GL(S)T
T v ’VC(S

.
PR r e Juy, _
set kK, AN oAbk, | Digital k ZOH Ts 5
set!'SI/ X LCon?roller_A OHGp(sle _”@_

cly-c?
Model —
(Delayed Model) __ &

TS
Ck -

Fig. 3-2 : Digital Smith Predictor Cohtro] Scheme.
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Comparison with the continuous representation shows that the
predictor and the controller have been replaced by their discrete
equivalents. The feedback loop around the digital controller
contains a block whose output represents the difference between-
two model outputs: the response of a system without time delays,
cé » minus the response of a system which contains time delays,
ci
the process output is sampled and the discrete controller output

It can be seen from Fiqure 3-2 that in the digital case .
is sent to the process through a zero order hold.

An expression for the quantity Ci - ;i in Figure 3-2 can be
obtained by solving the differential equations correspofiding to
the model of the process and measurement device without time .
de]ay,'Gp(s)H(s), and the model including the time delays,

Gp(s)H(s)é‘( ~Jp). In the following derivation, it will be
assumed that Gp(s)H(s) can be approximated by a first order
transfer function. y ' _ .

For a first order process, the differential equation is given by:

. de " - /V
e(t) + 4, — <K ult) Y, (3.1) .

and for a first order process with total time delay,

T = T1'+ TE, by:

. dc :
c(t) + W E;‘ = Kp u(t-T) Q | (3.2)
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If a zero order hold is used, u(t) is constant during each sampling -
period, and the solution of Equation (3.1) at each sampling instant

is given by:
¢l - Kk (1-B)u, ., +Bc! (3.3)
k F k-1 k-1 : ’
1 Ts
where <k denctes the undelayed model response and B = exp (-_;—)
p

For the solution of Equation (3.2) it may be necessary to take into
account that u(t-T) will change during a sampling period if the
time delay T is not an integer»number of sampling times.

Consider the time intervé1 from (k-l)TS ﬁb kTs and a time delay

T = (N+33?;\, where 0 < 8 < 1 and N is a positive integer. Then

the input affecfing the output during this sampling period will

have the value Up _N-2 fqr a time interval of-BTS and a value

UL N-1 for the remaining portion (1-13)Ts of the sampling periqd.

This relationship is shown graphica11y(in Figure 3-3.
. / ,

s

- T = (N+B)T; :
L u ﬂ C .
—_— —_—
: ———— —>
(k-N-Z)TS'(k-N-I.l.)TS l(-k-N)TS | (k—l)TS" kT, t
SN
- 8T, (1-8)T

Fig; 3-3 : Répresentation of Sampling Process
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Thus the solution for the delayed model response, denoted by ci ,
can be obtained in two steps:

2 ,
C14g = Ko (10 5+ Cep (3.4)
and

2 _ 52 - (3.5)
¢ = Kk (1 - E')”k-N-l.+ C “k-1+ ”

.where C = exp (—BTS/rp) and

%-= exp (-(l-B)TS/rp)

Substituting Equation (3.4) into Equation (3.5) gives:

B.

2 2 ' .
= + — - - — -

c, =B Ckop * B Kp (C l)uk—N-z + Kp (1 C)gk-N-l ~(3.6)
Equatiohs (3.3) and (3.6) provide expressions for computing the
-system outputs corresponding to the model, ci , and the model
with time delay, ci » from past control actions and the model
parameters. B

‘om Figure 3-2 it follows that: : | ~
o 1 2 '
& =Ty - CK - (ck - ck) _ | (3.7)

Combining this expression with those of Equations (3.3), (3.6)
and the following form of a digital PI controlier,

n
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T k&
s

u‘=K(e +—fZe.)
kT =g |

yields the digital algorithm for the S

Table 3-2.

Table 3-2

Smith Predictor Control Algorithm

1 _ 1 i [
~¢, =B Cpp * Kp (l—B)uk_1

2 - 2 B

c, = B Co1 ¥ Kp (1 - f)“k-N-l' + BK

i
-~
——
1]
+
=]
[
- ™M
™
g

X
[N

[
¥
o]

) I

o

>

o
—~

i
S

(3.8)

P control scheme given in

<
\.
\
\

1
p (& Dy yoo
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3.4.1.1 Smith Predictor with Load Prediction

To ove;Eome the disadvantages of the SP for .load dfsturbanceé
‘the basic scheme can be modified to include a load predictor
block in the feedback path as suggested by Phillipson (34).
The resulting control scheme is shown in Figure 3-4.

D(s)—{G (s)

o T ‘ ‘
Rset(s)f\s {3 . i . ¢, Digital Uik —T, s Cs)
) _ . A 1
, ) 06‘ Controller +ZOH—$GP(S)8 i
LOAD Model ]'—

PREDICTOR cl "

Delayed Model |¢—— .

S - .
Ci | - ‘
K f\ H(s)e Tys 4___.‘

Fig. 3-4 : Digital Smith Predictor with Load Prediction.

If the load predictor‘b1ock‘is set equal to unity, this scheme
becomes equivalent to the SP scheme in Figure 3-2.

For the ideal case of a perfect process model the signal Gk in

Figure 3-4 is the portion of the system output Cy that can be

attributed to load disturbances. Without load prediction the
SP uses Gk as the feédback'signal_and thus compensates for past +

disturbances. This'results in sluggish responses to 1oad_chénges; _
-as shown. in Appendix -A. - ' !

.
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As can be seen from Figure 3-4, for a disturbance dk observed
at time kTS, the change in the system output c occurred at
time (kTS—Tz), and the control actior -annot affect the system

output until time (kTS+T1). Thus there i- = ime delay T = T+,
before load disturbances can be corrected thich the SP
algorithm in Table 3-2 does not compencate. . lipson (34)
'shows that an optimal control policy for th. - requires

load prediction. The practical difficulty. .. o, 1ies in

the ignorance of the load disturbance charac. - 1. Tar

fast fluctuations in load, Phillipson (34) ugce. - ntial

filtering, which leads to the"algorithm:,

C

e Gk + a (pk-l— (Sk), 0 < avs 1 (3.¢

For s]owly changing disturbances an algorithm that extrapolates
the observed load effect 8, for a time interval eTs where
0 = T/TS would seem to be more promising:

oy = 3k+e = Gk + ab (csk - ‘Sk—l)’ 0<acl ) (3.10)
In Fquation (3.10) gk+e denotes the Toad effect at time (k + e)TS-
predicted at time kTs. Note that setting o« = 0 gives the conventional
SP-while o = 1 amounts to linear extrapolation of the load effect
OVer~a.time interval equal to the total system time delay. T. -
Table 3-3 summarizes the résu]ting a]Qorithm for load predic:ion.

[
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Table 3-3

Smith Predictor Control Algorithm .ith Load Prediction

1.1
2 _o 2 B , 1
o "B oy PR -y P BK T Dy,
X 2
ST % T K

_ o1 ;
% T "k TPk T %
, TS K
u =K (e, + — ¢ e;)
k [ k TI 1=0 1

>

with B, C as defined in Table 3-2
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3.4.2 Analytical Predictor (AP)

The AP, developed by Moore et al. (28-30), calculates the
control signal from a prediction of the future process output
ck+e , where 8 = (T + 7 )/T + 0.5 , rather than from the
measured. process output ck . (The symbol A is used to denote
‘a predicted or estimated value). Thus the total time delay .
T =T. + T, of the system as well as the effective time delay

1 2
of'TS/Z introduced by sampling is compensated.

Figure 3-5'gives a schematic repreéentatioh of the AP.

D(S)j “ | “
Cls)
R

T
Rsetls) A T Digital
gital J\ =T
‘ Controller ZOH GP(S)e 1 _
Bers o A
okt Analytical |k ' -7
' Predictor " H (sle

Fig. 3-5 : Block Diagram of the Analytical Predictor.
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[ 4

Depend1ng on the control law used for the controller block in
Figure 3- 5, a proportional or proportional-integral AP control
algorithm is obtained.

For proportional control action, the control law is given by:

A - (3.11)

where Py is the calibrated setpoint given by Equation (3.12):

KC Kp + 1

P = ————r (3.12)

t

Setpdint calibration is necessary to give zero offset after
setpoint changes if integral control action is not used.

An expression for ek+e can be obtained by solving the differentiai
equatiqn corresponding to the mode of th oc ‘ﬁ’and measurement

device.

For a f, rst order p]us t1me delay model the- so]ut1on for one
"sampling period, ana]ogous to Equation (3. 6), is:

S 1 | B
k17 B (e Dug g + K (1= Py (3.13)

with B, C and N as previous1y defined in Section 3.4.1.

Employing Equation (3.13) recurs1ve1y gives. the predicted output
N sampling times ahead as:



- 24 -
C =Bec +BEK (X-1u f K (1 - By
k+1 k AT k-N-1 = "p C/Yk-N
A n A 1 B
Crep =B Cpy * B Kp (C-— l)uk_N + Kp (1 - C)uk—N+1
=8N vk Ao E gi-1
k+N “k C . Uk-i-1
. N .
< B 1=1
+ Kp (1 - E) .ii:=1 B uk—1 ,

Prediction over the fractional time delay BT, gives:

A A . :
Chaneg = © Chapy + Ky (1C)

kN T 5 Up-1

(3.14)

(3.15)

Subsfituting Equat}on (3.14) into Equation (3.15) and rearranging

gives:

< eV vV Kk (1- 0
- Skeneg K . k-N-1

N
+ K (1-B): B ™" u,
. p ) .i:l k"]

-

Predicting one half sampling period ahead yields:

A _A _ A
Creo ~ Ck+N+g+%-— A Craneg t Kp (1 - A)“k
: : ) T‘ »
with A defined as A = exp( - 5/, )
. P

(3.16)

(3.17)
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'Combining Equation (3.17) with the control law for the proportional
AP in Equation (3.11), gives after rearrangment:

ki ( Ceanea)
u, = p, - Ac
©orex ok - K kifits

(3.18)

Equations (3.16) and (3.18) constitute the digital algorithm for the
proportional AP 'which is given in Table 3-4.

Table 3-4

Proportional Analytical Predictor Algorithm

2 eV +Nk (1 C) - + K (1-B) 2 gi-1
k+N+8 k p VT UN-T T Rp W io1 Uy i
KK +1
cp
P, = r
k K K k
cp
K
fo A
u, = (p, -Ac )
cp
. Ts
with "A = exp (- /5. )
' . %
T
B = exp(- S/T )
p
BTS
C=exp (- °/_)
T
p
N'*'B = T/T
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For the case of sustained load disturbances this proportional
algorithm will result in offset. Tc rliminate offset, integral
control action needs to be included. As-can be seen from
Figure 3-5 a load disturbance affects the 5}ocess in the same
way as a control action of the same mangtudé and duration.

Thus a term, dk’ can be added to the con%rgi\jigna1, Ups
resulting in the following control law:
\

u +dp = Ko (P - cppg) (3.19)

As in the previous development it is.assumed here that the
A

disturbance dk cannot be measured. However an estimate, dk’
can be obtained by comparing the predicted output Gk, calculated
from the process model, with the actual measured output Cy and
numerically integrating the difference:

A A A '

dk =d,, * KI TS (ck - ck) (3.20)

A ;

Using this estimate dk for dk in Equation (3.19) yields the
control law for the proportional - integral AP.

Following a series of steps analogous to those used in deriving
Equation (3.6) it is possible to establish that:

A A

_ 1 .
¢ =BG g FBK (T 1) (U o +dy)

B T A B
+ Kp (1 - E) (uk_N_1 + dk_l) - (3.21)

A .
In Equation (3.21) dk_1 is an estimate of the disturbance
d,_y at time (k - T, .

i
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Eqn. (3.21) can be used recursively as in the derivation employed
for the proportional AP to obtain the predicted process output
€k+0 . Fina]]y,'substitutinq €k+g into Eqn. (3.19) results in the
proportional-integral AP algorithm given in Table 3-5. The
complete derivation of this algorithm is given in Appendix B.

The integral control action used in the AP control algorithm in
Table 3-5 differs from the integral action in a conventional
digitial PI controller given in Egn. (3.8) and Table 3-6.
Consider what happens when an AP control system, initially at
steady state, is subjected to a setpoint change. In the absence
of model errors the measured process output, ck, will be eaual
to the predicted output, gk; as long as no load disturbances
occur. Consequently gk, which can be regarded as the integral
contribution to the control action, is zero as can be seen from
Eqn. (3.20). Therefore setpoint changes are handled by pro-
portional control action only, which is not the case for the
digital PI control algorithm. It should also be noted that due
to the setpoiﬁf calibration there is no offset ir *“%s case.
‘This fact is shown in Appendix C.

If the system is subjected to load changes ék become. different
from zero. Since 1n the proportional- 1ntegra1 form of the AP
control algorithm dk is added to the stored past coﬁ%ro] signals,
a different value of the future predicted output Ck+N+5 is
obtained, as can be seen from Table 3-5. CoF'equently the
control signal ug depends‘bn the controller tur ng parameters

Kc and KI and thus contains proportional an: -egral control

action.
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Table 3-5

Proportional-Integral Analytical Predictor Algorithm

3 A
U TB o rBR (-1 Uy 2 4y

A

k-1 7K Toleg - o)

[=%

o>
1]
a >

N
Ckeneg = C B e + B Ky (1 =€) (upenog *

i-1 o

B (u-; + dk)

-t =

+ Ky (1-8)
=1

KC A A

T TERE T A (PR - A Caes) - dy

> with p,, A, B, C, N " as defined in
‘ Table 3-4

Table 3-6

Digital PI Control Algorithm //

\Ekzrk-ck.

k
g = Ko G+ = L
1
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If the disturbance d can be measured, feedforward control action
can be included easily (28-30). However this case will not be '

treated in this investigation.

3.4.2.1 OptiMal Controller Constants

The controller parameters for the AP algorithm in Table 3-5
can be tuned analytically to yield a system response that
meets certain performance criteria. Moore (30) has shown
that the controller gain K. can be calculated so that the
system without time delay will respond in a dead-beat
fashion to step changes in setpoint. The process output ck
will then show the same response delayed by the time delay T.
‘This is the best that can be achieved considering the nature
of the prd¥€ss.

The solution of the differential equation of the model
without time delay (T=0) for one : 7pling period is:

ka1 = Ky (1-B) up + B oy | L (3.22)

So the_AP control law for the proportional a]gorifhm for
this case is given by: / '
A .1
‘ KC KcKp 1 |
u, = ( r. - A ck) (3.23)

k
1+ KCKp (lfA) KcKp

Using the requirement for a dead-beat cont ler:

. c =r o (3.24)

and assuming the syétem to be at steady state initially
gives:

=0 ~ (3.25)
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From Eqns. (3.22) to (3.25) it can be shown that:

L - Kp (1 -8) K, K. Kp + 1 (3.26)

1+ KC Kp (1 -A) K K

. ¢ P

which on rearrangement can be expressed as:

(- | - (3.27)
¢ K, (1 -A) :
In a similar fashion, controller parameter KI in
the AP algorithm in Table 3-5 can be specified so that
an unmeasured step disturbance can be estimated after
one sampling interval. Suppose that a step disturbance
of magnitude q enters the system of Fig. 3-5 at time
t=(k-1) Tg. Then di =.q for i > k - 1 and the
response of the system without time delays is given by:

- - ' _ . 3.28
c Ck B Ck-l + Kp (1 B) (uk—l + q) | - ( )
Since the disturbance is assumed to be zero for
t < k-1)Ts, then aP_l = 0 and the predicted
response will be: ’
R | : . _
c, = B -1 + Kp (1 -B) ug (3.29)

combining Eqns. (3.20), (3.28) and.3.29) gives

di = Ky T (1-8) K a (3.30)

_ In order for the estimated disturbance to be equal to
the actual disturbance after one sampling interval,
‘the  following condition must be satisfied: '

) A
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Combining Egns. (3.30) and (3.31) gives the required

a expression for K

I’

1

K, =
! ' 1 x (1-8) . (3.32)
S p A

With the controller parameter KC given by Egn. (3.27) the
AP becomes a dead-beat controller for any step changes in
setpoint. Using the controller parameter KI expressed by/,
Eqn. (3.32), however, will providé dead-beat control for

load disturbances only in the special case when:

1. The disturbance affects the’procéss in the same way

“

as a control action.

2. A step qisturbance enters the system just at a sampling

~stant.

3.5 Computer Requirements

As can be seen from Tables 3-2 and 3-5 the algorithms for digital
SP and AP control are simple and do not require excess%ve computer
resources. The amount of computer time used will depend on the
speed of the computer and the sampling frequency. For the SP, as
for digita] PI control, the computer time required is directly’
proportional to the Samp1in§"frequency since the algorithms
contain a constant number of terms. In the case of the AP the
number of terms in the algorithm increases with sampling frequency.
If the sampling frequency is doubled for instance, N, the integer
\number of sampling times contained in the process time delay, is
doubled as well. Consequently the summation term contains twice
as many elements. For sufficiently large values of N calculation
of the summationmterm will take ub most of the computation time
required for exeéutingvthe algorithm. In this case the execution
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‘time for one computation becomes proportional to N and thus the
sampling frequency. For large values of N the total computer _time
required for AP control is consequently proportional to the square
of the sampling frequency. Also, N +1 paét control signals.

have to be stored, as compared to two in the case of the SP.

In most practical applications, however, N will be sha]] and
the time Fequired to execute the AP or SP algorithms will be
comparable. For instance in this study N was never larger than
2, and the execution time for the algorithms on the IBM 1800
computer was negligible. ‘

In view of the simplicity of the SP‘énd AP control algorithms
the recent advance in computer technology opens interesting
possibilities for their application. Both could for instance
readily be imp]eménted_using a cheap, dedicated microprocessor

in place -of a minicomputer.
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CHAPTER 4

DIGITAL SIMULATION STUDY

A digital simu]ation'sthdv was undertaken to inVestiqate the performance
of SP, AP and PI control of the product compositions of the pilot sca]e ,
distillation column. In most of the SP simulations the SP algorithm "
in Table 3-2 was used. Load prediction was included in some runs for

the bottom composition control. To ensure no offset the proportional-
integral version of the AP alaorithm was employed. Simulations of the
top composition control were made with "perfect" process models in

order to study the performance of predictor control in this ideal case,

- and with 1naccurate process models to 1nvest1gate the sensitivity of

-the pred1ctor contro] schemes to mode111ng errors.

Controller

: ,
Reetls) A 2 ; »@)‘C‘*
set. A " D|g|ta| _]\Uk Zon G : (s)e—T1s _ (S)
v 1 p ]

.
f\f -T2§4

Fig. 4-1 : Block Diagram of the Simulated Control System.

s
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Simulation Programs

The control system in Fig. 4-1 was simulated using the IBM
360 CSMP diQita] simulation program *. This program provides
simple simulation language statements to specify standard '
elements of the system like time delays, first order transfer
functions, sample and hold elements etc.i and offers a choice
of numerical integration methods and output optiohs. In addition
user written FORTRAN subroutines can be substituted for specified
blocks, making the program very versatile. -Listings of the
programs for three simulation runs using SP, AP and PI control
are given in Appendix D.
\ ~
The transfer functions in Table 3-1 were used as process models.
The measurement time delay T in Fig. 4-1 was zero for the top
composition control loop since the top-.composition can be
measured continuously and was 4 m1nutes for the bottom
composition, wh1ch is the cycle time of the gas chromatoaraph

‘It was found that for the rectangular integration method in

CSMP an integration interval of 3 to 5 seconds was sufficiently

 short to ensure an accurate d1g1ta1 simulation of the closed- 1oop

system. The'value of the manipulated variable, ug, was
calculated every sampling instant using the control algorithms
in Tables 3-2% 3-5 and 3-6. Between sampling instants, uk
was held constant using a zero order hold element. A sample
time of 1 mirute was chosen fOf the top composition control
loop and of 4 minutes, equa]’to'fhe cycle time of theAgas

 chrbmatograph, for the bottom composition control Toop.

*
IBM, 360A-CX-16X, "Continuous Systems Modelling Program s

Program Reference Manua]
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4.2 Controller Tuning

In order to obtain a valid comparison of the performance of the
three control algorithms, well tuned controllers must be'used
in each case. In this study the integral absolute error (IAE)

was used as the performance criterion.

Since the SP scheme Gises PI control action it can be tuned using
the methods that are available for,convéntiona1_PI controllers.
For example Miller et al.(26) have developed tunihq ré]atibns for
first order plus time delay processes and continuous controllers
using integral error overformance criteria. The controller para-
meters are expressed in terms of the ratio of the time delay, T,
to the process time constant,_rp. Smith et al. (42) give tuning
formulas that set ry according to available rules of thumb and
adjust'ﬁ: to obtain a given percent overshoot. Some of these<
tuning methods have been extended to digital PI controllers
(19,20,27,39). Lopez et al. (19,20)'have established optimal
controller constants based on ISE, IAEfahd.ITAE integral -error
criteria for P, PI and PID contro]]ers and a first order plus.
time de]ay process. However, these results are presented in
graphical form and for the process parametérs of the_present
study interpolation between the reported curves is required.
Consequently, only approximate values can be obtained.
Moore et a], (27) propose an a]ternativg approach for d}gital
two mode controllers. They suggest that the relations for
continuous controllers can be used if an effective time delay
of T' = T + T¢/2 is employed instead of the system time de1ay-
T to account for the additional delay caused by samplina.

- The agreement between constants obtained in this manner (27)
~and optimal constants for'digjta] controllers (19,20) is best
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for low ratios of sampling time to process time constant and for
high ratios of time delay to time constant. These conditions

are not satisfied for the process parameters used in this study.

However, since no better tuning method was ava1]ab1e, the approach

of 'Moore et al. (27) was used employing the following ‘tuning relations

for continuous controllersd{26):

/ .
- | L, . -0.986 : :
Kp K= 0.984 (T'/xp) . _ (4.1)_
0.707 |
“1/Tp = 1.648 (T'/xp) . (4.2)

Although the SP control scheme eliminates the time delay T from
the characteristic equation, it does not compensate for the
effective time delay of Tg/2 introduceq by sampling. Thus one
possibility for tuning the SP is to use controller constants
calculated from Eqns. (4.1) and (4.2) based on an effective time
delay of T' = TS/Z The s1mu1at1ons showed , however, that with
" the contro]]er constants ca]cu]ated in this fashion the response
was osc11]atory for PI control and unstable for the SP. More
conservative controller constants: can be obtained by setting

T =T+ T for PI control and T" = T¢ for SP control. -With
these contro]]er constants, sat1sfactory closed-1oop responses
were obtained in all cases It should be noted that °

T' =T+ T4 corresponds to the longest poss1b1e time delay in
the sampled-data system; for instance, if a load d1sturbance
occurs immediataly after a samp11ng instant, a time interval
of T' = T + T¢ passes until corrective control action can affect
the system output.

°

In the-case of the AP dead- beat controller constants for the given
process models and sampling times can be calculated from. Egns.
(3.27) and (3.32). These values resulted in sat1sfactory .control”
in the 51mu1at1on study.
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4.3 Top Composition Control

Simulations of the top composition ontrol loop were made for step
changes of +1% in setpoint and 420% feed flow rate using a =
sampling time, T¢, of 1 minute. Feed flow rate disturbances of

the same magnitude were used in a previous experimental study

of the column by Pacey (33). A feed flow disturbance consisting

of a series of arbitrary pulses of different duration was also
employed for some simulations.

The controller.constants for SP, AP and PI control were cal-
culated using the methods discussed in Section 4.2 and are given
in Table 4.1 . |

In the case of the SP the confro]1er constants based on an

effective time delay of T' = Tg/2 (K= 22.9 and 1] = 181) Ted

to very oscillatory responses, S0 more conservative sett1ngs

were used in some of the reported simulation runs (KC 15 and
T = 200). The simulation results are summarized in Tables

4-2 to 4-4. The most sétisfactofy responses in terms of IAE

values and overshoot for setpoint changes are shown in Fig. 4-2 #

and the corresponding runs for feed flow changes in Figs.

4-3 and 4-4 . S o

~ The superior performance of the AP and thg SP over PI control for.
setpoint changes is apparent from Fig. 4-2. The AP.behaves as

-a dead-beat controller and is superior to the SP which has a small
overshoot."?dr feed flow changes the AP gives a considerable
improvement over both SP and PI coniro] as can be -seen from
Fig. 4-3 and the IAE values in Table 4-3. Fig. 4-3 shows the
sluggish response of the SP after a step chanqe in feed flow.

" The same characteristic “tail” in the response was observed
for a wide range of controller constants. The theoretical
analysis of the SP, for a continuous controller, in Appendix A
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Table 4-1 : Calculated Controller Consténts
for Top Composition Control.

e’

CONTROL CONTROLLER CONSTANTS AND UNITS . TUNING METHOD

ALGORITHM
K ST KI
(9/s/%) (s) (g/s/%s)
PI 8.61 284 - . Egns. (4.1) and (4.2)
' ‘ ‘\\\\\m based on T'éT+TS/2'
PI 6.31 355 - Eqns. (4.1) and (4.2) !
" based on T'=T+TS '

P "6 {7 ~200 - Optimal IAE constants
for a discrete PI con -
troller (19) -

- Sp 22.9 141 - Eqns. (4.1) and (4.2)
' o based on T'=TS/2

SP 11,6 230 - Eqns. (4.1) and (4.2)"
based on T'=TS

Sp A 12 ~100 - Optimal IAE constants

' for a discrete PI con -
troller (19)
AP 24.15 - 0.21 Dead-beat controller

constants from Egns.
(3.27) and (3.32)
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Table 4-2 : Simulation Results for Top Composition Control

( 1% Step Increase in Setpoint )

RUN K. 0o K IAE OVERSHOOT  FIGURE
(9/s/%) (s) (g/s/%s) (%s). (%)
PI-2  8.61 284 - - 389 0.86 - -
PI-9  6.31 355 - 267 0.47 4-2
'SP-1 11.6 230 - 180 0.16 4-2
SP-2 15.0 . 200 - 172 0.55 .
AP-1  24.15 - 0.21 142 0.0  4-2

Table 4-3 : Simulation Results for Top Composition Control
| ( 20% Step Increase in Feed Flow )

RU Ke T K, IAE | DEV?Q?iON FIGURE
(g/s/%)  (s) (a/s/zs) (%s) (%)
PI-4  8.61 284 - 54.0  0.17 -
PI-8 6.3 355 - 86.3  0.20 4-3
P8 11.6 230 - 139 0.164 4-3
P29 15.0 200 - 129 0.164 -
AP-6  24.15 - 0.21 18.2 - 0.164 = 4-3

Table 4-4 : Simulation Results for Top Composition Control
| ( Series of Arbitrary Square Pulses in Feed Flow )

MAX.
RUN Ke 1 K IAE  DEVIATION  FIGURE
(9/s/%)  (s) (9/s/%)  (%s) (%)
PI-7  6.31 355 - 338 0.356 44 .
SP-16  11.6 230 - 327 0.254 4-4

- AP-15 = 24.15 - 0.21 9 0.218 4-4

L 4
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|
shows that. this type of response can be expected if the load
dynamics are slow, w 1dh was the case in the present study.
For a series of arbit ary pulses in feed flow of . differen
duration the SP shows ¥ similar response, but 1n\th1s case
a new disturbance occuns before the previous' tran51ent has\
died out as shown in Figq. 4-4, Tab]es 4-3 and 4: 4 show that,
for a step chanqe in fee§ flow the Sp gives cons1derab1v |
higher IAE values than P] contral, whereas for the dlsturbance
consisting of series of a itrary step changes s1m11ar TAE
values are obtained since the smaller maximum deviation of the
SP compensates for the longer transient. Fia. 4-4 and
Table 4-4 demonstrate that he AP, resulting in.the lowest TAE
value and the smallest maximum deviation, provides a
significant improvement over |SP and PI control.
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4.3.1. The Influence of Mode' Errors

The “.fluence of mode! errors on the performance of the SP and
the AP was investigated by simulating the same process model
but assuming values for the parameters K,,r, and T in the
predictor model that differed v uo‘to 30% %rom the nrocess
parameters. Model errors for these simulations were defined
as:

Predictor Model Parameter-Process Parameter
— x 100% (4.3)

Model Error =
Process Parametgr

The controller constants. for the simulation runs with model
errors of * 20% Kp wer> calculated from the incorrect

parameters -in the predictor model, based on an effective
time delay of T = Tg for the SP and using the equations for
dead-beat control for the AP. Eans. (4.1) and (3.27) show

- that this results in reduced values of K. for model errors
of +20% and increased.values for model errors of -20%.
Since the value of t7 does not depend on the process gain,
as can be seen from Eqn; (4.2), T is the same as in the
ideal case of perfect modelling. The value of Ki for the
AP, however, depends on the process gain as shown in

>Eqﬁ. (3.32). The controller constants of the previous case
of perfect mode11ingﬁ§§§va1so obtained for the simulation
runs with model errd¥s&En time delay, as the controller
tuning relations for fhe SP and AP do not depend on the
value of the time delay.
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The simulation runs for model errors of +10% Kp, *+ 30%Tp and
+20%T1&+20% Kp were done using the controller constants for

the ideal case of perfect process models, i.e. the constants
were ca]cu]ated from the process parameters instead of the
jncorrect model parameters. ote that this yields a value of
for the AP. Due to a calculation

Kp = 0.210 in the simulation
error Ky = 0.198 was used; hgwever, th1s resulted in negligible

differences in the responsey.
)

Yin Tables 455 and 4-6 and typical

The results are summari
responses are shdwn in Figs. 4-5 to 4-12.

In the case of the SP the performance depended on the type of
mode] error present and the disturbance used. Overestimated
gains and time delays led to higher IAE values for feed f]ow .

changes, but to lower values for setpoint changes, as shown in
runs SP-10, SP 11 and SP-3, SP-4. Underest1mated gain and
time delay on the other hand gave lower IAE values for load
chanaes than the ideal case because the tail" in the response
>curve was reduced. This fact can be aporec1ated by comparing
runs SP-8, SP-7 and SP- 12 and Figs. 4-7 and 4-8.

For the AP, model errors always led to a deterioration iﬁ
‘control behaviour. This is demonstrated by the increase in
IAE values over the ideal case of no model errors and the
\compar1son of the transient responses in Figs. 4-9 to 4- 12.
Errors in the time delay, T1, and the process gain, Kp, were
found to have more severe effects than- errors in the time
constant, Tp . For errors in gain K underest1mat1on is more
serious than overestimation because the calculated controller
constants are too large in the former case and tend to result
in an osc1]1atory response. This can be appreciated by
comparing\gpe’IAE values for runs AP-7 and AP-14 gnd the

P
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Table 4-5 : Simulation Results Illustrating the Effects of
Model Errors on Top Composition Control

( 1% Step Increase ingSetpoint )

"+30%

| | ‘ MODEL
RUN Ke 1 K| IAE  OVERSHOOT  ERROR  FIGURE
(9/s/%) (s) (g/s/%s) (%s) (%)

sp-1 116 230 - 180  0.16 - 8-5,4-6
sP-5  11.6 230 - 175 016 03K - |
-3 9.68 230 - 180 0.12 4208 K 4-5
sP-4  11.6 230 - 172 0.16 - +20% T,  4-6
sp-6  11.6 230 ' - 193 0.41 30t -
sP-13  11.6 230 - 200 0.29 +20% Ti& -

+20t K,

AP-1  24.15 - 0.21 142 0.0 - 8-9,4-10
AP-3 24.15 - 0.198 157  0.13  +10% K-
AP-5  20.1 - 0.175 175 0.17 +20%_Kp 4-9
AP-12 12.0 - 0.21 200 0.09 +20% T, 410
AP-4 2415 - 0.198 205 0.20 -
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Table 4-6 : Simulation Results ITlustrating the Effects of
Model Errors on Top Composition Control |
( 20% Step Increase in Setpoint )

MAX. MODEL
RUN K T K IAE DEVIATION  ERROR  FIGURE

c I
(g9/s/%) (s) (g/s/%s) (%s) (%)

-8 1.6 230 - 139 0.164 -  4-7,4-8
-7 18.5 230 - 112 0.164 -20% K 4-7
SP-10 9.68 230 - 166 0.164 201K -
sP-12  11.6 230 - 118 0.164 -20% T, 4-8
SP-11 116 230 - 161  0.164 #2007, -
SP-15 11.6 230 - 18 0.167 w208 T8 -
| ’ . +20% K
AP-6 24,15 - 021 18.2 0.164 - 4-11,4-12
AP-14 - '30.1 - 0.262  38.1 0.164 -20% K 4-11 ..

AP-7 20,1 - 0.175  23.2 0.164 420 K-
AP-9 2415 - 0.198  18.9 0.164 +10K -
AP-13 24.15 - 0.21' 319 0.164 -20%T,  4-12
M-l 120 - 021 28.4 0.164 +20% T, -

AP-10 26,15 - 0.198 . 26.7 0.164 +30% T -
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tranéient response in Fig. 4-11. Forberrors-in time delay
the reverse situation occurs; for an overestimated time delay
(runs AP-11 and AP-12) the system was unstable and K. had |
to be reduced to get a stable response as shown in Fig. 4-10.
In the underestimated time delay run (AP-13) the stable but
oscillatory response in Fig. 4-12 was obtained.

Evaluation of the results in Tables 4-5 and 4-6 shows that the
AP is more sensitive to model errors than the SP. In the case
of the AP control behaviour was always worse than for the ideal
case; for the SP, a small or no decreasé in control performance
was observed in some cases. However, it should be noted that

“even with model errors the AP was still equivalent to the SP

for setpoint changes and superior for feed flow changes.

Bottom Composition Control

-

The bottom composition control loop was simulated for step
changes of +1% setpoint and +6% feed flow. Due to a program
error the magnitude of the feed flow disturbances was different
from 20%, the value used for the top composition simulations.
However, this does_not affect the comparison between thé‘
control schemes. The sampling time was 4 minutes, equal to
the cycle time of the gas chromatograph. The controller
constants in Table 4-7 were calculated from the process model
in Table 3-1 using the methods discussed 1n Section 4.2.

As was the case for the top composition control the-SP was
unstable with the controller constants calculated using

T'= TS / 2 as suggested by Moore et al. (27). Cohsequent]y,
the controller constants wére reduced until a stable response
was obtained. To determine the sensitivity of the AP to
different values of the controller constants, simulations were
done with the dead-beat constants as well as with controller
constants which were 50% smaller.
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Tables 4-7: Ca1cu1atéd Controller
Constants for Bottom Composition Control

CONTROL CONTROLLER CONSTANTS TUNING METHOD

ALGORITHM )

Kc 1 I

(a/s/%) (s) {a/s/%s)

Egns.(4.1) and (4.2), based

PI -0.620 1011 -
' on T' = T+Ts/2
PI  -0.506 1167 - Eqns. (4.1) and (4.2), based
on T' = T+Ts
PI v~ -1.06 ~ 770 - Optimal IAE constants for
a discrete PI controller (19)
SP -2.69 352 - _ Eqns. (4.1) and (4.2), based"
on T' = TS/2
sp 1.3 574 - Eqns. (4.1) and (4.2), based
' onT' =T
s
Sp ~ -1.8 ~ 330 - Optimal IAE constants for a
discrete PI controller (19)
AP -2.62 - -0.0067M Dead-beat controller con-
’ stants from Egns. (3.27)
and (3.32)

g
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The simulation results are summarized in Tables 4-8 and 4-9.
‘The most satisfactory responses in terms of IAE values and
overshoot for setpoint changes are shown in Fig. 4-13 and
for feed flow changes in Fig. 4-14.

As expected tor a system with a long time delay, PI control is
not satisfactory and the superior performance of the AP and the
SP for setpoint changes is seen clearly in Fig. 4-13. As was
the case for top composition control, the AP behaves as a dead-
beat controller with the calculated constants. A comparison

of IAE values for runs AP-21 and AP-22 shows that even with
suboptimal controller constants the AP is superior to PI control.
Fig. 4-14 demonstrates that for feed flow changes the AP aives.
a cons1derab1e improvement over both SP and PI contro] The
s]ugg1sh response of the SP to feed flow changes that was

noted for the top composftion is again observed here. In this
case, however, the SP gives lower IAE values than PI control.

To overcome the slow response of the SP to feed flow disturbances
some simulations of the bottom composition confro] systems were
performed using the SP algorithm with load prediction in
Table 3-3. The results showed that with =1, i.e. Tinear
extrapolation, the system became very oscillatory and the
controller constants had to be reduced to compensate for the
decrease in stability. Better results were obtained by
reducing « and using the eontro11er constants calculated for
the 9 without Toad prediction. In this way the "tail" 1n

the response curve could be reduced and\\he IAE va]ue decreased
from the value obtained without Toad prediction. ‘However,
this improvement did not seem significant enough to justify

the use of a third tuning parameter (¢ ). As the AP aave
super1or results with onlyé#two control modes load pred1ct1on
was not persued further in this study



- 54 -

Table 4-8 : Simulation Results for Bottom Composition
C&Etrol ( 1% Step Increase in Setpoint ).

OVERSHOOT = FIGURE

RUN K. T K IAE
(9/s/%)  (s) (a/s/%s)  (%s) (%)
PI1-21  -0.62 1011 - 1148 0.43 -
PI-22 -0.506 1167 - 955  0.16 4-13
sp-21  -1.36° 574 - 564  0.20" 4-13
sp-22  -2.0 440 - 936  0.92 -
AP-21  -2.62 - -0.00671 531 0.0 4-13
Oap-22  -1.30 - -0.00671 617 0.0 -

0

Table 4-9 : Simulation Results for Bottom Composition
' Control ( 6% Step Increase in Feed Flow )

X MAX.
RUN K. T K| IAE DEVIATION FIGURE
(g/s/%)  (s) (g/s/%s) (%s) (%)
PI-23  -0.62 1011 - 454  0.37 4-14
PI-24 -0.506 1167 - 534" 0.38 -
sP-23  -1.36 574 - 372 0.37 4-14
$p-24 © -2.0 440 - 322 0.37 -
AP-23  -2.62 - -0.00671 184  0.37 4-14
AP-24  -2.62 - -0.00335 252  0.37 -
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Discussion of Results

The results of the simulations for top and bottom composition
control in the ideal case where no modelling errors are present
show that both predictor control schemes can give an important
improvement in terms of IAE values compared to‘PI control.

The AP was superior to the SP and P! control in all cases.
With the calculated AP controller constants dead-beat control
was obtained for setpoint changes, and for feed flow changes
the performance came close to that of a dead-beat controller.

- The deviation from dead-beat control is probably du. to the

fact that the AP algorithm is designed for the special case
where the process transfer functi~n G (s) is equal to the Toad

transfer function G (s), which . not the case for the
distillation column model as can be seen from Table 3-1. The
results of the AP for the bottom composition control, ruﬁs

AP-21 to AP-24, demonstrate thatteven with suboptimal controller
constants the performance did not deteriorate siqnificgitqy

Thus the algorithm is insensitive to the controller constants,

a result also noted by Doss et al. (9).

The SP gave improved results for setpdint changes for both top
and bottom product control, and came close to the performance
of the AP as can be seen f‘rom Fios. 4-2 and 4-13. For ‘;eed
flow changes the SP gave only a slight 1mprovement over PI
control for the bottom composition and was inferior to PI
control for the top composition. The simulation study of
continuous SP and PI control in Appendix A demonstrated that
fop-certain ratios of the process parameters the SP 1s 1nfer10r
to\R(\E?ntrol for step changes 1n load. In particular thic

I

1
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e

was the case for small values of the time delay to process
time constant ratio, T/rP , where T =T +T2 , and large values

of the load to proces< time - onstant ra%iog rL/rp . Table 3-1
shows that’these are = <" ions that exist for top composition
control (T/rp = O.d'b ar 'p = 1.5) hereas the process
parameters for bottom ¢ . .itior cc i e more favorable

( for the SP (T/rp = 0.48 and rL/rp 0.~ though the analysis
used in Appendix A does not stric ly ap; to sampled-data

systems, the SP showed theAEime d:pendency on the relai ve time
delay and load time constant in the present simulations.

Thus, better performance was ottained for bottom than fur top

composition control.

The simulation resu]ts in. Tables 4- 5 and 4-6 show that for

the AP an inaccurate prL tor model always led to a
deterioration in performance compared to the ideal case.
However, the resulting IAE values were still smaller than for
PI control for both setpOJng and load changes. The performance
of the SP was less dependent on model errors. In some cases,.
especially for load disturbances, the resulting [AE values were
even smaller than those obtained in the ideal case, but this
may not be true for other types of load disturbances.

Conclusions o s

The simulafions of the distillation co]umn_contro1'system, using
the process models in Table 3-1, for predigtor control and PI

- . €
control‘show tha}:
:“” — ff | .
>§l * L ’ X . 4 -7

o
ey
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In the ideal case where no modelling errors are present
the AP is superior to the SP and PI control for both

setpoint and load changes.

The AP is insensitive to controller tuning. Only a small

decrease in performance is obtained with suboptimal

. controller constants.

The SP is more sensitive to the controller constants used.
However, it employs a Pl controller and experience in PI

controller tuning can be applied.

The SP gives good results for setpoint.changes but results
fn  sluggish responses to lcad changes, es pecially for

tOp compos1t1on control. . -

.The AP is -ore sensitive to modeT]ing errors than the SP,

which is demonstrated by the larger deterioration in
performance when modelling errors are present. The
resulting IAE values, however, are similar to those of
the SP for setpoint changes and lower than those of the

SP for load changes.
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CHAPTER 5

EXPERIMENTAL EVALUATION

Two factors which will influence the performance of SP and AP control
on an actual process were not investicated in the simulation study:

the presence of noise, and mode111ng errors involvina the.form of ‘the
dyvmic model rather than only the magnitudes of the model parameters.
The experimental study was carried out by app]y1ng the two predictor
control schemes and PI control to composition control of the pilot
scale d1st111at1on column at the Un1vers1ty of Alberta. Single loop
contro] was emp]oyed, i.e. only the top composition or only the bottom
_compos1t1on was controlled at one time. First order plus time delay
process models of the form shown in Table 3-1 were used to describe
the dynamics of the process. As these types of models apply to many
~"industrial processes the results can be aeneralized and are app]1cab1e
to other, similar control problems. )

5.1 Implementation of the Control Schemes

In the usual operating modevof the column, the important process
yafiab]es such as top composition, bottom composition etc. are
monitored by the direct digital control (DDC) package of the ‘
IBM 1800 computer. The princip31 flows: feed, reflux and steam,
are controlled using digital PI control and sampling times of

1 to 4 seconds depending on the flow control loop. These

digital controllers act in the supervisory control mode, i.e.
they send setpoints to the lpca] analog flow controllers.

The contro} a]qor1thms in Tab]es 3-2, 3-5 and 3-6 were implemented
as shown in Append1x E us1ng software prov1ded by the DDC package
to get the measurements from the process and send the control
signal to the process. -Every sampling instant the control
program obtains the latest value of the controlled variable
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¢}

from the appropfiate DDf measurement"1ooo and calculates a new
setpoint for the DDC reflux or steam flow control loop. This

control loop in turn outputs the setpoint for the local analoa.

flow controller.. Thus the analog.as well as the DDC flow control
loops act as slave loops. Unless a very short.sampling time T

is specified for the master loop, the dynamics of the slave

(flow contro1)>1oops_are fast and can be neglected. Sirnce

sampling times of T¢ = 1 minute for top composition control

and T = 4 minutes for bottom combosition4controT were used,

this was the case. Otherwise the slave loops would effectively

behave as additional lags in the master loop as noted by
‘Dahlin (7). o

For each experiment the column was controlled at the nominal ////_—*
steady state operating conditions for approximately one half
hour before a disturbance or change in setpoint was introduced.
During a run the process variables ef interest were sampled
every 32 seconds and the data stored on disk for later plotting

and punching on cards.

mProceés Mode]s for thé_Experimenta] Overatina Conditions

For the experimental study it was advahtageous to have operating
conditions that yie1d top and bottom compositions that are
outside the "pinch" reqion of the equilibrium curve since for
\yery pure top or bottom products the procesS‘becomes highly
nonlinear. However it was not possible to find operating
conditions that gave low top composition.and high bottom
composition simultaneously since the column was designed for
good separation. Thus it was necessary to strike a compromise
in the selectiop of base operating conditions. The conditions of
Table 5-1 were found to result in satisfactory product |
compositionsl A detailed report of ;he oFerating-condig;QQ§

PR Wiy
. w‘lj\n *, \1‘:.:)‘,

K

is given in Appendix G.



- 61 -

Table 5-1: Typical Steady State Operating Cond1t1ons.
‘ ~ (Compositions in weight % methanol)

Feed, F: | 18 g/s
Reflux, R: ‘ 16.9/5

_ Steam, S: 18215 g/s
Feed composifion, Cr:  50%
Top compositfon, Cp: 97%
Bottomlcombositfon‘ACB: )/}5%
Rebdjjerltemperature, Tp:- 950 ¢C
Dﬁs}%}1;te flow rate, D:. 8.8 g/s

‘Bottom flow rate, B: 9.2 g/s
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Berry (4) detérmined first order plus t%me deTay transfer function
- ‘models for the top and bottoms composition of the column from a
least squares fit of experimentaT open loop response data.

However his ope?éting conditions'wefe different from those

used in this study and yielded lower top and bottom gomposi-

tions. Experimental open loop response data for the

operating conditions used in this study indicate that the process
gains are quite different from Berry's gains. However the time
constants and time.de1ays remained almost unchanqed. Thus in

this investigation Berry's transfer function models were used

to represent the process, but the experimentally determined
process gains were substituted for the original gains. The
processrmodels are given in Table 5-2. Open 1oop responses

using the first order.plus time delay process models for this
study were simulated for step changes in'reffux, steam and

. feed flow. Figs. 5-1 to 5-4 show the comparison of these
simulations with. the experimental open loop respohsesvobtafned

for the operating conditions given in Table 5-1. These figures
show that: ‘ - o |

¥
- B

1. The responses of the top and bottoms compositions are
_strongly nonlinear. This is reflected mainly in the
process gain, but to a lesser degree also in thé dynamics.

2. ‘7he tranéfer function models of Tab1e'5-2, applicable to
the operating conditions of“this‘study, provide a reason-
able approximation for both increases and decrease" in
reflux, steam and feed flow rates. '

3. Feed flow change cause only a very small upset in the top
Composition, especially for increases in feed flow.
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Table 5-2 : Process Models for the Distillation Column.

\

For Operating Conditions Used in this Study

Top Composition :

1.0 ¢708 0.167 e 186s
cpls) = ——— R(s) + F(s)
1002s + 1 895s + 1 q

‘rBottom Composition :
5.0 &8s 2.08 e~20%s,

cgs) = —————5(s) + ————— F(s)
864s + 1 792s + 1

For Operating Conditions Used by Berry (4)

Top Composition :

-486s5

 1.69 7508 0.50 e
cD(S) = ———— R(s) + ———— F(s)
 1002s + 1 8955 + 1
Bottom Composition :
‘ -2.56 ¢ 174s 0.65 o 204s
cB(S) = S(s) + ———— F(s)

864s + 1 792s + 1
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Fig. 5-1 : Comparison of Simulated and Experimental Open—}oop
Responses to Step Changes of +1 g/s or -1 g/s 1n
Reflux Flow.
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Fig. 5-2 : Comparison of Simulated and Experlmental Open-loop .
' Responses to Step Changes of +3. . 6 g/s or -3.6 g/s
in Feed Flow..
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Fig. 5-3 : Comparison of Simulated and Experimental Open-loop
Responses to Step Changes of +1.4 g/s or -1.4 g/s
in Steam Flow
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Fig. 5- 4 Comparlson of Simulated and Experimental Open-loop
: Responses to” Step ‘Changes of +3.6 g/s or -3.6 g/s
in Feed Flow.
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s%\é.B -~ Controller Tuning

For the process models of Table &- 2, it is possible to calculate
controller constants for SP, AP and PI control using the methods
described in Section 4.2. The controller constants for SP and
PI control were calculated from the IAE tuning relations, Egns.(4.1)
and (4.2), based on an effective time delay of T' = T, for the
SPand T' =T + Tg for PI control. The constants for the AP were
the calculated dead-beat constants from Egns. (3.27) and (3.32).
However the calculated controller constants resulted in unstable
experimental responses so trial and error tuning became necessary.
- The IAE performance criterion was used as a basis for the on-Tine
tuning. The tuned controller constants were determ1ned for step
changes in setpoint. Because of the nonlinearity of the process
the direction of the applied step changes was 1mportant Since
‘1t was- found that the process gain increased for top compositions
below the nominal operating conditions and bottom compositions
‘above the nominal operafing conditions, the controller
constants were tuned for decreases in setpoint for the top
/w¢cﬁﬁﬁagql1on and 1ncreases in setpoint for the bottomxcompos1jﬁbn’
Th1s ensured that the tuned controller constanty’?ere con- »;ga
servat1ve for other types of disturbances. It $§ not c]almed’t at
the resulting constants were those giving the opt1hQa1 IAE values
but they are tuned well enouqh to allow a valid comparison
between the three control schemes. Table 5-3 provides a
comparison of the calculated and tuned controller constants and
shows the large reduct1ons that were necessarv in order to obta1n

stable control.

.J” —_
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ed and Experimental

CONTROLLER Cﬁﬂé;ANTS

Table 5-3 : Comparison of Calcul
Controller Constants.
CONTROL _
ALGORITHM CALCULATED
a KC T KI
(g/s/%) (s)  (a/s/%s)
- Top Composition :
PI 7.98 367 -
sp T 15.8 225 -
AP 32.9 - 0.29

Bottom Composition :

PI

SP

AP

-0.256 1167 - -
_0.696 574 -
-1.34 - -0.00343

EXPERIMENTAL
KC T‘I KI
(g/s/%) (s) (g/s/%s)

4.72 367 -
10.0 250 -

8.0 225 -
10.0 - 0.06
5.0 - 0.09
-0.15 1500 -
-0.30 .20 -
- 7
0.20 1200 =
-0.15 - -070034
-0.20 -+ -0.0020

o
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5.4  Top Composition Control

The performance of the SP, AP and PI controllers for top\composition
control was evaluated at the operating conditions given in Table
5-1. .Decreaseg in setpoint and feed flow were investigated because
the top composition is very insensitive to increases in setpoint
or feed flow when the composition is above 97%. Control performance
was studied for step decreases of 1% in setpoint and 22% in feed
flow. The IAE performance criterion wés chﬁééﬁ;as g'basis for
comparison with the IAE values computed for a auration of one
i. - after introducing the djsturbance. Most experimental runs

- for the SP and AP were made _using the process model applicable to
this study given in Table 5-2 and shown below as Ean. (5.1):

cD(s) 1.0 ¢70s

R(s) 1002s + 1

- (5.1)

To investigéte the influence of large model errors, some runs
were made using the process model established by Berry given

in Eqn¥ (5.2): .
: o ~60s |
cD(s) 1.69 e Y . . (5.2)
R(s) 1002s + 1

Although this model contains a larger process gain and léads to
Tlarger model errors at the new operating conditions, it would
probably prove an adequate process model over a wider composition
range, since the process gain increases for decreasing top
“composition. TQe resd]ts for setpoint changes are presented

in Tab]e.544 and the transient responses are shown in Figs. 5-5
to 5-12. The time at which the disturbance was int;bduced is
denoted by an arrow on the time axis‘qf the p]ots..
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;ﬁrable 5-4 :;Summary of. Exper1menta1 Results for Top\Compos1t10n
.;Contrd] ( 1% Step Detrease in Setpoint )

PROCESS »
MODEL FIGURE
(Equation" ’
Number)
274367 - 5-5
'\'2501:s5 o 449 5.1 5-6
225" - 275 5.1 5-7
TR0y - 6Ms 522 5-8
el 0027 789 5.1 5-9
L 0,00 400: 5.1 5-10
;;&; 0.06 356 5.1 5-11
0.17 767 5.2 5-12
,a, g SR :
JLe%he reSu]ts for runs: PI -4, SP-6 and AP- 8 in Table 5-4, show that
f ~ both" pred1ctors y1e1d a significant improvement in control com-

pared to PI contro1, q1v1nq a reduction in IAE values of as much
as 50%. The transient” responses in Figs. 5-7 and 5-11 demonstrate
that with:predictor control the top composition attains the new-
setp01nt in less than 20 m1nutes with no overshoot, whereas w1th
PI control the sett11ng time is more than one hour as shown 'in
F1g, 5-5. The performance of the SP is slightly better than that
. of the AP, but th1s could be due to better contro]]er tun1ng
,Lon!roller tuning .is more cr1t1ca1 for the SP than for the AP as
is demonstrated in runs SP- 5¢ SP-o and AP-6, AP-7 and AP-8.
,The small change in contro]]er constants between the two SP runs
leads to a considerable chanae 1n the IAE va]ues and. trans1ent
_ responses ‘in Figs. 5-6 and 5-7 whereas with the s1qn1f1cant1y
different con€r011er constants for the AP runs, the transient
respbnse is a]most the same as shown in Figs. 5-10 and 5-11.
Even with the bad]y tuned constants in run .AP-6 the control is
still sat1sfactory and superior to PI controﬂ in terms of IAE
. . -

’ . !

g
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values. When the inadequate process model of Egn. (5 2) is -
employed, the performance of both predictor control schemes '
detehiorates considerably as shown in runs SP-3 and AP-4.

The controller constants had to be reduced,\compared to the
runs with the model of Egn. (5. 1), in order .to obtain stable
control. It is to be noted that thevesu]t1nq IAE values are
smaller than for PI control in sp1te of the Targe mode111ng
errors, in that the model gain 1is approx1mate1y 50% higher

than the actual process gain. The better performance of the

SP compared to the AP indicates that the SP is not as sensitive
to mode111ng errors, as was ﬁonc]uded in the simulation study

'The results for feed flow changes are presented in Table 5-5 and

the transient responses are shown in Figs. 5- 13 to 5-15.

Table 5—5 : Summary of Experimenta1 Results for Top’Composition
Control ( 22% Step Decrease in Feed Flow )

, : PROCESS -
RUN K K IAE °MODEL - FIGURE

T
(9/;>%)' .(i) (g/s/%s)  (%s) (Equation
Number)

PI-5°  4.72 %67 - 205 - 5-13

sP-7 8.0 225 - 103 5.1 5-14

sP-4 6.0 250 - 259 5.2 -
-9 100 - 0.6 101 5.1 . 5-15

AP-5 1.0 S\ 0.17 166 5.2 . - ,

@
The f1gures and the IAE-values in- Tab]e 5-5 1nd1cate an 1mﬁrove,-
‘ment of predictor control compared to PI control, but since the

- maximum dev1at1ons from steady state are very small for all three

control sthemes no further 1nterpretat1on of the results is

“considered poss1b1e o o~
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Bot tom Composition Control

The three contrul schemes were compared for bottom composition

control at the basic operating conditions of Table 5-1. The

disturbances employed were step changes of * 2% in composition

~etpoint and } 17% in feed flow rate. The IAE performance
iterion was used as the basis-for cemparison of the control
remes. Because the transients are longer-for the bottom

N p6;;tibn, the reported IAE values are for 2 hours duration

after introducing the disturbance.

The process model of Table 5-2 given in Eqn. (5.3)

e -174s %
- v . ‘ (5.3)

cB(s) -5.0
S(s) 864 s + 1 . - .

was used for SP and AP contro],‘ The comparison of simulated

open loop responses for this'model with experimental data in .

Fig. 5-3 ;hSWS that Eqgn. (5;3) in fact r:presents a compromise

for increases and decreases in steam flow, due to the nonlinear~
"~ column behaviour., ' )

The bottom compdéitioh.was analyzed with an on-line gas -
chromatograph (GC). Liquid from the reboiler was pumped through a
recycle line and a 1iquidlsamp1e from that 1ine was withdrawn
ffito the GC for analysis. Both the autematic liquid
g 3 the chromgfographic analysis were unde}_coTputer
, with a cycle time of 4 minutes. This long cycle time
was- necessary toAget,a.re1fab1e cohpositjon ana]xﬁ$§. For more*
dqtails on the GC and sampling system the reader is referred to
E.\a"sﬁn smeier (40). © . . ., o




- 83 -

The transport delay 1n the recycle line was found to be
negligible, and consequently the total time delay associated
with bottoms composition measurement was taken as the 4 minutes .
cycle time. The sampling time was chosen as 4 minutes, the

cycle time of the GC.

The GC analysis system resulted in a rather high noise-level
for the composition measurement. ’Figure 5-16 shows composftion
measurements at tko different steady states and indicates that
the analysis is reliable to within approximately * 0.4 weight

% methanol.

The bottom composition contr61 runs are summarized iniTables
5-6 and 5-7 and the transient responses for setpoint changes
are shown in Figs. 5-17 to 5-27 and those for feed flow
changes in Figs. 5-28 to 5-36.

The responseg clearly demonstrate the nonlinearity of the process.
The response/can be over or underdamped with the same controller
constants—depending on *n~  -ection of the disturbance as can

be seen from -Figs. 5-1 1 for PI control, and Figs. 5-23
and 5-26 for the AP. Thus constants tuned for one particular
4disturbance may not be well suited to other disturbances. The
controller constants for all 3 control schemes were tuned for a

2% increase in bottoms composition setpoint.

A compérison of the best runs for each type of control in terms
of IAE values for increases in setpoint, runs PI-22, SP-23,
AP-22 and for decreases in setpoint, runs PI-24, SP-25, AP-30
shows that the AP provides a signifigant improvement over PI
control, whereas the SP is superior to PI control for decreases
in setpoint but almost identical for increases in setpoint.

The fact that the AP compensates for the time delay introduced
by sampling gives it an advantage over the SP since bottom
composition control involves a large sampling time éf 4 minutes.
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Table 5-6 : Summary of Experimental Resulits for "»ttom
Composition Control
( 2% Step Changes in Setpoint )
RUN K. T Ky IAE FIGURE
(9/s/%) (s) (g/s/%s) (%s

Increases
P1-22 -0.15 1500 - 3250 5-17
SP-21 -0.40 800 4500 5-18
Sp-22 -0.20 1200 3350 5-19
SP-23 -0.30 1000 - 3200 -20
AP-21 -0.20 - -0.0034 3650 -
AP-22 - -0.80 - -0.0020 2500 5-21
AP-22 -0.50 - -0.0034 3350 -
AP-24 -0.40 - -0.0020 3500 5-22
AP-27 . -0.15 - -0.0034 3600 5-23
Decreases :
PI-24 -0.15 1500 - 3850 5-24
SP-25 -0.30 1000 - 2600 5-25
AP-28 -0.15 - -0.0034 3400 5-26
AP-30 -0.80 - -0.0020 2200 5-27
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Table 5-7 : Summary of Experimental Results for Bottom
Composition Control
{ 17% Step Changes in Feed Flow )

RUN K T KI IAE FIGURE |

(g/s/%) (s) (g/s/%s) (%s)

Increases : _ «
~ PI-23 -0.15 1500 - 10000 5-28
Sp-24 -0.30 1000 - 6600 5-29
AP25 . -0.40 - -0.0020 7200  5-30
AP-26 -0.15 - -0.0034 7300 5-31
Decreases :
P1-25 -0.15 1500 - 10400 5-32
SP-26 -0.30 1000 - 8400 5-33
SP-27 -0.20 1200 - 9600 5-34
AP-29 -0.15 - -0.0034 6900 5-35

AP-31 -0.80 - -0.0020 7400 5-36
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Runs SP-23 and SP-25 for the SP and AP-22 and AP-30 for the

AP demonstrate that with predictor control better results are
obtained for decreases in composition setpoint than for
increases although the controller constants were tuned for
increases in setpoint. The reason for this behaviour can. be
‘qppreciated by realizing that for increases in composition

ﬁhe process gain 1s larger than the model gain, as can be seen
in Fig. 5-3. Since underestimated gains lead to a more serious/
deterforation in performance than the reverse, as the simulation
study demonstrated, the better results for decr-ases in setpoint
would be explained. The tuning of the controller constants,
however, would favour the runs for increases in setpoint. The
net effect of these two factors is better performance for de-
creases as can be observed by comparison of Figs. 5-20 and 5-25
for the SP and 5-21 and 5-27 for the AP. Considering these
results it appears to be advantageous for satisfactory overall
performance to use a model gain closer to the maximum process
gain observed in the composition range of interest rather than

" the average gain used in this study. '

For load changes both predictor control schemes give a sig-
nificant improvement over PI control which is reflected in the
IAE values in Table 5-7. Quite similar-responses and IAE values
are obtained for the SP and the AP, and the small differences
could well be due to the controller tuning. .

5.5.1 Use of the Reboiler Temperature

In industrial distillation columns if is common practice to use
temperature measurements for quality control, e.g. the temperature
near the top or bottom of the column at some arbitrarily selected

~ tray. For a binary mixture the composition can then be inferred
from the boiling point temperature and the pressure. For the
methanol-water system the relationship between composition,
bofling point and pressure is given in Appendix H. ‘Bottom
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composition control, by controlling the reboiler temperature,

was tested experimentally using temperature measurements at the
bottom of the reboiler. In order to infer the bottom composition,
the pressure at the temperature probe location hac to be known
and one has to assume that the 1iquid at thi: focat‘on is at

the boiling point (implying perfect mixing in .ne reboiler).

As no convenient direct pressure measurements could be made and
no information regarding the mixing pattern in the reboiler was
avaflable, the relationship between the temperature measurement
and the composition was established experimentally. Steady
state temperéture_gnd,composition measurements (by GC) were
taken at d1ffbrehfgoperat1ng conditions to establish the data
‘points shown in Fig. H-1 in Appendix H. However, the data
were quite erfat1c, probabl}‘due‘to different pressures at

the location of the temperature probe because of different
atmospheric conditions, pressure drops and reboiler levels.
‘Thus only approximate compositions could bé inferred from the
reboiler témperature measurements made in this study.

Step disturbances of +2%C in setpoint and -17% in feed flow
were employed to study the performance of SP, AP and PI
control using the reboiler temperature as the controlled
variable. As in the previous experiments the standard oper-
ating conditions of Table 5-1 were used. The sampling time
was chosen to be 1 minute. '

The process model for the effect of steam on the bottoms com-
position, Eqn. (5.3), was used with the process gain adjusted
‘to account for the fact that the output variable is reboiler
temperature instead of composition. From Appéndix H the slope
of the T-X curves for the methanol-water system is approx-
imately -0.82 °C/% so the proceés mode? for the reboiler
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temperature as the controlled variable becomes:

TR(s) 4.1 e'174S
- (5.4)

S(s) 864s + 1

\\As was the case for top and bottom composition control, controller
constants could be calculated employing the methods mentioned
in Section 5.3. However, the calculated controller constants
had to be reduced to achieve stable control in the experimental
runs for the SP and the AP. Trial and error tuning of the con-
troller constants was done for step changes of +29C ig.setpoint.

The results of the reboiler temperature control runs are presented
in Tables 5-8 and 5-9 and the transient responses are shown in
Figs. 5-37 to 5-44. The comparison of the IAE values for set-
point changes shows the small improvement of SP over Pl control
whereas the AP {s inferfor. For feed flow changes the SP results
fn a smaller overshoot, but a longer setling time in comparison
with PI control a< shown 1n Figs. 5-41 and 5-42, so that the

IAE values are almost identical. The AP, with the controller
constants employed for run AP-15, gives a lower IAE value than
for PI or SP control in contrast to the higher IAE value using
the settings corresponding to run AP-14,

In thg AP control algorithm the proportional and integral con-
trol action are "separated” in the sense that in the ideal case
without modelling errors the response for setpoint changes
depends only on KC, as was discussed in Section 3.4.2. This
fact is demonstrated experimentally in the AP runs AP-12, AP-13
and AP-14, AP-15: for setpoint changes the lower IAE value is
obtained for run AP-13 with the higher Kc and, for the sake of
stability, lower K| compared to run AP-12, whereas for feed

flow changes the reverse is true. '

-
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Table 5-8 : Summary of Experimental Results for Rebofler
. Température Control
(2% Step Increases in Setpoint )

"RUN K, T K, 1AE FIGURE
(g/s/%) - (s) (g/s/%s)  (%s)

PI-11  0.87 564 - 1536 5-37

sP-13 2.0 300 - 1176 5-38
AP-11 0.1 - 0.0 1900 -

_AP-12 0.6 - 0.02 1890 5-39
AP-13 1.2 - 0.0 1600 5-40

Table 5-9 : Summary of Experimental Results for Reboiler
Temperature Control | ’
( 17% Step Decreases in Feed Flow )

RUN K, . K 1A FIGURE
(g/s/%) (s) . (g/s/%s) (%s)

PI-12  0.87 564 . - 1008 '5-41

sP-12 2.0 00 - 1000 5-42
AP-14 - 1.2 - 0.01 1068 5-43
AP-15 0.6 < 0.02 852 ,  5-44
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s

The reason for the unsatisfactory results of predictor control
for the.reboiler temperature probably 1ies in the 1nadeduate
process model, Eqn. (5.4). Only the process gain for this
mode] was determined experimentally; the time constant and time
delay were assumed to be the same as for the model with the
bottom composition as output variable, which is only a crude
approximation. The time delay in particular is probably '
overestimated by Eqn. (5.4) . '

5.6  Comparison of Experimental and Simulation Results

A direct quantitative comparison of expefimenta] results with
thevd1gita1 simulation results in Chapter 4 is not possible
because different process models were used. In order to
obtain combarab]e simulation results the simulations were
repeated using the process models in Table 5-2, for the
operating conditions used in this study, with the same step
disturbances that were used in the experimental study

5.6.1 Simulations Based on the Experimenta] Process Models

- Top and bottom compos1t1on contro1 of the column using SP
AP and PI control was simulated for the jdeal case where no
mode11ing errors are present. Simulations were performed
using not only the calculated controller constants, but also
‘the controller constants used in the experimental tests
that resulted in the smallest IAE values. The controller
constants are summarized in Table 5-3 and the results of .
the simulations are presented in Table 5-10. Figs. 5-45
to 5-50 show the corresponding transient responées.- In |
all the simulations the step disturbances were introduced
at time zero. ' '
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5-10 : Simulation Results Using the Process Models Used in this
Study given in Table 5-2. (N.B. The Runs with 0dd Run
Number Employed the Experimental Controller Constants)

AP-48

RUN Kc T KI IAE FIGURE
(9/s/%)  (s) (g/s/%s)  (%s)

1% Decrease in Top Composition Setpoint
PI-41 4.72 367 - 321 5-45(a)
PI-42 7.98 367 - 273
SP-41 8.0 . 225 - - 240 §-dolg -
SP-42  15.8 225 - 208 '

. AP-41 10.0 - 0.06 213 '5-47(a)
AP-42 32.9 - 0.26, 152

22% Decrease in Feed Flow for the Top Composition

- PI-43 4.72 367‘ "" 56.3 ' 5-45(b)
P1-44 7.98 367 - -32.2
SP-43 8.0 225 - 58f0> 5. Efb)
SP-44 15.8 225 - 9.0 .
Ap-43 10-0 - i 0-06 ) 39- ‘47(b)
AP-44 32.9 - 0.29 8.3"

2% Increase 1n Bottom Composition Setpoint

PI-46 -0.256 1167 - 1970
SP-45 -0.20 1200 - 2960 5-49(a)
SP-46 -0.696 574 - 1136 '
AP-35 -0.80 - ~0.0020 1190 - 5-50(a)
AP-46 -1.34 - -0.00343 - 1073 ' '

17% Decrease in Feed Flow for the Bottom Composition
PI-47 -0.15 1500 - 111800 - 5-48(b)
PI-48 - -0.256 1167 - 5700 -

SP-47 ‘-Q.ZO 1200 - 9900 .5-49(b)
SP-48 -0.696 574 - 3630 |
AP-47 -0.80 - -0.0020 2490 .- 5Q50(b)

-1.34 . -0.00343 1800
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Fig. 5-45 : Simulation of the Top Composition Control for
a Setpoint Change of -1% (a) and a Feed Flow

Change of -22% ?b) using PI Control. :
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Fig. 5-46 : Simulation of the Top Composition Control for
2 a Setpoint Change of -1% (a) and a Feed Flow
Change of -22% (b) using the SP.
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Fig. 5-48 : Simulation of the Bottom Composition Control
for a Setpoint Change of +2% (a) and a Feed:
Flow Change of -I¥% (b) using PI Control.
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\

_ \, :
The simulations with the calculated controller constants (i.e.
the runs with even run numbers in Table 5-10) confirm the
conclusions of the digital simulation study in Chapter 4 as
far as the performance of the three control schemes in the
1deal case of no modelling errors is concerned. The AP is
superfor to SP and PI control in each case. The SP gives a
significant improvement over Pl control for setpoint changes
but exhibits a sluggish response for feed flow changes as |

shown in Figs. 5-46(b) and 5-49(b).

The runs with the experimental contro]ler\COnstants (1.e.
the simulations with odd run’numbers in Table 5-10) demonstrate -
the deterjoration of the»conﬁro] performance due to the
smaller constants which had to be used to obtain satisfactory
control experimentally. Particularly noticeable are the

slow responses of the bottom composition for SP and PI
control in Figs. 5-48 and 5-49. -

The results in Fig. 5-50 again demonstrate the insensitivity
of the AP to tuning. Only a small decrease in control per-
formance results by using the experimental constants as’
compared to the calculated dead-beat controller constants.

Fig. 5-51 shows the behaviour of‘the'manipulated variable, _
reflux flow, corresponding to the top composition cgntrol
runs for setpoint changes using PI and AP control. Obviously
use of the AP, with dead-beat constants, requiring that the
output be brought to the new setpoint in one sampling period
requfres large changes in the manipuTated variable. For °
the steady state value of the reflux flow of approximately
16 g/s, the change of more than 16 g/s for run AP-42 shown
“1n Fig. 5-51(b) would not be physically possible. ‘However
with the experimentally determined controller constants,
~ the required control’attioh was always withih the physical
constraints.
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(a)
oPI-41
aPI-42

0 800 1800 2400 3200 4000 .
CTIME (s) .
‘. o (b)
1l . .
o AP-41
o a AP-42
:g- L -
"L
o ~
o 800 1600 2400 3200 4000 ‘
TIME (s) :

Fig. 5-51 : Comparison of the Control Action (Reflux Flow)
for a Setpoint Change of -1% in Top Composition
using PI Control (ag and the AP (b). . »
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5.6.2 Comparison with Experiments

A comparison of the simulation results in Section 5.6.1 with
the experimental results in Sections 5.4 and 5.5 provides a
means for investigating the influence of modelling errors,
nonlinearities of the process and noise on the control
behaviour. The simulations were carried out using the
controller constants and process models used in the experiments
but for the ideal case where no modelling errors or noise are
present. Consequently deviations between the experimental

and simulated responses can be attributed to these factors.

The results shown 1n Figs. 5-52 to 5-63 demonstrate the
deterioration of the control performance that was obtained
experimentally. The responses of the top composition in

- Figs. 5-52 to 5-57 are slower experimentally than in the
simulations indicating that the process has slower dynamics
than was- assumed in the model. This could be due to incorrect
mode] structure, namely the fact that other smaller time =

_ constants were neglected to obtain a first order plus time
delay process model. Fig. 5-52 shows that the experimental

" response with PI control 1s more ose111atory than predicted
.by the simulation. This result-can be explained by the non-
linear nature of the process: as the process gain increases
for decreasing composition any overshoot to smaller com-
positions will be amplified, thus leading to oscillations.

The exﬁerimenfaTrresponses for the bottom composition control
exhibit more overshoot than the simulated responses for in-
creases in composition as is demonstrated in Figs. 5-58,

5-60 and 5-62. This can again be explained by the nonlinearity
of the process, which results in an increase in gain with '
increasing composition as shown in Fig. 5-3. The,h1gher
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sensitivity of the AP to modelling errors compared to the SP is
clearly demonstrated in Figs. 5-60 to 5-63. Whereas the sim-

ulated and experimental responses for the SP in Figs. 5-60 and
5-61 agree remarkably well, the experimental responses for the

‘ AP in Figs. 5-62 and 5-63 show a significantly deter1orated

control behaviour. Initially the experimental responses of the SP

and the AP for decreases in feed flow are quite similar to the
s1mu1a;ed responses as shown: in Figs. 5-61 and 5-63 , and demonstrate
that the dynamics assumed in the model agree well with the dyna-

mics of the process. In contrast, the experimental response with

PI control 1s slower than the simulated response, as shown in

Fig. 5-59. The reason for this behaviour remains unclear; a

plugged sample valve in the on-line GC may have been the cause.

Conclusions from the Experimental Investigation

“he results for top composition control using SP, AP and PI
ntrol demonstrate that for setpoint changes:

1. Both predictors give a significant improvement over
~ PI control. This is demonstrated by IAE values which
are less than one half of the values for PI control.

I

2. Both predictors can hand]e'very severe model errors.

Even when a proceés model with a 50% error in the gain
is employed the control is still stable, though only
marginally superior to PI control.

-

Since the top.composition is insensitive to feed flow changes,
only very small deviations from the steady state were obtained.
The results indicate the superior performance of the predictors
over PI control but are not conclusive for this feaspn.
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The following conclusions can be drawn from the results for
the bottom composition control for setpoint and feed flow

changes:

A

1. Both predictors resulted in an improvement over PI control.

a

2. Better performance of the predjc%ors was obtained for
decreases in setpoint or feed flow, since in this case the
process ga1n‘%s smaller than the model gain. For an increase
1afsetpgjnt ?r feed flow the reverse is true, leading to
g%;illai@ry‘*éspenses.

3. For(setﬁoint changes the AP was superior to the SP.

4. For feed flow changes the SP and the AP performed in a
sifmilar fashion and gave a significant improvement over

PI control.

Rebofler temperature control for setpoint and feed flow changes
showed only a marginal improvement of predicéor control over

PI control presumably t cause of the inadequate process models
that were used. This demonstrates the fact that careful process
model1ing is a prerequisite to obtain satisfactory results
using'pred1ctof control.

Controller constants calculated from the process models resulted
in very oscillatory responses in the experimental tests for all
three control séhemes, requfring on-line tuning of the controller
constants. For SP and PI control a moderate reduction of the
calculated controller constants resulted in satisfactory control
performance. The AP required a larger reduction of the ta]eu—
lated controller constants to provide stable control. Once the
range of satisfactory controllier settings was found, however,

the AP was quite insensitive to the contr011ernconstants used.
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CHAPTER 6

N

CONCLUSIONS AND RECOMMENDATIONS

The analytical and Smith predictor control schemes have been success-
fully used to control the top and bottoms composition of a pilot scale,
methanol-water distillation column. The first order plus time delay
predictor mgdels provided a satisfactory representation of the column
dynamics for control purposes. The experimental results indicate that
both the analytical and Smith bred1ctors give a‘s1gn1f1cant improvement
over PI control for both setpoint and feed flow changes. For top
combos1t1on control; the Smith predictor provided slightly better control
than the analytical predictor. However the analytical predictor per-
-formance was superior for bottoms composition control. Initial experimenta
tests of the three control schemes with calculated controller constants
resu1¥ag/4n very oscillatory responses, so trial and error tuning
became necessary. The analytical predﬁctor showed a marked fnsensitivity
to different contro11er constants used in these experiments.
Y

The simulat1on study demonstrated that both predictor control schemes
prov1de a s1gn1f1cant 1mprovement over PI control for setpoint changes.
For load changes thg analytical predictor performance was superior to
that of the Smith predictor which resulted in very sluggish responses.
The simulation study showed also that both the analytical and Smith
predictors exhibit a satisfactory degree of insensitivity to modelling
errors. Hdwever,‘the performance of the analytical predfctor
deteriorated more compared to the ideal case of a perfect process model.

A : 3 _ 3 ;
In this investigation the analytical predictor was superior to the
Smith predictor in the simulations and in most experiments. In other
practical app]ications, the better performance of the analytical -
predicior will have to be ba]anced_against its higher sensitivity to |
- modelling errors.



- 139 -

Some recammendations for future work suggested by this study include
the following: , -

~—

N

1. The unsatisfactory perfonnance of the Smith predictor for 1oad
disturbances might be improved. A possible approach is given
in Section 3.4:1.1., where load prediction has been included
in the control algorithm. )

2. The Smith predictor algbrithm could be modified to compensate

for the time delay introduced by sampling in a fashion similar

. to that used in the analytical predictor. Prediction of the
future process output over a time interval equal to one half
of the sampling interval could be included in the a]gorithm
for the respohse of the system without time delay. The
algorithm for the system with time delay should not be
modified, however, since it is designed to cancel the
measured process output in the ideal case of a perfect process

"model and no disturbances.

3. The improved contro] performance achieved using the analytical
predictor suggests that a theoretical investigation of the
possibilities for generalizing this approach would be meaning-
ful. In particular, extensions ‘to the multivariable case and
the case of a load transfer function different from the process
transfer function could be studie&.

4. The nonlinear dynamics of distillation columns imply that
predictor control will only be satisfactory over a small
- ~range of operatinc conditions. It would appear worthwhile
to include a variable process ggiﬁiin the predictor model
‘which could be adjusted for the level of composition.
Alternatively one could consider an adaptive_predictor control
N _ _ . '
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stra\lfegy, which could identify the parameters in the predictor
model on-1ine. This approach would allow use of the predictor
‘schgme over a wide range of operating conditions and furthermore
would eliminate the need for a priori accurate process models.
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NOTATION

bottoms flow rate

system output

output of system without time delay
output of system with time delay
bottom composition

top compositio
feed compositt
distillate floy rate
load disturbafice
contro]iér put
feed

vcontroller transfer function

load transfer function
process transfer function

measurement transfer function
positive integer number

control]ér gain

integral controllér constant
process gain ‘

integer number of sampling times
calibrated setpoint

reflux flow rate

setpoint

steam flow rate

Laplace opérator

time delays

reboiler temperature
sampling time -

control action
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Greek symboTs

a: constant, Ocasl

8¢ fractional number of sampling time, O<g<l
8 observed effect of a load disturbance

0: dimensfonless time delay '

p: predicted effect of a 1oad disturbance
e ' reset time

TL: load time constant

Tpt process time constant

Subscrigts:

ke . denotes a discrete variable
- Superscripts: -

Al denotes a predicted value
Abbreviations: ‘

AP: analytical predictor

GC: | gas chromatograph

IAE: integral absolute error

Pl - . proportional-integral

SP: Smith predictor

Z0H: - zero order hold
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APPENDIX A &

A COMPARISON OF THE SMTTH PREDICTOR AND
CGNVENTIONALuFEEDBACK CONTROL*

1. INTRODUCTION

The detrimental effects. of time delays in feedback control
Toops are well known. Of the special control techniques proposed
fdr processes with time delays, the "Smith predictor" or "Smith
1inear predictor" (1;2).has probably received the most attention.
Several simulation and experimental studies (3-7) have demonstrated’
that the Smith predictor can result in significant improvements
over conventional control. The sensitivity of the Smith predictor
to modelling errors (7-9) including Padé approximations to the
time delays (7,10) have also been considered. In recent years the
predictor has been extended to sampled-data systems (5,9,11,12,14,
15) and multi-variable systems (13-15)

Nielsen (16) has compared/éhe performance .of the Smith
predictor and conventional PI, PID and integral controllers for
simulated processes described by first and second order transfer
functions plus time delays. He repofted~that the Smith predictor
s superior to conventional controllers for setpoint changes if
the "Integral Absolute Error" is used as the performance index.
However, for load changes Nielsen's simulated results indicate
that the Smith predictor gives better control only if large time
delays are present; for relatively small time delays, the conven-
tional controllers are better. Nielsen's analysis assumes that the
load variable and the manipulated variable affect the controlled
variable in the same fashion (i.e. the special case when the

Toad and process transfer functions are identical).

* Appendix A is in the form of a draft for a publication (25).
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In this investigation it is demonstrated that a comparison
of the Smith predictor and conventional feedback contro]lers
must take 1r’o account the relative dynamics of the load and
process transfer functions.

2. THEORETICAL ‘ANALYSIS

The » ock diagram of the closed Toop system 1nc]ud1ng

the Smith pred:-tor is shown in Figure 1. The predictor consists
of a feedback loop around the controller with the output of the

pred1ctor" block representing the difference between two Process
models: the response of the undelayed system minus the response
of the system with time delays T1 and T2 If. there are zero

time delays (i.e. T1 =T, = 0) or if the predictor block is omitted,
the block diagram in Figure 1 reduces to the diagram for a conven-
tional feedback controil system.

For load disturbatces, the closed-loop transfer function
for the system in Figure 1 is given by:

C(s GL(S) [1. + Gé(s)Gp(s)H(s) [1 - e‘S(T +T )]]
2 L# GCCS)GPCS)HTS) (1)

The characteristic equation for this systen is

1+ G.(s)G,(s)H(s) = 0 B | (2)

which is also the character1st1c equation for the system in Figure 1
when the time delays are zero. “Thus the Smith predictor eliminates
the time delays from the characteristic equation and consequent]y
allows 1arger controller gains to be used.
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For purposes of illustration the following transfer functions

will be considered:
G.(s) = K_ |1+ 1 G (s) = K
C c - rIs P TpS + 1

‘H(s) = 1 , G (s) = ?‘gkr*f‘

L
Then the ci..racteristic equation is second order and the closed-
loop system in Figure 1 is stable for all positive values of
Kc and T (Note that this is not the case when the Smith
predictor is omitted, due to the presence of the time delays in
the characteristic equation.)

Equation (1) can-be rearranged to give

(3)

4 ' -s(T, + T,)
c(s) . c s) L Gc(s)GEFs)H(s) e 1 2
s L 1 + Gc(s)Gp(é)H(s)

Suppose that Gc(sg + =, which can be realized by 1etting'KC + o
and/or LS e 0. Then the closed-loop system remains stable
and Equation (3) reduces to

C(s

5L = 6.(s) - G (s) e 5(T1 *T2) | ‘ (4)

The inverse Laplace transform of Equation (4), with

c(t) = £,'.1 [C(s)], can be expressed as

.
S

c(t) = £';[GL(5)U(s)] - £'1[GL(5)U(5) e‘?(T1 * 121 (s)
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Equation (5) can be written as
c(t) = cOL(t) - COL(t‘° Tl - T2) (6)

where cOL(t) denotes the open-loop response to an arbitrary
input, u(t). Figure 2 shows that c(t) attains its steady-
state value of zero when cOL(t - T1 - T2) reaches its steady-
state value, ¢y ' .

For the situation where cOL(t) is a monotonic function
(as shown in Figure 2)&}@p analytical expression gpr the
Integral Absolute Error (IAE) performance criterion can be
derived. 'If only load changes are considered, then

IAE = J lc(t) |dt ='J ]cOL(t) - cop(t - Ty - T2)|dt (7)
0 0 '

Since cOL(t) 15 assumed to be a monotonic functioh; this
integral can be evaluated by integratinngith respect to ¢
rather than t. This is especially convenient since Figure 2
111ustrates that the horizontal distance between cOL(t) and
cOL(t - Ty - T,) is a copstant, T, + T,. Thus the integral
in Equation (7) can be written as

- |
IAE = J Ol (1, + T1,)dc (8)
. :

which reduces to

- < | L 9
IAE = (T; + T,)Cqy o . (9
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The expression for the IAE criterion in Equation (9) has been
derived for the asymptotic case whe Gé(s) + = and the open-
loop response is a monotonic function (e.g. response to a -
step disturbance). However, this expressioo also provides a
lower 1imit to the IAE value that can be obtained for the more,’
realistic situation where G_:(s) < =.

A similar analysis can be made for setpoint changes. Here,
the closed-loop transfer function is

1 -sT >
ogs) | Ge()Gp(s) 71 @ 10)
' s + G .(s) P S s .

Letting G.(s) + = gives

C(s -sT : | N
Xts) "¢ ! | ‘ - (11)
Taking the inverse Laplace transform of Equation (11) with
cwr(t) =2 I[R(s)] gives | A .
| nt -
c(t) = r(t - Tl) ‘ : (12)

The corresponding IAE expression is
IAE = I [r(t). - r(t - T;) |de ‘ (13

If r(t) is a monotonic function, then Equation (13) reduces to

IAE = Tlr | : : ’ . - (14)

'ihere F 1is the new steady state‘value of the setpoint. The
expression in Equation (14) provides a Tower limit to the IAE
_ value that can be obtained using the Smith predictor when

G(S)<w sgx":
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3. SIMULATION RESULTS . | e

i

t

To {1lustrate the effect of system parameters on the
relative performance of the Smith predictor and a conventional
Pllcontroller. the system shown in Figure 1 was simulated using
the IBM CSMP/1130 simulation program (17). For convenience,

the total time delay of the system will be denoted by T & T+ T,
Representative simuiation results are shown in Table 1 for a

unit step change in the load disturbance with the. control behav-

four characterized in terms of the ratio IAE/IAE . . The IAE ..

value denotes the theoretical minimum value of Equation (9),

that 1;. TAE, -(T1 + TZ) CoL -

‘The values in parentheses are for controller constants KC = 20

and 1y = 1/3, while the other values are for V. = 10 and
fl = 1/3. Clearly, even with only-moderately high values of K.
and M\ the performance of the Smith predictor comes close to the

- best that can be’éxpected t! retically, with the exceptjon of

the case T/t =0 (no load transfer function) and T/ T = 0.1
(relatively sma?l time delay). However, even for these
conditioﬁs using K. = 100 and 7, = 1/3 reduces the value of
IAEIIAE.in to 1.13. The numerical values giver in Table 1 were
obtained with %, = 10. However, other values of 1 gav \_

- essentially the same IAE/IAEmin values provided that T/.rp and

T |_/'rp were held constant.

‘The effect of the magnitude of the load time constant on
the control behavior is significant as canrbelseeﬂ'?rom the
stmulation reSults given in Figure:B for a step chghge in the.
load disturbance. Clearly, as the ratio of the load time constant
to the process time constant increases, there is a deterioration
fn control behavior. It should be noted that thege results are
for _arbit;rary controller parmters, KC = 20, T ;" i/3 and that
values of IQE/IAE.in closer to one could probably be obtained by

..
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L2

controller tuning. Since the Smith predictor performance
does not deterioriate markedly when only moderately high
values of Kc and 1/ T, are employed, similar results can
be expectedhfor other systems where Gp(s) is not first
order.

In order to assec. ‘¢ there is an‘adVantage in using
the Smith pred1cto~ the same process and a conventional
PI controller wq.. 2<:5, The PI controller settings
were tuned to ylel¢ +9¢ owest IAF - .ue after a unit step
change in load (cf. Tabie 2). Moi. thai the numerical |
values given in Table 2 are IAE value: .-malized by div-
‘iding by IAE , , the theoreticz1 minin.n for the Smith |
,pred1ctor when G (8) + =. Consequently, when the value
is less than one, the conventional PI contro1ler is superior
to the Smith predictor while a value greater than one implies that
the Smith predictor yields a better control behavior. As can be '
observed from Table g conventional PI control is preferred
for small time deld?ﬁ -nd relatively slow lToad dynamics (1 .e.
large values of T/ Tp)

Closed-loop responses for the Smith predictor and con-
ent1ona1 PI control are.shown in Figure 4. These results
were obtained using control1er settings that minimized the
IAE value for a unit step chanqe in the load disturbance.
For small values of T/ T, there is 1ittle advantage in
utilizing the Smith predictor. However, when T/ rp" 1.0 the . -
Smith predictor is better as 1nd1cated by the shorter response
times in Figure 4 and Tower IAE values
. The superiority of the Smith predwctor over conventional
control for: s’xpo1nt changes is f]lustrated in Figure 5. It

,,Cangbe_g_ “that the Smith predictor resuTts in-a much shorter
redgpnse £ thme and a lower IAE value #n cdpparison with con- b
{bnal PI control This same conclﬁkfbn is also apparent

‘\_. . . o W

A RN

/
J '\/ . T . ﬁ‘
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from the asymptotic analysis in Equations (11) - (14). After
a step change in setpoint, the closed-loop response attains
the new setpoint in a period of time equal to the time delay,
Tl’ and results 1n an IAE value of TlF (cf. Equation (14)).
Clearly, this rapid response and smali IAE value cannot be
achieved with conventional PI control because a finite con-
troller gain must be used to ensure closed-loop stability.

//4ote that the IAE/IAE . value for a setpoint change is
fdentical to the value for a load disturbance ift L/r b = Q
and there {s no time delay in the feedback path. This

~ relationship can be appreciated from ana]yzing the block
Q{agram in Figure 1.

AN
5. CONCLUSIONS

The simulation results have clearly demonstrated that for
a system containing a time delay, use of a Smith predictor will
not always give rise to 1mproved control pefformance, For a
process -onsisting of a first order system plus time delay,
improved control behaviour can always be achieved for setpoint
changes, but -if the disturbance to this system is a load upset
then there may not be any advantage in employing a Smith predictor.
The predictor is effective provided that the rat1o T/ L
large while ¢ / v 1s small, implying its success for systems
with large time de]ays and negligible load transfer function
dynamics. Although the conclusions concerning the: effectiveness
of the Smith predictor are based on the analysis of a relatively
simple process, the same general conclusions are also expected
for higher order systems. That is, improved regulatory control
behaviour can result by emp1oying a Smith ; tor provided.-
there is a significant time delay and the load transfer function
dynamits'are relati#ely fast. : ,
T :
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NOTATION

(]
[ ]

3y

Output variqb]e

Error . _
Controller transfer function
Load transfer function |
Pfocess transfer function
Measurement transfer function
Integra] Absolute Error
Process gain

Controller gain

Lo#d §a1n

Proportional plus integral
Setpoint _

Laplace oper&tor

Time

Time delays

T, T,

" Load disturbance -

5

Subscripts and Superscripts

P

“Integral time ' min

‘Load time constant

Process time.constant

t/r. " oL

Open loop

Minimum

Steady state
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Table 1 : Effect of Time Delay and Load Time Constant on the -
IAE/IAI-Im1n Value for the Smith Predictor.
tL/rp

0.0 0.5 1.0 2.0

0.1 | 2.13 1.03 1.03 1.02
T/t (1.61) (1.02) (1.01) (1.00)
1.0 | 1.11 1.00 1.00 1.00
(1.06) (1.00) (1.00) (1.00)

Table 2 : Values of IAE/IAE . Using Conventional Control.

TL/Tp )

0.0 0.5 1.0 2.0

| 0.1 | 29 076 0.42 0.32
T/t _, 1=
1.0 | 1.2 179 1.55 1.18

I
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Figure 3. Effect of load time constant on the closed-loop response of the

Smith.predictor'control system for a step change in load disturbe
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Figure 4. A comparison of the Smith predictor and a conventional PI controller

for a unit step change in load disturbance.
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Figure 5. A comparison of the Smith predictor and a conventional PI controller for

a unit step change in setpoint.
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APPENDIX B

DERIVATION OF THE PROPORTIONAL-INTEGRAL
ANALYTICAL PREDICTOR CONTROL ALGORITHM

This Appendix contains a derivation of the proportional-integral form of

The control law for

the AP control algorithm developed by Moore (30f,

this algorithm is given by:

A
U+ d = Ko (P = Cpy) (8.1)
where d 1s a constant, unmeasured disturbance affecting the process in

the same way as a contro]l action as shown in Fig. 3.5, Py is the

r KK - |
bk = KERs_i___ " (1, (3,2)
c .

An expression for the predicted future output ek+e can be obtained

from the differential equation of the process. For a first order

plus time delay model,the solution for one sampling period«is:
A ! | B ;

Using Egn. (B.3) recursively gives:

A T A . 1 B
Claz ™ Py * 96, (2= D (ueyd) + 1501 - Dl g
N N -1
Crey = B gy *+ BK (E - 1) §=1 B ‘(“k-i-1+d)
' - B N 1-1( ) ' ‘ ~
+ K (1--rf B u, _.+d (B.4)
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Prediction over the fractional time delay BTS yields:

A

ck+N+8 = Cc

e + Ky (10) (uy_p+d) -~ (B.5)

Substituting Eqn. (B.4) into Eqn. (B.5) and rearranging gives:

N
= (B ck

N
A
I +B K (1-C) (U -1 +d)

Y
+ K (198) : 31'1(uk +d) (8.6)
i=1 R _ ]

S
For prediction one half sampling time ahead it. follows that

et Kp (1A () | (8.7)

A

A ' A
Chtg = Ac

Combining Eqns. (B.1l) and (B.7) gives:

K
c

T by - A Cyes) - d - (B.8)
k = - ( p c + .
T (- ) k Sk :

An estimite of the disturbénce d can be obtained by comparing the
" process output ¢, With the predicted output ek:

L4

(B.9)

k)

A A A
g =dp g KT (e - c
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Vain

by dk 1 ,hhq estimatg 'at“tﬂﬁe' ‘(l‘:-l) T,

(8.10)

' Eqns (§ 5) and B 8).'w1th the disturbance d reMlaced by the
current{estimate dk' together with Eqns (B.9) and (B.10) provide

{J}he lwér’ithm fomthe proport*lonal 1ntegra'| AP given in Table 3-5.
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At steady state, the control action is constant and u

“setpoint 1s \
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APPENDIX C

DERIVATION OF THE STEADY STATE CLOSED-LOOP GAIN OF THE
PROPORTIONAL ANALYTICAL PREDICTOR CONTROL SCHEME

In order to. aliminote offset after setpoint changes with proportiona]
control. actdgn onX} ﬁ%e AP contro] ‘algorithm. uses setpoint calibration .
Moore (30)‘notes that the : ca11brat10n factor (K Kp+1)/K Kp results in~ o
a c1osed “lobp gain of the proport1ona1 AP control scheme equal to undty
and consequentkﬂﬁﬁo offset occurs after step changes in setpoint,.

That this 1 the case is not obvious. so it will be demonstrated

in this Appendix

v

From the a]gorithn tn Tab]e 3- 4 the expression for the calibrated

.and*tﬁe‘cgngrgl actionA15<given by:
R k. i
$e— (p, - Ac N

k kNt
Y 1+K x 11 - a)

'ii“a

" UgN T U NL Consequently the equatién for the pred1cted
output Ck+N+B can be s1mp11f1ed toigive:

g i-1.
ck+N+e CB Cp * Uy « B K (1-c) + K (1 -B) . ?Bl )

g
-

(C.1)

- (c.2) ~

k T U1 T

future

'(6;3)
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The: process output at steady state is given by:
ck - Kpuk (C.4) "y ».—:
From Eqns.R(C.3) and (C.4) it follows that |
A L S
Ckrs 1 o N
‘ =CB +— (8B Kp(l-C) + K (1-B) B " )
& ck : p ‘ » 1'\1
: N : N
\\ .
| = ceM 4+ BN - BN +rgtl za!
=1 i=1
< BN o (1-8) ¥ (8-8%)0+ (B88%) + ...+ (8N 18N
=1 - (c.5)
Combining Eqns. (C.2), (C.4) and (C.5) giygs, after
rearranging: . : |
T S E LI
ST 14 KK () Pk
Ck i TN, &
1+ = KA .
1+ KCKp(I-A) P .
2 - »
. "KcKppk _ - B
.1+ KK (1:A) + KK i
1RGO+ RKA -
AK ; ,;‘. \jd . ' ﬁ .‘ o R W
= —&P— ,}\';zggggﬂg,,//_; (C.6)
- ; + “c*ﬁ*;--” o p AL
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Eqn. (C.6) provides an expression for the closed-loop
gain of the proportional AP control scheme. From
Eqn<. (C.1) and (C.6) it follows that ,

(€.7)

—_— = ]

“which is the result noted by Moore (30).

T
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APRENDIX D e

§

DIGITAL SIMULATION PROGRAMS

Appendix D shows 1istings for 3 CSMP simulation runs using SP, AP and
PI control. To simulate different runs only the PARAMETER statements
and the statements specifying the disturbance in the DYNAMIC section
of the programs had to be changed. The 3, examples shown are the -
programs used to simulate arbitrary step. changes in feed flow, #uns .
SP-16, AP- 15 and PI-7. For more details on the simulation package
the reader referred to the IBM 360 CSMpP manual *

ey
- -\':‘:‘Q\_\ b1

ey

L

e

IBM -360A- CX 16X, "Continuous S stems Mode111ng Progrmn”;
Program Reference ManuaTl. -
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£

TITLE DISCRETE DATA CONTROL SYSTEM

* : ' ,

» SP CONTROL

*®

INITIAL

" KTD=TD/TS

BETA=TD/TS~KTD

DYNAMIC

. U=ZHOLD( X1, X3)
i - C1=REALPL(IC.TAUP,u)
[ Ca=Ciskp ' e
i Le=STER(TO) ~ " 77
L2=STEP(10004) - '
L3=STEP(1500,)- Lo .
L4=STFP(2500,) Sy
LS=STEP(3NN0.) ., .
LO=L6-L2-L 3425 L 4aLS Aim__wmm_ yﬁ_;g L
LOAD=LO*3,8 . S
CA=DELAY(13.,TD,C2) N
L=xL *L1 NI
L1=QEALPL(IC.TAUL.LOAD) SR 4
C=C3+L - ' : ,
_ XI-IMPULSXO--Tﬁlm,;_M"“m___m;m_m_wn_~”,*_m;_ﬁ__nm;Lw‘“
.1 HISTRY SMITH(100)
Cee X2=SMITH(RyC yCM14CM2oNCoTSs ALPHA oKTD o TAUN « GMsSUM, KCoeTI,BETA,X1)
ABSC=ABS(R=C)
TAE=INTGRL (0, ARSC) S
PARAMETER TAUP=1060. » KP=1.47 o TD=52, :
PARAMETER TAUM=1080, , GM=1.47 — =
PARAMETER KC=1146 , TI=230. , TS=60. .
'PARAMETER To=r, , ALPHA=0, , R=9,
PARAMETER TAUL=1620. .4 KL=0.65

*® . . < .-
INCON - SUM=r, , IC=Ce » NC=9 ' . .
. INCON CM1=0, s U=0e o+ X2=0. , CM2=0, e
" FIXED NC+KTD ; T LRt . ~ ‘
TIMER DELT=44 FINTIM=40CR3. .+ OUTDEL=8s , PRDEL=400.

PREPARE - U.C,LOD
~ PRINT UsCoL s IAE 4CM1,CM2,SUM, X1
o \
Lasel’ 7 sp coNTRoL T
*y ‘
METHOD RECT .
.
END:
sTOP s
CTTHET TEUNETTON SMITH(K.p.cx.cmt.cmz.Nc.Ts.ALPHA.KTD.7AU~.6M;SUM{EE?“

& TI«BETAs X1 )

COMMON MEM
REAL KC ;o _
EQUIVALENCE (C(l).T!MEl I T

AIF(XI.GT.Q.)GOTO 3 -7 : e L=

«

4

""-RETURN ’ h_ 4?3 . T, ‘ \ .

g\



Y
, 3 CONT INUE
I=K+KPT]
"‘ C J = INDEX OF U KTD+1 SAMPLING TINES BAEZK
C NC = CURRENT STORAGE LOCATION OF U
P IF(TIME.GT.0,.)6OTO 31 ‘
DO 32 KK=1, 10¢ h TS s e
! 32 SYMB(I+KK=-1)=0., . )
Il u=Q, . h -
i DOLD=0, B
: SMITH=0,
k; RETURN
31 CoNTINGE T
. JENC~KTD=-1
IF(Jel.TeN)I=1C0+Y
JI=J-1 L
IF(JIJIeLT.0)IU=100+0Y
UPAST=SYMA(I+J) L L .

U2PASTasYMB(I+gy) T T R

€ PREDICTOR ; '
B=EXP(-TS/TAUM) :

- CEZEXP(=BETAXTS/TAUM)

[ CM2=CM2%B+R*GM%(1,/CE~1+)%U2PAST+GM*(1.~B/CE)XUPAST

a C MODEL , '

; T CMI1=CMI*B4GMR( 1 ~FE) Ry | T

g C LOADPREDICTOR

]

.. -

C=CM2-CX )
PED+ALPHA*TS*(KTD+BETA) *(D-DCLD)
n DOLD=D '
‘I ____C_ CONROL

ExR~CM1+P T T : ‘3 T R Fia . 25
SUM= SUM+E - ' '

| USKC*(E+TS/TI%SUM) ' :

; Yo UH=1S, , : PAES N .
| uL=-15, £ ' . .

S
-

j IF(U.LTeUL)U=UL ~~
C STCRES NEW U ‘
l SYMB (I+NC)=U _
i NC=NC+1 ~ L
; IFENC.FQe109)NC=C
_ SMITH=U J _
o U PETURN VT T : T _ L.
{ : "END ' - : ; #
END JOB - ‘ ‘ . :

JIF{UWGT e UH)U=UH L b e
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TITLE DISCRETE DATA CONTROL SYSTEM
T AP CONTROL
T TTINITIAL ' ) Tt T o
KTD=TD/TS
BETA=TD/TS-KTD
DYNAMIC :
‘ U=ZHOLD( X1, X2) o
C1=REALPL(IC,TAUP,U) ) L B e
TC2=C1%KP -
L2=STEP(0,) * . :
. L3=STERP(100N,) : .
'gé» La=STEP(15C).) s
- LS=STFP (2570 ,)
: L6=STER(30NAN,) i
T LO=L 2-L3~L44+2%L5-L6 -
‘ LOAD=LO*2.,8 . ]
! C3=DELAY(13,524+C2)
g L=KL*L]
L1=REALPL( IC.TAUL I LDAD)
T T XY=IMPULS(Ces TS) '
! " HISTRY ANPRE(10%)
i X2=ANPRE (ResCsCMesCP ¢CXOs NCo SUM, TS.TD.KTD‘TAUM.GM.DK.KC.KI'BETA.XI)
' ABSC=ARS(P~C)
) IAE= INTGRL (€, ABSC)
V..._PARAMETER TAUP=108Cs + KP=1.47 , TO=52., ——
7 PARAMETER . TAUM=1080, , GM=1.47
PARAMETER KC=24,15 o+ KI=0+21 o+ TS=60,
f PARAMETER TO0=0, , R=0,
; PARAMETER TAUL=1629. + KL=0.,65
. : _
-\ INCON IT=¢ 4 IC=Ce » NC=1 o o e
4 INCON " CM=0., , CX0=Ce » CP=J. o+ DK=0,
o FIXED NCaKTD,IT : : . .
g TIMER  DELT=4. + FINTIM=4000. » OUTDEL=8e + PRDEL=400,
. ,. ” B o
) l PREP ARE UsCyeLDAD
L_._. ,.‘- = - - N RS SR ——lee [, . U S e
i LABEL ~AP-CCNTROL
;L PRINT  UsCal s IAF ,CMsCP42DK,y SUM
O * ) - ‘ ‘
é . METHOD . RECT _ L J
- . FNO/—_ ' : . L IO L e
gt e - | B
4o HEUNCTION ANPEE(K.n.cx.cm.cp.cxc Nc.soM.Ts. e iTD s TAUM GMs DK s KCo K1,
§i§$ ' £ BETA,X1) . o ‘ o S
S couuon MEM : 7
oy INTEGER 1T SR ‘ :
e REAL KCsKI,LOWL = - ST D T K
‘ - EQUIVALENCE (C(1)+TIME) [ A B _
i IF{X1.GT.0.)GOTO 3 L o T
5 RETURN : P B

o
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3 CONTINUE
. UPL=32,
_LQ'L '3?.
I=K+KP T
C J = INDSEX NF U KTD+1 SAMPLING TIMES BACK
C NC = CURRENT STORAGE LOCATICN GF U
C SYMB = STCRAGE FOR PAST U VALUES
JENC=KTD=1
IF(JeLTo0)J=1004J
Ji=Jg=-1 _
IF(JITLToCIII=1CC+II
C INITIALIZES
IF(TIME«GT (. )GOTO 12
‘DO 14 M=1,100
14 SYMA(T+4M-1)=0,
e e ST
ANPRE=0§
RFTURN
12 CONTINUE
B=EXF(-TS/TAUM)
i CE=EXP(-TS*RETA/TAUM)
T A=EXP(=TS/(2.ATAUM) )
C PREDICTOR

e A e N ——— ———

€ ®(SYMB(I4JI)+DK)
CX0=CX ' . -
) C INTEGRAL TEPM

{ |

DK=DK+K I %XTS*®(CX=-CM)
C PREDICTED OUTPUT
R IF(KTD,EQ.C)GOTOD 6
' e SUM=0,
r DO 7 L=1.,KTD

NP=NC~-L

CM=3 *C XO+GM* (1 ~B/CE)*(SYMB(I+J)+DK)I+GVM*3/CE*(1-CE)

T . ""‘9 TEUNP LT 26 NBETCRTRP
NN -7 SUM=SUM+BX&(L~1)%(SYM3( I+NP)+DK )

LT

e %1sﬁﬁe(t+a)+nx) :

s WOTO @ . . /

A bk.FRACTIﬂﬂfL DCADTIME o é:x
x 1-6 cp= cxtte+9w*(!~ccr*(uocx)*'
;. CONTROL

jﬁ& '8 PK—R*(1+1/(KC*GM))
@51 I ¥ B KC/(1+KC*GM*(1-A))*(°K A*CP‘PDK
‘ s IF(UGT UFL)U=UPL

: f L IFQUWLT.LEWL) USLOWL
: \@. STORES NEw, U

‘ SYM3(T+NC)=U °

. NC=NC+1, I ‘
i. , s (NC.£QJ1CDINC=0 '

I - ANPRE=U

G ___RETURN I
S END ‘ — e e

! ENDJOB : . ’
- . _

TCPSCXKCEXBARKTD+GM* (1~ B)*SUM+GM*(1—CE5*B**KTD

e e M

(4

-
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' " TYITLE  OISCRFTE g&fA'EOprbl'Lcap
- *
i * PI CONTROL -
* - ~ .
1 . §
- DYNAMIC |
N U=ZHOLD( X14X2) i :
C1=REALPL (I1CyTAUP,U) : !
l ,qfti3Cl*KP ;
. " 'R1=STEP(C.N) : ‘ ‘
' o R2=STEP(1000,)
1
|

-7 R3=STEP(150C.)
R4=STEP(2500.) o B —

LO=R1~-R2-R3+2%R4-RS
LOAD=LO*3.8 | .
; C3=DELAY(13,TD,C2) | S
P SL=KL*LL ' | :
S L1=REALPL(ICSTAUL,LOADY i _i
s
]

i RS=STEP(3000.) ' !
| 1

C=C3+L
X1=TMPULS(0.0,TS)/
‘ ABSC=ABS (R-C)
- 1AE=INTGRL (0 ,ABSC)
| 4 .
j}"&'}?{'.pROCEDURE X2,CUTSUM = BLO(TIMEo‘Xlolc_o_.KrCoT!lQoSUMoTs_y 17) o o
LAk IF(TIME.EQ.C L )GOTO 5 ’
IF(X1eGT.0.)GOTO & . : ' \
¢OTN 5 » ’ '
4 CONT INUE i
* P1 CONTROL
ERR=R-C ‘ . ’ ' _ oo
: {
i
¢

SUM=SUM+ERR o T ‘
QUTSUM=SUM , )
f X2=KC* (ERR+TS/TI*SUM) '
: .5 CONT INUE ‘ : _
ENDPRC ' _ o
* : . U |
INCON '1C=0. s U=0.0 » SuM=0. - i
PARAMFTER TAUP=1082s , KP=1,47 , TD=52, ' ’
PARAMETER KC=6.31", TI=355. s T5=60.

PARAMETER TC=Ce + R=Co -
PARAMETER TAUL=1620s ¢ KL=0.65"
. FIXED. IT o
e o - e e |
: TIMER ._ DELT=44% s FINTIM=4000. » OUTDEL=8. » PRDEL=400. i
g x ' s T L ) i
PREPARE  U.CsLO : . |
= PRINT TAE,.C °
e CRBECTT T RTCENTRBL T T _ AL
i_ METHOD ~ RECT . o
e o ' | W o S
; " END - - . ,,%,Fﬁ,mm,,",‘wﬂ U ;
L sTOP e T [ T e
7T ENDJRE ' 7 T o T . T . -
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APPENDIX E o

IMPLEMENTAIION AND - LOOP RECORDS

Appendix E describes the 1mp1ementation of the control schemes and the
data acquisition used in this study. The SP, AP and PI control
algorithms were implemented in the supervisory control mode. The DDC
software was used to obtain the measurements. from the process and

send the control action to the process as shown in Fig. E-1. Note that
the sampling time for the DDC flow control loops is 1 to 4 seconds

(1 s for the feed and steam and 4 s for the reflux flow loop)

and thus much shorter than the >amp1ing ime of the control

-program ( 1 minute for top composition 1, 4 minutes for bottom
composition contro]) The distillation’ co]umn was monitored and the e o
feed flow (1oop 0601), reflux flow (Toop 0602) and steam flow (1oop N g&

0603) controlled using the IBM 1800 DOC package Loops 0601 to 0635 °

| .are the pertinent measurement and data acquisit1on rec ds. A

diagram showing the measured variables and the associated 1oops can
be found 1n the thesis of Liesch (18).
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e —————————

IBM 1800 COMPUTER

CONTROL -
“,l PROGRAM  [€— -

PI,

SP or AP

DDC Loop Meas
control f
l algorithm _{
DDC Loop | Setp | Meas | outp

P/1

D/P

I/P

Setp

F¢

PROCESS

BCd

Lé;;;__

D/P : D1ffer-ntiaf pressu;e.cell
P/T : Pressure to current chvarter
I/P : Current to’ p;ft %IA%ﬁégerter
FC? : Ana]og flow control]e#
Setp: Séfp;?nt

- ‘Meas: Mea§uremént'

) Outp: Output )

G

Fig. E-1 :

‘Implementation of the Control Schemes.

¥



0601
FFF
3801

0602
TFFF
2148

0603
TFFF
2628

0604

TFFF
- 5508

0605
- TFFF
0000

0606

TFFF

0607
~ TFFF

0608
7FFF

' 0609
7FEF

ggnp RECORD 0610

10 n000  FO91
FF 2110 TFFF
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3800
0n0o
NORO

1800
0n00
1000

3800

- OFA4
0B0O

0000

0000

1F 40

3340

0000

0non

1000

0000

3800
0000

0000.

0000:

3000
0000

LONP RECORN 0601
E218  005C 1006
TFFF  2DN0  TFFF
CO80 0000 37ER

LOOP RECNRN Q602
E21R  205C 1005
TEFE 0000  TFFF
C380 0000 214A

LOOP RECORN 0603
E21B 005C- 1004
7FFF  2PN0  TFFF
CO80 0000 2624

LOOP RECORN 0604
E21B  204F 100A
7FFF . 2550 35FR
2020 0000 5385

LOOP RECORD 0605
E218 005F 1007
7FFF  2DP0  7FFE
0000 0000 0000

LOOP RECORD 0606
EOL0  205F 1008
TFFF 2110 TFFF

LODP RECORN 0607
AO10 50TF 0608
7FFF 2110 7FFF

LOOP RECORN 060R
“8010 COOF 0000
TEEF - 2110. TFRF

LOOP RECORD 0609
AQLO  TOTF 0629
0000 ~B000 0000

3800

0000

14A0

9F40 0000

20P0  TEFF 0000

0066 FF8F

9F40 1BBC FEY5

0029 TFFE 0000

0800 FF

9E4O™\1N50 FDF3

20N0  7FFF 0000

0066 FFC1

9100 0850 2422

0nN0  TEFF 0000

ON1F FFPB

9F40 0C54 000F

20N0  TFEE 0000

0000 0000

9ECO OF50 0000

2110

9180 4F20 0000

2110

‘9180 ,4F20 0000

2110 o
. L v.,

91A0 4E20 0000

800C o

- o

A2R0° 2B68  FF4E

2110; -

5728
20Nn0

435C
2110

478D
2hD0

280DF
0000,

SABC
0000

Q000

2B49

L 3
0799
0704

FEBG.

3005,

5745
106A

432C
116A -

4794

126A -

313R
0602

3C7F

nnoon

N1FR’

01fs

4666

0000 -




0611
TFFF

0612
7FFF

218F

RECORNM 0611

FOR3
TFFF

21RF
2110

.RECORD 0612

21BF  FNOR4

2110  TFFF

21BF  FORS5
2110 7FFF

RECORN 0614

21BF
2110

FO86A
TFFF

RECNARN 0615

21BF FOB7.
2110 7FFF
S

RECORN 0616

21BF FORR
2110 7TFFF
RECORN 0617
21BF FO089
. 2110 TFFF

RECORN 0618

FORA
2110 7FEF.

RECNRN 0619

21BF FO8R

2110 7FFF

- RECARDN 0620

218F F093

2110 “TFFF

- 179 -

3800
0nnn

3800
nonn

“RECORP 0613 -

3800

nnno

3800

0000.

3800
0000
]

r

-

3800
nonn -

IRONO

nnnn

3800
0000

3R00
0060

‘3800
0000

9 .

ANCO
2110

ANCO
2110

AOCO
2110

~.

AOCO.
2110

ACCO
2110

“A0CO

2110

AOCO

2110

A0CY
2110

AOCO
2110

ADCO

2110 -

?

PR6B  FF4F
2R6A  FF4E
2R68  FF4F
2R68  FF4F
2R68 FF4E

“.
2R68 FF4E
2R68  FF4F

;.;.i{ R

2R68  FE4E
' 2B6R  FF4F
g
2B68 ~FF4E

1726

15C5

3304

-

140DC

1402
133D

1338

128D

-

127C

1242

o

[

0000

N000
booo
0000
0000
”ogn?

0000

0000 .-



0621
TFFF

N622
TFFF

0623
TFFF

062«
0000

0625
TFFF

0626
TFFF

0627
TFFF

0628
TFFF

0629
0000

0630
579F
578F
57T3F

.
LONP RFCORN 0k21

FO10  21BF  +09)
TFEF 2110  7FFF

LONP RECNRAN NA22

FO1n 21BF  Fn9s
TFFF 2110 7FFF

LONP RECNRN 0623

FO10 21BF F09&

TFFF 2110 7FFF.
LODOP RECORN 024

FO1n 200F 2097

TFFF 3000 TFFF .

LONP RECNRN 0625

EOLD  200F 100D
TFFF 3000  7FFF

LGP RFCNRND 0626&

Eolo  2c © 100C
TFFF ) TFFF

LOOK KbChk 0627

EOLO0  205F 1009
T7EFF 2110  7FFF

<

FO1Nn 21BF FNO9}
TFFF 2110 7FFF

LOOP RECORN 0429

RN10  BRNOF  (NOD
0000 ROOND  NROD

LONP RECORD n6 n

8620 5000 0601

56FF 5707 5713

577N 5738 c735/“\

/

S6EA

LONP RFECORD N628
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3rR0N
noon

3800
0onon

3IRNN
nonn

noon
noonn

noon,

nnon

nonn
nonon

334n
onnon

3800
annon

00oon
noonn

0nla
575 R
570F

AOCO
2110

ADCO
2110

ADCO
2110

Al0D
3000

Qa4p
3000

9940
3000

AECO
2110

ANCO
2110

91A0
80nC

N32A
5775
5785

PRAR

2BAR

ZRAR

35nC

RF2R

3520

2R6R

4F20

FFO1
5785
5757

Fhat

Noo0o

FF&F

Oznn

Fa12

1F40

FAS6

FFaF

0000

5709
5779
5793

1530

N7HC

0006

4572

4F1D

19AD

FEBS

5740
56F7
5796

i

(RIR10T0)

nNanon

nooon

nnnn

nnno

nono

nono

nnoon

onoon

5776
S6F7
S73D



A

0631
43 AR
437C
43RG

0632
4LTAE
4255
447D

0633
29AF
2AR8
2A60

0634
03RC
0221
055¢

0635
FERQ
FEB9
" FEB9

0636
1912
1935
198¢E

LOOP

R620
4347
42CN
42EF

Loop

R620
475C
4324
4592

Loare

8620
2998
2AA1
2A54

LOoP

8620
031A
n221
0497

Lone

BAZ20
FE B9
FEBS
FEBS

Loop

8620
1912
1939
199F

RECHRN 0A31 -

5000
42F2
4334

RFCORD NA32

5000
#T8F
4276

RECORN 0623

5004
297A
2ARD

RECORN 0K34

_RNONOO
NOSF
nz22a21

RECNRN 0635

R00N
FFB9
FERS

RECORN 06364

5004

1910 .

193F

0602

L3064

L2NF

NAH03
LTFO
&22

n60 o
2950
2497

NnxOT
N1BF
nz221

n60°

FEBO

FFBO

NaZ2R
iel0

1948 -
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;inﬂr

42 FR
4302
]

!
b

0nNnF
418n
42 RF

nple2
2013Q
?hRR

nna12
n3z7
n221

nnon
#F39Q
FFRQ

NNOR
1900
19 4A

N372A
4PRR
«2N5

N32A
41652
420N

032A
2O0F
2AR6

0329
NS0E

0221

0329

FF39
FEBY

032A
1917
1959

F101

43 A4
42(CR

F101}
L) KR
G2 R2

F101
2904
2AAR

FFIN
n710C
0221

FFL1D
FFBO
FERY

F101
191C
1963

L3 HF
4392
H236

SNE
w17A
42 9A

2ATT
28N3

2A8D

NS5 49
OTAF
N221

FEBY-

FEBO

" FEB9

13AA
1924
1973

43647
4375
OH

44 B
411F
a573

2A0R
2AEA
2AAA

04 5C
n221
0221

FEBQ
FFB9
FEBO

1915
192F
1970

LA 4L
4309
C12F

4537
L1 AC
459R

QN>
2ART
2A60

N4F4
n221
0614

FERQ
FEBQ
FERO

1913
1930
199R
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APPENDIX F

CONTROL SUBROUTINES FOR SP, AP AND PI CONTROL

The control algorithms were implemented as shown in Fig. E-1 in
Appendix E. The current value of the controlled variable was obtained
every sampling instant from the appropriate DDC loop, the control
action calculated using oﬁe of the subroutines shown in Appendix F

and output to the DDC flow control loop. SMITH' contains the algorithm
for SP, ANPRE for AP 2-u - "0 for PI control. The FORTRAN listings

show that neither the 7~ nc  the AP r ~e -an excessive amount of

computation. -
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SUBROUTINE SMITH(U,CX.CMIyCMZ,SUM,KC,TI.TS,R.B,CE,CM,BFTAthbiAv

+ DOLDQN(.KTD'JS'“SS',OUTL)
REAL KC
DIMENSION SYMB({40)
J = INDEX OF U KTD+1 SAMPLING TIMFS BACK
NC = CURRENT STNRAGF LOCATION NF U
READ(381'JS)(SYMB(1),1=1,40)
NOLD=NC-1
IF(NOLD)21,21,22
21 NOLD=40+NOLD
22 U=SYMB(NOLD)
J=NC-KTD-1
IF(J)10,10,11
10 J=40+J -
11 JI1=J-1
IF(JI)12,12,13
12 JI=40+J1 : -
13 CONTINUE
UPAST=SYMB(J)
UoLD=SYMB(JI)
PREDICTOR
35 €M2=CM2%B+B*GMx(1,/CE-1,)%U0LD +GM*(1,-8/CE)*UPAST
MODEL - . ‘
CM1=CM1%B+GM=(1,-B)*U
LOADPREDICTOR .
D=CM2-CX
P=D+ALPHA*TS*(KTN+BETA)*(N-NOLN)
NnOLD=D
CONTROL

r)

E=R-CM1+P
SUM=SUM+E
UsKC®(E+TS/TI®SUM)
U=U+USS
SETS OUTPUTLIMITS
IF(U-0UTL)23,23,24
24 U=0UTL
23 CONTINUE C a
IF(U=-1.)26,25,25 " ;}
26 U=1. .
25 CONT.INUF
STORES NEW U -
‘SYMB(NC)=U _
JNEW=JS+NC-1
WRITE(38¢ JNEW)SYMB(NC)
NC=NC+1 . -
IF (NC=40)15,15,16 \ '
16 NC=1
15 CONTINUE
u=u-uss
RE TURN
END '

~n
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SUBROUTINE ANPRF(U,CX4CX0 ,DKyK K1, TS, RLA, ByCE,
+ GMyNC,KTN,JS,USS, ouTL)
REAL KC , K1
DIMENSIDN SYMB (40)
SYMB=STORAGF FDOR PAST 't VALIIES
NC=CURRENT STORAGE FOR U
J=STORAGE KTN+1 SAMPLING TIMFS BACK
READ(38'JS) (SYMR(I),1=1,40)
NOLD=NC-1
IF(NOLD)21,21,22

. 21 NOLD=40+NOLD

22 U=SYMB(NOLD)
J=NC =K TP-1
o IF(J)Y10,10,11
10 J240+J
11 JI=J-1.,
IF(J1)12,12,13
12 JI=40+JI
13 CONTINUF
CALCULATES DK FOR BHMPLFSS TRANSFER ON FIRST PASS
"~ IF(DK)30,31,30
31 DK=(CX=GMxI()SS) /GM
U=0.,
RETURN
30 CONTINUE >
PREDICTOR ‘
CM=BECXN+GM*(1.~B/CF)%(SYMB( J )+DK)+GM*B/CE*(1,~-CE)*
+ (SYMB( JI )+DK) )
CX0=CX
INTEGRAL TERM
DK=DK+KI*TS%(CX~CM)
PREDICTED NUTPUT
IF(KTD)6,6,14
14 CONTINUF
SUM=0.0 .
DO 7 L=1,KTD
NP=NC-L
1F(NP)17,17.27
17 NP=40+NP

- 27 CONTINUF - ~

SUM=SUM+B*x (L~ 1)*(SYMB( NP Y+ NK)
‘T CONTINUF

. CP= CX*CF*B**KTD+GM*(1.—8)*SHM+GM*(1.-CE)*B**KTD*(SYNB(

GOTO 8

~FOR FRACTIONAL DEANTIME

6 CP=CX*CE+GM%(1,-CF)*(U+NK)

CONTROL . .
A

8 PK=R*(1l.+1., /(KC*GM))

U=KC/(1¢ +KC*GM*(1.-A))*(PK— ) #DK -
SETS OUTPUTLIMITS

IF(U-0UTL)23,23,24
24 U=0UTL

J

) +NK )



16

15

)

2
1
"~ 3

23 CONTINUF
IF(U=1.)26,75,25

26 U=1.

25 CONTINUF

STORES NEW Ul

JNEW=JS+NC~-1

SYMB(NC )=t

WRITE (38* JNEW) SYMB (NC)

NC=NC+1 *

IF (NC-40)15,15,16

NC =1

CONT INUF

U=U-USS

RETURN

END

“SUBROUTINE PICO(lU,X,R,

REAL KC
ERR=R=X
SUM=SUM+ERR
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KCyTT,TS,50M,11SS,NUTL)

U=KC* (ERR+TS/TI®SUM)*USS

ETS OUTPUTLIMITS
IF(U-0UTL) 1,142

U=0UTL -

IF(U=1.)3,4,4
u=l.

4 U=U-USS

RETURN
END
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APPENDIX G

TYPICAL STEADY STATE OPERATING CONDITIONS
OF THE DISTILLATION COLUMN

The steady state operation of the distilihgion column before and
atter control runs could be verified by performing a mass balance
around the column using program DASS. The program also provides

a means to ensure that constant operating conditions are used over
long:- ~ neriods of time. Appendix G shows the report generated for
typia: steady state conditions. For details on the program the
reader is referred to ' iesch (18).
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STEADY STATE DATA
RUN NO APH#31
15/04/76

18,03G/SEC

REFLUX FLNOW 18.71G/SEC TOP PROD 8.76G/SEC
STEAM FLOWW 14.73G/SEC CODL WATER 242.97G/SEC
FEEN PLATE 4 FEEN COMP 50.,00VT% MFNH *
NIST CNMP 96 .63WTE MFNH B8OTTAMS COMP 5.00WTE MFOH
FEED INLET 71.8DFEG C REFLUX INLET: 59.8NEG £
STEAM TEMP 106.1DEG C PRESSURE -29.,0KPA " -
MATERTITAL BALANCE

FLOW COMP METHANOL WATFR
; (G/SFC) (WT PCT) (G/SFC) (G/SEC)
FEEDN 18.03 50,00 9.01 9.01
BATTOM FRODUCT 9,06 5.00 N.45 B.56)
TOP PRNNUCT . [ B8 96.63 B.47 0.29
CLOSURF FRROR-PC 1.0 - - -0.9 -1.1

.l‘

ENERGY

B ALANCEC

goYTOM PROD

ENTHALPY IN

, (KJ/ SEC)
;’ N

COOL ING WATER 13.83
REFLUX 2.80
TOP PRONDUCT
FEED 4,71
STEAM-. 39,70
BOTTN™ PRODUCT
.TOTAL ' 61,05

HEAT LNSS -

d Loop inoperable

‘*tEntered off—1ing

E .

9.06G/SEC

ENTHALPY OUT
(KJ/SEC)

36494
2.85
1.59

6.53
3é47T .
51.40‘.'

9.6



- 188 -

STEANDY STATE CONDIT IONS BASFD DN 20 PHINTS
\ RN NN AP#3] 19704 /1K
FEED FLAM = 18.033 G/SFC NEV= 0.0285
REFLUX ALOW = 15,710 G/SEC NEV= 0.1061
STEAM FLpWW = 14.739 G/SEC  DEV= 0.1908
-BOTT RAD = 9.067 G/SEC NEV= 0.1718
TOP PRON = BR.768 G/SEC NEV= 0.2421
CONL WATER =242.925 G/SEC~ NEV= 5.0941
NDIST COMP = 96,637 WT% MENH NEV= 0.1216
BOTTOMS COMP= 5,000 WT% MEDOH NEV= 0.0000
. FEFD COMP = 50.000 WT% MEONH NEV= 0.0000
PRESSURFE =-29.072 kpPA ¥ NEV= 0.6830
COND LEVEL = 18.476.CHM NEV= 0.0443
RER'R LEVEL = 49,127 CM ‘ NEV= 1.R997
NIFF PRESS = -4.,268 kPa Y NEV= 0.1703 .
REB'R D'HEAD=  91.9 NEG C NEV= 0.1439
PLATE 1 TFMP=  B1.3 NEG C PEVIMQ. 3450
PLATFE 2 TEMP= 75.4 NEG C NEV= 0.2368
PLATE 3 TEMP= 159.9 DEG C NDEV= 0.2084
"PLATE 4 TEMP= 72.0 NEG C NEV= 0.1010
PLATE 5 TEMP=  67.7 DEG C NEV= 0.1001
PLATE 6 TEMP= 65.2 NEG C NEV= 0.1065
PLATE 7 TEMP=  63.7 DEG.C NEV= 0.1072
PLATE 8 TEMP= 62.4 DEG C NEV= 0.0925
COND TEMP = 60.8 NEG C NEV= 0.1017
STEAM TEMP = 106.1 NEG C NEV= 0.1539
COND'T TEMP = 105.0 DEG C NEV= 0.1730
FLUX TEMP =  49.4 NDEG C NEV= 0.1069
EED TEMP = 35,8 NDEG C NDEV= 0.1078
BOTTOMS TEMP= 'S7.1 DEG C NEV= 0.1072
REB'R TEMP = 91.8 DEG C NEV= 0.1632
CFEED INLET = 71.8 DEG C NEV= 0.1256
REFLUX INLFT= 5948 NEG C - NEV= 0.5574
COL N'HFAD = 62.7_NFG C NEV= 0.0942
WATER. IMLET = 13.6 NDES C NEV= 0.0755
WATER OUTLFT= 36.3 DEGYC .NEV= 0.1509

t Loop inoperable
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APPENDIX H

T-X DIAGRAMS FOR THE METHANOL-WATER SYSTEM

For a binary mixture the thermodynamic relationship between the
composition and its boiling point at a given pressure can be re-
“presented in a T-X diagram. Fig. H~i Shows™ Q- compar1son of . T-X
curves for the methanol-water system at- different pressures with
.experimental data from the column. The literature data were cal-
culated from partial pressure data reported in the Handbook of
Chemistry and Physics T The pressure P at the location of the
temperature probe could not be measured, but it could be calculated
from the atmospheric pressure PAtm., the pressure drop AP in the
column and the hydrostatic pressure PHydro of the liquid in the
reboiler:

p= PAtm + 4P + P (H.1)

Hydro

AP was measured and found to be 25 £ 5mm Hg, depending on the
operating conditions. The liquid Tevel in the reboiler was
controlled, but not recorded. Estimated values are 50 * 10 cm ‘
resulting in a hydrostatic pressure of approximately 35 * 7 mm

Hg. Considering the atmospheric pressure of roughly 700 mm Hg

in Edmonton the pressure P at the location of the temperature probe
was 760 ¥ 12mm Hg. Thus the 1iquid at the temperature probe
location was not at its boiling point, as can be seen from Fig. H-1.
Presumably this was due to. the fact that the temperature probe

was lpcated close to the point where liquid from the column enters
the reboiler.

th

* Handbook of Chemistry and Physics, 57" Edition, p. D-179 and D-192
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Fig. H-1 also provides a means to estimate the changes in composition
that can be expected at constant temperature due to variations in
pressure. If atmosphepdc precsure changes of ¥ 15 mm Hg are
considered, total pressure changes due to different atmospheric

and operating conditions could be as high as ¥ 27 mm Hg. This

would result in composition errors of up to t 1% at constant tem-

perature.



