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Abstract

A prototype system which has integrated a linear accelerator (linac) with a
magnetic resonance imager (MRI) has been constructed at the Cross Cancer
Institute. The real time operation of alinac-MRI system will require proper radio
frequency (RF) shielding such that the MRI images can be acquired without
extraneous RF noise from the linac. This thesisreportson the steps taken to
successfully RF-shield the linac from the MRI such that the two devices can
operate independently of one another. The RF noise from functioning multileaf
collimators (MLC) is measured using near field probes and MRI images are
acquired with the MLC near the MRI. This included measuring the RF noise as a
function of applied magnetic field strength. Several measurement and simulation
scenarios are discussed to determine the major sources of RF noise generation
from the modulator of alinac. Finally RF power density levels are reported
internally and externally to the RF cage which houses the linac and the MRI. The
shielding effectiveness of the RF cage has been measured in the frequency range 1
—50 MHz and is presented. MRI images of two phantoms are presented during
linac operation.

The MLC studiesillustrate that the small RF noise produced by
functioning ML C motors can be éfectively shielded to avoid signal -to-noise
degradationin the MRI image. A functioning ML C can be incorporated into a
linac-MRI unit. The RF noise source investigations of the modulator of alinac
illustrate that the major source of RF noiseinvolves the operation of a magnetron.

These studies a so eliminatethe pulse forming network (PFN) coil and the grid



voltage spikes on thethyratron as possible major sources of RF noise. The main
result isthat for linac-MRI systems the modulator of alinac should be housed in a
separate RF cage from the MRI. Finally imaging work with the linac operating
illustratesthat the accelerating structure of alinac and an MRI can be housed
within the same RF cage. The 6 MV linac can be operated to produce radiation

with no experientially measurable degradation in image quality due to RF effects.
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Chapter 1: Introduction

1.1 Introduction and Background

The Canadian cancer society has estimated that 171,000 new cases of
cancer and 75,300 cancer related deaths will occur in the year 2009 [Canadian
Cancer society 2009]. In the 2004 annual report [ Canadian Cancer Society 2004]
it was estimated that by 2010 Cancer related deaths will surpass heart disease as
the number one leading cause of death in Canada. These statistics speak to the
importance of research and devel opment into new and innovative cancer
treatment solutions.

The goal of the radiotherapy process isto maximize curing potential while
simultaneously minimizing possible future complications. Thisgoal is
accomplished by delivering a uniform radiation dose to the entire tumour and by
sparing normal tissue. The use of image guided radiotherapy is a step toward this
ultimate goal. Complications arise due to the fact that there are several sources of
geometrical errorsinvolved in the radiotherapy process. These can consist of
setup variation of the patient on the treatment couch, organ movement which can
occur intrafraction or interfraction, organ movement which can occur due to
breathing motion, organ filling and peristalsis. It iswell known that organ motion
occurs from day to day [Booth et al. 1999, Hector et a. 2000, Langden et al. 2001
and Rietzel et a. 2004].

Significant work has been undertaken in the past decade in the area of

image guided radiotherapy (IGRT); the multitude of review articlesin thisarea of



research attests to this [Bucci et al. 2005, Dawson et a. 2006, Dawson et al. 2007,
Mackie et al. 2003, Mageras et al. 2005, Meyer et al. 2007, Sharpe et al. 2007,
Verellen et al. 2007 and Verellen et al. 2008]. Fundamentally, 2D or 3D images of
the patient are obtained at the time of patient setup before the treatment. These
images are then registered to the similar or transformed images from the planning
computed tomography (CT) images of the patient. Thus the patient is aligned to
the treatment beam using the images taken just before the treatment instead of
relying upon skin markers. The skin marks are known to move independently of
the internal patient anatomy and do not provide an accurate or precise method of
aligning the patient to the trestment beams. The rationale for research and
advancements into image guided radiotherapy is evident from the improvements
in tumor control and reductions in normal tissue complications [ Eisbruch et al.
1999, Ghilezan et al. 2004 and Song et a. 2005].

Correction strategiesthat are used to align the patient with the treatment
beam can be classified as either offline or online techniques. Offline techniques
involve the acquisition of images while the patient is set up on the treatment
couch. However, many fractions are delivered to the patient before the acquired
images are used to perform a statistical analysis of the systematic and random
errorsinvolved in the overal patient's setup error. A correction is then made for
the remaining treatment fractions. Online techniques involve daily imaging while
the patient is setup on the treatment couch, any deviations from the expected

patient position isthen addressed.



1.2 Current Image Guidance Techniques

1.2.1 Megavoltage Electronic Portal Imaging

Currently the most widespread [Verellen et al. 2007] device used for image
guidance is the Electronic Portal Imaging Device (EPID) [Antonuk et al. 2002
and Herman et al. 2001]. The radiotherapy beam can be used with an amorphous
silicon panel to provide megavoltage (MV) patient radiographic images. The main
advantage of on-board EPID systems is that the actual treatment beam is used for
imaging so no transformation between the treatment and imaging coordinatesis
required. The EPID can be used for verification of dose as cal culated during
treatment planning and for quality assurance [Hansen 1996 et a. and van Zijtveld
et a. 2006]. Drawbacks of the technology are that the images are of poor contrast
due to the 2D projection of 3D patient anatomy and the use of MV x-rays,

especially for soft tissues.

1.2.2 Optical Tracking

A system consisting of an infrared camera and areflecting device placed
on the patient can be used to track the patient's skin placement during the
treatment. It is generally assumed that the motion of the reflecting device placed
on the patient skin is a good indicator of the position of the diseased volume. The
deviceissimple and is popular for use of tracking motion due to breathing.
However, no patient image is obtained and the accuracy of externa markers, in
terms of being a good surrogate of tumour motion, has been questioned [Hoisak J.

D. et al. 2004].



1.2.3 Radio Frequency Tracking

A recent technology involves asystem for real time tracking of tumour
position with the use of implanted radio frequency (RF) transponders [Litzenburg
et al. 2007 and Seiler et a. 2000]. The position of the transponders is monitored
using an external antenna array. The real time position of the tumour volumeis
related to the position of the transponders. Drawbacks of the system include the
invasiveness of the implanted transponders and a lack of 3D imaging of the

patient anatomy.

1.2.4 Stereotaxic Radiotherapy

Stereotaxic radiotherapy involves target localization using a three
dimensional coordinate system to precisely direct radiation. The concept was first
introduced by Leksell [Lekseall 1951]. The process consists of directing large
quantities (as compared to the fractionated radiotherapy process) of focused
radiation at the target. The focus of stereotaxic radiotherapy is benign and
malignant brain tumors [Podgorsak et d. 1989 and Wu 1992]. T hree dominant
systemsare used clinically for stereotaxic radiotherapy: Gamma Knife
manufactured by Elekta (Elekta, Stockholm, Sweden), CyberKnife manufactured
by Accuray (Accuray, Sunnyvale, California, USA) and the Novalis system
manufactured by BrainLAB (BrainLAB, Feldkirchen, Germany).

The GammaKnife system consistsof 201 ®°Co sources for treatment;
these sources are located along a ring geometry around an isocenter. A patient is
fitted with a head frame, and an MRI or CT image is acquired and 3-D

localization of the tumour is established with respect to the head frame. Before



treatment, the head frame is attached to the Gamma knife which localizes the
tumour position. Advantages of the system include: minimal preventative
maintenance and simple QA. While disadvantages include: the Cobalt source
decay and reload, and alower patient throughput.

The Cyberknife system [Antypas et a. 2009] involves the use of robotic
arms with 6 degrees of freedom and a6 MV linac to deliver the radiation. The
Cyberknife image tracking system consists of two diagnostic x-ray sources
mounted 90° with respect to one another above the patient. There are three
tracking options; a skull based system uses the patient skull as areference, and a
fiducial system with markers that either move or do not move with respect to
patient breathing motion. Advantages of the Cyberknife system include: improved
dose uniformity over GammaKnife, higher patient volume than Gamma Knife
and versatility in treatment planning (ioscentric and nonisocentric). Disadvantages
include: longer treatment times, more involved QA and more preventative
mai ntenance than Gamma Knife.

The BrainLAB system consists of acommercialy available Varian (Varian
medical systems, Palo Alto California, USA) Trilogy linac for treatment and a 120
leaf multileaf collimator (MLC) for radiation sculpting. The system includes a
room mounted ExacTrac x-ray 6D imaging system for tumour tracking. The
ExacTrac system tracks infrared external markers. Two kV sources with two
amorphous silicon flat panel imagers are used to check the setup isocenter [Yin et
al. 2004]. Advantages of the system include: better dose uniformity than Gamma

Knife of Cyberknife, the capability of fractionation and highest patient volume.



Disadvantages include: higher preventative maintenance and more QA than

GammaKnife,

1.2.5 kV Imaging

When compared to MV imaging, kilo voltage (kV) imaging offers better
images due to superior contrast of bones and implanted markers. kV imaging
systems are designed to localize bony anatomy or markers. Fluoroscopy, for real -
time marker or bone tracking, is available with kV imaging. Localization is
attained by taking at least two radiographs at two distinct known angles. The
system can be attached to the linac [Biggs et a. 1985] or room based [ Schewe et
al. 1998]. A three dimensiona system will consist of x-ray sources and
corresponding fluoroscopic image intensifiers [ Shirato H. et a. 2000]. kV
imaging has the advantages over MV imaging that for a given contrast the dose
delivered by kV imaging is less. Disadvantages of akV imaging system are that
they are not along the MV treatment axis, akV system introduces a third isocenter
which must be maintained with the linac and laser isocenter and like an MV

image the patient receives an additional dose beyond the treatment dose.

1.2.6 Ultrasound

The use of ultrasound for patient setup can be advantageous. Ultrasound
can provide images of superior soft tissue contrast to that of computed
tomography (CT) images in certain locations such as prostate [ Sharpe et al. 2007].
Ultrasound systems for prostate image guidance have been investigated [Holupka

et al. 1996 and Lattanzi et al. 1999]. A drawback of ultrasound is that there can be



user variability [Artignnan et al. 2004 and Langen et a. 2003].

1.2.7 Tomotherapy

Tomotherapy (Tomotherapy, Madison, Wisconsin, USA) is atreatment
system in which radiation is delivered in aslice-by-dlice fashion using a6 MV
linac [Mackie et al. 1993 and Mackie et al. 1999]. The patient is slowly moved
through the system bore while being treated using intensity modulated radiation
therapy (IMRT, IMRT will be discussed in section 1.3). Essentialy the unit isa
CT scanner whose diagnostic x-ray tube has been replaced with a6 MV linac and
whose collimating has been replaced with binary multileaf collimators (MLC).
The binary MLC positions change as a function of gantry angle, thus allowing for
amultitude of degrees of freedom while producing a conformed dose distribution
to the cancerous volume. The unit has MV CT imaging based on fan beam and
helical acquisition; the MV images taken just before the treatment allow for
patient positioning, tumour alignment and dose verification [ Langen et al. 2005
and Welsh et a. 2004]. A disadvantage of Tomotherapy includes longer QA to

verify dose delivery on specific patient plans.

1.2.8 Cone Beam Computed Tomography

Cone beam computed tomography (CBCT) systems allow for volumetric
images to be obtained with a 2D device such asan EPID. Many, typically
hundreds [Sharpe et a. 2007, Dawson et al. 2006], 2D projections are taken and a
3D imageof the patient can be obtained; thisisreferred to asimage

reconstruction from cone beam projections [Feldkamp et al. 1984]. Furthermore



the addition of an orthogonally mounted x-ray source, used in conjunction with a
flat panel imager, can produce images with good spatial resolution and soft tissue
contrast [Jaffray et al. 2002]. kV cone-beam image reconstruction has been used
to verify patient setup [Godfrey et a. 2006 and McBain et a. 2006]. A draw back
of this system is that volumetric imaging is limited to patient setup before
treatment begins [Verellen et al. 2007]. These systems are available commercially
on linac units; for example the on board imager (OBI) on Varian units and

Synergy systems on Elekta Oncology systems.

1.3 Radiation Delivery Techniques

A recent advancement in radiotherapy involvesthe implementation of
intensity modulated radiotherapy (IMRT). IMRT spatially modul ates radiation
beam fluence using adynamic MLC to sculpt radiation to the target of interest
[Webb 2003]. A finite number of fields are used to treat a patient from different
angles. If alarge number of uniform circular radiation fields intersected at a
common point the resulting dose distribution would be uniformly spherical,
similarly if six uniformly square orthogonal fields were made to intersect at a
common point the resulting 3d dose distribution would be auniform cube. By
modulating the fluence of particular intersecting beams, we can sculpt aradiation
pattern to either miss critical structures or to apply a uniform dose to a cancerous
volume of irregular shape.

Two technol ogies which implement the use of IMRT are Rapid Arc (a
Varian technology) and Volumetric Modulated Arc Therapy (VMAT) (an Elekta

technology) which uses a dynamic x-ray source rotation around the patient while



the treatment beam is on (tomotherapy is the predecessor of this type of treatment
delivery). Both technologies operate in asimilar fashion treating a patient using
IMRT in one rotation of the linac gantry; this is accomplished using variable dose
rate, variable gantry speed, variable collimator angle and dynamic MLCs. The
benefitsof these technol ogies include decreased treatment delivery time and an
increase in the number of degrees of freedom available to produce a conformed

dose to a cancerous volume.

1.4 Linac-Magnetic Resonance Imaging system at the Cross
Cancer Institute

As stated previously, improvements in patient outcome to radiation
therapy have been evidenced over the past few decades due to improved image
guidance using EPID, MV CT, MVCBCT, kV imaging, kV CBCT and ultrasound
systems However, some studies have shown that the use of additional imaging,
capable of improved soft tissue contrast with reduced or zero radiation dose in
image acquisition obtained near real-time, may be required to further improve the
current target localization techniques [Chen et al. 2004 and Mah et a. 2002]. With
its exquisite soft tissue delineation magnetic resonance imaging (MRI) is the ideal
imaging tool.

Clinically, the International Comission on Radiation Units has produced a
report [ICRUS50 1993] which is used to account for patient organ motion and
other setup errors Thisreport called for the definition of three target volumes: the
gross target volume (GTV) which includes the visible or palpable extent of the

diseased tissue, the clinical target volume (CTV) which includesthe GTV plusa



margin due to the microscopic extent of the tumour, and the planning target
volume (PTV), that uses a setup margin (SM) around the CTV to account for day-
to-day geometric variations in the tumour location. Difficulties arise in defining
the PTV when atumor is in close proximity to radiosensitive normal tissue (i.e.
the prostate is near the bladder and rectum). The ICRU62 [ICRU 1999] report
defined three further clinical sites: theinternal target volume (ITV) which is used
to account for target motion such as breathing motion enclosed in an internal
margin (IM), the organ at risk (OR) which defines the volume of nearby organs
and the planning organ at risk volume (PRV) which is an expansion of the OR to

account for organ motion. These definitions are shown in Figure 1.1.

Figure 1.1: ICRU50/ICRUG62 volume definitions when planning radiotherapy on a
cancerous volume (IM isthe internal margin, SM is the setup margin).

References [ICRUS50 1993 and ICRUG62 1999] provide some guidelines
regarding the microscopic extent, internal and setup marginsto arrive at a suitable
PTV. However, [ICRU62 1999] states that “In practice, at present, the PTV must
be delinated by the radiation oncology team based on experience and judgement

drawn from observation and evaluation of the risk of failure and complications’.
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The volumesillustrated in Figure 1.1 are those of an ideal case; it isnot
uncommon for the PRV and PTV to overlap. Problems occur in such a situation,
since aminumim treatment doseis required for the PTV and a maximum limiting
doseis prescribed for the PRV. These two requirements generally conflict with
each other. Thus acomprimise is generally made where part of the PTV would not
receive treatment dose. Statistically due motionof the CTV, this part of the PTV
will be occupied by the CTV tumour cells for a certain fraction of the treatment
duration. If the comprimise isreversed, i.e. the PTV istreated with the full
treatment dose and the nearby healthy tissue receives a higher dose, then the
[imiting prescibed dosewill result in an increased risk of treatment-rel ated future
complications. Clearly a system which could reduce the IM, SM and PRV margins
would allow for greater separation between the PTV and OR resulting in larger
healthy tissue sparing. Fundamentally, in order to reduce these margins with a
high degree of confidence, knowledge of the tumour location with respect to the
treatment beam at times during irradiationis required. This requirement has not
been met by any of the af orementioned image guidance systems.

To this end aprototype linac-MRI unit has been constructed at the Cross
Cancer Institute in Edmonton, Alberta The attachment of an MRI to alinacisthe
key to providing clinically-usable image guidance. The MRI uses no mechanical
rotation or radiation beam for imaging. Thusit is functionally and mechanically
independent of the x-ray beam generation system of the linac. Contrary to most
other imaging modalities, MRI can be used as often as desired since no additional

ionizing radiation is delivered to the patient. The use of MR images providesthe
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needed soft tissue contrast for target localization. The system consists of a6 MV
linac for radiotherapy treatment and a0.22 T MRI for both pretreatment images
and real-time image guided adaptive radiotherapy. Thefirst MR images of a
phantom acquired during simultaneous MV irradiation were reported by Fallone
[Fallone et al. 2009]. The prototype design of the linac-MRI system is shown in
Figure 1.2. A patient would lie on a couch between the MRI poles and then be

treated using the 6 MV radiation.

Rotational
gantry

Figure 1.2: Human design of the linac-MRI system at the Cross Cancer Institute
showing the relationship between the linac, MRI and rotationa gantry. By
permission from Emanuel Blosser.

1.5 Megavoltage Treatment-MRI System Integration Work at
Other Institutions

Two other groups are currently developing aclinical system comprised of
an MRI with megavoltage treatment: an integrated linac-MRI system from the

University of Utrecht in the Netherlands and an MRI system integrated with
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cobalt sources from Viewray [Viewray Inc.].

The Netherlands group proposes the use of a superconducting solenoid
magnet 1.5 T MRI [Lagendijk et al. 2008, Raaijmakers et al. 2008, Raaijmakers et
al. 2007a, Raaijmakers et a. 2007b, Raaijmakers et al. 2007c, Raaijmakers et al.
2005 and Raaymakers et a. 2004] . The linac is mounted outside the magnet,
perpendicular to its axis. The linac rotates about the stationary MRI and irradiates
the patient by irradiating through the magnet. An advantage of the Netherlands
group isthe higher MRI field strength (the signal-to-noiseratio (SNR) is higher at
higher fields). However, a disadvantage is the dosimetry problem at higher fields;
the electron trgjectories in the magnetic field are greatly affected producing
deleterious hot and cold spots particularly at air-tissue interfaces [Kirkby et al.
2008].

The Viewray system is comprised of an open split solenoid 0.3 T MRI and
athree headed ®°Co y-ray unit [Dempsey 2006 and Viewray Inc.] for treatment.
The advantage of this designisthat it avoids RF interference by utilizing three
®9Co sources which do not operate using pulsed RF radiation. Aswell, this
approach removes the possibility of a magnetic effect on the electron path in the
accelerating structure of alinac (alarge enough fringe field from the MRI could
deflect the accelerated electrons). Disadvantages of this proposed system is that
Cobalt is ferromagnetic, rotation of the source within the fringe field of the MRI
may cause small variationsin the field homogeneity, the lower energy of a Cobalt
source does not provide satisfactory dose distribution for deep-seated tumours,

there is alarger penumbra effect from the increased size of the source, the system
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requires greater maintenance and the source must be replaced approximately

every 5 years by external contractors.

1.6 Research Motivation

Possible technical problems with the integration of the MRI and linac
include: mutual magnetic interference; RF noise created by the linac interferes
with the MRI and mechanical interference when rotating the linac about the
patient and MRI. Magnetic fields of sufficient strength can deflect the electron
beam into the side walls of the accelerating structures of the linac preventing them
from reaching the x-ray production target. It can also interfere with the electron-
beam steering processin the linac, just before the target (location of radiation
field production for treatment).

In our prototype, the linac is coupled directly to the same gantry within the
fringefield of the MRI system. This coupling removes the mechanical
interference since thelinac and MRI rotate together around the patient; however,
magnetic and RF interferences must still be addressed. Research related to the
magnetic interferences and more innovative designs of magnet systems suitable
for linac mounting are being addressed in separate doctoral theses.

Thelinac is a source of pulsed RF noise [Burke et al. 2009] ; these RF
signals can interfere with the operation of the MRI because the MRI uses RF
signalsin its transmitting and receiving coils. Images are obtained using RF
signals from the object to be imaged and are received at or near the Larmor
frequency by the coil(s) of the MRI. These RF signals are used to produce an

image, the RF noise produced by alinac can be picked up by the coil aswell, and
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fed into the signal processing system of the MRI; this unwanted RF noise will

produce del eterious image artefacts.

1.7 Thesis Outline

Thiswork focuses on the RF issues pertaining to the integration of alinac
with an MRI. The work was four-fold: (1) determination of the room effects on an
RF source, (2) determination and elimination of RF interferences from an MLC,
(3) determination or elimination of components in the modulator of alinac as RF
sourcesand (4) shielding of RF noise for MR imaging while operating the 6 MV
linac. Each of thesewill be addressed individually as separate chapters (chapters
two-five). Each chapter will be structured as a sel f-contained manuscript
including introduction and motivation, theory, materials and methods, results,
discussion and conclusion.

Chapter two discusses simulations which were used to estimate the effect
of an enclosed room on the distribution of RF fields from elementary RF
antennas The simulations were compared to measurements made with near field
electric and magnetic field probes. The purpose of the study was to determinethe
magnitude of the effect that an enclosed environment has on the distribution of the
RF field from a dipole antenna, when compared to the fields produced in afree
Space environment.

Chapter three pertains to the studies of the RF noise, produced by the
operation of DC motors, from an ML C and the electromagnetic shielding of the
MLC. Measurements of the RF power spectral density from current clinical

motors, used to drive the leaves of the MLC, are presented. Next the effects of
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pladng afunctioning MLC close to the MRI of our linac-MRI system are shown.
Images of a phantom are used to validate that an ML C system can be
appropriately RF-shielded to prevent the production of image artefactson MR
images.

Chapter four presentsthe results of our work on the sources of RF noise
within the modulator of alinac. The elementsin the modulator of alinac are
introduced. Thegoal of thiswork isto isolate the production of RF noise from the
individual components in the modulator. This was accomplished by modeling the
€l ectronic components in the modul ator and by measuring the RF noise from the
modulator with anear field probe set.

Chapter five discusses the RF shielding for alinac-MRI system from the
noise produced by the modulator of alinac. The purpose of the chapter was to
acquire linac-noise free MR images of a phantom while radiation was
simultaneously produced. The chapter discussesthe RF shielding of the linac-
MRI apparatus, shielding effectiveness studies of the RF cage and MR imaging
during the time the linac produced radiation.

Chapter six will summarize and conclude the work presented in the thesis.

Five appendices are included: Appendix A outlines the antenna theory
relevant to thiswork, Appendix B presents an introduction to the transmission line
matrix method, Appendix C presents the basics of MRI theory, Appendix D
introduces the techniques used in the SPICE simulation method and Appendix E
summarizes our measurements of the electric and magnetic fields from a Siemens

MD2 mevatron modulator.
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Chapter 2: Investigation of the Room Effects on an RF
Source

2.1 Introduction

A linac, specifically the modulator of alinac, is a source of RF noise
[Burke et al. 2009]. The RF noise emitted within aroom from a source reflects off
various surfaces and structures. The measured RF noise at particular points avay
from the source is aresult of constructive/destructive interferences In this
chapter, the effect of an enclosed room on the strength of RF noise at particul ar
points within the room isinvestigated.

The software environment of Microstripes (Computer Simulation
Technology, Darmstadt, Germany) was used to simulate the electric (E) and
magnetic (H) fields from an elementary dipole antennawithin aroom.
Simultaneous to the devel opment of the simulation, afellow student developed a
measurement technique using constructed in-house transmit antennas and E and H
near field probes froma commercially available near field probe set [Burke thesis
2008]. M easurements were conducted both within our laboratory and outdoorsin
alarge field to smulate “freespace”’ conditions. The purpose of the project was to
determine the effect of an enclosed environment on an RF source, when
comparing the fields to those from a“free” source, and to provide an experimental
framework to validate our modeling.

The model induded the effects of ameasurement room. The permittivity
of drywall and drop celling, of the room that was being simulated, were measured

using an open-ended coaxial -sensor measurement technique [Grant et al. 1989)].
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Samples from the room which wassimulated were used and the results from the

measurements were input into the simulation.

2.2 Theory

The theory of the use of antennasis given in Appendix A.

2.2.1 Transmission Line Matrix (TLM) Theory

2.2.1.1 Introduction

The Microstripes smulation is based on atechnique known as the
transmission line matrix method (TLM). Thetechniqueis used to solve genera
electromagnetic problems, and was introduced in the early 1970's by P.B. Johns
[Johnset a. 1971] and his co-workers

The technique has been applied in both the time and frequency domains. A
solution in the time domain allows one to solve for the broadband characteristics

of the problem.

2.2.1.2 Basis of the TLM Method

The TLM method is based on the application of the discretization of
Huygens' Principle. Huygens Principle states that [Jordan et a. 1968] awave
front consists of a number of radiators that give rise to spherical wavelets. The
envelope of these wavelets forms a new wave front, which gives rise to new
spherical wavelets and so on.

Computer model s require that Huygens' principle be discretized in both

gpace and time. These quantities are related by the speed of light:
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Al = At/c. (2.1)

Two Dimensional space can be modeled by a Cartesian grid separated by the
length Al, asillustrated in Figure 2.1, as afunction of time increment At.

e—AL— e
3 Transmission
Node 'I}'na 12V
2 4 (N
- 4 7 112V 12V

i

1 _L»z
i = Line
A number B

Figure 2.1: Cartesian grid of transmission lines. (A) A 1 Volt pulse incident upon a
node. (B) Scattering of the voltage pulse a the node. The transmission lines are
represented by the linesin the Figure.

Consider adeltaimpulse incident on anode, as per Figure 2.1 (A); the
scattering of this pulse is governed by Huygens' Principle. The pulse is scattered
(re-radiated) equally along each transmission line connected to the node. Each re-
radiated pulse carries away 1/4 of theinitial incident pulse energy. Since the
energy is related to the square of the field quantities this means that the
corresponding field quantity amplitudes are 1/2 in magnitude. We note that in
order to maintain field continuity at the node, the reflection coefficient of the
pulse reflected back toward the initial pulse must be negative. These three
transmitted pulses and singlereflected pulse, of 1/2 field amplitude, impinge upon
the four adjacent nodes. Therefore, over alarge mesh aninitial input pulseis
propagated throughout 2-D.

The TLM technique involves solving for the voltages and currents along
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the transmission lines. The electric and magnetic fields are then directly related to

either the voltage or current (thisrelation is shown in Appendix B, section B.2).

2.2.1.3 Two Dimensional TLM Method

Consider the 2-D grid as shown in Figure 2.1. The reflected field

amplitudes are determined using thereflection coefficient, I', which is defined as:

r=%n"% (2.2)

where Z;, is the input impedance “seen” by the original pulse and Z, isthe
impedance of the line used to carry the pulse. Approaching a node, the pulse
“sees” threelinesin parald, if the impedances of each lineisnormalized to 1,
then the input impedance seen by the pulse is 1/3 (three parallel lines of
impedance 1). This aso assumes that locally we are in a homogeneous medium
where each transmission line has the same impedance.

We then have:

P31 1 23
1/3+41 2

the transmission coefficient, T, for each of the outgoing linesin paralld is:

T:1+F:%. (2.4)

Therefore, a unit voltage pulse incident on anode will produce four re-
radiated pulses which include; three transmitted pulses of amplitude 1/2 and one
reflected pulse of amplitude -1/2. I.e. we now have a spherical wave of amplitude
1/2 traveling away from the node. The division of space into afine grid of

transmission lines produces propagation as described by Huygens. Each pulse
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emerging from one node is incident on the adjacent node and produces a spherical
wave which travels away from a given node, this is Huygens principle.

The general case, which involves four impulses incident upon a node, can
be determined by superposition of the above case If at timet = kAt we have
pulsesincident i (designated as superscripts) of amplitude V, on anode given
by; V), V,, Vs, V., (Where the subscripts on the right denote the line number
(see Figure 2.1) into the node). Then the total reflected r (also designated as
superscripts), pulse voltage along line n, n will takethevalueof 1, 2, 3or 4in 2D,

at thetime ,,, At is (the propagation of a pulse from one node to the next is one

time step):

r 1 - i i
k+1Vn = E(Z kvmj_ kVn ’ (25)
m=1

where in 2D, for each of the individual four linesn into an arbitrary node, we sum
over the four lines m into the node. The second term arises since the pulse
incident aong line nis reflected with inverted amplitude. As an example suppose
the four incident amplitudes along lines 1, 2, 3 and 4 into anode were 1, 2, 3 and

4 respectively, then the reflected pulse along line 1 using Equation 2.5 would
Coyr 1
be:, ..V, :E(1+ 2+3+4)-1=4.

Equation 2.5 can be written in the form of a scattering matrix as:

r

1 1 1 1) (V)Y
111 -1 1 1]V
“2l1 1 -1 1|V
1 1 1 -1)\Vv

=

N

(2.6)

w

-I>< w< |\>< »—\<

N

k+1
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From the knowledge of how an incident pul se propagates away from a
node, after reflection and transmission, and the fact that a pulse reflecting from a
node at position (z, X) must become an incident pulse on the neighboring nodewe

have

k- 1i (ZX)=¢aVs (zx-D)
|<+1V2i (Z,X)=¢aVs (2-1X)
Vs (2= (2 x+D)
Ve (Z0= V5 (Z+19)

2.7)

Equations 2.5 and 2.7 can be used in tandem, by operating on each node, to
determine the magnitudes, positions and directions of all impulses at time
(k+21)At, once the values for these variables are known at the kAt time step.

The impulseresponse of the network is determined by applying successive
operations on each node for each time step. The scattering processisillustrated in
Figure 2.2. In Figure 2.2 an initial pulse along with the first two iterations are
shown. Figures 2.2 (b) and (c) illustrate the spread of the initial pulse shown in (a)

across a 2-dimensiona network.

14
14
14
" 11 -1 "
12 12 12
12
1 112 -2 e 14 -1, 1
1 —12 14 -1 | -1
1
2 -1 2 -1 | -1z 14
1 w2 -1z 72 14 -1z 14
112 12 12 12
i 1 -1 [12
14
14
14
Initial Fulse 1st Tteration 2nd Tteration

(@ (b ()

Figure 2.2: First two iterations after a Dirac input pulseis used to excite the
system. (a) Initial pulse (b) 1% iteration (© 2" jteration.
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A detailed discussion on the TLM method i sincluded as Appendix B. In this
appendix we discussthe relationship of the voltages and currents along the lines
to the electric and magnetic field values, the three dimensional node and the errors

involved in the TLM method.

2.2.2 Equivalent Circuit Open Ended Coaxial Sensor Theory

The following theory is the basis of atechnique that is used for measuring
the permittivity of samples. The equivaent circuit method is a subset of the open
ended coaxial sensor theory, and is atechnique used to estimate the complex
permittivity of asample. It is based onamodel of the discontinuity at the
termination of a coaxial line and was introduced by Suchy et al. [Stuchy et al.
1974 and Rzepecks et al. 1975]. The model is shown below in Figure 2.3; it
consists of atwo capacitive paths between theinner and outer conductors of the
coaxia cable: a capacitance through the coaxial line dielectric (C.) and a

capacitancethrough the sample at the end of the line (C,) [Athey et a. 1982].

(4) (B)

Figure 2.3: Equivalent circuit model of a discontinuity at the end of a coaxial
cable line. Two capacitances exist, one between the coaxia line conductors (Cy)
and a second arising due to fringing fields within the sasmple (Cs).

For aline of impedance Z, terminated with an impedance Z, the complex

reflection coefficient I'is:;
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= 2.8
Z+7Z, @8
We can rearrange the equation to solve for the termination impedance Z:
_Z,(A+T) 2.9
1-I)

In terms of the admittance, Y, Equation (2.9) is given by Equation (2.10).

v _Yo(@-T)

~T (2.10)

According to the equivalent circuit model the admittance of the sampleis (i.e.
Figure 2.3B):

Y=jwC_ + jo(e'+ je")Csq, (2.12)
where o is the angular frequency and the complex permittivity ¢is defined as:

e=¢'+j&". (2.12)

The real part describes the ability to store energy by polarization and the
imaginary part describes any energy loss. Equations (2.10) and (2.11) can be used
to eliminate the admittance Y and solve for the real and imaginary components of

the complex permittivity. Equating the real and imaginary components yields:

—2Y,|C|sin
g— olllsing S 2.13)
wCs(1+2[[|cosp+T?) Cq
and
12
’ %oU-I7) (2.14)

& = ’
wCg(L+ 2| cosp + ')

where |I'| and ¢ are the magnitude and phase of the reflection coefficient.

Equations (213) and (2.14) can be used to estimate the real and imaginary
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componentsof the complex permittivity. M easurements of the reflection
coefficient, line admittance, and the capacitances C. and Cs are required. The
system is calibrated using samples for which Cgis known and the reflection
coefficient and line impedance is measured using a network analyzer. We
determines’, by rearrangi ng Equation 2.13 to obtain an intercept C, and a slope
Cs (with abscissa-variables "). The known samples are used to generate alinear
graph at each measurement frequency. Then the reflection coefficient of the
unknown sample is measured and the result is cross referenced to the calibration
curve at each frequency to determine the sample permittivity (Equation 2.14 is
similarly linearized to determinec”). This method of determining the complex
permittivity is valid with the assumptions that the capacitances, C, and Cg, are
independent of the sample complex permittivity and that the probe (the end of the

coaxia linein Figure 2.3A) does not act as an antenna.

2.2.3 Model of a Dipole Antenna above Earth

We must consider ground reflections when modelling a transmit antenna
above the earth. The earth itself acts as an imperfect ground plane forming an
image of the transmit antenna [ Stutzman 1981 and Jordan et a. 1968]. At a
particular point away from atransmit antenna there will exist reflections from the
surface of the earth. To the receive point itself, these reflected waves act asif they
come from an antenna located at the same height below ground as the transmit
antennais above ground. Thisisthe location of the image antenna. In the very
high frequency (VHF: 30-300 MHZz) range and bel ow, the operation of antennas

are affected significantly by its environmenta surroundings [ Stutzman 1981]. For
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the presented work, investigations were performed at 400 and 500 MHz in order
to perform our measurements in the far field. These frequencies were chosen to
reduce complications associated with near field measurements. For example
reactive power can circulate between the reactive near field and the source
[Balanis2005]. SeeAppendix A for adiscussion on antennafield regions. The
larger frequencies also enabled the reduction of the size of the antennas. These
frequencies are near the VHF range and so ground reflections were considered
important. As will be shown below, theinclusion of earth ground reflections was
an important part of the simulation.

Consider the arrangement shown in Figure 2.4.

Transmit Y, Direct ray Receive
antenna 1 location
Incident
ray h &

«— Reflected ray

Medium 1 X

Medium 2

':1 —— Iransmitted ray

Image ! . ~0
«
antenna

Figure 2.4: Arrangement of transmit and receive points above ground illustrating
the effect of a ground wave. In thiswork medium 1 isair and medium 2 is
ground.

For the case of horizontal polarization (E field horizontal with respect to the
surface, i.e. into pagein Figure 2.4), we apply the boundary condition which

states that the tangential component of the E field must be continuous [Jackson
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1999], that is:

E +E, =E,, (2.15)
where the subscriptsi, r and t denote the incident, reflected and transmitted waves
respectively. Similarly for the magnetic field we require:

H, cosf, — H, cosb, = H, cosb, . (2.16)
The negative sign results from the incident and transmitted H field being aong
the—x direction (see Figure 2.4). Using the relationH = E/n, Equation 2.16 can

be re-written:

E cosf, — E cosf, = B cosd,, (2.17)
n m Up;

where 5 isthe wave impedance, n =+/u/ e (U isthe permeability and ¢ isthe
permittivity, the relation holds for amaterial of negligible conductivity), and the

subscript represents materials 1 (air) and 2 (ground) in Figure 2.4. Insertion of
Equdtion (2.17) into (2.15) with the use of Snell’'slaw (sind,/sinf, = \/m
and ¢,/ g, cosl, = m ) and the fact that for dielectricsthe
permeability is approximately that of air (i.e. py ~ [, ) [Jordan et al. 1968] yields:

cosf, —+/e. —sin? 0,
E _Ssh Ve : (2.18)

E. cosh, ++/e, —sin’6,

where ¢, istherelative permittivity of material two to material one. For the

general case of amedium with conductivity, o, the permittivity can be replaced

by &'where:

8’:8(1+,Lj. (2.19)

jowe
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In this case Equation (2.18) can be written as:

E. cosh, ++/ —sn?0,

A horizontal dipole antenna above ground was modeled using Equation

coSO, —+/e' —sin%6O
E 1N L (2.20)

(2.20). Equation (2.20) provides the “imageantenna’ strength, at a height below
ground, which is thesame as the height of the antenna above ground. In
MicroStripes this can be modeled by assigning an amplitude factor for a second
antenna below ground.

The conductivity of earths ground, in Edmonton, was estimated using
values presented by Clement [Clement 1961] . Clement provides arange of values
between 14x 10 and 28x 10 mho/m for the conductivity of earth’s ground. We
used the midrange value of 20x10°® mho/m in our analysis. Jordan [Jordan et al.
1968] also states that the relative permittivity of earth ranges from 7 to 30. We
used the midrange value of 15in thiswork. The range of values of 6, for our
experimental setup was determined to be 5.7°to 33.7°; substitution of these values
into Equation (2.20) at 500 MHz yidds the plot shown in Figure 2.5.

Because the reflection amplitude (E /E) from Equation (2.20) contains
real and imaginary components, there is a phase difference between direct and
reflected rays. The phase difference was also determined using Equations 2.19
and 2.20, using the above estimated values for the conductivity and relative
permittivity of earth, aplot of the phase shift as afunction of incident angleis

shown in Figure 2.6.
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Figure 2.5: Plot of the reflection coefficient as afunction of incident angle for a
horizontd dipole above earth at 500 MHz.
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Figure 2.6: Phase shift of areflected wave from a dipole antenna above ground at
500 MHz.

Only one value of the amplitude and phase shift could be implemented per
simulation. The values shown for the amplitude and phase in Figures 2.5 and 2.6,
respectively were the values used for 500 MHz. Different values of amplitude and
phase were used for different frequencies. Due to the long simulation lengths,

approximately 30 hours, it was unrealistic to simulate each angle for every
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measurement point (the simulated and measured data was taken as a function of
distance from adipole antenna source). An average of the values shown inthe
shaded region of Figures 2.5 and 2.6 was implemented at two frequencies; 400
and 500 MHz (the plots at 400 MHz are not shown, but are very similar). In order
to gain an accurate representation of areflecting ground, a large amount of
equivalent earth material would have been required; this was an unrealistic
addition to the simulation. The effects of areflecting earth ground on a horizontal
dipole antenna were approximated by inserting an image antenna with the above

determined amplitude and phase relationship to the “real” dipole antenna.

2.2.4 Perfectly Matched Layer Boundary Condition

Animportant aspect of the simulation was the choice of the boundary
conditions. Beyond the room walls alimited volume of free space could be
modeled. As we increased the modeled free space, the number of nodesin the
simulation also increased, therefore leading to large increases in the simulation
times and problems with computer memory limitations. The perfectly matched
layer (PML) was the boundary condition used in this model. A PML is a sheet of
material which isthick, with respect to wavelength of the measured signal, and
possesses unusual electromagnetic properties. These propertiesresultin a
perfectly reflectionless surface, i.e. the reflection coefficient is zero for any angle
of incidence. Within the layer the wave is exponentially attenuated. Free space
was thus modeled as a thin sheet of material using aPML. It was clearly not the
case that free space existed outside the measurement room; however, it was

unrealistic to model adjacent rooms because of the limitations on computer
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memory and simulation time. The boundary conditions were necessary to keep the
simulation size reasonable. In order to accurately simulate the fields from the
dipole, a minimum node separation of A/10 was used as recommended by the
software vendor [Microstrpies Reference Manual 2006], where A isthe
wavelength.

The original concept of a PML for free space simulation was introduced
by Berenger [Berenger 1994]. Today a dightly different formalism is used and
Sacks [Sacks et al 1995] provides an outline of the complete derivation. The

formulation used in this work followed that provided by Sacks.

2.2.5 Modeling Objectives

For areal time linac-MRI system, the linac will be a source of RF noise.
The fields from the linac will be affected by the enclosed environment. The
purpose of the simulations was to determine the magnitude of the effect that the
enclosed environment had on the RF fields from the linac. The MRI will be near
thelinac; these RF emissions could be picked up by the RF coils used to generate
an MR image. This RF noise would then produce image artefacts. The simulations

were also used to validate measurements performed in the same environment.

2.3 Materials and Methods

2.3.1 MicroStripes Program

MicroStripes (Computer Simulation Technology, Darmstadt, Germany) is a

software program which can be used to solve three-dimensional electromagnetic
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problems. MicroStripes is used to solve problems involving radiating systems or
antennas [ Shrivastava et a. 2008 and Singh et a. 2006]. The user defines the
geometry by using an imported structure, or by using the built in geometry modeler.
Next the type of excitationis set, and the user defines the outputs which he/shewould
like to obtain. Finally the problem is solved using the TLM technique as described in
section 2.2.1 and the results can be viewed using built in visua software. An
advantage of the TLM method isthat a problem can be solved over abroad frequency
rangein one simulation run. The solution to the problem is determined in the time
domain and a Fourier analysisis used to produce a broadband sol ution.

Figure 2.7 shows a view of the room modeled by our simulation. Thisis also
the room in which measurements were performed. The room consists of drywall walls
(light blue), alarge lab-area bench (brown) with adrywall insert (aqua colour) and a
concrete post (black), afile cabinet at the end of the bench, air conduits which are
modeled as Aluminum (only the larger ones of which were modeled), drop ceiling
(red), adoor and glass panes and other equipment within the room. Although a floor
isshown in Figure 2.7, as stated above no floor was used in the simulation but its
effect was accurately accounted for by an image antenna, the floor isincluded for

ease of visualization.
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Figure 2.7: Partial view of the room simulated using MicroStripes. The three
yellow points illustrate measurement points from a source. No floor was used in
the model however one is shown here for clarification of the room setup. The
substructures are: drywall walls (light blue), alarge lab-area bench (brown) with a
drywall insert (agua colour) and a concrete post (black), afile cabinet at the end

of the bench (grey), air conduits which are modeled as Aluminum (only the larger
ones of which were modeled), drop ceiling (red), adoor and glass panes and a
other equipment within the room.

The fields from a small dipole antenna were physically measured [Burke
thesis 2008], as well as simulated. The dipole antenna, in Figure 2.6, is situated
about halfway between the centre table and the left wall; it is about 2 meters off
the floor and is oriented along the x-axis. The dipole was also ssmulated in a free
gpace environment. Material properties are specified in terms of their permittivity
and conductivity. As previously mentioned the permittivities of drywall and drop
ceiling were measured using the open ended equivaent circuit technique [Grant
1989], with an Agilent (Agilent Technologies, Santa Clara, California, USA)

85070A probe The measurement technique is described below in section 2.3.2.

The following material properties, and/or range of materia properties, were used:

Metal conductivity: 3.5 x 10’ S/m
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Concrete relative permittivity: 4-10, conductivity: 0.0006 S/m

Drywall relative permittivity: 2.3, conductivity: 0 S/m

Drop Celling relative permittivity: 1.55, conductivity 0 S/m.
The program solved for the resulting field patterns by specifically including the
effects of the surrounding environment (the laboratory). Simulations were
performed for the emissions from a dipole that covered afrequency range of 2to
500 MHz. The goa of the studies, along with the results generated in free space,
was to generate a correction factor; this factor could then be applied to real
physical measurementswhich would convert the measurements to a result that
would be expected in free space (i.e. the actual source strength).

In the laboratory, the E and H fields from the dipole were measured
separately using a Rohde and Schwarz (Rohde and Schwarz, Munich, Germany)
HZ-11 near field probe set (the E and H field probes used are shown in Appendix
A). The fied probes were mounted on an RF transparent stand made of wood and
Derin® (Polyoxymethylene). The stand enabled variable positioning of areceive
antenna (or probe) away from the transmit dipole antenna. M easurements of the
fields from a dipole were performed as a function of distance from the dipole
within the same room as simulated. T he same set of measurements was
subsequently performed in an open field; these measurements were an attempt to
measure the fields from adipole antenna in “free space”. The measurements are

as described in the thesis by Burke [Burke thesis 2008].
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2.3.2 Coaxial Sensor Setup

The system used to measure the complex permittivity of the room samples
(drop ceiling and drywall) consisted of an Agilent 85070A open ended coaxial
probe, an Agilent 4991A network analyzer, several samples of drywall and drop
ceiling and samples with known permittivity.

The setup for the measurement is shown in Figure 2.8.

\,W\_/\/ Network

analyzer

Computer |

Probe
Sample

Figure 2.8: Setup used to measure the complex permittivity of the room materials.

The sensor was calibrated using a three step process involving known
standards: no sample, shorted end of line and deionized water. The complex
permittivity properties of these standards are well known. With nothing connected
at the end of the sensor a measurement of the reflection is taken. Thisis doneto
record the effect of the cable connecting the probe to the network analyzer. Large
changes in the cable positioning, including flexures in the cable, after the
calibration procedureis completed can lead to inaccurate results. Secondly the
end of the sensor is short circuited. The measurement data from the air standard

(step 1) isused as areference to calibrate the data from the short circuit setup. The



dataisthen compared to the expected values to ensure proper calibration. Thirdly
measurements from a deionized water sample are taken; again the datais
compared to the expected values to determine if the probe has been properly
calibrated.

Before the room samples (drywall and drop ceiling) were measured their
surfaces were flattened and smoothed using sandpaper. This was important since
it isknown that samples with rough or uneven surfaces could lead to inaccurate
measurement results [Aqil 2008]. After the calibration process was compl ete the
samples weremeasured. As described previously (section 2.2.2) the standards
determine a calibration curve which is used to determine the unknown
permittivity. The data from the network analyzer wastransferred to a computer
using a GPIB interface and exported into an excel worksheet. No further offline

analysis was required.

2.3.3 Probes, Antennas and Measurements

The receive probes used for measurements consisted of aloop and a “ball”
probe from the Rohde and Schwarz near field probe set (See appendix A). The
loop probe was used to measure the three orthogonal components of theH field,
while the ball probe measured the total E field. An in-house constructed twelve
centimetre long dipole antenna was used as a transmit antenna. A short dipole
(and higher frequencies) was chosen to reduce complicationsarising from antenna
and surrounding environment interactions. See appendix A for a discussion on the
field regions of an antenna. An Agilent E4400B ESG Series signal generator was

used as the RF power source for the transmit antenna. The signal from the receive
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probes was fed into a spectrum analyzer for measurement of the received power.
A schematic of the setup is shown in Figure 2.9.

T t Receive
ransmi antenna

/antenna /
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Stand

Signal
generator

NW Spectru m |

analyzer

Figure 2.9: Setup used to measure the E and H fields from a transmit antenna.
M easurements were taken both in alab and in alarge open field area.

2.4 Results

2.4.1 Measurements of the Complex Permittivity

The results of the real part of the measured complex permittivity for drop
ceiling, drywall with no paper and drywall with paper are shown in Figure 2.10.

The imaginary part of the measured complex permittivity is shown in Figure 2.11.
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Figure 2.10: Real part of the complex permittivity of drop ceiling, drywall with
paper and drywall with the paper sanded off.
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Figure 2.11: Imaginary part of the complex permittivity of drop ceiling, drywall
with paper and drywall with the paper sanded off.

Because of thedryness of the sample it was expected that the imaginary
part of the complex permittivity would be close to zero [Aqil 2008]. In the
simulation model a constant permittivity for drywall and drop ceiling of 2.3 and

1.55 respectively was used. It should be noted that the value of the permittivity of
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the drywall without paper, in Figure 2.10, was greater than that of the normal
drywall sample. This can be expected from the measurement process, the paper
was removed to obtain a better estimate of the overall sample permittivity. The
measurement process involvesthe determination of areflection coefficient. The
presence of paper at the surface can affect the measurements, as can be seenin

Figure’'s2.10 and 2.11.

2.4.2 Results of the Room and Field Measurements

The results of the experimental measurements, taken on the wooden stand
from adipole transmit antenna, are shown in Figures 2.12 - 2.15. Each figure
shows the datataken in the measurement room and then separately in an open
large field. Data was taken at 400 and 500 MHz as a function of distance away
from the dipole and at the same vertical height as the dipole. In the far field of a
“free” dipole, we expect the field strengths to be inversely proportional to
distance from the source [Balanis 2005]. In Figures 2.12 and 2.13 strong
oscillations are seen in the measured E fields within the room at both 400 and 500

MHz. The H field does not show such strong oscillations.
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2.4.3 Results of the Simulated Room and Free Dipole

Similarly to the measurements, the fields from a dipole were simulated at
400 and 500 MHz, both within the simulated room and in “free” space. Figures
2.16 - 2.19 show three curves: the simulation resultsin the measurement room, the
amulation of adipolein free space (no room) and the theoretical falloff of a

dipole (the formulas given in appendix A were used). The ssimulations for the E

field within the room do show oscillations, however, the occurrence of these
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oscillations do not reproduce the measured results very well. Similar to the case

for the H fidld, fewer oscillations were observed in the ssmulated data. The

theoretical curve was normalized to the simulated data using the knowledge of the

input voltage and impedance in the simulation and inserting a determined val ue of

lo into equations A.16 — A.18 of Appendix A.

8
T

Sim with Room
sim free dipole
theory free dipole|

Electric field (m\//m)
8
T

=
T

0 | | |

70

Sim with Room
sim free dipole
theory free dipole

Electric field (m\//m)
3
[
-

100 150 200
Distance from source (cm)

Figure 2.16 Simulated Electric field as
afunction of distance from adipole

0 ! | |
100 150
Distance from source (cm)

Figure 2.17 Simulated Electric field
as afunction of distance from a

antenna at 400 MHz. dipole antenna at 500 MHz.

140 ’ T 200 ‘
Ewu = — %
23100 A %150 & -
%, ————  Simwith Room E ———— Simwith Room
5 L ——— simfree dipole K] 1 ———— simfree dipole
% % \ theoryfreepmpole .?_’100 | \\\ Ihenryfreepd\pole H
2 s A % ’-.\
o 40 — =
= 50 —

20 -

o | I I 0 I | |
50 100 150 200 50 100 150 200
Distance from source (cm) Distance from source (cm)

Figure 2.18 Simulated M agnetic field  Figure 2.19 Simulated magnetic

strength as a function of distance from
adipole antenna at 400 MHz.

field strength as a function of
distance from a dipole antenna at
500 MHz.

The simulated E field from the dipole antennain two simulation scenarios

is shown in Figure 2.20. The two scenarios were: an image antenna and a concrete
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floor. Figure 2.20 illustrates that very similar results were obtained using either

method.
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Figure 2.20 Simulated Electric fields at 400 MHz with an image antennaand a
concrete floor. Very similar results were produced in the two scenarios.

2.5 Discussion

For alinac-MRI system the modulator of alinac, which is a source of RF,
will be placed near the MRI component. An understanding of how an enclosed
room would affect the distribution of E and H fields from an RF source was the
main goal of the study. To this end, the measurement room and some of the
materials within the room weremodeled with our smulation. Simultaneously,
while the model was being constructed an antenna measurement technique was
being developed by afellow student [Burke thesis 2008]. M easurements
conducted within the room using the antenna measurement technique were
performed to assess the validity of the simulation.

It can be seen from Figure 2.7 that the measurement room is not alarge
open area. Metallic objects along with an earth ground exist which can greatly

influence the fieldsfrom the dipole. T he simulation of such aroom is useful for
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validation of the simulation process, as the proposed linac-MRI combination will
have metallic objects (such as an RF cage and the linac itself). Figures 2.12 - 2.19
illustrate that the field strength can vary quite significantly from that of afree
dipole. A mgjor contributor to the differencein field strengths is that the earth
below the dipole acts as areflective plane. This plane produces a second image
dipole with approximate amplitude 0.6 times the original dipole (see Figure 2.5),
thereis also a phase shift with respect to the original dipole (see Figure 2.6).

The simulated fields exhibit the proper falloff moving away from afree
dipole when compared to theory. The simulated radiation field pattern shows
interesting characteristics such as the peaks and valleysin the E and H field plots.
The experimental results also show similar features such as these peaks and
valleys Overal, the simulations predicted that the measured field strength as a
function of distance from the source would be increased within the room (Figures
2.16 - 2.19). Thisincrease was about a factor of two. Our experimental results
also show differences up to afactor of two aswell.

Clearly the exact shape of the E field is not well reproduced. Our indoor
measurements show many more peaks, and peaks with greater amplitude within
the measurement range. There are afew possible reasons as to why our
simulations did not reproduce the measurements more accurately. Our model was
that of asinglefinite sized room. There are adjacent rooms which contain metallic
equi pment which could have been an important source of reflections. The material
properties in the room could have been different than the ones used in the mode!.

For example the permittivity of concrete can vary quite significantly with water
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content [Robert 1998] and reinforcement used. The model assumed that an image
dipole existed (as aresult of being above the earth) rather than a concrete floor.
Details on the concrete floor thickness and the water content of the concrete were
sought but could not be attained.

Although the ssimulations did not exactly match the measurements, both the
measurements and simulations showed that compared to a free dipole source, the
fields are affected by about afactor of order two. Since the measurements and
simulations both suggest afactor of two between a free and non-free dipole we
can expect that the fields near an RF source, placed within proximity to an MR,
will only be affected by about afactor of two from the expected 1/r falloff. This
provides a“room factor” of approximately two. However this assumes that the
results obtained in the frequency range of 400-500 MHz can be applied in the 1-
100 MHz range; the range of clinical MRI’s Within an enclosed environment, we
can expect that the fields will not falloff as 1/r; rather they may fall between 1/r
and 2/r (neglecting other physical constants). Furthermore, although not shown in
thiswork there will exist modes within an RF cage in which the fields will be
enhanced.

Studies performed after the completion of thiswork illustrated that within a
clinical vault, the measured RF noise power density did not show dependence on
distance from the linac [Burke et al. 2009]. It may be the case that the RF sources
within the modulator of alinac (see chapter 4) do not act asasmall dipoles. In
fact, since the modulator casing is not a good RF shield, signals from inside the

modulator escape and gppear as many antennas. For example the seams along
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panels, vents etc. will all act as antennas radiating the RF power within. Thus the
modulator will act as alarge array of sources (approximately 2x 1 x 1 m3)
comprised of many antennas. Within afew meters of the modulator we may not
see any distance effects from such a source. Furthermore, the materia properties
of aclinical vault are different than that of our measurement room. For instance
the room walls for low energy (6 MV) vaults will be between 1.2 to 2.5 meters of
concrete. The walls nearest the transmit dipole in our measurement room are
made of thin sheets of drywall with 2 x 4 framing. This may also have a great
effect on the distribution of the fields within the clinical vault.

From Figures 2.11 — 2.18 we can see that there is a large difference between
the effects of aroom on the E and H fields. Three criteria are given in Equation

(A.15) to meet the near field. Thethird of theseisthat d >> A, whered isthe

distance from the antenna and 2 is the wavelength. At 400 and 500 MHz the
wavelengths are 75 and 60 cm respectively. In the room the distance to the nearest
wall was approximately 200 cm. Thus the above far-field criterion is not met. For
an electric source (a source with high E/H impedance, such as adipole) in the
near field, the impedance is larger than the free space impedance. The reflection
from asurface is dependent on the ratio of the wave impedance and the material
impedance. Ott [Ott 1988] shows that in such a case larger reflections occur for
the E field as compared to the H field. We would therefore expect more variations
inthe E field than the H field.

The major source of error, for the permittivity measurements of the sample

in the room, for all three samples was the accuracy of the probe for the particular



sample The drop ceiling sample contains many air pockets, the existence of these
air pockets can greatly affect the result. Five samples of each material were
prepared and measured individually; the results shownin Figures 2.9 and 2.10 are
an average of these five samples. The measured complex permittivity was shown
to be reproducible. Other sources of uncertainty include the error associated with
the measurement with the use of a network analyzer, and temperature drift which
predominantly resides in the cables connecting the probe to the network analyzer.
These errors are small when compared to the error associated with sample itself,
i.e. the samples contain air pockets which can affect the measurement.

The largest error associated with the field measurement can be attributed
to the performance factor used when converting between the measured signal and
thefield value. A systematic error of 10 % is attributed to the measured field
values resulting from the performance factors. This 10 % error results from an
error of 1 dB in reading the performance factor from the manufacturer’s table, see

figure A.3 in the Appendix.

2.6 Conclusions

The fields from a small dipole antenna were measured and simulated both
within an enclosed room and in alarge open area or free space. The simulation work
showed similar effects to the magnitude of the measured fields from adipole, when
comparing the fields within the room and in the open area. Details of the field falloff
were not reproduced very well for the E field. A “room factor” of approximately 2 can
be attributed to a small dipole within an enclosed room. Studies performed after the

completion of thiswork showed that there was virtually no distance dependence on
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the RF fields from alinac within aclinical vault. This may be attributed to the fact
that the modulator of alinac would act as an array of antennas rather than asingle
source and the non-negligible difference in the walls of aclinical vault compared to

the walls of our measurement room.
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Chapter 3: Radio Frequency Noise from an MLC: a
Feasibility Study of the use of an MLC for Linac-MRI

Systems

A portion of this chapter has been submitted to the journal physicsin medicine
and biology: M Lamey, J. Yun, B Burke, SRathee and B G Fallone "Radio
frequency noise froman MLC: a feasibility study of the use of an MLC for linac-
MR systems” Phys. Med. Biol.

3.1 Introduction

Due to the del eterious effects of extraneous RF noise on an MRI system,
all possible RF sourcesin alinac-MRI system must be investigated. It is common
practice to use multileaf collimators (MLC) for conformal or IMRT to shape a
dose distribution around the target volume. If the position of atumour was known
in real-time during treatment, an ML C could be used to reduce the error margins
used around the tumour by sculpting the radiation dose to the tumour. Severa
groups are actively studying the use of an MLC during real time tumour tracking,
using non-MR imaging modalities, and the effects of MLC movement during
radiotherapy [Sawant et a. 2008, Nill et al. 2005, Chen et al. 2009, Webb et a.
2008, Webb 2006aand Webb 2005]. It iswell known that the DC motors which
drive the MLC leaves produce RF noise [Suriano et a. 1998 and Jabbar 1991].
TheRF noiseisaresult of the arcing between the commutator and brushesin the
DC motor. A model of the noise productionis introduced in section 3.2.2.
Incorporation of an MLC into alinac-MRI system could create magnetic and RF

interferences; these possible interferences must be studied.
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The arrangement of an MLC is shown in Figure 3.1. The MLC consists of
tungsten leaves which are used to attenuate radiation and scul pt the delivered
dose. Power to provide motion to the leaves isimplemented using DC motors.
Within the motor casing is the gear box, the DC motor and an encoder which
provides a specific number of pulses per turn. The information obtained from the
encoder is used to determine the actual position of the leaf attached to a particular

motor.

Figure 3.1: One half of aVarian 52 multileaf collimator showing the leaves, DC
motors and encoders.

Theinvestigation in this chapter reports on the results of studying the RF
interference mentioned above. Using commercially available E and H field
probes, the frequency spectrum of the RF noise from functioning MLC motors
was measured as a function of the magnetic field goplied to the motors (this thesis
uses the convention of H when referring to magnetic field strength and B when
referring to the magnetic field). In addition, MR images of a phantom were

acquired with our linac-MRI system. The imaging was performed in order to
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study the effect of RF noise produced by the motors driving MLC leaves on: the
signal to noiseratio (SNR) in images and difference maps between imaging with

and without afunctioning MLC.

3.2 Theory

The theory regarding the use of an MRI and MR imaging can be found in

appendix C.

3.2.1 Probe Measurements

The measured RF noise from moving MLC leavesis presented as an RF
power spectral density after subtracting background levels. Time domain signals
from theE and H field probes were used to obtain measured spectral density,

M(f), in each case as follows:

, (3.2)

where DFT;(f) is the discrete Fourier transform of one time domain acquisition,
and N isthe number of averages used in the estimation of M(f).

The measured values, M(f), from the E and H probes are related to the
corresponding field strengths by applying a performance factor PF(f). For
example, the Efield isrelated to the measurement as follows.

E=M(f)-PF.(f). (3.2
Substitute H for E in Equation (3.2) for the H field. A thorough analysis of the

performance factors for the near field probes can be found in Appendix A. The
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approximate power spectral density (P) of the RF noise was then calculated using
the following formula:

EH (3:3)

pper 2

R

The use of Equation 3.3 provides an upper limit to the measured power. The time
averaged power, P, isgivenby P = Re(Ex H )/ 2, which makes Equation 3.3 an
upper limit. The background levels, i.e. those measured with the MLC not
functioning, were subtracted from the measured power with the MLC moving as
in Equation 3.4.

P=PF(f)-PR,()[M(f) M, (f)-Mg(f)-M,,(f)]/2  (34)
Theindividual subscriptsrefer to the E or H fields, and Eb and Hb subscripts refer
to the measured background fields. The variance of the E or H field isrelated to
the variances in M(f) and PF(f). The variance on the background subtracted power
density, P(f), increases with decreasing frequency as explained below. Due to the
uncertainty of the performance factors of approximately 1 dB, we assign an error
of 10% to measured field values. Since 1000 averages were taken in estimating
M(f), the error in M(f) was determined to be negligible compared to the error in
the performance factors. With the estimation of a 10% error associated with the
field strengths due to the performance factors and neglecting errorsin M(f), and
using error propagation rulesit can be shown that the error in the power above
background as a function of frequency is given by:

P(f)=0.07PF. (f)PF, (F)[Mc(F)M, (f)-Mg (F)M . (F)]. (3.5

Both E and H field performance factors increase as frequency decreases (see
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Figure A.3). Therefore the variance on the power increases at lower frequencies.

3.2.2 DC Motor Operation and RF Noise Model

Current Varian clinical machines use abrushed DC motor to drive the
MLC leaves. Since thisisthe only usable MLC available for thisinvestigation, a
few comments regarding the brushed DC motor are in order. A brushed DC motor
consists of acommutator, brushes, a stationary permanent magnet and arotor
(electromagnet with awinding). A simple schematic, with the major components,

of abrushed DC motor is shown in Figure 3.2.

@ | S N

o [ S

Electromagnet

Permanent
Magnet

Figure 3.2: Simple schematic of the operation of a DC motor illustrating the
relation between the major components.

The brushes make electrical contact with the commutator and provide the
current through the electromagnet. The commutator consists of two semi-circular
arcs which rotate along with the electromagnet. The windings of the
electromagnet are connected to the commutator. When the electromagnet isin the
position shown in Figure 3.2 () it feels aforce from the permanent magnet,

moving it in a clockwise orientation. Once the commutator has rotated sufficiently
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agap is passed and the bias on the electromagnet is reversed. Now the
electromagnet feels an attractive force which givesit afurther push in the
clockwise direction. In this way the motor can move in a clockwise fashion as
long as biasis supplied to the electromagnet.

The RF noise from a brushless motor was a so investigated. A simplified
schematic for abrushless motor is shown in Figure 3.3. In this case the
electromagnets are stationary and the permanent magnet rotates. Suriano [Suriano
et al. 1998] states that the RF noiseis aresult of brush contact with the
commutator. The RF noise from a brushless motor was investigated, since as
shown in Figure 3.3, there is no commutator or brush for possible arcing. As

described below, we expect that there will be areduction in measured RF noise.

/
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Figure 3.3: Simplified schematic of a brushless motor. The arrows signify the
direction of the force on the permanent magnet.

Models of the emissions of RF noise from DC motors have been
suggested. Suriano [Suriano et al. 1998] suggests amodel which consists of a
monopol e antenna above a pseudo-ground plane. When interpreting our data this

model was adopted. It iswell known that arcing occurs between the brushes and



commutator [Holm 1962, Padmanabhan et al. 1965 and Suriano 1989]. When the
brush passes the commutator gap a new electrical connection is established and
the old electrical connection is severed, thus arcing will occur. The model

suggests that the arcing which occurs between the brushes and commutator acts as
an input for the wiring into the DC motor, it isthiswiring that acts as a monopole
antenna.

The frequency range over which data was taken was up to 400 MHz;
specifically the band near 9.3 MHz was of particular interest. The MRI in our
prototype system has afield strength of 0.22 T, the Larmor frequency for thisfield
strength is 9.3 MHz (see Appendix C for adiscussion). Noise at the Larmor
frequency will directly degrade the image quality. This necessitated measurements
in the near field, see Appendix A section A.5. Near field measurements introduce
complications such as antenna coupling and polarization effects. Consider the
arrangement shown in Figure 3.4. The near-fields from a monopol e antenna of
height h above a ground plane of zero-extent and with a sinusoidal excitation can
be derived. The magnetic vector potential for an eectrically thin element (a<< 1)

isgiven by Balanis[Balanis 2005]:

. N
sin[k(h 'z )le 4z
r

A= 2y, (0)f (3.6)

Where, is the permittivity of free space, 1(0) istheinitial current, k =
2n/h, 1’ isthedistance ([x— X)* + (y - Y')* + (z— Z)?]"?) from the measurement

point, P, to the antennaand 2z istheradia unit vector in cylindrical coordinates.
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Figure 3.4: geometrical arrangement of a monopole antennaillustrating the
specification of a measurement point, P, with respect to the antenna.

The magnetic and electric field intensities are given by:

H :i(vm)z-qsi‘zi

Ho Ho /j " . 37
E=——(VxH)=-p- “+2 —(pH )

Jog, Jaxe, 82 Ja)gop ap

Closed form expressions for the E and H fields are given by Stratton [Stratton

2007].
j1(0) _ ik e JZ _ikr
=——Jg " _cog(kh)e™™™ —"=sin(kh)e™
¢ 47rpsin(kh)[ s(kh) r (kN ]

; _ —jkro ) . 2 jZ?
_ (0)77 (z—h)e —ECOS(kh)e*Jkr +sin(kh)e i_%_% (3.8)
P 4rpsin(kh) o r ke kr® r

—jl(O)n [ ™ e*'”_ - _M[j 1)
47rsm(kh)L —cos(kh) zsin(kh)e 2 +kr3 }

where 7 is the wave impedance of free space ~ 377 Q. The Equations given by

(3.8) are valid under the conditions: b/A < 10* and h/A. < 0.25 [Weiner 2003],
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where b isthe radius of the antenna wire.

3.3 Materials

An EEV M4261 electromagnet (now e2v, Chelmsford, England) with a
DCS 33-33 (Sorensen, Azusa, California, USA) power supply was used to
produce aB field. The MLC motors were placed in the electromagnet poles thus
subjecting the MLC motors to a B field. The size of the electromagnet was such
that approximately 13 of the 26 motors from one jaw of aVarian 52 leaf MLC
werein thefield. TheE and H fieldsfrom the operation of one MLC motor were
measured using the near field HZ-11 probe set (Rohde and Schwarz, Munich,
Germany). TheE probe measures the total E field strength while the H probe was
used to measure the three individual orthogona components of the H field
strength; these three components were added in quadrature to obtain the total H
field strength. A 3M12-2-2-0.2T (Senis Gmbh, Zurich, Switzerland) Hall probe
with a 3-axis type C-H3A-E3D-1%-0.2T magnetic field transducer was used to
measure the applied B field on the MLC motors under test. The RF noise from
three motors was investigated: 1) a24 V DC brushed motor used in aVarian 52
leaf MLC (Part #: 886603-03, Micro MO Electronics, Clearwater, Flordia, USA),
2) a24V DC brushed motor used in aVarian 120 Millennium MLC (Part #:
344516, Maxon Motor, Sachseln, Switzerland) and 3) a48 V brushless DC fan
motor (Part # : 4712KL-07W-B30, NMB Technol ogies Corporation, Chatsworth,
California, USA). One thousand DFT averages were taken for each of the Varian

52-eaf, Varian Millennium and brushless fan motors. The field probes were used
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to measure the power spectral densities in the following cases: 1) the background
RF without motor movement, 2) the RF noise due to functioning motors without
an applied B field, 3) the RF noise produced by functioning motors subjected to
50, 100 or 500 Gauss B field and 4) the RF noise produced from 13 functioning
Varian 52-leaf motors driving 13 MLC leaves as a function of distance from the
MLC with no applied B field.

The motor drive board contains 26 H-Bridge chips and were used to
control all motors with a400 W power supply (SMQ400PS24-C, X P Power, Haw
Par Technocentre, Singapore). For real-time control of many motors (on/off,
direction), a PCl-bus control module based on field programmable gate arrays
was used (Nationa Instruments, Austin, Texas). To program and implement
motion patterns of the MLC, LabVIEW v.8.5 (National Instruments, Austin,
Texas) was used.

In a separate investigation, MR images of a phantom were acquired with
our 0.22 T linac-MRI system [Fallone et al. 2009]. One half of aVarian 52-leaf
ML C was placed near the MRI magnet and phantom images were acquired while
13 MLC leaveswere moved. In one case, the ML C and the associated cables were
non-shielded while in the other case the MLC and cables were shielded. The
phantom was an acrylic rectangular cuboid (15.95 x 15.95 x 25.4 mm?®) with three
holes of diameters 2.52, 3.45 and 4.78 mm drilled into it, inserted into a 22.5 mm
diameter tube and filled with a 10 mM solution of CuSO,. The MRI consoleis as
described by Fallone [Fallone et al. 2009]; aTMX NRC (National Research

Council of Canada, Institute of Biodiagnostics, Winnipeg, MB, Canada). The

68



console software is based on Python programming language (Python Software
Foundation, www.python.org), version 2.3.4, to allow the user full control of
development and modification of pulse sequences. Analogic (Anaogic
Corporation, Peabody, MA) AN8295 gradient coil amplifiersand AN8110 3 kW

RF power amplifiers are used in the TMX NRC system.

3.4 Methods

3.4.1 Measurement of RF Noise from Motors

TheE and H field strengths were measured at distances perpendicular to
the movement of the ML C leaves. The setup used to measure the RF noiseis
shown in Figure 3.5. This orientation was chosen since the RF noise at the
position of an MRI cail isthe quantity of interest. A linac-MRI system will have
an MLC which runs perpendicular to the direction of radiation. The RF noise
perpendicular to the motion of the MLC will be the location of the patient and the
MRI coil. The time domain signal from the field probes was first amplified using
a Rhode and Schwarz broadband preamplifier (model 7405-907BNL), then
transferred from the oscilloscope to a PC using a Keithley KUSB 488 GPIB
interface (Keithley Instruments Inc, Cleveland, OH). The software program
DADISP (DSP Development Corporation, Newton, MA) was then used to
caculatethe E and H field spectral densities, as per Equation (3.1). The slight

frequency response of the amplifier was known and taken into account for.
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Figure 3.5: Setup used to measure the RF noise from afunctioning MLC. A loop
probe was used to measure the individual magnetic field strength components
whilea*“ball” probe was used to measure the total electric field strength. Not
shown is the electromagnet used when a B field was applied to the MLC motors.
The resulting DFTs had bin widths of 50 kHz in the frequency domain.
The 50 kHz bins are aresult of the total acquisition time used to acquire the data.
A total acquisition time of 20 psresulted in 50 kHz bins (1/20us = 50 kHz). As
mentioned previoudly, the signal averages in Equation (3.1) was 1000 for each of
the three motorsinvestigated. The approximate power spectral density of the RF
noise was cal culated using Equation (3.3), which provides an upper limit to the
measured power. The measured background power spectral density was
subtracted from the RF power spectral density produced by functioning motorsin

each case. Two distinct power spectral density measurements were taken: 1) the

RF noise from a single continuously functioning motor as a function of applied B
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field (0, 100 and 500 Gauwss for the brushed motors and 0, 50 and 100 Gauss for
the brushless motor) at a distance of 50 cm and 2) the RF noise as a function of
distance from one half of aVarian 52-leaf system with 13 motors continuously
moving at distances of 50, 70 and 100 cm. For measurements near background,
the standard deviation was estimated by measuring 20 background power
spectrums, each of which was done with 1000 averages. The standard deviation of
these background power spectraat each frequency was then used as our estimate

of the error.

3.4.2 A Functioning MLC Near an MRI

The setup used during the imaging study is shown in Figure 3.6. An MR
image was acquired with the MLC not present. Then an MR image was taken
with the MLC at a specific distance from the center of the magnet, first with the
MLC static and then with 13-leaves moving. Images were acquired with the MLC
plus cables unshielded and shielded. The shielding consisted of a copper box
enclosing the motors used to drive the MLC leaves. The ribbon cables used to
control movement of the motors were wrapped in aluminum foil. Any small holes
or seams were covered over with conductive copper tape or filled with copper
wool. In this experiment 13 MLC leaves were moved at atime from a Varian 52-
leaf system. The ML C was placed on a stand such that the approximate height of
the leaves and motors was the same as that of the coil used toimageinthe 0.22 T
MRI. Images with stationary ML C leaves investigated a possible magnetic effect
from the presence of the ML C. The distances presented herein are those from the

face of the ML C to the center of the MRI coil; which was |ocated approximately
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at the center of the MRI magnet. Images were taken in four different orientations
of the MLC and imaging coil: 1) the MLC and coil oriented as shown in Figure
3.6, 2) the call as shown in Figure 3.6 and the ML C leaves oriented vertically, 3)
the MLC leaves oriented vertically, and the coil and phantom rotated 90° toward
the MLC and 4) the ML C as shown in Figure 3.6 and the coil and phantom

rotated 90° toward the MLC.

Bi-planar =)
0.22TMR

Coil and
phantom

MLC motors & ghielded cables

to computer
control

Figure 3.6: Setup used to acquire images of a phantom while 13 leaves of an MLC

were moved continuously. Images were taken with the MLC leaves static and then
moving as well as with the MLC motors and cables non-shielded and shielded.

The following settings were used in a gradient echo MR imaging
sequence; flip angle: 60°, slice width: 5 mm, acquisition size: 128 (read), 128
(phase encode), FOV: 50 x 50 mm?, TR: 300 ms, TE: 35 ms, 1 signal average.
The resulting image quality or change in image quality was evaluated using the
SNR and image subtraction (MLC leaves stationary to ML C leaves moving for

the same orientation and distance). The SNR for each resulting image was
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calculated by taking the mean pixel intensity in a solution containing region inside
the largest of the three holes in the phantom, divided by the standard deviation in
asimilar sized region of the noise near one of the corners of theimage The
corners were used to avoid any possible artefact effects in the phase or read

encode directions.

3.5 Results

Figure 3.7 shows the measured RF noise by the E field probe in the time
domain from a Millennium DC motor. The “spike” shown is one of the larger
spikesin both amplitude and duration. Figure's 3.8, 3.9 and 3.10 show the results
of the RF power spectral density above background as afunction of applied B
field, for each of the three motors investigated, at a measurement distance of 50
cm. Data has been shown in the frequency range 8- 70 MHz. The data shown is
then useful for al linac-MRI systems operating with an MRI between 0.2 and 1.5
T. Figure 3.11 shows the measured power spectral density from thirteen motors
driving thirteen leaves from a Varian 52-leaf MLC at distances of 50, 70 and 100

cmwith no applied B field.
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Figure 3.7: One of the larger RF “spikes’ as measured by the E probe and
broadband preamplifier from the Millennium MLC motor. These spikes were
resolved by atime domain resolution of 0.5 nsec.
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Figure 3.8: Background subtracted RF noise power spectral density measured

from aVarian 52-leaf ML C motor as afunction of applied magnetic field at 50
cm.
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Figure 3.9: Background subtracted RF power spectral density measured from a
Millennium MLC motor as afunction of applied magnetic field at 50 cm.
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Figure 3.10: Background subtracted RF power spectral density as measured from
abrushless fan motor as a function of applied magnetic field, 50 cm from the
motor.
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Figure 3.11: Background subtracted RF power spectral density as a function of
distance from a Varian-52-leaf MLC with 13 leaves moving. No magnetic field
was applied to the motors in this case.
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Figure 3.12: Background subtracted individual Cartesian components of the

magnetic field strength from the MLC, with 13 leaves moving. The Cartesian
orientations with respect to the ML C orientation are shown in Figure 3.6.

Figure 3.12 shows the three individually measured Cartesian magnetic

field strength components in the range from 5— 70 MHz; clearly showing that one
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component, Hy, of the measured field dominates. In this case, 13 motors from one
half of the Varian 52-Leaf ML C were continuously moved. The Cartesian
orientations with respect to the MLC are shown in Figure 3.5; specifically Hyis
along the same direction as the MLC leaf movement or the motor axis.

The second part of the study involved imaging a phantom while thirteen
leaves of aVarian MLC system were moved (Figure 3.6). Table 3.1 shows the
results of the measured SNR for each of the previously described orientations
used. For each orientation the SNR is shown with the MLC unshielded, |eaves
stationary and moving (columns two and three) and then with the MLC shielded,
leaves stationary and moving (columns four and five). The acquired images with
the MLC at 70 cm from the MR coil for each unshielded and shielded case in
orientation two (i.e. coil asin Figure 3.6 but MLC leavestravel in vertical
direction) are shown in Figure 3.13. Figure 3.14 shows the subtraction of Figures

3.13 (¢) and 3.13 (d); thisisthe case where the MLC is shielded.
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Table 3.1: SNRs of the image of a phantom with half of aVarian 52-leaf MLC
was brought near the MR. SNRs shown are for the MLC stationary and thirteen
MLC leaves moving both in the non-shielded and shielded cases.

1St

Orientation No shielding With shielding

Distance SNR MLC SNR MLC | SNR MLC SNR MLC

(cm) stationary moving stationary moving
70 48 29 49 51
100 46 46 52 49

an

Orientation No shielding With shielding

Distance SNR MLC SNR MLC | SNR MLC SNR MLC

(cm) stationary moving stationary moving
70 46 35 52 53
100 45 44 51 52

3rd

Orientation No shielding With shielding

Distance SNR MLC SNR MLC | SNR MLC SNR MLC

(cm) stationary moving stationary moving
70 57 48 57 58
100 58 56 58 58
2

Orientation No shielding With shielding

Distance SNR MLC SNR MLC | SNR MLC SNR MLC

(cm) stationary moving stationary moving
70 56 51 58 56
100 59 57 56 55
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(c) SNR 52 (d) SNR 53

Figure 3.13: Images at 70 cm obtained with the 2" orientation (a) MLC
unshielded and stationary (b) MLC unshielded and 13 leaves moving (c) MLC
shielded and stationary (d) MLC shielded and 13 leaves moving.
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Figure 3.14: Subtracted image with the MLC and phantom in the second
orientation. The MLC and cables were shielded; Figure 3.13(c) and Figure 3.13(d)
were used for the subtraction.

The acquired k-space data for the casesof a stationary MLC and a
functioning MLC are shown in Figure 3.15. It can be seen from the acquired data
that noise is added to the acquired data. The noise seemed both random and to
have some line dependence in k-space, as can be seen from the horizontal in the

data.

Figure 3.15: Acquired k-space data with the MLC stationary (left) and with the

MLC functioning (right).
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3.6 Discussion

The use of an ML C during the radiotherapy process will be important for
linac-MRI systems, which can take advantage of real-time tumour imaging and
tracking with dynamic ML C delivery. With the close proximity to an MRI unit,
the MLC leaves and the motors used to drive them will be placed in a magnetic
field. The motors will also produce RF noise which can degrade image quality.
The RF power spectral density was measured from three motors as a function of
applied magnetic field to the motors. In the time domain spikes of measured noise
were observed when the MLC motors were running. These spikes were more
prevalent for the Millennium MLC motors. The Millennium MLC motor runs
faster thus contributing to the increase in visible RF noise. These small spikes
seen in the time domain are aresult of arcing between the brushes and
commutator bars in the motors resulting in the production of broadband noise
[Suriano et a. 1998]. The spike shown in Figure 3.7 lasts on the order of afew
microseconds. Generally the length of these spikes was on the order of a
hundredth to afew tenths of microseconds. No visible RF noise above
background was seen in the time domain when the brushless fan motor was
operating, although in the frequency domain asmall amount is visible (Figure
3.10).

Although small infrequent spikes were seen in the time domain for the
Varian 52 leaf motor no significant RF noise above background was seen in

Figure 3.8. For the Millennium MLC motor, Figure 3.9, thereisasmall
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dependence on the applied B field. In the frequency range 15-20 MHz, the RF
power reduces for higher applied B field. No other systematic dependence can be
seen. Above 40 MHz there seems to be no measured RF noise, therefore our
measurements indicate that little or no RF noise exists at the Larmor frequency
for MRI systems around or above 1 T. The function and RF noise production by a
brushless fan was investigated since brushless motors produce less RF noise
[Valentine 1998]. Above an applied field of 100 G the brushless fan motor showed
both audible and visible (slower revolutions per minute) strain, therefore no
results above 100 G are shown for this motor. This noticeable strain was likely
due to the reduced magnetic shielding around the fan motor as compared to that of
the MLC motors used. Near 15, and between 30 - 55 MHz, there seemed to be a
dependence on the applied B field. It is unclear as to why the measured power
density seemsto dip below that of background around 15 MHz, the effect requires
further investigation. When the RF noise from 13 motors from a Varian 52-leaf
MLC were studied as a function of distance, Figure 3.11, no clear dependence
could be seen.

The increased noise in the measured RF noise power spectral density at
lower frequenciesin Figures 3.8, 3.10 and 3.12 are aresult of the increasing
performance factor of both the E and H probes (see Figure A.3 of Appendix A).
The variance on the measured power spectral density is proportional to the
product of the E and H probe factors (as shown above), these factors increase as
frequency decreases, therefore leading to larger variance at lower frequencies.

Near the lower frequencies shown in Figures 3.8 - 3.12 the background subtracted
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power spectral density dips below zero. This does not mean the actual power is
negative, which would be unphysical, this occurred since we were trying to
measure powers similar to that of the background power. Besides the small area
near 15 MHz in Figure 3.10, the data illustrates that on average we could not
differentiate between the measured background power and that of the power
emitted by the motors. The background was subtracted in the frequency domain
since, if subtracted in the time domain, would lead to misleading results near
lower frequencies with all the data shown being positive. In such a case one
would then presume an average power above zero existed, which is not the case.

As previously stated, to estimate the error in our background subtracted
power spectral densities, the standard deviation at a particular frequency was
determined from 20 background measurements. The errors at 8, 10, 15, 20 30 and
50 MHz are estimated as 0.8, 0.7, 0.3, 0.1, 0.07 and 0.07 nW/m?. The datain
Figures 3.8 - 3.12 become “noisy” near 10MHz and below, because the estimation
of the error is similar to the variance in the data shown in these plots. The
standard deviations at 1 and 2 MHz were 10 and 4 n\W/m?,

Suriano [Suriano et a. 1998] propose a model for the emission of RF
noise from a DC motor. The model is a described earlier in section 3.2.2. TheE
and H fields were given in Equation 3.8. A monopole antenna preferentially emits
power perpendicular to the axis of the dipole, while no power is emitted by the
monopole along its axis. When measuring the RF noise perpendicular to the
direction of MLC motion (as shown in Figure 3.5) the model predictsasingle H

field component. The data presented in Figure 3.12 agrees with this model and
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with the specific component expected to be present. When data is measured along
the axis of motion of the ML C leaves the model predicts zero measured power.
We measured the power along the MLC leaf movement axis and found that in the
same frequency range shown (5 - 70 MHz) the power spectral density is below 1
nW/m?. We might expect a small amount due to the fact that our cable system did
not present a perfectly straight and rigid monopole. Thus, these measurements
qualitatively support this prediction. It is not purported to say that the model by
Suriano [Suriano et al. 1998] has been rigoroudly validated, but only that our
measurements of the three Cartesian components of the H field both
perpendicular and parallel to the movement of the ML C leaves support the model.

A further note to the antennamodel is that Suriano [Suriano et a. 1998]
suggest that the motor casing, athough quite small to the size of the wiring, acts
as a pseudo-ground. A monopole antenna above a true ground plane acts as a
dipole antenna. A dipole antenna produces fields in the same directions as the
monopole fields given in Equation 3.8. Our data qualitatively supports either
model.

Images of the phantom were taken by placing the MLC at distances of 70
and 100 cm (Figure 3.13) from the MRI coil. In Table 3.1 we can see that when
the MLC was unshielded the measured SNR was reduced in each of the ML C-coil
orientations when the ML C was functioning. Also shown in Table 3.1 isthe
measured SNR when the MLC motors and cabling was shielded. In each of the
shielded orientations there was neither visible difference between the images nor

any experimentally significant difference in the measured SNR obtained with and



without continuous MLC motion. These resultsillustrate that we can effectively
shield the RF noise produced by an MLC to the extent that no degradation in
image quality and SNR occurs. In each case severa images were taken and no
effects of the RF noise produced by the shielded ML C plus cables were
noticeable. Below 70 cm magnetic effects from the MLC casing to the MRI
started to become noticeable therefore the RF noise could not be studied
independently of these magnetic effects. When the MLC was placed at 60 cm
from the center of the MRI, image artefacts were seen even when the MLC was
stationary. For our linac-MRI system we plan to fabricate an MLC casing which
will be constructed of non-magnetic materials to reduce magnetic effects. We note
that an MLC positioned at 70 cm is further away from isocenter than current
clinical systems, however, for alinac-MRI system the MLC may be placed
around 70 cm from isocenter. In Table 3.1 there is also adlight difference between
the measured SNR when the MLC was shielded as compared to when it was not
shielded (for instance even when the MLC was held static). This difference was
due to having to re-orient the phantom or reposition the MLC, thus the same
image slice may not have been imaged. However from one static MLC image to
the associated image with the MLC moving nothing was changed in the setup.
The parameter of interest was the change in SNR (or image quality) from the
static ML C case to the associated SNR for a functioning MLC.

Images of the phantom were subtracted from one MLC stationary case to
the associated ML C leaves moving case. The results for the second orientation,

Figure 3.14, showed that when the ML C motors and cables were shielded the
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images were nearly identical. When the MLC was shielded, no visible differences
between the images acquired with the MLC leaves stationary and with the MLC
leaves moving could be seen.

When the MRI image data was viewed in k-space, random noise was seen
when the ML C was functioning and unshielded, as shown in Figure 3.15. This
random noise in k-space leads to an overall increase in the noise of the image. The
noise may have aso had some dependence on the line in k-space read in. This
may have been due to a change in direction of the motor when approaching the
end of the MLC leaf movement. After the MLC was shielded however, this

random noise was not seen in k-space.

3.7 Conclusions

It has been shown that the RF noise produced by a continuously
functioning MLC can be effectively shielded. No difference can be seen in image
quality when the shielded ML C was stationary and when the motors were used to
drive the leaves. The currently used Varian 52-leaf MLC motors and Varian
Millennium 120 leaf ML C motor did not show any trouble operating in up to a
500 gauss applied field. The Varian motors did not produce a significant changein
radiated RF noise when they were placed in amagnetic field. If brushless motors
areto be used in place of brushed motors for reduced RF noise production,
magnetic shielding may be required. This study has shown that an ML C can be

incorporated into alinacMRI system.
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Chapter 4: Studies on the RF Noise Production from the
Modulator of a Linac

A paper which isrelated to the work presented in this chapter has been published:
B Burke, M Lamey, SRathee, B Murray and B G Fallone "Radio frequency noise
fromclinical linear accelerators' Phys. Med. Biol. 54 No 8 (21 April 2009)
2483-2492.

A second paper which is based on the results presented herein has been submitted
to thejournal |EEE transactions on electromagnetic compatibility: M. Lamey, S
Rathee, L. Johnson, M. Carlone, E Blosser and G Fallone "Radio Frequency
Noise from the Modulator of a Linac" Submitted to IEEE trans. Elect. Comp.

4.1 Introduction

This chapter focuses on the determination of the sources of broadband RF
noise within the modulator of alinac. The modulator produces the pulsed high
voltages that are required for the electron gun and the microwave power source of
the linac. Two distinct software programs were used in the studies presented in
this chapter. MultiSIM (National Instruments, Austin, Texas, USA) is based on
SPICE (simulation program with integrated circuit emphasis) and was used to
model the charge and discharge of the pulse forming network (PFN) within the
modulator. The PFN circuit produces a high voltage pulse of desired shape and
duration for the microwave source. COM SOL Multiphysics (COMSOL,
Stockholm, Sweden) uses the finite element technique to solve physical problems;
the program was used to determine the fields near the long PFN coil within the
modulator. The ~ 3 GHz power source of the modulator studied was a magnetron,

which isthe typical microwave oscillator used for lower energy medical linacs.
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4.2 Theory

4.2.1 SPICE Theory

SPICE is a software program which uses numerical techniques to simulate
the response of electronic circuits at the device level. Specifically the program
solves a network of equations for the voltages at nodes in the circuit. Analysis
options are non-linear DC, nonlinear transient and linear AC.

The DC analysis solver computes the so-called operating point of the circuit
by treating inductors as shorts and capacitorsas open circuits.

The AC analysis package uses asteady-state sinusoidal input to determine
the complex values of the node voltages as afunction of input frequency for a
linear circuit.

The transient analysis routine determines the voltage at nodes in the circuit
asafunction of time. Numerical integration removesthe time dependence of the
response of certain components, such as capacitors and inductors (i.e. the voltage
across an inductor V = Ldl / dt where | isthe current and t the time). Iterative
techniques are used to solve for non-linear components such as diodes. The
transient analysis routine was used to solve the circuits of the modulator of a
linac. The operating principles of the SPICE simulator aregiven in Appendix D.

SPICE can be described by a multistep process:

= Draw an equivalent circuit with each node numbered uniquely; this

includes connections from one component to the next.

= Label each component and give it the appropriate value and initial

condition (if any).
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» Run the analysis type you wish to perform (DC, AC or transient).
= View the results using the graphics editors provided (for this work the
MultiSIM GUI was used which includes graphics software).

A through introduction to SPICE is givenin Appendix D.

4.2.2 Finite Element Method

The finite element method is a numerical technique which discretizes the
solution of differential equations. The concept behind the method isthat a
continuous function can be approximated by a set of piecewise elements. The
piecewise elements are defined at specific points along the continuous function.
Theprocessis asfollows: a finite number of points (or nodes) in a specified
domain are chosen, and the actual values of the continuous function at the nodal
points are the variables that must be determined. The domain is broken into
subdomains, termed elements, which are connected at nodal points. The
continuous function is approximated by a polynomia which itself is determined
by the values of the function at the nodal points. The mathematical process
follows the procedure: discretize the domain, select the interpolation functions,
formulate the system of equations and solve the system of equations. The
theoretical approach described here closely follows Jin [Jin 2002] with an

emphasis on the COM SOL package.

4.2.2.1 Discretization of the Domain

The domain for which the solution is desired is broken into a finite number

of elements. Typical elements used in one, two and three dimensiona systems are
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shown in Figure 4.1. Generally in two or three dimensions the geometry of the
problem suggests which type of element to use. For example, rectangular
elements are best suited for rectangular domains. An example of a meshed
problemis shown in Figure 4.2. In Figure 4.2 the mesh near six of the PFN ooil
loopsis displayed. Near curved or sharp surfaces a greater density of elementsis
required to faithfully reproduce the geometry and therefore the correct field

distribution.

PERVAN
(@) (b)

s O H

Figure 4.1: Basic finite elements in one-dimension (a), two-dimensions (b) and
three-dimensions (c).
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Figure 4.2: An example of a meshed problem showing six of the PFN coil loops
and the triangular mesh near these loops.

As described previously the solution to a continuous function is defined at
the nodes of an element. It is necessary to formulate a compl ete description of a
node within the domain, thisincludes: the coordinate values, alocal number and a
globa number. The local number specifies its position within the element and the
global number specifiesits position within the domain. Referring to Figure 4.2 the
domain is the complete region of interest, the e ements are the many triangular

pieces dividing the domain and nodes occur at the ends of the triangular elements.

4.2.2.2 Selection of Interpolation Functions

Interpolation functions within an element are selected which approximate
the solution at non-node positions. In two dimensions the interpolation function
can be linear, quadratic, cubic, quartic or quintic.

In order to define curved spaces generally isoparametric el ements are used.

An isoparametric element is an element whose interpolation function is the same
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order as the mapping function. The mapping function is used to map from an
original element to a deformed element, an exampleis shown in Figure 4.1
| soparametric elements are based upon those shown in Figure 4.1, but the sides of

which can be curved. An exampleisoparametric element is shown in Figure 4.3

y 3 n
A

(@) (b)

Figure 4.3: Introduction to the isoparametric element: the triangular element with
curved sides (@) can be mapped to a simple triangular element (b).

The element in Figure 4.3(a) can be mapped from a simple triangular

element using aquadratic transformation.

4.2.2.3 Formulation of the System of Equations

COMSOL uses aformulation based on Galerkin’s method, whichisa
method of discretizing a continuous problem. A more detailed theoretical

approachis given in [ Sokolnikoff 1956, Brenner 2005 and Ciarlet 1978]. For a
problem of the form:

Dp=f 4.0
where D isa differential function, ¢ isthe solution and f is an excitation or forcing

function. Galerkin’s method states that the substitution of an approximate
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solution, ¢’ , into Equation (4.1) will in general lead to anon-zero residual r. The
best estimate of the unknown ¢ is determined by minimizing the residual, e.g. by

minimizing the squareof Do —D¢'.

4.2.2.4 Solution of the System of Equations

A finite element problem will have one of two forms, that of Equation (4.1)
or:

[A{ o} =MBI{ ¢} (4.2)
where the notation [A] represents a matrix A. Problems resulting from either an
inhomogeneous boundary condition or an inhomogeneous differential equation
lead to an equation of the type shown in Equation (4.1). These types of systems
are known as deterministic. Problems governed by either homogeneous boundary
conditions or homogeneous differential equations lead to thetype of equation
shown in (4.2) and are known as eigenvalue equations. In electromagnetics
systems which include a source or some type of excitation are deterministic;
examples are problems with radiation or scattering. Source-free problems are
associated with elgenval ue systems; examples include wave propagation in wave
guides or resonance in cavities.

Solversin COMSOL include both direct and indirect. The direct solver
PARDISO wasimplemented in this work. The direct solver PARDISO [Schenk et
al. 2000] is asparse matrix solver suitable for parallel use on computers. Other
solversinclude UMFPACK [Davis 2004a, Davis 2004b, Davis 1999 and Davis

1997], SPOOLES [Ashcraft 1999], TAUCS [Toledo et a. 2009], GMRES [Saad
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1986] and Conjugate gradients [Hestenes et al.1954].
Once an estimation to the solution is obtained COM SOL has post processing

tools which enables the user to view the solution in a multitude of different plots.

4.2.3 Saturable Reactor

A saturable reactor (SR) is anon-inear magnetic control device. A
ferromagnetic material has the property that the relationship between the B field
and the magnetizing force (H) is not linear. When an H field is applied to a
magnetic material and the resulting flux density is plotted, the shape takes the

form of ahysteresisloop; asshown in Figure.4.4.

B

=

Figure 4.4: Genera hysteresis|oop of aferromagnetic sample.

The small-signal inductance of awinding around a ferromagnetic material
changes as we move along the hysteresis loop. The inductance of awinding given
acore cross sectional area Are and magnetic path length | e (the magnetic path

length is the ratio of the product of the ampereturns to the average magnetizing
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force) is given by Geyger [Geyger 1964]:

L= ar Dre 2

Ire

dB
— (10°h : 4.3
aH ‘ (107 henrys) (4.3)

From Equation 4.29 we can see that the inductance of awinding depends on the
slope of the hysteresis |oop.

A SR consists of three elements; a DC current source, a magnetic core
with windings and an AC source. The operation of a SR is based upon the
principle that the current through awinding, around a magnetic core, can be made
to vary depending on the saturation of the core. In essence a SR is a device whose
inductance can be made to vary by the application of aDC bias. A simple

saturable reactor is shown in Figure 4.5.

Load

©

Control Load winding

winding

Figure 4.5: Basic saturable reactor consisting of a DC current source a magnetic
core and an AC source.

The DC bias results in a magnetic flux in the magnetic core; as shown in
Figure 4.5 (dpc). The AC source will produce a flux within the core which will
constantly change in magnitude and direction. The AC source will continuously
change the impedance of the core by driving the core near, into or out of

saturation. Consider the ideal hysteresisloop of Figure 4.6. If the DC biasis set so
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that the flux through the coreis at point x, the AC source will either drive the core
further into saturation or out of saturation. When the core is saturated the
windings will act as a small inductance to an external circuit (the same which
would be seen for an air core), however, when the core is not saturated the
windings will act asa much larger inductance. In thiswork the SR’s were biased

at point x, shown in Figure 4.6.

i

Figure 4.6: Ideal B-H hysteresis |oop. Starting from the position labeled “x”, if we
proceed to the right we will see a small inductance, however, if we move down
we see alarge inductance.

4.2.4 Mechanism of Magnetron RF Noise Production

A cross sectional view of amagnetron isshown in Figure4.7. A
magnetron is a crossed E and B field device. A magnetron consists of a central
cathode concentric to an outer anode. During operation aB field will be applied
perpendicular to the E field between the cathode and anode (Eg). A heated
filament located at the cathode structure provides a source of electrons. In these

crossed fields the electron trajectories will be curved as shown inFigure 4.7. The
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B field is static while the E field is applied in a pulsed manner (at least for the
magnetrons used to produce radiation in clinical environments). The pulse has
associated rise and fall times and is applied to the cathode As the negative
voltage on the cathode is increased in magnitude, the el ectron trajectories curl
closer to the anode. The velocities of the electrons also increase as the magnitude
of the negative cathode voltage increases. The electrons induce charge on the
anode as they pass by; the frequency of theinduced currentsisrelated to the
velocity of the electrons. The charge on the anode results in an induced
microwave field (E,,) at and within the cavities Approximately 60 % of the

electrons kinetic energy is converted into microwave energy.

Drift space Cathode

Figure 4.7: Cross sectional view of a magnetron illustration the geometrical
arrangement of the cathode and anode.

A magnetron is known to be a source of broadband RF noise [Okress 1961,

Collins1948 and Little 1958]. Neculaes [Neculaes et al. 2003] states“...noise

generation mechanisms in crossed-field devices are not presently understood and
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predictive computational calculations do not exist. Methods of noise suppression
in crossed-field devices have not presently been practically realized”.

Numerical simulations of magnetrons have been performed, Yu[Yu et al.
1965] states that “ The operation of these devicesis on the border line between
order and disorder, and is also completely non-linear, so that a computer is likely
to remain the only instrument for areliable description”. More recent studies by
Monossov [Monossov 1999] illustrates that further work is required to reproduce

acomplete 3D model of the electron interaction processin these devices.

4.2.5 Charging Circuit of the Modulator

Consider the circuit shown in Figure 4.8; a DC voltage is used to charge a
network of capacitors, which are represented by the capacitance Cy, whileL¢ and
R represent the inductance and resistance in the charging circuit.

S L. R

N AN

L, T

Figure 4.8 Simplified charging circuit in the modulator of alinac.

The modulator of alinac uses a power supply to charge the network of
capacitors to a voltage between V and 2V. Assuming that the energy stored in the

inductor is completely transferred to the capacitor, that there is someinitial

voltage, w(0), on the capacitance Cn and that Rc is very small or approximately
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zero, then to satisfy the law of conservation of energy we have:

AW = 0 - @) @)

where gn is the charge transferred to the capacitance at timet. We have assumed
that an energy gyV/2 has been stored and then transferred from the inductor to the
capacitor. This energy adds to the energy gnV/2 from the battery to the capacitor

to get the left hand side of Equation 4.4. But the electric charge must satisfy:
A = C[Viy (M -V, (0)]. (4.5)

Where T istheinstant in time at which the inductor has transferred all of its

energy to the capacitor. Therefore, by substituting Cy from Equation 4.5 into

Equation 4.4,
quV = %N[VN (T) +v, (0)] (4.6)

or:
VW (T) =2V - v, (0). (4.7)
If thereis no initial voltage on the capacitance then the capacitors will smoothly
charge up to, and momentarily be twice the voltage of the DC power supply.
Consider the application of the addition of adiode D, and aDeQ’ing

network (S2 and R1) as shown in Figure 4.9.

S L o) D R fa;

No——0 0 0 NN\ —r
LT
—V R1 /{\

Figure 4.9: Charging circuit with the addition of a deQ’ing network and a diode.
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If the capacitor network starts with zero initial charge, then once the switch Sis
closed the capacitor network will charge up to the voltage V. During this process
the inductor will also store energy. Astherate of current through the inductor
slows, due to an accumulated charge on the capacitor bank, the field in the
inductor will begin to collapse and this energy will be transferred to the capacitor
network. The capacitors begin to sinusoidally charge from V up toward 2V.
During this energy transfer consider the act of closing the switch S2, this act
dissipatesthe stored energy in the inductor into the resistor R1. The act of closing
the switch S2 cuts the flow of stored energy from the inductor to the capacitor.
The switch S2 can be used to select the voltage, between V and 2V, to charge the
capacitor network. The Diode, D, blocks the stored charge on the capacitor

network from reversing back to the supply.

4.2.6 The Modulator and Magnetron

Figure 4.10 illustrates the rel ationship between the major componentsin
the modulator of alinac including the magnetron. The power supply charges the
capacitors C1 - C6 to avoltage set by the De-Q circuit. When the thyratron, which
acts as aswitch in the circuit, istriggered the stored charge in the PFN is
transferred to the load through a transformer. The transformer is used for
impedance matching and to step-up the voltage on the load. The load (either a

magnetron or klystron) is used to generate or magnify microwave power.
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Figure 4.10: The major components in the modulator of alinac including the load
(amagnetron was used in this work).

4.2.7 Pulse Forming Network Model

A modulator produces voltage pulses of about 5 ps duration using the
PFN. A PFN consists of abank of capacitors and alarge helical coil tapped at
regular intervals. The purpose of the PFN isto store the amount of energy needed
in asingle pulse and to discharge this energy into aload in the form of a pul se of
usabl e shape. When modeling the PFN, the coil is treated as a discrete set of

coupled inductances as shown in Figure 4.11 [Torok 1994 and Glasoe et al. 1964].

P SIVZEN
[ad C, c, + ! _"C] _[_CZ _,_C]
T T T

Figure 4.11: The representation of a PFN in an electronic circuit. On the left isthe
actual PFN setup, on theright is the electrical model illustrating that the cail
consists of multiple inductors with mutual coupling.

The inductance of each section of the PFN coil was calculated by measuring the
radius of the coil (a), the axial length (c) and the number of turns (N) and using

the equation for the inductance of a coil given by Miller [Miller 1987] (Lorenz

[Lorentz 1879] was thefirst to derive the exact expression, the expression given
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by Miller is conveniently in Sl units).

L :(“Nz’”azJK (4.8)
(o
where;
K = LKEJ(F (k) - E(K))+ 29 () - 8—6‘} 4.9)
3r|\a? c C

F(k) and E(k) are the complete elliptic integrals of the first and second kind

1/2

respectively, [ is the permeability of vacuum and d = (4a” +c¢?)"?. The mutual
inductance (M12) between adjacent coils was calculated using aformulagivenin
Rosa[Rosaet al. 1912]. For two separate coils of the same radius, number of
turns per unit length and in contact the mutual inductance between the two can be
calculated using:

2M,, = L, - (L, +L,) (4.10)
where L12 is the inductance if coils 1 and 2 were considered one and L1 and L2 are

the inductances of coils 1 and 2 respectively.

4.2.8 Thyratron Model

A thyratron consists of a gas filled tube with a control grid between an
anode and cathode. When the potential of the control grid has sufficient positive
bias, compared to the cathode, gasisionized and current can flow. The thyratron
was modeled as a unidirectional switch (adiode and switch combination) with a
small resistance and turn-on potential. Goldberg [Goldberg 1962] statesthat a
hydrogen thyratron has a turn-on potential of approximately 50 V. After

equilibrium is reached and the thyratron is conducting current, it has an equivalent
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impedance of approximately 1 Q2 [Glasoe et al. 1964]. During turn-on the
impedance is much higher; however this larger impedance only lastsup to 0.1
psec [Glasoe et al. 1964] and therefore was not modeled. While the thyratron was

not conducting the impedance in its model was infinite.

4.2.9 Transformer Model

The transformer model followed those used in the literature [Hill 1962,
Brown et a. 1992 and Jang et al. 2004]. The equivaent circuit of a1:1
transformer is shown in Figure 4.12.

KR

- Ll

T R L@ T oi;t

Figure 4.12: Equivalent circuit model of a 1:1 transformer including the leakage
inductance (L), a core resistance (Re), a primary inductance (Lp) and a
distributed capacitance (Cp).

In the ssmulation an ideal 4:1 step up transformer was added to the model shown
in Figure 4.12. For the transformer used in this work the distributed capacitance,
leakage inductance and primary inductance approximate values were taken from
the Varian transformer specification sheet [Varian Transformer spec.]. The values
used in the work were 33 mH, 14 uH and 16 pF for the primary inductance,

leakage inductance and distributed capacitance respectively.
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4.2.10 Magnetron Model

An equivaent circuit for amagnetron is given in [Varian course book
1989] and is shown in Figure 4.13. The model consists of a series combination of
an equivalent resistance (400 Q2), adiode and a DC bias with an equivalent

capacitancein paralldl.

T
|

L L

Figure 4.13: Equivalent circuit of a magnetron used in this work.

The diode is necessary to mimic the unidirectional behavior of the magnetron, the
electrons only flow from the cathode to the anode. The DC bias emulates the turn-
on potential; a certain voltage across the magnetron is required before it will start
to conduct. The capacitance was determined by measuring the values of the
capacitors placed across the magnetron. The DC bias was set using the knowledge
that no conduction occursuntil the applied voltage nearly reaches the DC voltage

(the flattop of the high voltage pulse from the PFN) [Varian course book 1989].

4.2.11 De-spiking Network

A de-spiking RC series network is placed across the primary of the
transformer for impedance matching. The magnetron will not conduct until a bias
of several kV is applied across the anode and cathode. A large input impedance is

therefore presented at the start of discharge to the PFN through the transformer by
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the magnetron load. The instantaneous input impedance, zr, which the transformer
presents to a unit voltage before the magnetron starts to oscillate, can be

approximated as [Glasoe et a. 1964]:

L t
= = 411
“ CDE{ LLCD] (410

where L. and Cp are the leakage inductance and distributed capacitance of the

transformer respectively. If aunit voltage is applied to a series RC network the
instantaneous impedance presented as a function of timeis:

Z.. =Re"". (4.12)
Consider the application of connecting an RC de-spiking network in parallel with
the approximated transformer load, the equivaent impedance, zy, seenis:

s (4.13
Zy Zee I

A plot of equations 4.11, 4.12 and 4.13 clearly illustrates the need for the de-
spiking network. The impedances can be normalized to the PFN impedance, Zy,
for whichweassumezZ,, = m =Rand+/L,C, =7/(4RC). A plot of the
normalized impedances of the transformer, RC network and a paralléel

combination of the transformer and network is shown in Figure 4.14.
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Figure 4.14: Normalized instantaneous impedance of atransformer, RC network
and parallel combination of atransformer and RC network. Zy is the impedance
of the PFN.

Figure 4.14 illustrates the input impedance of the transformer on the primary side.
The Figureillustrates the necessity of an RC network across the transformer.
Without the RC network the input impedance at small times with respect to the
time it takes the magnetron to build up to oscillation, of the transformer is very
large. This large impedance leads to avoltage spike due to amismatch in
impedances between the PFN and transformer. The addition of an RC network
closely matches the equivalent impedance (i.e. zZ/Zy=1) seen by the PFN before
the magnetron starts to conduct. Without the RC-network the input impedanceis

large (green curve, Zr in Figure 4.14). With the addition of the RC-network the

input impedance closely matches that of the PFN (blue curve, Zy, in Figure 4.14).
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4.3 Materials

4.3.1 RF Measurements

The RF noiseinside clinica vaults and near the modul ator was measured

using the Rohde and Schwarz near field probe set which are described in

Appendix A, sectionA.2.

4.3.2 Linac Subsystems

A medical linac is comprised of severa subsystemswhich are shown in Figure

4.15. The work herein is focused on the modulator, which is the source of the

pulsed power used to drive the linac. The following is abrief description of the

subsystems shown in Figure 4.15.
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Figure 4.15: Block diagram of the major subsystemsin ageneral medical linac
illustrating the interplay between these elements. The linac in our system does not
include a bending magnet.
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4.3.2.1 Accelerating Structure

The accelerating structure, or accelerating waveguide, is a structure which
consists of aseries of cylindrical shaped cavitiesthat resonate in a TM o1 mode
such that theelectric field is paralle to the axis of the cavity. When microwaves
are injected into the structure at its resonant frequency, an accelerating voltageis
created along the waveguide's axis which can accel erate el ectrons to megavoltage
energies. The electron’s energy is converted to photon energy when the electrons
impinge on ahigh Z target, and are stopped by the Bremsstrahlung process. To
achieve a sufficiently large accderating gradient, high power microwaves are
necessary. This microwave power is produced by aklystron amplifier or a
magnetron oscillator, which operate by converting a high voltage pulsed input

into high power microwaves.

4.3.2.2 Klystron

The klystron is atwo element device consisting of a cathode and an anode.
The short pulse from the modulator is used to accelerate el ectrons away from the
cathode of the klystron. The electrons enter a buncher resonance cavity whichis
energized by low power microwaves. These low power microwaves setup electric
fields which aternate in time. Electrons which arrive early in the microwave
cycle are slowed, electrons arriving in phase with the microwave cycle are
unaffected and electrons which arrive late are accel erated, this process bunches
the electrons. The e ectron bunch formations traverse further resonant cavities
(which improve the electron bunching) and drift tubes before entering a catcher

cavity. The electrons induce charge at the end of the catcher cavity thereby
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producing retarding eectric fields. During this process much of the kinetic energy
of the electrons is converted into the creation of intense electric fields. These
fields are used to power the accelerator structure. The high power generation is
also based upon the large shunt impedance associated with the catcher cavity
which results in the induction of large voltages. Each of the cavities of aklystron
have tuning adjustments, these adjustments are necessary so that the RF power
generated is matched to the accelerator structures optimum operating frequency.
The frequency adjustments are made by dlightly modifying the cavity dimensions.
AKlystron is an amplifier, and amplifiesasmall (~ 50 W) microwave input with a

gain of 10° to produce mega watt microwaves.

4.3.2.3 Magnetron

Unlike aklystron which is an amplifier of microwave power, a magnetron
produces microwaves by self-oscillation. As shown in Figure 4.7 amagnetron
consists of acylindrically shaped cathode surrounded concentrically by a
cylindrically shaped anode. Typically the anode consists of twelve cavities which
open up into the evacuated space between the anode and cathode.

A magnetic field is applied along the axis of the cylindrical geometry (into
the page in Figure 4.7 and perpendicul ar to the electric field between the cathode
and anode). The pulse from the PFN is sent to the cathode and accelerates
electrons toward the anode. Due to the crossed el ectric and magnetic fields the
electrons follow a path which brings them close to the anode thereby inducing
charge on the anode. Thisinduced charge setsup e ectric fields between adjacent

cavity segments of the anode. By generating these electric fields kinetic energy
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from the electrons is converted into microwave energy which is used to power the

accelerator structure.

4.3.2.4 Modulator Cabinet

The modulator cabinet converts the energy from a DC power supply to
provide a negative pulse of voltage to the cathode of either the klystron or
magnetron, and a negative voltage pulse to the cathode of the electron gun
attached to the accelerating waveguide The pulseis approximately 5 us long and
repeated approximately every 1.5 ms (duty factor of 0.003). The modulator
cabinet and the components within it are the focus of this chapter.

The modulator consists of acharging circuit which is responsible for
charging the capacitorsin the PFN, the PFN which consists of a bank of
capacitors connected in parallel through alarge coil, a thyratron which consists of
agasfilled tube with control grids between the anode and cathode and a de-
spiking network which is designed to minimize the voltage spike at the start of
energy transfer from the PFN into the magnetron. More details on these

components were given in Sections 4.2.5t0 4.2.11.

4.3.2.5 Other Components and Systems

The circulator isadevice whichis used to isolate the klystron, or
magnetron, from microwave power reflected back from the accelerator structure.
It dsoisused to detect the reflected RF power which is used by the automatic
frequency control (AFC) system.

The cooling water system is used to stabilize the temperature of the
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accelerator structure and to cool any components which dissipate energy as heat.

If abending magnet is utilized, its purposeisto deflect the electron beam in
aloop and focusthe beam onto atarget to produce x-rays or onto scattering foils
to produce a broad el ectron beam. In our linac-MRI system there is no bending
magnet.

The treatment head contains beam shaping components such as aflattening
filter, field defining “jaws’ and a multileaf collimator. The treatment head also
houses the beam monitoring devices such as the ion chambers which are used to
ensure the prescribed doseis delivered to the patient.

An AFC system is used to measure the optimum operating frequency of the
accelerator structure in order to maximize the radiation output. The klystron or

magnetron is then tuned to this optimum frequency.

4.4 Methods

4.4.1 RF Noise Measurements from Clinical Linear Accelerators

The RF noise was measured inside several vaults while the linac produced
radiation. The setup used for the measurementsis shown in Figure 4.16. The E
and H fields produced by the modulator were measured using anear field HZ-11
probe set (Rohde and Schwarz, Munich, Germany). The E probe measures the
total E field strength while the H probe was used to measure the three individual
orthogonal components of theH field strength; these three orthogonal Cartesian
components were added in quadrature to obtain the total H field strength (The

probes are described indetail in Appendix A). The measured data from E and H
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probeswas transferred from the oscilloscope to a PC using aKeithley KUSB 488
GPIB interface (Keithley Instruments Inc, Cleveland, OH). The software program
DADiSP (DSP Development Corporation, Newton, MA) was used for offline data
anaysis. DADiSP was used to calculate the discrete Fourier transforms (DFT) of
the measured waveforms. The resulting DFTs had bin widths of 50 kHz in the
frequency domain. The final frequency spectra, Sf), of the E and H fields were
separately calculated asin Equation 3.1. The frequency spectrum was estimated
from 1000 time domain measurements. The approximate power spectral density

of the RF noise was then calculated using Equation 3.3.
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Figure 4.16: Simplified setup used to measure the RF noise fromaclinical linac.

4.4.2 Modulator Simulation

A refurbished modulator of a6 MV linac was used to study the sources of
RF noise. A schematic of the modulator simulationis shown in Figure 4.17. The
simulation was complete up to, and included the magnetron; on the physical unit

the microwave power produced by the magnetron was dissipated into an EM

115



designed water load (EM design, Medford Oregon, model R284B-3). The main
components of the modulator consisted of athree phase power supply alarge
choke inductor and de-Q circuit, a PFN with a Hipotronics (Hipotronics Inc.,
Brewester New York, MASF1357-A314) capacitor bank of 10 nF capacitors, an
E2V (E2V technologies, Chelmsford, England) CX 1140L thyratron and an E2V
MG5193 magnetron.

After the capacitors (C1 - C6) have been discharged through the thyratron
and pulse transformer into the magnetron, charge from the approximately 13 kV
power supply flows through the large inductor L8 and begins to charge the
capacitors. Initially the reactance of L8 will limit the current flow resulting in a
voltage drop nearly equal to that of the battery appearing across L8 (some appear
across small resistances). As time passes current begins to flow resulting in the
storage of energy in the core of L8. Asthe potential across the capacitors builds
up, the current flow begins to decrease as the difference between the battery and
the capacitors decreases. Asthe charging current from the power supply beginsto
diminish the magnetic field in L8 begins to collapse. By Faradays law of
induction the collapsing field induces an EMF in the coil which acts as a source in
series with the power supply. This additional source produces a continuation of
current flow in L8, which can charge the capacitors up to or near twice the voltage
of the battery.

Consider now the circuit R8 and J1 (a voltage controlled switch). If the
switch, J1, is closed sometime after the current in L8 has reached a maximum

(same time the capacitors reach the battery potential) the stored energy in L8 will
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be routed through J1 and dissipated in the resistance R8. Depending on when the
switch J1 is closed, the potentia across the capacitors (C1-C6) can be set

anywhere from the supply voltage to twice the supply voltage.
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Figure 4.17: Simulation layout of the modulator and magnetron of alinac.



As described previously the PFN consists of a bank of capacitors connected
in parallel through alarge coil, represented by thelumped inductors. In Figure
4.17 the capacitors are labeled C1 - C6 and the PFN coil is represented by lumped
inductorsL1, L5, L6, L9, L10 and L11. Mutual coupling was implemented
between the inductor sections that represent the single coil. When the switch J3is
closed C1 beginsto discharge through L1 and into the load seen through the
transformer T1. Once the voltage across the load reaches half the original bias
across C1, C1 will stop discharging and C2 will start to discharge, this occurs
along the line of capacitors until C6 which fully discharges, C5 then fully
discharges as so on until the energy stored in the capacitorsis transferred to the
load. If the load impedance is matched to the PFN impedance the pulse shape is of
rectangular width and length twice the transit time along the PFN (the time to
discharge each capacitor down the line and back).

The thyratron was simulated as a diode in series with asmall resistance. In
Figure 4.17, the thyratron model consists of the elements J3, R3, D3 and V8.

The de-spiking network (R2 and C9) appears across the transformer, T1, to
deal with the nontlinear impedance of the magnetron or klystron.

The magnetron was represented as a biased (V2) ideal diode (D1) in series

with aload resistance (R1), all of which were in parallel with a capacity (C8).

4.4.3 Resistive Load Studies

The broadband RF noise generated by the magnetron was isolated from
other possible RF sources (such as the thyratron). A high power resistive load

replaced the magnetron and microwave water load in one set of measurements.
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The high power resistive load consisted of atotal of thirty two 50 Q resistors, the
resistors were wired such that there were two parallel banks of sixteen resistors

connected in series giving an equivalent 400 Q load and is shown in Figure 4.18.

Figure 4.18: High power resistive load used to replace the magnetron and
dissipate the energy stored in the PFN.

An RF cage constructed in house was placed around the resistive load to
minimize any direct RF emissions from the load. The RF cage consisted of 0.25
inch PMMA sheets placed around the resistive load to prevent arcing (by
presenting a path to ground with alarge breakdown potential) and an duminum

enclosurebuilt around the PMM A sheets for an RF shield.

Figure 4.19: Setup used to transfer the high voltage pulse from the transformer to
theresistive load.
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An estimate of the RF noise produced by the magnetron was determined
by measuring the RF noise with the magnetron as a load, replacing the magnetron
with a400 Q resistiveload and re-measuring the RF noise while holding all other
variables constant. The difference in the measured RF noise power between the
magnetron and resistive load can then be attributed to the magnetron. To
investigate any loading effects (that is the possibility of different reflections
occurring from the resistor load as compared to that of the magnetron load or any
filtering effects due to capacitive differences) a pulse shaper was placed in
parallel with the 400 Q load. The pulse shaper consisted of a 0.5 mF capacitance

in series with 30 kQ resistance.

4.4.4 PFN Coil Simulations and Measurements

When unwound the PFN coil is approximately 20 min total length, at this
length it could act as a good radiator in the tens of MHz range. A separate
investigation was undertakento determine the RF fields produced by the PFN cail
during discharge. The MultiSIM (National Instruments, Austin, Texas) software
package was used to simulate the complete circuit of the modulator shown in
Figure 4.17 and to calcul ate the voltages and currents at specific pointsin the
circuit of the modulator. Specifically the simulation included: a power supply; a
large choke inductor and De-Q circuit; the PFN coil, the thyratron and the
magnetron. The simulation also included the de-spiking network, a voltage
divider circuit to measure the PFN voltage, a circuit to measure the high voltage
power supply current, atransformer between the thyratron and the magnetron. A

simple current probe was used to measure the current through the magnetron. The
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modulator simulation was validated by comparing the measured voltages or
currents at the same locations in the modulator as those calculated by the
simulation. The simulated currents through the PFN coil were used as inputs into
a second software program, COM SOL Multiphysics (COMSOL Inc., Los
Angdes, California), which was used to determine the E and H field strengths
from the PFN coil as afunction of time during the discharge of the PFN. Dueto
the approximate axial symmetry of the problem, the smulation of the fields
produced around the PAN coil during discharge was performed using a 2D
geometry. The coil consisted of quarter-circumference rings of the dimensions and
spacing of the PFN coil itself. The axis of the coil was set to axial symmetry at

zero radius. All other boundaries were set to magnetic insulation (A, =0, where

Aisthe vector potential and cylindrical coordinates are used). The setup

illustrating the locations of the boundaries is shown in Figure 4.20.

f

«—— Magnetic insulation ——

PFN coil
Axial
symmetry

i

Figure 4.20: Layout of the ssmulation of the discharge of the PFN. A closer view
of the PFN coil isillustrated in Figure 4.2.
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The currents on the rings (the PFN coil) were set by defining functions
which contained the previously determined coil currents as a function of time. The
E and H field HZ-11 probe set was used for the measurements of the field
strengths produced by the modulator. The low frequency B field strength was
measured using a Senis (Senis GmbH, Zurich, Switzerland) 3M12-2-2-0.2T Hall
probe together with a 3-axis type (C-H3A-E3D-1%-0.2T) magnetic field
transducer. Sincethe HZ-11 probes only have a known calibrated response down
to 100 kHz, a Hall probe was needed to capture the lower frequency response in

both the time and frequency domains.

4.4.5 Saturable Reactor Studies

During thyratron trigger large spikes appear on its grids. We investigated
the possibility of these spikes entering the grid trigger circuit and being radiated
as RF noise. Two similar saturable reactors (SR) were constructed as described by
Richardson [Richardson et al. 2007]. Our SR consisted of six Magnetec M-074
Nanoperm cores (Magnetec GmbH, Lagenselbold, Germany). Nanoperm isa
ferromagnetic alloy of composition 73.5% Fe, 1% Cu, 3% Nb, 15.5% S and 7%
B. It isdistributed in the form of a thin tape with a thickness of approximately 20
pm wound hundreds of times [Feryster 2009]. The SR was wound with two by
five turns (two separate wires each wound five times in opposite directions) of
Belden (Belden Inc., Richmond, Indiana, USA) 8869 high voltage cable. A single
turn from standard bench-top wire was used for the control winding. The setup
used to operate the SRsis shown in Figure 4.21. Two power supplies were used to

bias the reactors to the desired operating point. Resistors R1 and R2 were used to
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set the current through the SRs and the inductors L1 and L2 operated as bias hold

off chokes.
Power To PFN
supply | R2 L2 I o
Anode
Power —“JW‘—E%
Supply T R1 L1 fxvv\é\Rz Grid 2
r — Thyratron
_ AV Grid 1
Trigger SR1
Circuit % . Cathodi

Figure 4.21: Setup used to suppress the voltage spikes seen on the thyratron grids
at theinstant of firing.

The operating point of the DC bias supply of the SR was determined by
measuring the inductance as afunction of applied DC current. The basic setup is

shown in Figure 4.22.

Computer control

and acquisition

i LCR
Supply meter

Figure 4.22: Setup used to measure the inductance of the saturable reactor asa
function of applied DC current.

A Stanford Research Systems (Stanford Research Systems Inc., Sunnyvale,

Cdlifornia, USA) LCR meter (model SR715) was used to measure the inductance
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of the SR. A Kepco (Kepco Inc., Flushing, New York, USA) power
supply/amplifier (model BDP-100-2M) was used for the DC bias. The output of
the Kepco supply was controlled using the National Instruments (National
Instruments Coorporation, Austin, Texas, USA) hardware control package. A
DAQ card (National instruments USB-6221) was used to read the data from the
LCR meter and set the voltage on the power supply. The output of the power
supply was stepped in 0.03 A intervals while the LCR meter measured the
inductance, atable of the applied current and the measured inductance was
recorded. The data was analyzed offline to determine the proper operating point
for the SR.

The RF noise from the spikes on the thyratron grids was investigated by
measuring the RF noise during normal operation and measuring the RF noise after
installing the two SRs described above. As shown in Figure 4.21 the SRs were
connected directly to the thyratron grid contacts such that the trigger pulses had to
pass through the SR. The E and H field probe set was used to measure the power
gpectral density. The same hardware and software techniques as previously
described were followed. A direct comparison between the RF noise with and
without the use of the SRs was used to deduce the RF noise generated by the

spikes entering the trigger circuit.
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4.5 Results

4.5.1 Motivation: RF Noise Measurements on Clinical Linacs

The measurement of the RF noise, with the E field probe, inside aclinical
vault in the time domain is shown in Figures 4.23. Figure 4.24 showsthis datain
the frequency domain. The dataillustrates the time and frequency coincidences

between the E probe signal and the high voltage power supply current.
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Figure 4.23: Time coincidence measurement with the electric field probe signal
and the high voltage power supply current. (The signal shown isthat of the

oscilloscope trace)
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Figure 4.24: The measured relative electric field signal and high voltage power
supply current in the frequency domain.

4.5.2 Simulations and Measurements

Figure 4.25 shows the measured and simulated magnetron current in both
the time and frequency domains. Figure 4.26 shows the measured and simulated
power supply current in the time and frequency domains. These measurements

were used to validate the simulation.
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Figure 4.25: (left) Measured and simulated magnetron current in the time domain.
(Right) Measured and simulated magnetron current in the frequency domain.
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Figure 4.26: (left) Measured and simulated high voltage power supply current in

the time domain. (Right) Measured and simulated high voltage power supply
current in the frequency domain.

4.5.3 Magnetron and Resistive Load RF Studies

The measured RF power spectral density with the magnetron and resistive
loads are shown in Figures 4.27 and 4.28. Figure 4.27 shows the datain the
frequency range 20-400 MHz while Figure 4.28 shows the data in the frequency
range 2-20 MHz. Three curves of the measured RF power spectral densities are
shown in each plot; the magnetron load, the resistive load and the resistive load

with pulse shaper (modified resistive load). The data is shown in two plots dueto
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the different scales for the two regions. On alinear scale the structure in Figure

4.27 cannot be seen on the scale used in Figure 4.28.
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Figure 4.27: Measured RF power spectral density when a modulator was loaded
with amagnetron aresistive load and with amodified resistive load, in the
frequency range 20-400 MHz.
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Figure 4.28: Measured RF power spectral density when a modulator was |oaded
with amagnetron aresistive load and with amodified resistive load, in the

frequency range 2-20 MHz.
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4.5.4 PFN Coil Simulations and Measurements

Figure 4.29 shows the resulting individual PFN capacitor voltages as a
function of time during discharge. The voltages are shown here since they provide
aclearer illustration of the PFN discharge. The individual currents were used as

inputs into COM SOL to determine the fields around the coil during discharge.

25
C1 V0|tage
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17.5 C3 Voltage
X -
> C6 Voltage
g10
)
S
25
-5
, 8 12 18 N

Time (us)
Figure 4.29: Capacitor voltages during the discharge of the PFN into an
equivaent magnetron load. The capacitor numbers correspond to those in Figure
4.17.
The simulated and measured magnetic field at 0.8 m from the center and
perpendicular to the axis of the PFN coil is shown in Figure 4.30. Figure 4.31

shows the power spectral density of the smulated dataillustrating that the

majority of the power is contained at lower frequencies.
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Figure 4.30: (left) Measured magnetic field at 0.8 m from the PFN coil and
(Right) simulated magnetic field from the PFN coil at the same position as the
measurement.
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Figure 4.31: RF power spectral density of the simulated PFN discharge currents at
0.8 m from the PFN coil. The datais shown in bin widths of 20 kHz.

4.5.5 Saturable Reactor Studies on the Thyratron Grid Spike

Figure 4.32 shows our measured grid 2 voltage with and without the use of
an SR. The data shows that the SR greatly reduced the magnitude of the spike.
Also shown in Figure 4.32 is the spectrum of the grid spike. The spectrum

illustrates that broadband frequencies exist up to approximately 95 MHz in the
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spike and that the use of an SR reduced the higher frequencies making up the
spike. Above 95 MHz the data drops by afactor of 10 to the noise floor. No de-
rating curve was applied to the data; the dataillustrates arelative change in the
spectrum and a response up to 95 MHz. The magnitude of the grid spikeis
smaller than that reported in the literature [Richardson et al. 2007] due to the de-
rating curve of the probe used.

Figure 4.33 shows the measured inductance of the SR as afunction of
applied current. The Figure illustrates the current at which the SR saturates. This
information was used to bias the SR. Figure 4.34 shows the measured RF power
spectral densities during normal operation and when our SRs were used to blodk
the grid spikes from entering the trigger circuit. This datais shown in the
frequency range 5— 70 MHz. This range is shown since the Larmor frequencies

for 0.2—1.5T MRI systems are contained therein.
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Figure 4.32 (Left) measured grid 2 voltage spike with and without a saturable
reactor. The illustrated spike voltage is smaller than the actual spike due to the
probe de-rating curve. (Right) Spectrum of the grid 2 voltage spike illustrating a
response near 50 MHz. No de-rating curve was applied to the data.
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Figure 4.33: Measured inductance of the saturable reactor as a function of applied

current through the DC winding around the reactor. A bias value of -0.15A was
used in thiswork.
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Figure 4.34: Measured RF power spectral density from the modulator with and
without saturable reactors placed along the two grid lines of the thyratron.

4.6 Discussion

A linac produces radiation in brief pulses during which the modulator and
magnetron produce RF noise [ Burke et al. 2009]. For Integrated linac-MRI

systemsit is desirable to understand the process and production of RF noise from
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the modulator of alinac. The RF noise produced by the modulator of alinac can
be picked up by the coils used in MRI and result in deleterious effects on image
quality. An understanding of the sources of RF noise will aid in the design of
linac-MRI systems.

Safety considerations were observed by following safety code 6 which is
governed by Health Canada. The results of thiswork are given in Appendix E.
The RF noise from aclinical linac was measured with the results shown in
Figures4.23 and 4.24. The dataillustrated both time and frequency dependence of
the signals measured in the modul ator, and that of the RF noise measured with a
near field probe set. The results illustrated both time coincidence and frequency
overlap between the measured signals in the modulaor cabinet and the measured
RF noise. The results of these measurements provided motivation to study the
signalsin the modulator.

A model of the modulator was constructed and verified using the
measured signals in the modulator (Figures 4.25 and 4.26). Beyond the el ectronics
schematics, upon which the model was formulated, an extraneous inductance was
required to match the measured current waveform on the primary side of the
transformer, T1. This extraneous inductance was placed at the same location as
the transformer leakage inductance. The simulation of the magnetron current did
not require this extraneous inductance. The need for thisinductance may have
arisen from stray inductances which would not be given in alumped-el ement
electronics schematic.

A magnetron is known to be a source of RF noise [Okress 1961, Collins
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1948, Yamamoto 1987, Little 1958 and Groshkov 1978]. However it isimportant
to determine the contribution to the overall RF noise due to magnetron operation.
For this purpose, the generated RF noise from the modulator of alinac was
measured when loaded with a magnetron, and then with a purely resistive load.
From figures 4.27 and 4.28 we can see that above 35 MHz the mgjority of the
noise produced by the modulator can be attributed to the magnetron. Below 35
MHz other processes also contribute to the production of RF noise. The resistive
load may not represent the frequency response of the magnetron’s equivalent
circuit model. Thus, the reflected signal to the primary side of the trandormer
may not be the same inthe two cases. L oading effects were investigated by using
a pulse shaper on the resistive load. When the pul se shaper was added to the
resistive load its effects were preval ent in the frequency ranges 20-55 MHz and
below 4 MHz (as seen in Figure 4.27). The change in the behavior of the resistive
load with the pulse shaper may indirectly suggest that, in these frequency ranges,
other mechanisms of RF production may exist beyond those that can be attributed
directly to the magnetron operation.

When the thyratron starts to conduct, the PFN capacitors at first discharge
half their energy stored sequentially starting with the closest to the thyratron and
then discharging the remaining energy in the reverse order (this processis shown
in Figure 4.29). During this discharge frequencies in the MHz range exist on the
PFN coil. An attempt was made to quantify the production of RF noise from the
PFN coil using measurements and simulations. Figure 4.30 illustrates that the

measurement and Smulations of the magnetic field show similar shapes; this can
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be expected from the fact that thisis the shape of the PFN charging voltage.
However the magnitudes of the measured and simulated magnetic fields are
significantly different. The data shown in Figure 4.31 illustrates that the PFN coil
may produce some RF noise, but only at lower frequencies (below 1 MHz). When
comparing Figure 4.27 and 4.28 to Figure 4.31, we can see that the mechanisms
of RF noise production are significantly larger than the simulated power
emanating from the PFN coil. We also note that the data shown in Figure 4.31 is
in adirection perpendicular to the PFN coil. The fields along the PFN coil axis are
dightly larger but are still insignificant to those shown in Figures 4.27 and 4.28
(this datais not shown). Therefore, it is unlikely that the direct radiation of RF
noise from the PFN coil isasignificant issue.

A thyratron is also known to produce RF noise up to 20 MHz [Landahl et
al. 1998]. Large spikes are seen on the grids of the thyratron at the instant of firing
just beforethe discharge of the PFN. The magnitude of these spikes can reach a
substantial fraction of the anode voltage [Richardson et a. 2007], whichis
typically 24 kV for low energy linacs. A Fourier analysis of these spikes shows
that frequencies up to approximately 90 MHz exist; specifically frequenciesin the
range 45 to 60 are present. Two SRs were constructed and placed on the grids of
our thyratron asillustrated in Figure 4.21. The RF noise was measured with and
without these SRs connected. The measured data, in the frequency range 5 - 70
MHz, is shown in Figure 4.34. The RF noiseis reduced in the frequency range 42
— 60 MHz; abeit by asmall amount. Further work is required to determine if the

RF noisein thisregion can be attributed to the grid spikes. We might expect a
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dightly different power spectrum here as compared to Figures 4.27 and 4.28; this
is because different panels of the modulator cage were open during these two
separate and independent investigations.

If the SR is not operated at the correct point along the BH curve the RF
noise is generally increased. The results in Figure 4.34 indicate that the voltage
spike directly entering the trigger circuit is not a maor mechanism of RF noise
production. However, we speculate that other mechanisms such as capacitive or
inductive coupling into other parts of the modulator could potentially lead to RF
noise generation. For example Goldberg [ Goldberg 1953] suggests that the grid
spikes occur as aresult of inductive coupling effects.

Possible further sources of RF noise generation include an antenna effect
from short unshielded wires which transfer the high voltages from one el ement to
another. Some examples of thisinclude signal transfer from the PFN coil to
thyratron, from thyratron to transformer and from the transformer to the
magnetron.

The RF noise power levels presented in this work are higher than those
presented by Burke [Burke et a. 2009]. Thisis due to the fact that parts of the
modulator RF cage had to be removed to acquire the results presented herein. The
lack of a complete RF cage |eads to measurements of much higher RF power
levels which are readily reduced simply by re-establishing the integrity of the

shielding.
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4.7 Conclusions

Thiswork has shown that the magnetron is a major contributor to the RF
noise produced by the modulator of alinac. Above 60 MHz essentially all the
noise produced can be attributed to the magnetron. Below 60 MHz other
mechanisms can also contribute to the production of RF noise. The PFN coil has
been shown not to be amajor contributor of RF noise, especialy above 1 MHz. It
was also shown that blocking the large voltage spikes on the thyratron grids from
entering the trigger circuit did not have amajor effect on the RF noise generated
in the frequency range 5— 70 MHz. The RF noise generated by a magnetronis a
result of the electrons travelling in crossed electric and magnetic fields and then
building up to the microwave oscillation. This noise cannot be reduced but can be
shielded. Since the mgjority of RF noise produced by a modulator emanates from
amagnetron, this work suggested that the best way to integrate alinac and MR,
would be to place the modulator in an RF shield and to maximize distance to the
MRI system by possibly placing the modulator externaly to the MRI room. A

klystron could also be used as a substitute for the magnetron.
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Chapter 5: Radio Frequency Shielding for a Linac-MRI System

A portion of this chapter isin pressin the journal physicsin medicine and
biology: M. Lamey, B. Burke, E. Blosser, S. Rathee, N. De Zanche and B.G
Fallone"Radio frequency shielding for a linac-MRI system" Phys. Med. Biol.

5.1 Introduction

Several groups are currently working on integrating magnetic resonance
imaging (MRI) with a megavoltage teletherapy unit [Fallone et a. 2009,
Lagendijk et al. 2008 and Dempsey et al. 2006]. A specific problem with the
fractionated radiotherapy processis the day-to-day patient setup error and internd
organ movement during treatment [van Herk 2004, Webb 2006, Rietzel et al. 2004
and Langden et al. 2001]. Furthermore, the tumour volume can change shape and
shrink during the fractionated radiotherapy process [Erridge et a. 2003, Hansen et
al. 2006 and Kuo et a. 2006] . Image guided radiotherapy (IGRT) aims to reduce
dose to the normal tissue surrounding tumors by reducing the margins needed to
account for organ motion, thereby minimizing potential side effects of
radiotherapy. Considerable work has been and is currently being pursued to
develop imaging systems to guide radiotherapy [Bucci et a. 2005, Meyer et a.
2007, Verellin et al. 2008 and Verellin et a. 2007]. The rationale for image
guidance can be seen from the improvements in tumor control and the reductions
in normal tissue complication [Eisbruch et al. 1999, Brabbins et al. 2005,
Ghilezan et a. 2004 and Pollack et a 2002]. The next significant step toward
improving tumor-normal tissue delineation involves the use of real timeimaging
during radiotherapy trestment. The use of MR images with exquisite soft tissue

contrast will enable reductions in the irradiated normal tissue volume around the
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cancerous tissue by tracking and/or adapting to the current position, shape and
size of the tumour. A functional linac-MRI system will enable patient image
acquisition during linac irradiation. One of the possible problems associated with
linac-MRI integration is the radio frequency (RF) interference between the linac
and MRI. RF noise produced by the linac pulsing mechanism could be received
by the RF coil used in the MRI and this could have deleterious effects on image
quality.

The purpose of the work included in this chapter is to determine the
efficacy of shielding RF noise generated by the linac during irradiation. This
investigation reports on the results of studying the RF interference mentioned
above. Using commerdally available electric (E) and magnetic (H) field probes;
the frequency spectrum of the RF noise was measured with the linac pulsing. We
present the shielding effectiveness of an in house constructed RF cage as well as
present images of two phantoms, taken whilea 6 MV linac was producing pulsed

radiation.

5.2 Theory

The shielding effectiveness (SE) of an RF cage can be measured using
transmit and receive antennas. The SE is defined as the difference, in dB, between
the received signal with no RF cage present to that with the RF cage present and
everything else (such as distance between antennas and the surrounding
environment) being held constant [IEEE 2006].

SE(dB) = Mno cage(dB) — Myiith cage(dB) (5.1

Where Mno cage(dB) is the measurement in dB for either the E or H fields with no
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cage between the antennas and Myt cage(dB) is the measurement in dB for either
the E or H fields with the RF cage between the antennas and all other parameters
being held constant. The dB measurements herein are all referenced to 1 mW.
The RF noise inside and outside the RF cage was measured in the time
domain using a set of near field electromagnetic probes (Rhode and Schwarz,
Munich, Germany). These time domain signals from the E and H field probes

were used to obtain measured spectral density, M(f), in each case as follows.

(5.2)

Where DFT;(f) is the discrete Fourier transform of one time domain acquisition,
and N is the number of averages used in the estimation of M(f).

The actual field strength values are then related to the measured values,
M(f), by applying a known performance factor PF(f). For example, the E field is
related to the measurement as follows.

E=M(f) PF(f) (5.3)

Substitute H for E in Equation (5.3) for the H field. A thorough analysis of the
performance factors for the near field probes can be found in Appendix A. The
approximate power spectral density (P) of the RF noise was then calculated using
the following formula:

E-H

Rioper = > (5.4)

The use of this equation provides an upper limit to the measured power. The data

presented herein is shown as an RF power spectral density.
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5.3 Materials and Methods

The Linac-MRI setupis shown in Figure 5.1 and is also described by
Falone[Fallone et a. 2009]. The present prototype system consists of a bi-planar
0.22 T MRI from MRI Tech Co. (Winnipeg, MB, Canada) anda6 MV linacis
mounted to direct radiation in between the magnet poles. The linac and MRI are
located within an RF cage constructed in-house (123 x 93 x 245 cn). The
modulator of the linac however, islocated externally to the RF cagein an adjacent
room to prevent interference with the MRI operation (as shown in Figure 5.1).
The RF cageis constructed of approximately 1.6 mm thick copper, three doors
provide easy access to the linac, MRI and associated cables. Reliable electrically
conducting contacts are made between these doors and the RF cage using
specialized RF door fingers (Laird Technologies, Chesterfield, Missouri, USA)
along the four sides of each door. RF fingers (Laird Technologies, Chesterfield,
Missouri, USA) are used as contacts aong the seams of the copper sheets. Several
feed-through points on the RF cage are required for both the MRI and linac. The
MRI requires feed through points & the RF cage for six gradient coil cables (£X,
1Y, £Z), onesample RF excitation pulse cable, one sample RF receive signal and
one transmit-receive switch biasfor the MRI coil. The linac aso required feed
through points at the RF cage for the waveguide, the high voltage pulse for the
electron gun, an ion pump cable and eight BNC lines to the ion chambers used for

dose monitoring.
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Figure5.1: Plan view of the prototype linac-MRI system at the Cross Cancer
Institute illustrating the layout of the RF cage, MRI, linac, modulator cabinet,
waveguide and MRI hardware.

The electron gun voltage pulse produced by the linac modulator is fed into
the RF cage using two high voltage wires inside a copper pipe. Inside the RF
cage at the interface of the end of the copper pipe and the linac, copper wool was
wrapped around the wires and conductive copper tape was used to ensure
continuous RF contact. The ion pump bias lineistransferred to the cage using a
Belden RG 59/U coaxial cable and isfiltered at the cage. Within the cage theion
pump and ion pump cable were shielded using copper tape. Eight cables used to
bias and read the signals from the ion chambers are carried along eight RG 174/U
cables and are filtered with TESCH feed through filters (part # 02000200,
TESCH, Wuppertal, Germany). The waveguide transferring the 3 GHz power was
fed through the RF cage and contact to the cage was made through RF fingers
clamped down between the waveguide and the RF cage to provide the necessary
RF contact. It should also be mentioned that the 3 GHz power, needed for electron

acceleration, is well contained within the waveguide, the guide isalso connected
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to the RF cage to shield extraneous RF noise from the modul ator.

External to the cage the MRI gradient currents are transferred using an 8
AWG MTW cable (part number 41109, Coleman cable, Waukegan, Illinois, USA)
and then filtered using standard feed through filters (part # 02000263, TESCH,
Wuppertal, Germany). The transmit-receive switch biasis carried along a Belden
9502 cable (Belden, Richmond, Indiana, USA); it isthen also filtered using feed
through filters (part # 02000203, TESCH, Wuppertal, Germany). The excitation
pulse for the MRI coil is carried by an LMR-400 coaxia cable, no filter was
necessary for thisline.

The MRI preamplifier was placed within the RF cagein alow radiation
field zone. Externa to the RF cage the signals from the MRI coil are transferred
to the data acquisition system using LMR-195 coaxia cables which provide
excellent shielding against RF noise external to the RF cage.

Within the RF cage the linac accel erating structure is encased within al”
thick cylindrical steel tube with end caps. The steel structure has holes for the
waveguide, two sets of water cooling lines and electron gun cables to pass
through and for useful radiation to exit. Any seams in the steel structure are RF
sealed using conductive copper tape, thus the steel structure provides RF as well
as magnetic shielding Further RF shielding around the steel structure is provided
by the lead radiation shield whose joints are also sealed with copper tape.

Measurements of the E and H fields were taken both outside and inside the
RF cage while the linac was operating. Inside the RF cage the time domain signal

from the field probes wasfirst amplified using a Rhode and Schwarz broadband
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preamplifier (model 7405-907BNL), displayed and acquired by an Agilent
DSO6104A (Agilent Technologies, Santa Clara, California, USA) oscilloscope,
then transferred to a PC using a Keithley KUSB 488 GPIB interface (Keithley
Instruments Inc, Cleveland, OH). The software program DADISP (DSP
Development Corporation, Newton, MA) was then used for calculating the E and
H field spectral density, as per Equation (5.2). M easurements outside the RF cage
did not require the use of a preamp, the signals from the field probes were directly
fed into an Oscilloscope.

No standard method exists to measure the SE of an RF cage whose
dimensions are smaller than 2x 2 x 2 m® [|[EEE 2006]. However, the same
method and techniques described in the document on the use of balanced antennas
and antenna setup was applied. The IEEE 2006 document al so suggests
frequencies at which measurements should be taken; the measurements presented
herein were at these recommended frequencies. The setup used to measure the SE

isshown in Figure 5.2.

RF
amplifier

Signal

g _Receive
generator ﬁ E‘— antenna
Spectrum [ — Preamp
analyzer Transmit

antenna

Figure 5.2: Setup used to measure the shielding effectiveness of the RF cage
housing the linac-MRI system. Loop antennas were used to measure the H field
SE while rod antennas were used to measure the E field SE.
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To measure the H field SE of the RF, a 30 cm diameter |oop transmit
antennawas made of coaxial cable with anotch cut out of the shield, as described
by King [King 1945]. The receive antennafor the H field was a 6 cm loop antenna
from thenear field HZ-11 probe set (Rohde and Schwarz, Munich, Germany).
Thissmall 6 cm loop antennais also balanced with anotch cut out of the shield.
To measure the E field two 30 cm rod antennas were used. The |EEE 2006
standard suggests using biconical antennas in the frequency range above 20 MHz.
However the MRI, linac, linac shielding and a block of steel for magnetic field
symmetry (opposite the linac) are all located within the RF cage. Only smaller
antennas could be placed within the cage for measurements, furthermore, thereis
less than 1 meter separation between the RF cage and the walls of the room.
Because of this we were limited in the size of the antennas that could be used.
Despite using rod antennas rather than biconical antennas a dynamic range > 100
dB was achieved in the frequency range 1- 50 MHz which is the quantity of
importance while measuring the SE.

Ferrites were used for both the E and H field SE setups along the cables
feeding the antennas; this was done to reduce any common mode currents
resulting from an unbalanced antenna. The ferrites were made of ferrite mixture
#31 which is designed to specifically work inthe 1- 300 MHz frequency range
[Brown 2008]. The feed lines to the transmit antennas were arranged to run
perpendicular to the antennas. An Agilent E4400B ESG series signal generator
(Agilent Technologies Inc. Santa Clara, California, USA) with an OPHIRsr 4035

RF power amplifier (OPHIR RF, LosAngles, California, USA) was used to send
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signals to the transmit antenna. An Agilent 4396B Network/Spectrum/Impedance
analyzer (Agilent Technologies Inc. Santa Clara, California, USA) was used in
spectrum mode for acquisition from the receive antenna.

After the RF shielding was complete, images of two phantoms were used
to verify the shielding efficacy. The specific phantoms were chosen so that the RF
noise effects from the linac could be studied and quantified. The first phantom
was an acrylic right rectangular prism (15.95 x 15.95 x 25.4 mm3) with three
holes of diameters 2.52, 3.45 and 4.78 mm drilled into it, inserted into a 22.5 mm
diameter tube and filled with a10 mM solution of CuSOs. The second phantom
consisted of four tubes of 2.7 cm diameter filled with gelling powder (20 g/L) and
asolution of KCI (18 g/L), CuSO4 (1 g/L) and sugar (600 g/L). Two separate
coils were used in the study; asmadl ~ 3 cm diameter solenoidal (~ 14 turns with a
0.5 cm pitch) coil was used to image the first phantom. A larger ~ 11 cm diameter
solenoidal (6 turnswith a 2.5 cm pitch) coil was used to image the second
phantom.

The MRI console isas described by Fallone [Fallone et a. 2009], aTMX
NRC (National Research Council of Canada, Institute of Biodiagnostics,
Winnipeg, MB, Canada). The console software is based on Python programming
language (Python Saoftware Foundation, www.python.org), version 2.3.4, to allow
the user full control of development and modification of pulse sequences.
Analogic (Analogic Corporation, Peabody, MA) AN8295 gradient coil amplifiers
and AN8110 3 kW RF power amplifiers are used in the TMX NRC system. The

following settings were used in a gradient echo MR imaging sequence; flip angle:
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90°, dlice width: 20 mm, acquisition size: 256 (read), 128 (phase encode), FOV:
100 x 50 mm?, TR; 300 ms, TE: 20 ms, 1 signal average. For the second phantom
the acquisition size was increased to 256 x 256 and the FOV was increased to 100

x 100 mm?. The phantoms were imaged in three scenarios; (1) the linac power on
but not producing radiation, (2) the linac producing radiation but with lead

blocking the radiation just before the MRI coil and (3) the linac producing
radiation with the radiation hitting the MRI coil.

Two methodswere used to quantify the image quality. The signal to noise
ratio (SNR) was determined by taking the mean in asignal region divided by the
standard deviation of the background in aregion near the corner of the image. For
the first phantom the signal containing region was taken in a~ 6 x 6 pixel 2 region,
and for the second phantom alarger ~ 10 x 10 pixel? region was used. The
standard deviation of the background in both cases wastakeninan ~ 12 x 12
pixel2 region (alarger region was taken to get a better estimate of the standard
deviation). The second image quality measure involved displaying the k-space
data with an appropriate window and level. The background intensity was
increased alowing any RF noiseto be easily visualized (see Figure 5.9 for
clarification). We aso note that the linac pulsing and MRI pulse sequences

operate completely independently and asynchronously.

5.4 Results

The RF noise power spectral density noise generated by the linac

operation as measured externally and internally to our RF cage and is shown in
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Figure 5.3. The power levelsin a50 kHz bin approach 0.1 mW/m? external to the
cage whileinternal to the cage the levels are near or well below 10 nW/m? (inthe

frequency range shown; 5-100 MHz).
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Figure 5.3: Measured power spectral density externally and internally to our RF
cage while the linac produced radiation. The data shown isin 50 kHz bin widths.
The shielding effectiveness of the RF cage for the E and H fieldsis shown in
Figure 5.4. Above 10 MHz the SE is larger than 100 dB in both cases while from
1 to 10 MHz the SE iswell above 90 dB. The SE measurements were taken twice
and at all measurement fregquencies were determined to be reproducible within 2

dB.
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Figure 5.4: Measured shielding effectiveness of the RF cage housing our linac-
MRI prototype system. The shielding effectiveness was measured using a set of
loop antennas for theH field and a set of rod antennas for the E field.

Images of the first (rectangular cuboid) phantom are shown in Figure 5.5.
Phantom images, on the left and right in Figure 5.5, were obtained without and
with the linac producing pulsed radiation respectively. The MRI coil was shielded
from the x-ray radiation during the linac operation. No degradation in SNR was
observed when the linac was pulsing. In Figure 5.6 shows the associated k-space

data, on the left is the data with the linac not pulsing and on theright is the data

with the linac pulsing. Small signal voids are likely due to gas bubblesin the

solution.

b

S

SNR 40

Figure 5.5: MRI images of aright rectangular prism phantom, (left) linac not
producing radiation (right) linac producing radiation with lead blocking the coil
from the x-ray radiation.
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Figure 5.6: MRI k-space data of the images shown in Figure 5.5, (left) linac not
producing radiation (right) linac producing radiation with proper RF shielding.
Images of the second (gel) phantom are shown in Figure 5.7. As above the
image on the left in Figure 5.7 is taken with the linac not pulsing while the image
on the right is taken with the linac pulsing. No degradation in SNR was
measurable while the linac was pulsing. Figure 5.8 shows the associated k-space
datato Figure 5.7, on the left is the data with the linac not pulsing, while on the

right is the data with the linac pulsing.

Figure 5.7: MRI images of a gel phantom, (left) linac not producing radiation
(right) linac producing radiation with lead blocking the coil from the x-ray
radiation.
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Figure 5.8: k-space data of the images shown in Figure 5.7, (left) linac not
producing radiation (right) linac producing radiation with proper RF shielding.

The reproducibility of the measured SNR and k-space effect was tested by
acquiring ten images with the linac off, ten images with the linac pulsing and the
x-ray radiation being blocked. In each of these sets of data (two phantoms) no
experimentally significant degradation in SNR or line in k-space was seen.

Images were acquired with the coil axis both parallel and perpendicular to the
radiation for both phantoms and in each case no degradation in SNR or linein k-
gpace could be seen. The results of the SNR measurements are shown in Table
5.1 (rectangular cuboid phantom), and in Table 5.2 (gel phantom) for the
orientation in which the coil axisis along the radiation axis. Similar numbers were
obtained for the case where the coils were oriented perpendicul ar to the incident

radiation.
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Table 5.1 Measured SNR values of MRI images of arectangular cuboid phantom
for three scenarios of linac operation.

Linac off Linac on, lead blocking Linac on, radiation
radiation hitting coil
40 40 39
40 39 39
42 39 40
39 40 40
39 38 41
40 41 38
39 40 39
38 40 41
39 40 38
39 39 39

Table 5.2 Measured SNR values of MRI images of agel phantom for three
scenarios of linac operation.

Linac off Linac on, lead blocking Linac on, radiation
radiation hitting coil
15 15 15
14 15 15
15 15 15
15 15 14
15 15 15
15 14 15
15 16 15
15 15 15
15 15 15
15 15 15

Finally images of the two phantoms were taken with insufficient RF
shielding (images acquired before our RF shielding was compl ete) in order to
illustrate how the RF manifestsitself in the MRI daa. The k-space data of these
imagesis shown in Figure 5.9. On the |€eft is the data with the right rectangular

prism phantom and on the right is the data with the gel phantom.
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Figure 5.9: k-space data of thefirst (left) and second (right) phantoms taken
during linac pulsing while the RF shielding was insufficient. The data illustrates a
“line” in k-space from the RF picked up by the MRI coil.

5.5 Discussion

A linac-MRI prototype system has been constructed with the appropriate
RFfilters, RF cage and shielding which enables the acquisition of MR images
whilea6 MV linac produces radiation; an overview of the system setup is shown
in Figure5.1. With the exception of the size of the RF cage the prototype system
issetup asit would be in aclinical setting, thus allowing all possible problems to
be investigated. One of the possible problems associated with the integration of a
linac with an MRI is RF interference. A linac produces broadband RF noise
[Burke et a. 2009] which is potentially problematic for the acquisition of MR
images. A linac produces pulse trains that result in a“line” of interference in the
k-space data when incompl ete or improper RF shielding exists. The two plots
shown in Figure5.9 illustrate this line in k-space. The slope of thisline will
depend on the relationship between the radiation pul se rate and the time between
adjacent read lines in k-space (TR). A 10 kHz acquisition bandwidth and 256
pointsin the read direction were chosen in order to ensure that the linac was

pulsing at least once during MRI data acquisition interval (25.6 ms). To alow full
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independence between MRI acquisition timings and radiation delivery no
synchronization was performed between the linac and MRI resulting in random
positioning of linac pulsesinthe k-space data. The SNR of acquired images with
the MRI can be strongly affected when the RF shielding is insufficient as was
seenin Fallone [Fallone et a. 2009] .

When the linac is pulsing measured levels of RF power density external to
the RF cage approach a0.1 mW/m? while internal to the cage the measured RF
power |levels are much lower, asis shown in Figure 5.3.

Specific requirements govern the installation of an MRI in aclinical
environment [Wlad 1992 and AAPM 1986]. Prior to MRI installation, typical
specifications of SE for MRI are 90 dB (10 MHz) and 100 dB (> 10 MHz) for the
magnetic field and 100 dB for the Electric field [Sobol 1992]. Pavlicek [Pavlicek
et al. 1984] states that the SE is usually specified to be between 80 and 100 dB.
Furthermore Sobol [Sobol 1992] also states that after complete MRI installation
the shielding effectiveness may be reduced to about 50-60 dB. Figure 5.4 shows
our SE with all cables for thelinac and MRI attached. Our dataillustrates that
excellent SE can be achieved regardless of the increased number of feed through
points needed for the linac (for example ion chamber and ion pump cables). Any
apparent difference in SE, when comparing Figures 5.3 and 5.4, can be accounted
for by the fact that when the linac is operating RF “sources” exist within the cage
(for example the electron gun pulse cables) and the operation of the linac does not
produce enough signal amplitude, and therefore dynamic range, to properly test

the SE. It should be noted that the data obtained in Figures 5.3 and 5.4 use
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different measurement techniques, as described above.

The main objective of this section of the thesisisto illustrate that MR
images can be taken while alinac produced radiation without del eterious effects
of RF interference. The images shown in Figures 5.5 and 5.7 illustrate that no
degradation in SNR of the image could be seen whilea6 MV linac produced
radiation. During the acquisition of these images the radiation was blocked before
reaching the imaging volume with alead brick. This was done in order to separate
two effects; the RF effect and a radiation induced conductivity effect [Burke et al.
2009b]. Thisradiation induced conductivity is the topic of a separate PhD thesis

and will be reported upon elsewhere.

5.6 Conclusions

The work presented herein hasillustrated that through appropriate
shielding of the linacMRI system no degradation in the SNR of acquired MR
images could be seen during linac operation. Images of two separate phantoms
showed no degradation in measured SNR when comparing images taken with and
without the linac pulsing and all other variables being held constant. Furthermore
no artefacts could be seen in the acquired k-space data. Thus, MR images can be
acquired during linac irradiation without synchronization provided appropriate RF

shielding measures have been taken.

160



5.7 References

AAPM report 20. “ Site planning for magnetic resonance imaging systems’” NMR
task group no. 2 1986.

BrabbinsD., MartinezA., Yan D. et a. “A Dose Escalation Trial with the
Adaptive Radiotherapy Process as a Delivery System in Localized Prostate
Cancer: Analysis of Chronic Toxicity” Int. J. Radiat. Oncol. Biol. Phys. 61
400-408 2005.

Brown J. “A Ham’s guide to RFI, Ferrites, Baluns and Audio interfacing”
Revision 3, Audio Systems Group Inc. http://audiosystemsgroup.com 2008.

Bucci M. K., Bevan A. ans Roach M. “Advances in Radiation Therapy:
Conventional to 3D, to IMRT, to 4D and Beyond” A. Cancer. J. Clin. 55
117-134 2005.

Burke B., Lamey M., Rathee S., Murray B. and Fallone B.G. “Radio frequency
noise from clinical linear accelerators’ Phys. Med. Biol. 54 2483-2492
20009.

Burke B., Rathee S. and Fallone B. G. “Radiation induced effectsin an 8.5 MHz
magnetic resonance imaging coil” Med. Phys. 36 2495 2009b.

Dempsey J., Dionne B., Fitzsmmons J., Haghigat A., Li J., Low D., Mutic S,,
PaltaJ., Romeijn H., and Soden G “A rea-time MRI guided external beam
radiotherapy delivery system” Med. Phys. 33 2254 2006.

EisbruchA., Dawson L. A., Kim H. M. et a. “Conformal and Intensity Modulated
Irradiation of Head and Neck Cancer: the Potential for Improved Target

Irradiation, Salvary Gland Function and Quality of Life” Acta.

161



Otorhinolaryngol Belg. 53271-275 1999.

Erridge S.C, Seppenwoolde Y., Muller S.H., van Herk M., De Jaeger K.,
Belderbos J.S.A., Boasmal.J., Lebesque J.V. “Portal imaging to assess set-
up errors, tumor motion and tumor shrinkage during conformal radiotherapy
of nonrsmall cell lung cancer” Radiother. Oncol. 66 75-85 2003.

Falone B.G, Murray B., Rathee S., Stanescu T., Steciw S., Vidokovic S., Blosser
E. and Tymofichuk D. “First MR images obtained during megavoltage
photon irradiation from a prototype linac-MR system” Med. Phys. 36 2084-
2088 2009.

Ghilezan M., Yan D., Liand J. et al. “Online Image-Guided Intensity-modul ated
Radiotherapy for Prostate Cancer: How Much Improvement can we Expect?
A Theoretical Assessment of Clinical Benefits and Potential Dose Escalation
by Improving Precision and Accuracy of Radiation Delivery” Int. J. Radiat.
Oncol. Biol. Phys. 60 1602-1610 2004.

Hansen E.K., Bucci M.K., Quivey JM, Weinberg V. and XiaP. Repeat CT
imaging and replanning during the course of IMRT for head-and-neck
cancer” Int. J. Radiat. Oncol. Biol. Phys. 64 355-362 2006.

|EEE Electromagnetic compatibility committee “ | EEE Standard Method for
M easuring the Effectiveness of Electromagnetic Shielding Enclosures’
|EEE std. 299. IEEE 3 Park Avenue New York 2006.

King R. W. P. “Transmission lines, antennas and waveguides’ McGraw Hill
Company Inc., New York 1945.

KuoYC., WuTH., Chung TS., Huang KW., Chao K.S.C., SuWC., Chiou JF.

162



“Effect of regression of enlarged neck lymph nodes on radiation doses
received by parotid glands during intensity-modul ated radiotherapy for head
and neck cancer” Am. J. Clin. Oncol. 29 600-605 2006.

Lagendijk J.J.W., Raaymakers B.W., RaaijmakersA.J.E., Overweg J., Brown K.J.,
Kerkhof E.M., van der Put R.W., Hardemark., van Vulpen M. and van der
Heide U.A. “MRI/linac integration” Radiother. Oncol. 86 25-29 2008.

Langden K. and Jones D. “Organ motion and its management” Int. J. Rad. Oncol.
Biol. Phys 50 265-278 2001.

Meyer J. L., Verhey L., XiaP. and Wong J. “New Technologiesin the
Radiotherapy Clinic” pages 1-17 from “IMRT-IGRT-SBRT Advances in the
Treatment Planning and Delivery of Radiotherapy” Front. Radiat. Ther.
Oncaoal. 40 2007.

Pavlicek W. and Meaney T. F. “The special environmental needs of magnetic
resonance” Appl. Radio. 13 23-33 1984.

Pollack A., Zagars G K., Starkschall G et al. “Prostate Cancer Radiation Dose
Response: Results of the MD Anderson Phase I11 Randomized Tria” Int. J.
Radia. Oncol. Biol. Phys. 53 1097-1105 2002.

Rietzel E., Rosentha S.J., GiergaD.P, Willet C.G,, Chen GT. “Moving Targets:
Detection and Tracking of Internal Organ Motion for Treatment Planning
and Patient Set-up” Radiother. Oncol. 73 S68-S72 2004.

Sobol W. “Genera site requirements including RF and magnetic shielding” from
“The physics of magnetic resonance imaging” AAPM summer school Banff,

Albertal1992.

163



Webb S. “Motion effects in (intensity modul ated) radiation therapy: areview”

Phys. Med. Biol. 51 R403-R425 2006.

van Herk M. “Errors and Margins in Radiotherapy” Sem. Rad. Oncol. 14 52-64
2004.

Verellen D., De Ridder M. and Storme G. “A (short) history of image-guided
radiotherapy” Radiother. Oncol. 86 4-13 2008.

Verellen D., De Ridder M., Linthout N., Tournel K., Soete G. and Storme G
“Innovations in Image-Guided Radiotherapy” Nature Rev. Cancer 7 949-960
2007.

Wilad T. Sobol “Genera Site Requirements Including RF and Magnetic
Shielding” from “The Physics of Magnetic Resonance Imaging” 1992

AAPM summer school, Banff, Alberta, conference proceedings 1992.

164



Chapter 6: Conclusions, Summary and Future Work

A prototype system which has integrated alinac with an MRI for real time
image guided radiotherapy treatment has been successfully undertaken. Several
possible problems associated with the integration were identified. The work
presented in this thesis was concerned with the RF noise interference from the
modulator of alinac to an MRI. The modulator of alinac is known to produce
broadband RF noise and an MRI operates by transmitting and receiving signalsin
aparticular RF band. Four distinct investigations were undertaken and presented
as separate chapters.

In chapter 2 the effects on the field distribution of an elementary dipole
antenna was simulated in a measurement room and in free space. The simulations
were then compared to measurements taken by a fellow student as a part of a
Masters thesis. The simulations and measurements we designed to determine the
magnitude of the effect that an enclosed environment would have onthe electric
and magnetic field distribution of an RF source within aroom. The linac and MRI
will be housed together within an enclosed environment; the effect of the enclosed
environment on the noise generated by the linac was studied. At higher
frequencies, 400 and 500 MHz, our simulations and measurements showed that
the strength of theH field was approximately doubled. While the simulations of
the E field did not match the measurements very well the magnitude of the effect,
an increase in field strength, was simulated. The E field was a so found to also
increase by up to afactor of 2.

The work presented in Chapter 3 focused on the RF noise generated by the
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DC motors used to drive the MLCs used for IMRT or conformal radiotherapy.

M easurements of the RF noise generated by two clinically currently used DC
motors and one brushless fan motor were presented. The brushless fan motor was
found to produce less noise; however, its performance suffered while being
subjected to magnetic fields up to ~ 100 Gauss.

In the second part of the study one half of aVarian 52 leaf MLC was
brought within the fringe field of the MRI in our linac-MRI system. While the
linac was off images were taken with the ML C functioning and stationary. At 70
cm from the MRI center (coil location) there was a noticeable difference in the
measured SNR when the MLC was functioning. However, the MLC and its
associated cabling were shielded using a copper box, copper tape and aluminum
foil. After shielding, images with the MLC near the MRI were repeated with the
MLC stationary and functioning. This time no image degradation could be seen in
the four possible MRI coil/MLC orientations. The study illustrated that when
unshielded the RF noise produced by the ML C motors was sufficient to affect
image quality, however, the MLC was successfully shielded such that no image
degradation could be seen.

The work presented in Chapter 4 focused on the sources of RF noise from
the modulator of alinac. It was known that the magnetron within the modul ator
produced RF noise. However, it was not known how much of the RF noise
produced by the modulator of alinac could be attributed to the magnetron. A
resistive load was used in place of the magnetron to determine production of RF

from a magnetron. The RF noise generated by the modulator while it was pulsing
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was measured with the magnetron as a load. Then the magnetron was replaced by
the resistive load and the RF noise was measured again. The differencein
measured RF noise could be attributed to the magnetron. It was found that above
~ 65 MHz al of the noise generated by the modulator could be attributed to the
magnetron. Some of the RF noise measured below 65 MHz could be attributed to
the magnetron, however, at some frequencies below 65 MHz the source could not
be identified with confidence.

Large currents exist on the PFN during discharge, since the coil could act
as an antennaradiating RF, its operation was simulated. First the discharge of the
PFN was modeled using an equivalent electrical circuit of the modulator of alinac
using MultiSIM. The simulations were validated by measuring signal waveforms
within the modulator. The simulated current along the PFN coil was then used as
an input into a second simulation, COM SOL, which was used to determine the
field strengths near the coil during discharge. It was shown that compared to the
measurements, the simulated fields from the PFN coil were orders of magnitude
smaller and could only possibly contribute at frequencies below 1 MHz.

The thyratron in the modulator produces large grid spikes, the possibility
of these spikes being radiated as RF was investigated. A saturable reactor was
used to block the grid spikes from directly entering the trigger and heater circuits.
The RF noise was measured with the saturabl e reactors (one for each grid) in
place and then again with normal operation (no SRs). The measurements showed
that only asmall gain in the measured RF noise in the frequency range 5 - 70

MHz was attained. The work illustrated that the grid spikes directly entering the
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trigger circuit and producing RF noiseis unlikely. However, the work does not
preclude other mechanisms, such as capacitive coupling, into other parts of the
circuit where the spike could be radiated as RF.

The work presented in Chapter 5 focused on the shielding measurements
and techniques used to successfully integrate alinac with an MRI, such that
images could be acquired by the MRI while the linac operated. An RF cageis
used to house the accelerator structure of the linac and the MRI. Measurements of
the RF noise generated while the linac pul sed were taken inside and outside the
RF cage. The shielding effectiveness of the RF cage was measured using loop
antennas for the H field and rod antennas for the E field. In the frequency range 1
— 50 MHz the measured SE for both the E and H fields was above the suggested
valuesin the literature.

Images of two phantoms used to ascertain the shielding effectiveness of
the RF cage were acquired with the linac functioning and quiescent. It was
illustrated that there was no SNR image degradation while the linac operated.
Furthermore, no effects in the k-space data could be seen.

In Chapter 3 we presented measurements of the RF noise production from
DC motors. At lower frequencies the background subtracted noise power density
spectrum showed an increase in error at lower frequencies, see Figure 3.8. This
was aresult of the dependence of the error on the performance factor, as
illustrated by Equation 3.5. The measured signal from the loop probe could be
improved by performing measurements with an antenna with increased number of

turns. However, this would require a calibration of the performance factor. Other
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motors could be used to drive the leaves of an MLC. Piezoelectric motors are
used in robotic surgery with MRI. The feasibility of the use of other motors could
be investigated. To the author’s knowledge no study has been performed on the
longer term time dependence of amagnetic field on performance of DC motors. A
study which included the long term RF noise, effects on leaf speed and power
consumption could be performed. The work presented herein focused on the use
of amagnetron as a source of the production of microwave power. The RF noise
from aklystron could also be investigated and compared to the measurements
presented in this work.

In chapter one motivation which discussed the need for improved soft
tissue image guidance was presented. MRI provides images of exquisite soft
tissue contrast. Improvementsin the localization of the clinical target volume and
organs at risk enable reductionsin the irradiated target volume. These reductions
will enable dose escalation to the cancerous target volume thereby improving the
treatment outcome probability and/or reductions of dose to healthy tissue, thereby
improving patient quality of life. Thiswork hasillustrated that one of the
problems, RF noise interference, associated with the integration of alinac with an
MRI has been resolved such that MR images can be acquired with no signa
degradation whilea6 MV linac produced radiation. Furthermore the work herein
has illustrated that any RF problems associated with the use of an MLC near an

MRI can be resolved.
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Appendix A: Antenna Theory

A.1 Introduction

An antennais defined as a device which converts RF input power into
electromagnetic radiation, or conversely, intercepts electromagnetic radiation and
convertsit into an RF voltage across feed points. In genera any conductor which
can either intercept an RF field or allow an RF current to flow in it can be an
antenna. The field of electromagneticsis governed by Maxwell’s Equations (A.1 -

A.4) and the Lorentz force law (A.5).

VxE--8B (A1)
a

- . 0= =

VxH="—-D+J (A.2)
ot

V-D=p (A.3)

V-H=0 (A.4)

The solution to Maxwell’s equations for radiation from antennas consists
of solving for the fields that are created by a current distribution J . Equations

(A.4) and (A.1) enable the introduction of the vector, A, and scalar, @, potentials

[Jackson 1999], which are related to the E and B fields by:

I
Il

VxA (A.5)
E = jouhA- o AD

After expressing theE and H fieldsin terms of these scalar fields and upon

imposing the Lorentz gauge (V - A= - jwe'D ) one arrives a the vector wave
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eguation:

V2A+ 0’ ueA=-J (A7)
Wheree' = ¢ — j(o /), € isthe permittivity, o is the conductivity and o isthe
radian frequency. Equation (A.7) can be solved for the vector potential A once
the current J has been specified. The E field can also be related to the vector
potential:

E-—jouhs YA A9

jwe'
for the arbitrary current distribution shown in FigureA.1.
Source volume v

R :
r , Field
point

Figure A.1: Genera definition of the setup of a arbitrary current distribution.

Stutzman [ Stutzman 1981] gives the solution to Equation (A.7) for the vector

potential as:

A= (138 —av A9
[IEE= %9
The fidlds from an antenna are then determined as follows: determine or

assume a current distribution J on an antenna, solve for the vector potential given

in (A.9), use Equation (A.5) to solve for the H field, then use Equation (A.8) to
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solve for theE field.

A.2 Near Field Probes

Antennas come in many shapes and sizes, the discussion herein will be
limited to those of interest to our research, the interested reader is directed to a
few of the plethora of books devoted to antennatheory [Balanis 2005, Collin
1985, Kraus 1950 and Stutzman 1981]. These probes include an electric field
“ball” probe and aloop probe. Schemetic diagrams of the two probes are shown

inFigureA.2.

E-FIELD
SENSING
ELEMENT

|

50
RESISTOR
PROVIDES
MATCHED TERMINATION

Figure A.2: The two main probes used in thiswork. The electric field probe (left)
and the magnetic field probe (right) [© Rohde and Schwarz, 2009 with
permission].

A description of the operation of the loop probeis given in King [King
1945]. The loop consists of a50 Q coaxial line which islooped around and whose
center conductor and shield are then soldered to the shield at the start of the loop.
The loop operates based upon Faraday’s law of induction which states [Jackson
1999] that the induced electromotive force, ¢, in any closed circuit is equal to the
time rate of change of magnetic flux, @, through the circuit. Mathematically this

can be expressed as:

E=——". (A.10
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The ingenious design of the loop probeinvolves the small gap in the shield as
shown in Figure A.2. When the loop is placed in an electromagnetic field which
has an electrical component along the same direction as the line which feeds the
loop, then undesired equal and co-directiona up and down currents are induced
along the two sides of the loop. These currents can then induce equal and opposite
currentsin the wires feeding the probe (for example conductor and shield). If the
probe is unsymmetrical these currents can lead to unwanted currents. However if
the probehas a shield with structural symmetry as shown in Figure A.2, then the
co-directional currents do not exist. Thus the gap acts as a balun to remove
unwanted currents. With this setup the H field loop probe will reject the E field
with up to 41dB of H/E rgjection.

TheE field probeis an insulator filled metallic semi sphere which has a50
Qresistor for matched termination. The inner conductor of the coaxial line
extends into the insulator within the metallic semi sphere. The probe works on the
basis of a capacitance between the coaxial inner conductor and the metallic semi
sphere. An external E field will induce a charge on the semi sphere which is
capacitively coupled to the inner conductor thus inducing a charge onit. Any H
field pickup is rejected due to the fact that no closed loops exist. TheE field ball
probe will rgject the H field with up to 30 dB of E/H rejectionwhilethe H field

probe will reject the E field with 41 dB of regjection.

A.3 Performance Factors

M easurements conducted with an antenna or probe requires a calibration

factor for the measured signal from the probe to the actual field strength value at
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the location of the probe. These conversion factors are known as antennafactors
when the calibration is specifically done on an antenna (or probe) or performance
factors when a batch of the geometrically equivaent antennas (or probes) is made
and the same performance factor is used for al of the antennas (or probes). We
used performance factors and will thus talk about the performance factor of a
probe; the math isidentical for antennafactors.

The relation between the performance factor (PF) and the actual field

value (V) is:
PF, - 20Iog(%j (A.11)

Where in our case ¥ will either be the electric (E) or magnetic (H) fields.
And the subscript dB refers to the fact that performance factors are usually
expressing in decibels. The performance factors for the two probes used

throughout this thesis are shown in Figure A.3.
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Figure A.3: Performance factors for the electric field probe (left) and the magnetic
field probe (right). [© Rohde and Schwarz, 2009 with permission].

As afunction of frequency the performance factors are:
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PF& ]

PF(f)=10[ 2 (A.12
Substitution of Equation (A.11) into (A.12) yields:
¥ = PF(f)*V (A.13

These relations were used to determine the field strength values from the

measured signal.

A.4 Radiation Mechanism

In order to completely understand how an antenna works we must first
understand the mechanism by which the fields are generated. Consider the lines of

force shown in Figure A .4.

(@)t =T/4 (b)t=T/2 (c)t=Tr2

Figure A.4: The mechanism of radiation; the fields at specifictimesfor an
oscillating input for the E field.

Assuming asinusoidal input current, Figure A.4 (a) showsthe lines of force
between the upper and lower poles of the dipole at maximum charge. During the
next quarter period the lines of force created during the first quarter period travel
M4 away from the dipole. In order for the total charge on the dipole to vanish at

the end of thefirst half cycle, we can think of the lines of force in the second
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guarter period as being created by an opposite charge to the first quarter cycle,
these lines are shown dashed in Figure A.4 (b). Finally once again since thereis
no net charge at the end of the first half cycle the lines of force must detach
themselves from the dipole as shown in Figure A.4 (¢). The same processis
repeated in the next half cycle and so on, in this way electric patters we observe

are created.

A.5 Field Regions

The nature of the electromagnetic fields surrounding an antenna allows its
description to be broken up into three distinct regions: (1) reactive near field, (2)

radiating near field (Fresnel region) and (3) far-field (Fraunhofer).

A.5.1 Reactive Near Field

The |EEE definition of the reactive near field is“That portion of the near-
field region immediately surrounding the antenna, wherein the reactive field
dominates.” The term “reactive’ appears due to the fact that for non-resonant
antennas, reactive power circulates between the reactive near field and the source.
In this region the energy decays very rapidly with distance. Beyond the radiation
term, which varies as 1/r?, the complex Poynting vector field contains imaginary
terms indicative of reactive power. These imaginary terms, of order r®and hi gher,
associated with the reactive near field, lead to stored energy. Physically the
antennainput impedance is, in general, complex. Neglecting ohmic losses on the
antenna structure, the real part of thisinput impedance represents radiation. The

reactive near field power is associated with the imaginary part of the input
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impedance.

In the reactive near field the relationship between E and H becomes very
complex due to the fact that the free space impedance is no longer constant.
Beyond this, all four polarization types (horizontal, vertical, circular, or eliptical)
can be present in the reactive near field; thisis unlike the far-field in which one
polarization usually dominates. The outer region of the reactive near field is
commonly taken to be at adistance of R < 0.62(D3/k)” % where 2 isthe

wavelength and D isthe largest dimension of the antenna.

A.5.2 Radiating Near-Field

The Radiating near field is “that portion of the near field region of an
antenna between the far field and the reactive portion of the near field region,
wherein the angular field distribution is dependent upon distance from the
antenna.” Generally the inner boundary is taken to be a distance of R>
O.62(D3/7»)1’2 and the outer boundary istakento be R < 2D/ El ectricaly small
antennas, antennas whose largest dimension is small compared to the wavelength,

may not have aradiating near field region.

A.5.3 Far Field

Thefar field region is“That region of the field of an antenna where the
angular field distribution is essentially independent of the distance from a
specified point in the antennaregion.” Thisregion is aso referred to as the
Fraunhofer region (since the physics governing the region is analogous to

Fraunhofer diffraction; interference of plane wavesin optics).
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In the far field region the wave appears to an observer to be a plane wave.
The definition of the far field region is where the parallel ray approximation (path
length deviation is a sixteenth of the wavelength) begins to break down. Under

this condition we have:

2D?

r>>D r>>2 (A.14)

Where once again D is the largest dimension of the antenna. In the high frequency
region (3-30 MHz) and below (or regions where the antennais small compared to
the wavelength) the far field may have to be much greater than the first criterion

above in order for the second and third criteriato be satisfied.

A.6 Fields from a Dipole Antenna

In chapter 2 the fields from a dipole antenna are both measured and
simulated. The procedure for the calculation of the fields from adipole antennais
asoutlined in theend of section A.1. A sinusoidal current distribution is assumed
on the dipole and the vector potentia is solved for. Thisintegration involves
complicated integrals therefore only the result will be given here. Derivation of
thefieldsisgiven in thefirst edition of Balanis [Balanis 2005]. The arrangement

of the dipole antennais shown in Figure A.5.
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Figure A.5: Geometry used to determine the near fields from a dipole antenna.

With this geometry the fields are:

H ——do Ligiw | giw, —Zco{&) - (A.15)
" any 2
— jkR, — kR, - jkr

E,= jnI—OKZ—l— € +(z+|—je —chos(&je } (A.16)
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Where:

Rl:\/x2+y2+(z—|5j2 =\/p2+[z—|5j2 (A.18)
\/ | |
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A.6 Antenna Parameters

The radiation properties of an antenna are described by the antennas
radiation pattern. According to the IEEE standards the radiation patternis“The
gpatial distribution of a quantity which characterizes the electromagnetic field
generated by an antenna’. Generally the pattern is normalized to the maximum
value of power radiated at a given distance from the source. This patternis
observed in 2-D or 3-D and generally on adecibel scale. An example of such a

pattern is shown in Figure A.6.

Figure A.6: Dipole radiation pattern for a dipole oriented along the z-axis shown.

The pattern itself represents the radiated power density in the far field

region. Specificallyit isaplot of the real part of the radial component of the

Poynting vector, W.
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W(0,0) = %([E(e,mx H (0.0) ] 4. (A.19)

Where &, istheradial unit vector and H"isthe complex conjugate of the H field.

A.6.1 Input Impedance

The input impedance of an antennais defined as [IEEE 1981 and IEEE
1991] “the impedance presented by an antenna at its terminals or the ratio of the
voltage to current at apair of terminals or the ratio of the appropriate components
of the electric to magnetic fields at a point.” The impedance itself generally
consists of resistive and reactive components. The resistive component represents
dissipation generally in the form of ohmic heat 10ss on the antenna or radiation.
The input reactance represents power stored in the near field of the antenna.
Ideally a system is designed such that the power transfer to the antennais
maximized. It iswell known that power transfer is maximized when the input
impedance of the antennais the complex conjugate of the transmission line's
impedance. Thus the efficiency of an antennato accept power fromits sourceis
governed by the input impedance the antenna presents. The complex reflection

coefficient, T, isdefined as:

r-Zn" % (A.20)
Zin + ZO

Where Z;,, isthe input impedance of the antennaand Z; is the characteristic
impedance of the transmission line used to transmit the power to the antenna. The

reflected power is then:

Preflected = Pforward Ire (A -21)
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The power accepted by the antennais given by:

Prout = Promara @-T7) (A.22)

Optimal impedance matching of an antennato the transmission line only ensures
that half of the power supplied isradiated. If the antennaislossless and matched
to the transmission line, half of the power supplied by the generator is dissipated
as heat in the generator. Furthermore if the transmission lineislossy the available
power to be radiated away by the antennais reduced. If the antennais lossy,
power accepted by the antennaiis split between heat dissipated in the antenna and

radiated power.

A.6.2 Antenna Efficiency and Radiation Efficiency

Theradiation efficiency is defined as [|EEE 1983 and |IEEE 1991] “the
ratio of the total power radiated by an antennato the net power accepted by the
antenna from the connected transmitter.” The antenna efficiency is a parameter
which describes the losses at the input terminals and within the antenna structure
itself. Power can either be dissipated in the form of heat via conduction and
dielectric losses or lost in the form of reflections at the input terminal. The
radiation efficiency involves the power radiated away from the antennawhich is
not lost in the form of heat. The antenna efficiency involves both the radiation

efficiency and the reflection losses.

€=€gCu (A-23)

Wheree is the antenna efficiency and eaq is the radiation efficiency, e isthe

reflection efficiency given by (1- I'). T is the voltage reflection coefficient at the
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input terminals of the antenna as defined previously.

Rather than the reflection efficiency e or reflection coefficient I, the
quality of the impedance match at the terminalsis generally given in terms of the
Voltage Standing Wave Ratio or VSWR.

1+ ||
1-|I'|

VAR = (A.24)

The VSWR ranges from 1 to infinity, 1 being a perfect match and infinity being
perfect reflection. High VSWRresultsin large reflections and high currents and

voltages on the transmission line.

A.6.3 Directivity

Theradiation pattern of an antenna, particularly the one shown in Figure
A.6, can consist of many lobes. These lobes are directions in space in which the
power density is peaked; antennas do not radiate power equally in all directions of
space. According to the |EEE standard definitions and terms for antennas the
directivity of an antennais defined as [|EEE 1981 and |EEE 1983] “the ratio of
the radiation intensity in a given direction from the antenna to the radiation
intensity averaged over all directions. The average radiation intensity is equal to
the total power radiated by the antenna divided by 4r. If the direction is not
specified, the direction of maximum radiation intensity isimplied”. The
directivity of an antennais controlled only by the pattern; it is not dependent on
antennaloss or mismatch. Mathematically this can be expressed as:

_4nU

D (A.25)

PRad
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WhereD isthedirectivity, U the radiation intensity (W/unit solid angle) and Pryg
isthetotal radiated power (W). An isotropic source, a hypothetical quantity,
would have adirectivity of 1. The directivity therefore gives an impression of the

directional property of an antenna.

A.6.4 Gain

Gain isaquantity which isrelated to the directivity of an antenna, it
however takes into account the efficiency of an antenna. According to the IEEE
gainisdefined as “theratio of the intensity, in agiven direction, to the radiation
intensity tha would be obtained if the power accepted by the antenna were
radiated isotropically. The radiation intensity corresponding to the isotropically
radiated power equal to the power accepted (input) by the antenna divided by 4r.”

The gain can be expressed as:

47TU(0,¢>)
P

in

G= =e.,D(0,0) (A.26)

Where G isthe gain, P;, is the power accepted by the antenna and as defined
previously U isthe radiation intensity, erag i the radiation efficiency and D isthe
directivity. It should be highlighted that gain is dependant on the power accepted
by the antenna not the power sent to the antenna. Generally due to mismatch at
the antenna input terminals not all power sent to the antennais accepted. Thus
gain does not take into account reflection losses when the antennais connected to

atransmission line.
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A.6.5 Polarization

The electromagnetic fields radiated by an antenna are vector quantities and
generally have some polarization. The polarization of an antennaisthe
polarization of the radiation emitted by the antenna.

It isimportant to understand that power received by an antenna can be
affected by the orientation of the antenna. Polarization of radiation or of areceive

antennaresultsin a polarization loss factor (PLF) defined as:
PLF =[p, - p,[* = coslp,) (A.27)
Where p and p, arethe polarization unit vectors of the incoming wave and the

receive antenna, ¢;, is the angle between the two unit vectors. One need not

concern themselves with the polarization loss factor as long asthe receive antenna
isrotated for maximum signal, when the polarizations of the incoming wave and

antenna are aligned the PLF is one.

A.6.6 Friis Transmission Formula

For the setup shown in FigureA.7, the Friis transmission formula relates
the power received by one antennato the power transmitted by a second antenna,
when the antennas under consideration are separated by at least R> 2L%/A, where
L isthe largest dimension of either antenna. However the error isonly afew

percent if the distance, R, becomes comparable to 2D/ [Kraus 1950].
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Figure A.7: Setup of transmitting and receiving antennas for consideration of the
Friis transmission formula.
Theformulaitself isderived in Balanis [Balanis 2005]; the result will ssmply be

stated here:

P __ XD(0.0)D,0.0) ( A Y
©=ge LA, = ee (A.28)

WhereP, and P; are the power delivered to the receiver load and the input power
into the transmit antenna, er and & are the receive and transmit antenna
efficiencies, Dy(6,¢) and D,(6;,¢;) are the directivities of the receive and transmit
antennas with the angles illustrated in Figure A.6 (with one of the angles being
out of the page), Ris the distance between the antennas. G, and G; are the receive
and transmit antenna gains.

The formula assumes that the antennas are matched to their transmission
lines or loads and that the antennas are oriented such that the polarization of the
antennas produces maximum signal. If the antennas are not matched to their
respective transmission lines the factors (1-|[;[F) and (1-|I;]) must be included in

order to account for the reflection losses. Finaly it also assumes free space; if
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ground reflection exists the above power transfer ratio may lie between four times

the value given above and zero [Kraus 1950].
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Appendix B: TLM Theory

B.1 Basic Building Blocks

The work presented in section 2.2.1 provided an introduction to the TLM
method. The following discussion follows that given by Hofer [Hofer 1989]. A
transmission line itself consists of either parallel conductors or coaxial
conductors. The model isvisualized as a pair of parallel lines intersecting as

shownin Figure B.1 (A).

LAV2 -~

L LAY? /

¥

X i LAL?

¥ i
I g ——2Cal
Z

(A) (E)
Figure B.1: Building block of the two-dimensional TLM model. (A) Shunt node;
(B) equivaent lumped el ement.

The basic node shown in Figure B.1 (A) is known as the shunt node. In
genera ashunt isarelief valve or diverter. In electronics a shunt allows the
passage of current from one part of acircuit to another. Figure B.1(A) should then
be visualized as two parallel conductors (one transmission line) crossing each
other.

The shunt node is the basic building block for the TLM method. The shunt
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building block consists of aline in which the inductance and resistance are
distributed homogeneously along the line and the capacitance was distributed
between the conductors. Computer modeling of such a system is quite difficult
[DeCogan 2006]; therefore alumped equivalent model is used instead. This
model is shown in Figure B.1(B). The capacitance is twice that of an individual
line section and the resistance and inductance of half that of an individual line

section due to the parallel connection of the node.

B.2 Wave Characteristics

If the node separation Al is small compared to the wavelength then the

voltage and current changes from one node to the next in the x and z directions

are [Hofer 1989]:
oV. oV,
—y=—Lal—X aVZ:—LalZ alz+a|—x=—2C—y (B.2)
OX ot OX ot 0z OX ot

These expressions can be combined (differentiate the expressions in order as
shown with respect to x, z and t respectively then substitute cross terms) to yield

the two-dimensional wave equation:

o, oV oV
axzy + azzy =2LC 6t2y (B.2)

Thisillustrates that the two-dimensional TLM network can simulate
anything in which the two-dimensional wave equation can be used to solve. The
relationship between the voltage and current on the transmission line and the

Electric and Magnetic fields can be seen if we compare to the expansions for

Maxwell's equations for 6/0y = 0 and Ex = E; = Hy = 0 (which are the TEno modes
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in arectangular waveguide):

oE H oE H H H oE
Tro M v, M O ML T gy
OX ot 0z ot 0z OX ot

and

0’E, O%E, 0%E,
+ = HE ——
ox>  oz° ot

(B.4)

we can thus see that the following equivalences exist between field and TLM
quantities:

E,=V, H,=l, H,=-1, u=L ¢=2C (B.5)
Thus we see how the TLM model can be used to determine the Electric and
Magnetic fields given some initial input pulse. It should aso be noted that the
relationship between the current and voltage on aline and the field quantities
depends on the problem being solved. For example currents on the line can
represent either the Electric or Magnetic field. It should be noted that the velocity
termin equation B.2 is (2LC)'1’2 = c(2)'1/ 2 This means that the propagation
velocity is (2)  times smaller than that of the speed of light. Once the fields are
known as a function of time a FFT analysis can determine the strengths of the

fields in the frequency domain.

B.3 Series Connected TLM Network

Transmission lines in space can aso be modeled as being a series

connected mesh as shown in Figure B.2.
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Figure B.2: The series node and the 2-D series network. (A) Series node; (B)
equivaent series element; (C) two-dimensional series mesh.
Following the same procedure as in the case of the shunt node it can be

shown that the voltage scattering at a node is given by:

r i

v, 1 1 1 -1)(V,
Y% 1 1 -1 1]V,
2 _1 |2 (B.6)
Vol 201 -1 1 1|V

M\ 11 1 1)\,

Two things should be pointed out here; if atwo-dimensional grid is built
up by series nodes then the permeability ssmulated is double that of free space and
in order to model in three dimensions both the series and shunt nodes are

required.

B.4 Modeling Lossy and Lossless boundaries

Due to the equivalence between the fields and the voltage and current
boundaries can be model ed by assigning a suitable reflection coefficient at a node.
The value of the reflection coefficient of course depends on the nature of the

boundary being simulated.
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B.4.1 Lossless Boundaries

In the case of a shunt node simulating alossless boundary, if the voltageis
equivaent to the electric field and the current is equivalent to the magnetic field
then; electric walls are simulated by a short circuit and magnetic walls are
represented by an open circuit. However if the voltage simulates a magnetic field
then amagnetic wall is represented by a short circuit and an electric wall is
represented as an open circuit. It must always be the case that awall is placed half
way between node so that reflected impul ses reach adjacent nodes at the same
time as other pulses arriving at the node. Curved walls are approximated by
piecewise straight elements.

If an open circuit is being modeled then the reflected pulse is sent with
equal sign to the incoming pulse, if ashort circuit is being modeled the reflected
pulse has the opposite sign of the incident pulse. Generally electric and magnetic
walls are use when amodel possesses symmetry. A wall can cut the computation

time of asimulation down.

B.4.2 Lossy Boundaries

If the boundary islossy with a surface impedance given by Z. then the

boundary reflection coefficient is given by:

(B.7)

WhereZ, is the characteristic impedance of the mesh lines.
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B.5 Modeling Lossy and Lossless Materials

L ossless homogeneous materials can be modeled without any modification
to the model as described thus far. However changes must be made in order to

accommodate lossy materials, both homogeneous and inhomogeneous.

B.5.1 Lossy Homogeneous Materials

Losses in the mesh mug be introduced in order to simulate alossy

material. Two ways in which this can be done are to introduce losses equally
along the transmission line by introducing afactor, € *Alor to introduce the losses
at the nodes in the form of alumped resistiveelement. In thefirst case a isthe
attenuation constant of the medium and in the second case energy islost at the
mesh nodes. For homogeneous materials introducing the losses equally along the
line works well and for inhomogeneous materials using lumped losses at the

nodes works well.

B.5.2 Lossy Inhomogeneous Materials

Thisisthe most genera case, the permittivity and permeability can vary
across the structure of interest. In this case the nodes of the TLM mesh can be
“loaded" with additional reactive and dissipative elements consistent with the
properties of the material. That is these additional elements are directly related to

the material properties.

B.6 Three Dimensional TLM Method

As stated previously both shunt and series nodes are required for the three-
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dimensional TLM node. Such anode, known as the distributed node, is shown in
Figure B.3. The name comes from the fact that the six field points are separated
by adistance of Al/2. The node itself consists of three series and three shunt

nodes

Figure B.3: The full three dimensional “unit cell” used for the three-dimensional
TLM method, it consists of three shunt and three series nodes.

Because the three dimensional mesh is made up of the two-dimensional
nodes described previously the numerical procedures which describe the
scattering of pulses at the nodes are exactly the same.

The node generally used is the symmetrical condensed node; this node

cannot be represented by an equivaent lumped element network.
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Figure B.4: The symmetrical condensed three-dimensional node, as described by
Johns[Johns 1987].

An advantage of the symmetrically condensed node is that the misalignment error,
described below, is not a problem. Furthermore, Allen [Allenet a. 1987] showed

that the symmetrically condensed node is more accurate than other mesh types.

B.7 Errors Involved in the TLM Method

All numerical methods have some sort of errors involved, the main
sources of error in the TLM method are:
1. The impulse response must be truncated in time.
2. The propagation velocity in the mesh depends on the frequency and direction of
propagation.
3. The spatial resolution islimited by the finite mesh size.
4. Boundaries and dielectric interfaces are not aligned in the three-dimensional

model when electric wallsare place across shunt nodes.
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B.7.1 Truncation Error

The above equations were all derived assuming a Dirac pulse. An infinite
sum of continuous functionsis needed in order to reproduce a discontinuous
function. When approximating a discontinuous function the Gibbs phenomenon
states that [Carslaw 1930] “the nth partial sum of the Fourier series has large
oscillations near the jump, which might increase the maximum of the partial sum
above that of the function itself. The overshoot does not die out as the frequency
increases, but approaches afinite limit.” This error can be minimized by
increasing the number of iterations and increasing the separation in the frequency
domain between neighboring spectral peaks. Peaks in the frequency domain near
the wanted mode can be separated by choosing the appropriate input and output

pointsinthe TLM network.

B.7.2 Velocity Error

Astheratio of the wavelength to the mesh parameter Al decreases the
velocity of pulse propagation becomes dispersive and depends on the direction of
propagation. Like the coarseness error (to be discussed next), the velocity error
can be reduced by ensuring the mesh size is much smaller than the wavelength.
Beyond reducing the mesh size indefinitely dispersion relations can sometimes be

used to correct for differencesin velocity.

B.7.3 Coarseness Error

Coarseness error occurs when the mesh size is insufficient to properly

resolve fields which vary rapidly or are highly non-uniform. The easiest way
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around such aproblem is to generate a finer mesh, however such an approach is
flawed since this can lead to simulation solve times which are unreasonable
(especialy when working in three-dimensions).

Generaly the mesh size in possible “problematic” areas, such as corners,
can be reduced locally. Another technique involves running multiple simulations

while reducing the mesh parameter Al and then extrapolating the results to Al = 0.

B.7.4 Misalignments

In the three-dimensional TLM network dielectric interfaces are placed
half-way between nodes while electric and magnetic walls are placed at the nodes.
Thus at aflush interface between a dielectric wall and either amagnetic or electric
wall there can be a slight misalignment of Al/2. Generally this can be taken into
account for by running the simulation with the dielectric both protruding and
undercut and averaging the results. Or locally the mesh can be made fine enough
such that the error caused by the slight misalignment is not significant.

The symmetrically condensed node of Figure B.4 does not suffer from the
misalignment error and as such can be used so that the misalignment error does

not occur.
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Appendix C: MRI Theory

C.1 Introduction to Magnetic Resonance Imaging

The basis for magnetic resonance imaging (MRI) is that a nucleus can
have a magnetic moment . The magnetic moment arises due to circulating
currents within nuclei and is ameasure of the strength of a systems net magnetic
source. An intrinsic property of many nuclel is angular momentum | called spin.
The spin of anucleusis measured in units of Planks constant 7. The discussion
herein will be limited to those nuclel for which | = %. For any given nucleus there
isagiven ratio, called the magnetogyric ratio y, between the spin angular
momentum and the magnetic moment.

y=ullh (C.1)

The magnetogyric ratio is an important constant (for a given nucleus) in

the formation of an MRI image. The generation of an MRI image can be

categorized into three principal stages: preparation, excitation and acquisition.

C.2 Excitation Process

Consider anumber of nuclel whose magnetic moments are randomly
oriented, as shown in Figure B.1(A), such a situation occurs under no externally
applied interaction. Suppose a uniform and static magnetic field By is applied to
the magnetic moments, the magnetization vectorsM, of the nuclel will orient

themselves either parallel or anti-parale to thisfield, as shown in Figure C.1(B).
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Figure C.1: Distribution of nuclear magnets (A) in thermal equilibrium and (B) in
an externally applied magnetic field.
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In terms of energy levels, the moments parallel to the By field reside at alower

energy, as shown in Figure C.2.
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Figure C.2: Erergy level diagram of magnetic momentsin an externally applied
magnetic field Bo.

At some temperature, T, the ratio of the number of moments anti-parallel, n, to

those which are parallel, n,, is given by the Boltzman factor [Nishimura 1996]:
n_‘L: e—EZ/kT (C.Z)

Ny

Wherek is Boltzmann’'s constant and E; is the energy difference between a
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moment anti-parallel to one which is parallel, asillustrated in Figure C.2. At the
macroscopic level the nuclel can be considered to act with a net magnetization
given by the difference in moments parallel to those anti-parallel to the applied By

field.

C.2.1 Energy, Magnetization and Larmor frequency

The energy of a nuclear magnetic moment in the externally applied By

field isgiven by:

E=-u-B, =B, (C.3)
For a spin ¥z nucleus the spin angular momentum is quantized to values of + 2.
The nuclel aigned anti-parallel are in the spin-%2 state while the spin parallel to
the By field are in the spin Y2 state. By Equation (C.3) the difference in energy, E;,
between the two spin statesis given by:

E,=E,,-E,,=7B, (C4H)
The difference in energy levelsis therefore dependent on the magnetogyric ratio
for agiven nucleus and the strength of the applied field Bo. This small difference
in energy leads to an overall net magnetization, the difference can be calculated
using Equations C.4 and C.2 (y for Hydrogen nuclei is 267.4 radiansT 's%). The

strength of the net magnetization is given by [Nishimura 1996]:

_ NyZR?1 (1 +1)B,
3KT

M (C.5)

Where N isthe relative spin excess. Equation C.5 directly illustrates that stronger
magnetic fields and larger magnetogyric ratios will produce larger net

magneti zations.
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From the energy difference, given in Equation B.4, we can also determine
the frequency at which the nuclei possess a resonance. Using the relationship E =

hv we have:

@y =78y (C.6)

This frequency is known as the Larmor freguency.

C.2.2 Radio Frequency Field (B1)

After the sample to be imaged has been placed in the By field, an
equilibrium state with the net magnetization along the field as depicted in Figure
C.3(A) isreached. In order to obtain an MRI image a second radio frequency
field By is applied in the x-y plane. This B1 field is gpplied as a pulse of given
duration. The applied field B, produces a torque on the net magnetization having

the effect of spiraling the net magnetization into the x-y plane (asillustrated in

Figure C.3 (B)).
. Bg BO
v 1 )
0 P
>y ¥
B,
(A) (B)

Figure C.3: (A) Magnetization vector in the By field and (B) magnetization vector
in the By field aswell as an externally applied RF field B.
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C.2.3 Excitation

The equation of motion describing the excitation process is given by:

dM _ M B

dt tot (C . 7)

For whichB

.« = B, cos(wt)X+ B, sin(wt) ¥+ B,Z. The two independent fields
produce torques on the net magnetization leading to rotations about the
longitudinal (z axis) and the transverse axes. Generally to ssimplify the
mathematics, Equation C.7 is solved in areference frame which rotates with the

B, fidd. Under this condition, it can be shown that the equation of motion in the

rotating reference frameis:

e =M, x By (C8)

Where B, = B X, + (B, +®/y)z, and the subscript p denotes the rotating
reference frame. The net magnetizationM | will precess on the surface of a cone

around the effective field at afrequencyw,, = 1B . A resonance will occur when

By + /y = 0, under this condition the effective field isthe RF field B,. When B, is
in the x,, direction the cone of precession will flatten to the z,y, plane and M
rotatesin that plane around B, at afrequency o = yB,. Theflip angleis known as
the angle which M is deflected from its original z direction. The magnitude of the
flip angleis given by:

0 = w4t = Bt (C.9)
The flip angle depends directly on the length of time it is applied and the strength

of the RF field applied.

204



C.3 Bloch Equation and MRI Contrast Mechanisms

After the net magnetization has been excited into the x-y plane and the RF
field isturned off it will slowly return to its equilibrium direction aong the z-axis.
The Equation which can be used to phenomenologically calculate the nuclear
magnetization as a function of timeis known as the Bloch Equation and is given

by [Nishimura 1996]:

(C.10)

Where T is the spin-lattice (longitudinal) relaxation time constant, T» is the spin-
spin (transverse) relaxation time constant and Mg is the net magnetization at

equilibrium under the influence of the By field.

C.3.1 Longitudinal Relaxation (T7)

If we only consider the third term in Equation (C.10) then the solution to
the Equation has an exponential form with a decay time constant T1. A plot of the
magnetization My as a function of time after a 90° pulse or a 180° pulseis shown

in Figure C.4.
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- M=M(1-exp[-t/T])

S
END.S:
D M(O=M (1-2exp[-t/T])
8
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5 “ ® Time' (VT)
§D.5:
2 _

op

Figure C.4: Relaxation of the net magnetization back to the z-axis after a 90° fli P,
red curve, and a 180° inversion, blue curve (the plot is normalized to M, = 1).
The physical mechanism giving rise to T, relaxation is spin-lattice interactions. A
nucleus excited by the RF pulseisin ahigher energy state than neighboring
nuclei. While returning to equilibrium the nuclel in the higher energy state will

share its excess energy with neighboring nuclei, the lattice.

C.3.2 Transverse Relaxation (7%)

To this point we have assumed that the By field is perfectly uniform. This
however isnot redlistic; areal system will have local perturbations which vary
both in time and space. These perturbations may be caused by small local fields
caused by nuclear dipoles or eectrons. In this case the field will be given by Bes =
By + b(x,y,x,t). In such afield the individual spinswill precess at different
frequencies and de-phase; as given by Equation C.6. The result of this de-phasing
isadecay of the excited nuclei, Myy, back to its equilibrium value. The rate

equation describing this phenomenon is given by the middle term on the right
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hand side of Equation C.10. A plot of the decay of the transverse magnetization is

shown in Figure C.5.

M
»o

onetization

Ecv_{a

Figure C.5: Plot of the transverse magnetization, red curve, as afunction of time.
Also shown, in blue, is the detected signal as afunction of time; thissignal is
known as the free induction decay.

Also shown, in blue, in Figure C.5, isaplot of the signal areceive coil would
measure as afunction of time; the oscillations result from nuclear spins not being
in phase with the receiver. The shape of the detected signal is known as the free
induction decay. In biological tissues, general valuesfor T» are <100 ms, while
for protonsin water T, ~ 1 second.

A further source of magnetic field inhomogeneties results from the
magnetic field itself not being homogenous. The field itself will have variationsin
all three spatial dimensions. These further field inhomogeneties lead to a second

de-phasing constant known asT, . Together, T2 and T, can be combined into one

de-phasing constant known asT, , in which:
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1.1 (C.11)
T2 T2 T2’

The inclusion of inhomogeneties in the main field will change the observed decay,

shown in Figure C5, to one with asmaller decay time.

C.4 Gradient Echo Imaging Sequence

Many imaging sequences which are designed to maximize different image
contrast agents exist. The images acquired in this thesis were done using a

gradient echo (GE) sequence. A GE sequence is shown in Figure C.6.

Radio frequency (RF) #\/\F M/\IR

i TR
Slice selection (G;) m— Repeat
Phase Encode (Gy) : @ |
Frequency encode (Gy) i
Signal ()

Figure Q.6: Gradi ent_ echo sequence, showing the signals used to acquire a
magnetic resonance image.

ARF signal is applied while at the same time a slice selection pulse is applied.
The dlice selection pulse produces a small gradient in the same direction as the By
field. The purpose of the dlice selection gradient isto spread the frequencies of the
spinsin the material. The RF Pulse applied isasinc pulse, which is arectangular
distribution in frequency space. Only those spins at the frequencies within the
band of the sinc pulse will be excited; in thisway adicein amaterial is selected.

After excitation a phase encode gradient is applied, the phase encode gradient
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alters the phase of the precession of M, as a function of position within the slice.
It does this by temporarily altering the local Larmor frequency; once the
difference in phase has been acquired the gradient is turned off. The frequency
encode pulse is applied at the same time of signal readout. The frequency encode
gradient is applied to alter the local field, and therefore Larmor frequency, of the
spinsin adirection perpendicular to the phase encode direction. The combination
of the phase and frequency encoding provides two dimensional information

within the dlice.

C.5 Reference

NishimuraD. G “Principles of magnetic resonance imaging” Stanford University

1996.
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Appendix D: SPICE Theory

D.1 Nodal Analysis

VTR
s =o =03

b VO

Figure D.2: Simple circuit used to demonstrate the use of nodal analysis.

SPICE uses nodal analysis to determine the matrix equations needed to
solve the user’s circuit. Kirchoff’s current law (KCL) states that the sum of the
currents leaving any node equals zero. As asimple example consider the circuit
shown inD.1. In Figure D.1 the conductance is shown (conductance G = 1/R) and
acurrent source s drives the network. Using KCL to describe the circuit a nodes
1 and 2, shown asV1and V2in Figure D.1, we have:

(V1-VO)Gl+ (V1-V2)G2=Is and (D.1)
V2-V1)G2+(V2-V0)G3=0 (D.2)
where VO = 0 and so can be eliminated from the equations. These nodal equations

can be put into matrix form as follows:
Gl+G2 -G2 (V1 Is
= : (D.3)
-G2 G2+G3)\V 0
Using matrix methods, such as Gaussian elimination or LU factorization, and with
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knowledge of the source strength, Is, and the conductance's G1, G2 and G3 the
voltages V1 and V2 can now be solved for. Nodal analysisisthe basis of the setup

of the problem in SPICE.

D.2 Numeric Integration

Two integration techniques are available using MultiSIM: trapezoidal or

Gear. The trapezoidal integration technique is given by:

Vn+1 = Vn + g(v

+V,) (D.4)

n+1

where V, isthe voltage at the n™ time step, V. isthetime derivative and h is the

time step size between times n and n+ 1. This technique uses the slopes at the

current point and the next time step to predict the voltage at the next time step.
The Gear integration formulais [McCalla 1988]:

4 1 2h .
Vn+1 = gvn - :_%Vn—l + ?le' (D5)

This technigue uses the voltages at the current and previous time steps along with

the slope at the future time step are used to determine the voltage at the next time

step.

D.3 Implementation of the Gear or Trapezoidal Technique

A linear system of equations which take the form:
X = AX+W. (D.6)
In Equation D.6 w might represent a source, x and x’could represent a voltage and
itstime derivative and A amatrix of coefficients such as conductance values. As

an example see section D.6, specifically Equation D.19. Since voltages and
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currentsvary in time Equation D.6 can be discretized in time as follows:
Xrl1+1 = Axn+1 + Wn+1 . (D7)

Implementing the trapezoidd rule (Equation D.4) to eliminate the time derivative

in Equation D.7 we have:

(1_ %A)vml = (1+ h?A)\/n + g(wn + Wml) . (D8)

An example illustrating the use of the gear or trapezoidal techniqueisillustrated

in section D.6.

D.4 Companion Model for Inductors and Capacitors

Companion models are models which remove the time dependence of the
current through a capacitor (I = CdV/dt) and the voltage across an inductor (V =
Ldl/dt) for one time step. The trapezoidal (or Gear) integration techniques can be
used to simplify acapacitor to an equivalent impedance and current sourcein
parale (if the Norton representation is used) or an equivalent impedancein series
with avoltage source (if the Thevenin representation is used). By using the

Trapezoidal formulato removing the time derivative in Equation D.4 we have for

a capacitor:
h{l I
Vn+1 = Vn +- e + —- (D9a)
2\ C C
or
2C 2C
|n+l:?vn+1_? n_ln' (ng)

Equations D.9a and D.9b can be represented as acircuit as shown in Figure D.2.
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n+1 O /V\‘N\ O & % In+%\fn

V V+—n ‘
2

Figure D.2: Companion models for a capacitor. A capacitor can be modeled as one
of the above equivalent circuits and is updated for each time step.

Similarly the trapezoidal rule can be used to remove the time dependence on

the voltage across the inductor. Replacing the time derivative of the current

yields:
=1, +E(\@+\AJ (D.10a)
2l L L
or
v =2t 2y Ly (D.10b)
h h
JL. $ Lo
I +1
HD_>,._ o h % LV
@ /VVV\ Sk @ In+ . n
V., =V, +2L1,
eq n

h L
Figure D.3: Companion models for an inductor. An inductor can be modeled as
one of the above equivalent circuits and is updated for each time step.
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An inductor or capacitor can be replaced by their companion models whose
controlled source model values are updated at each time step. This procedure

removes the time dependence and nodal analysis can be used to solve the circuit.

D.5 Newton-Raphson Iteration

Newton-Raphson iteration is used to solve an equation or a system of

equations for which f (X) = 0, the iterative process used is given by:

Kl _ ok f(xk)
X=X C00) (D.11)

Where f'(x*) isthefirst derivative of f(x), with respect to x, kis the iteration step
and an initial guess xC is needed to start the iterative process. Equation D.11isa
Taylor expansion of the function f(x) about x. For an electronic problem, xin
equation D.11 could represent a voltage and f a function of voltages across
elementsin the circuit.

Consider the system of non-linear equations (for example a system of nodal
equations for which the total current out of anode is zero) given by:

fL(X,%,..%,)=0

fo(x,%..x)=0
2( 1 2: n) . (D12)

f (X, X%,..%,)=0

Assuming the system of equations has a solution, which we denote by X°,

expanding each function about X :
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. o of, . of, . o, .
f(X%) = fl(x)+5(t(><1 —x1)+&12~(x2—x2)+---&:(xn—xn)+---

. . o of of
fz(Xs)=fz(X)+a2(Xf—>9)+éj—)é(><§—xz)+---§i(xns‘xn)+“' (D.13)

_ A o of
fL(XS) = f(R)+ 20 (X = %) + (X = %) oo S (X=X )+ .o
o 087X 50 R) e S0

If the expansion points, X, are close to the solution X°, then formulate the

approximation:
f(x) ~ f(X)+M (X° = X) (D.14)

whereM is the Jacobian matrix given by:

o, o oty
ox, oX, X,
of, of, of,
M=|ox ox, =~ o, (D.15)
of  of of
X, X, | oX,

By using superscripts to indicate an iteration sequence equation D.14 can be
written as:
f(X)+ M (X" = x) =0. (D.16)

Given the values of the function f and its derivative the difference from the
current to next time step can be determined. An example of the solution to a non-
linear circuit problem isillustrated in section D.7.
The iterative processis as follows:
=  Assumeaninitia guess at the solution.
. Linearize non-linear elements.

=  Assemblelinearized circuit equations.
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" Solve system of linear circuit equations.

" Compare solution with last guess.

If the difference between consecutive iterationsis larger than the error tolerance,
then the current solution becomes the guess for the next iteration. If the difference
in consecutive iterationsis smaller than a user defined error tolerance a solution is

reached.

D.6 Illustration of Nodal Analysis

To illustrate the technique consider the circuit shown in Figure D 4.

V1 Ll v2
Is Gl —=—C1 G2 =—C2

Figure D.4: Circuit used to illustrate the use of the trapezoidal rule.

Once again we use nodal equations to describe the circuit. Thistime
however we also require an auxiliary equation. The current through a capacitor
can be related to the time derivative of the voltage across the capacitor, the current
through the inductor is related to the integral of the voltage across the inductor.
However the voltage across the inductor is related to the time derivative of the

current through the inductor. We have:

GV, +CV,+ 1, = I (D.173)
GV, +C,V,~1,=0 (D.17b)
V,-V, LI, =0. (D.17¢)
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Wherel | ; isthe current through the inductor L1 and equations (D.17a) and
(D.17b) result from applying KV L at the nodes shown as V1 and V2. Equation
(D.17c) isthe auxiliary equation as determined by relating the voltage across the

inductor to the time derivative if the current through the inductor. This can be

written as;
C 0 O 1 -G, o -1V lg
0 C, 0|V, |=|] O -G, -1|V,|+| O (D.18)
0O 0 L |L1 0 -1 0\l 0

Upon inverting the first matrix on the left hand side of Equation (D.18) and

performing the matrix multiplication on the right hand side we get:

Vi G,/C, 0 ~1C\(V, 1 /C,
V,|=| 0 -G,/C, 1C, |V, |+| O© (D.19)
|‘Ll 0 -1/C, 0 I, 0

Thisisof the form given by Equation (D.6) and can thus be solved using

Equation (D.8). For the Gear integration technique a similar equation to Equation

(D.8) can be derived.

D.7 SPICE Method

As an example of asolution to an electronic non-linear problem consider the

circuit shown in Figure D.5.
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|

1 D,

Figure D.5: Example of the use of the Newton-Raphson algorithm used to solve a
non-linear system of equations.

Assume the current through the diodes has the relationship Ip=e*V? -1,

where Vq is the voltage across the diode. The nodal equations are:

ID1+G(\/1 _Vz) =

(D.20)
G(V,-V))+15,=0
This can be written in the same form as Equation (D.12):
f,(V,V,)=e""+V, -V, -2=0 (D.21)
f,V,,V,)=-V, +V, +e¥? -1=0
The Jacobian, M is:
- (40e™* +1 -1
M = D.22
( -1 40e"V? +1] ( )

Aninitia estimate is needed before the iterative process can be run. We
assume the initial values V1° = V2° = 0.1. Evaluation of Equation (D.21) at these
initial estimates leadstof; = 52.59815, f, = 53.59815 and

- (2184.926 -1
y ( j 0.2)

-1 2184.926

Equation (D.16) and our initial estimates can now be used to determine the

values of V;* and V.. Doing this we obtain V,* = 0.12454 and V' = 0.12408,
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these values are now used as our estimates for the next iteration. The procedureis

the same as we have followed above, the values for fi,f> and M are determined at
the new points. From these values Equation (4.16) is used to determine our new

values V12 and V.2

D.8 Reference

McCalla J. “Fundamentals of Computer-Aided Circuit Simulation” Kluwer

Academic Publishers, Boston 1987.
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Appendix E: Measurements of the Electromagnetic Field

Strengths from a Siemens MD2 Mevatron Modulator

E.1 Introduction

The limit of RF exposure to workers is governed by heath Canada.
Specifically Safety Code 6 “Limits of Human Exposure to Radiofrequency
Electromagnetic Fields in the Frequency Range from 3 KHZ to 300 GHZ” isa
document which outlines the maximum RF limits, the method to measure RF

noise and other safety considerations concerning RF exposure.

E.2 Purpose

To measure the electromagnetic field strength emissions from a Siemens

modulator while the modulator produced microwave power in a pulsed fashion.

E.3 Theory

When the source contains more than one frequency the limit to an RF

worker must satisfy the condition:
300GHz

Y Ri<1

f=3kHz

Wheref isthe frequency at which measurements were taken and:

R — Measured Valueof Field Srength at f
ExposureLimit of Field Srength at f

Table E.1. Exposure limits for persons not classified as RF workers and
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microwave exposed workers (including the general public), taken from Reference

[Safe_code 6).

Frequency Electric Field Magnetic Power Averaging

(MH2z) Strength; rms | field strength; Density time (min)
(V/m) rms (A/m) (W/m?)

0.003-1 280 2.19 6
1-10 280/f 219/f 6
10-30 28 2.19/f 6
30-300 28 0.073 2 6
300-1500 1.585f>° 0.0042f%° f/150 6

1500-15000 61.4 0.163 10 6
15000- 61.4 0.163 10 616000/f°
150000

150000- 0.158f>° 4.21x10%> | 6.67x10°f | 616000/f-
300000

* Power density limit is applicable at frequencies greater than 100 MHz

E.4 Materials

A Rhode and Schwarz field probe set HZ-11 were used to measure the
electric and magnetic field strengths separately. The signal from the field probes
was read into an Agilent DS06104A oscilloscope in the time domain. The

software program DADi SP was used for data transfer and analysis.
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E.5 Method

The method to be followed for the proper reporting of field emissionsis as

outlined in Reference Safe_code_6.

——————»

] ] [ ] 155 em
Max

] ] [ 108 em

] L] L] 65 em

Figure E.1: Grid illustrating the points used to measure the fields from the
modul ator.

1. Initially the maximum field strength from the Siemens unit was determined by
simply moving the field probes around the unit until a maximum signal was
obtained.

2. Oncethelocation of the maximum signal was obtained a grid around this
signal is used to determine the average field. This grid is shown in Figure E. 1.

3. Thefields were measured at the nine points shown in Figure E.1 using the
materials described above.

4. Theaveragefield strength for agrid of n pointsis given by:

bl
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5. After being spatially averaged the data is then time averaged. The field
strength at each frequency was determined by taking the Fourier transform
over a 5us window. (Note in this method the field strengths in the frequency
domain are then those averaged over 5 ps). This window was enough to
encompass all the noise emanating from the Siemens machine. The noise
pulses came every 20.8 ms, therefore the data was multiplied by the factor (5

1s/20.8 ms) in order to get an average.

E.6 Results

Our measurements indicate values of R = 0.0385 for the electric field and

Rr = 0.010 for the magnetic field.

E.7 Discussion

According to Reference [Safe_Code 6], RF workers shall not be exposed
above the limits given in the table identified as “ Exposure Limits for RF and
Microwave Exposed Workers’ in Reference [Safe _code 6]. In order to add an
addition factor of safety, we have chosen to meet the limitsin Table E.1 above.
The limits given are for those which have been averaged both spatialy and over

time. Spatial and time averaging were done as described in methods.

E.8 Conclusions

The RF fields from the Siemens modulator have been shown to be well
below the allowable limits for the general public. Working nearby the Siemens

modulator is within the guidelines outlined by Safety code 6.
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E.9 References

Safe_code 6, Environmental and workplace health: limits of human exposure to
radiofrequency electromagnetic fields in the frequency range 3 kHz to 300 GHz-
safety code 6. http://www.hc-sc.gc.calewh-semt/pubs/radiation/99ehd-

dhm237/index-eng.php
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