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Abstract 

This study examined the interchangeability of scores yielded by four scoring 

procedures advanced in the literature (Schaeffer, Henderson-Montero, Julian, & 

Bene, 2002; Sykes & Hou, 2003) when applied at the group level and student level to 

low-stakes achievement tests and to high-stakes school leaving examinations 

containing both selected response (SR) items and constructed response (CR) items. 

The four scoring procedures include the unweighted procedure in which scores from 

the set of SR items and the set of CR items/tasks are simply added (UNW); the 

weighted procedure in which the CR items are given a weight of two while the SR 

items are weighted one (WCRX2), the weighted procedure in which the CR items are 

weighted so that they contribute as much to the total scores as the SR items (WN/M), 

and pattern scores yielded by an Item Response Analysis of the full test. 

Descriptive statistics including means, standard deviations of the raw scores, 

item-test correlations, and reliability for the SR and CR items were calculated on two 

random samples of 2,000 students from each of the 2002-2003 Alberta English 9 and 

Mathematics 9 provincial achievement tests and the English 30 and Pure Math 30 

provincial school leaving diploma examinations. PARDUX and WINFLUX were 

used to estimate parameters and place the item parameters on a common score scale. 

The interchangeability of scores yielded by the four scoring procedures was 

evaluated at the group and student level using a difference that matters (DTM) and by 

the magnitude of the standard errors. 

The results reveal that 1) the descriptive analyses were stable across samples 

thus no notable differences were noted between the four scoring procedures at the 



group level, 2) differences were noted at the student level: pattern scoring generally 

had the lowest SEs and had the greatest differences at the 10th and 90th percentiles, 

pattern scoring also resulted with the greatest number of students affected at the four 

proficiency levels; and the differences in individual student scaled scores were most 

pronounced when pattern scoring was involved, and 3) results appear to be a function 

of the raw score weight of the SR and CR items. 

It was concluded that, 1) at the group level, the four scoring procedures 

yielded similar results on all four tests, 2) at the student level, the four scoring 

procedures did not yield scale score distributions that were sufficiently similar to 

warrant using the procedures interchangeably, 3) pattern scoring provided the 

smallest standard errors of the four scoring procedures, particularly at the lower end 

of the ability distribution, 4) stakes was not a factor affecting the four scoring 

methods, 5) subject is a factor affecting the scale score distributions, and 6) the four 

scoring methods can be used for norm referenced without bias. However, the four 

scoring methods result in different student scale scores and thus would not be 

appropriate for criterion-referenced testing situations like those used by Alberta 

Education. 

As a result, student scores and ultimately decisions made based on those 

scores may be affected. This can potentially harm students in that their opportunity 

for graduation and scholarship may be altered depending on which scoring procedure 

is used. As such, researchers and government officials should carefully consider the 

implications of which scoring procedure is chosen for each particular test and 

examination. Recommendations for further research are provided. 
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CHAPTER 1 

Context 

Standardized, large-scale assessment has escalated in the past 10 to 20 years 

and is prominent in many provinces and all 50 states in the United States (Alberta 

Education, 2004a; British Columbia Education, 2003; Phelps, 2000; Tindal, 2002). 

These testing programs are increasingly complex and incorporate a number of subject 

areas and testing formats, including multiple-choice, constructed-response, and 

various other performance assessments (Tindal, 2002). Phelps (1998) noted that this 

increase in assessment has been approved, if not demanded, by the public. In an 

examination of 70 surveys conducted over the past 30 years regarding public 

perception of standardized testing, Phelps (1998) noted that "the majorities in favor 

of more testing, more high stakes testing, or higher stakes in testing have been large, 

often very large, and fairly consistent over the years, across polls and surveys and 

even across respondent groups" (p. 14). "In summary, large-scale testing has been on 

the rise and is supported by the public" (Tindal, 2002, p.l). 

Not only is the incidence of large-scale assessment increasing, but so is the 

importance given to student assessment results (Ercikan, 2002). Assessments have 

become increasingly complex, designed to reflect an intended curriculum, model 

good instruction, challenge examinees in solving real-life problems, apply 

interdisciplinary skills, and report information about examinees' competencies 

(Ercikan, 2002). One of the ways that test developers have attempted to meet these 

varied goals is to include both selected-response (SR) and constructed-response (CR) 

items on large-scale assessments (Ercikan, Schwarz, Julian, Burket, Weber, & Link, 
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1998; Goldberg & Roswell, 2001; Messick, 1994; Schaeffer, Henderson-Montero, 

Julian, & Bene, 2002; Sykes & Hou, 2003). It is thought that by including both CR 

items and SR items, the benefits of both, such as objective scoring, economy, 

enhanced reliability of tests or subtests composed of SR items, and apparent 

enhanced validity due to the inclusion of CR items, are being realized (Schaefer et 

al., 2002; Sykes & Hou, 2003; Wainer & Thissen, 1993). 

However, there is some concern about the cost versus the benefit of adding 

CR items (Wainer & Thissen, 1993; Rudner, 2001). In the same amount of testing 

time, the reliability of SR subtests or tests is considerably higher than that of CR 

subtests or tests. This is a result of the "objective" scoring SR items versus CR items, 

which are typically scored by two or more raters. Although the raters are trained and 

disparate scores are mediated by a third rater, the lower reliability of the CR items is 

often attributable to the variability of scoring due to the raters (Wainer & Thissen, 

1993). Despite this, "popular notions of authentic and direct assessment have 

politicized the item-writing profession, particularly in large-scale settings" 

(Rodriguez, 2003, p. 2). Consequently, if the demand to include CR items remains, 

the question is "how should CR items and SR items be scored to provide the most 

equitable results?" 

Scoring Procedures 

Schaeffer et al. (2002) addressed this question by examining three different 

ways of scoring low-stakes Grade 9 Biology and English field tests that contained 

both SR and CR items: 
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1. Unweighted raw score procedure. A student's observed score was equal to the 

number of points earned from the SR items plus the number of points earned 

from the CR items. 

2. Weighted raw score procedure. A weighting scheme designed so that the SR 

items and CR items contributed the same number of points toward the total 

score. 

3. Item response theory (IRT) pattern scoring. Each student's score was based on 

a maximum-likelihood estimate derived from the student's item-response 

vector. This procedure used the optimal item weights in terms of item 

information. 

The scoring procedures were compared for total group and subgroups defined in 

terms of gender and ethnicity. The scaled score distributions, standard errors of 

measurement and proficiency-level classifications were compared. Schaeffer et al. 

(2002) reported that the three scoring procedures yielded similar results. The score 

distributions and correlational patterns for the total group and the gender and ethnic 

subgroups they considered were comparable. Pattern scoring did provide the 

smallest standard errors, particularly at the lower end of the scale score distributions. 

This would help ensure that the scores are more accurate estimates of student ability, 

especially for students at the lower end of the scale. 

Sykes and Hou (2003) also addressed this question. Using a procedure similar 

to the procedure used by Schaeffer et al. (2002), Sykes and Hou (2003) examined the 

effect of the scoring procedures on a low-stakes Grade 8 writing examination. In 

addition to the three scoring procedures used by Schaeffer et al. (2002), they added 
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four additional scoring procedures: a weighted score that deliberately increased the 

weighting of the CR items by a factor of two; a summed score that involved the sum 

of the two raters' scores on the CR items; a long form in which 18 SR items and eight 

CR items were added to the examination; and an all SR item long form in which 20 

additional SR items were added and the CR items were removed. Sykes and Hou 

(2003) found that the pattern scoring provided the smallest standard errors across the 

ability range of all the forms containing CR items. The solely SR long form was 

found to have the highest test reliability (a = 0.90) with the two summed CR form 

and the CRx2 form having the lowest reliabilities (a = 0.84 and 0.84, respectively). 

Schaeffer et al. (2002) and Sykes and Hou (2003) focused only on low-stakes 

examinations at the Grade 8 and 9 levels. Low-stakes examinations are examinations 

in which student grades are not affected and the consequences perceived by the 

students are low. Students may perceive low-stakes examinations as inconsequential 

to their personal achievement and as a result they may not be motivated to work as 

hard as possible to achieve their best as they would on high-stakes examinations 

(DeMars, 2000; Kiplinger & Linn, 1992; Paris, Lawton, & Turner, 1992; Wolf, 

Smith, & Birnbaum, 1995; Wolf & Smith, 1995). Conversely, high-stakes 

examinations are examinations in which the consequences of performance directly 

affect the achievement of the students writing the examinations. Brown and Walberg 

(1993), DeMars (2000), Kiplinger and Linn (1993), Wolf and Smith (1995), and 

Wolf, Smith, and Birnbaum (1995) found that the average scores on high-stakes 

examinations are generally higher than the average scores on low-stakes 

examinations. 
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It has been demonstrated that test-stakes may affect performance on 

achievement measures with single-formats (Brown & Walberg, 1993; Kiplinger & 

Linn, 1993; Wolf & Smith, 1995) and multiple-formats (DeMars, 2000; Wolf, Smith 

& Birnbaum, 1995). However, each of the tests in the above studies was scored using 

one scoring procedure. It may be possible that different scoring procedures used may 

have differential results when applied to low-stakes and high-stakes examinations 

with multiple formats. This has not been addressed in the literature. 

Purpose 

Consequently, the purpose of this study was to examine the differences at the 

group level and student level, between the scores yielded by the unweighted raw 

scores, weighted raw scores where (i) the SR items and CR items are weighted 

equally and (ii) the CR items are worth twice as much as the SR items, and (iii) 

pattern scoring procedures when applied to low-stakes examinations and to high-

stakes examinations. 

To address this purpose, two low-stakes and two high-stakes examinations 

were used. The use of the two examinations allowed an assessment of the stability of 

the scores yielded by the four scoring procedures. The low-stakes and high-stakes 

examinations consisted of the 2003 Provincial Achievement Tests (PATs) and 2003 

Diploma Examinations (DIPs) administered in Alberta. The PATs, which are 

administered at Grades 3, 6, and 9, are considered low-stakes tests as their main 

purpose is to help the province, school districts, schools, and school planning 

councils to evaluate how well foundational skills are being taught and to improve 
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student achievement. In contrast, the DIPs are considered to be high-stakes 

examinations. Administered at the end of each Grade 12 examinable course, the DIPs 

are school exit examinations used to certify individual student competence. The 

scores from the examinations are combined with a school awarded mark and the 

blended marks (50% and 50%, respectively) are used to determine whether each 

student has passed or not passed the course and to determine scholarship winners 

(Alberta Education, 2004c). 

The examinations in the areas of language arts and mathematics in both the 

low- and high-stakes levels were used in the present study. Further, the low-stakes 

tests were at the highest grade level (Grade 9). By doing so, the comparisons made 

between the tests will not be confounded by different subject matter. However, there 

were differences in some topics and the level or complexity of the common topics 

covered between the two grade levels. 

Using these tests and examinations, the specific research question addressed 

was: Are there differences between the scores yielded by the unweighted raw scores, 

weighted raw scores where (i) the SR items and CR items are weighted equally and 

(ii) the CR items are worth twice as much as the SR items, and (iii) pattern scoring 

procedures when applied to low-stakes examinations and to high-stakes 

examinations? 

As presented earlier, research findings suggested that test-stakes may affect 

performance on achievement measures with single-formats (Brown & Walberg, 

1993; Kiplinger & Linn, 1993; Wolf & Smith, 1995) and multiple-formats (DeMars, 

2000; Wolf, Smith & Birnbaum, 1995). However, each of the tests in the above 
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studies was scored using one scoring procedure. It was also suggested that scoring 

procedure affects the reliability of the scores (Schaeffer et al., 2002; Sykes and Hou, 

2003). It was therefore hypothesized that the four scoring procedures: unweighted 

raw scores, weighted raw scores where (i) the SR items and CR items are weighted 

equally and (ii) the CR items are worth twice as much as the SR items, and pattern 

scoring, will have differential results when applied to low-stakes and high-stakes 

examinations with combined SR and CR formats. 

Definition of Terms 

Constructed Response (CR) Items: Students must formulate their responses in 

oral or written form (Van den Bergh, 1990). Examples of CR items include short 

answer, sentence completion, computation, extended response, or essay. 

High-Stakes Examinations: High-stakes examinations are those in which the 

students are motivated to perform well because the test has personal consequences to 

them (e.g., pass-fail decisions, placement decisions) and because the teacher has 

emphasized their importance (Wolf & Smith, 1995). 

Item Response Theory (IRT): "IRT rests on two basic postulates: (a) The 

performance of an examinee on a test item can be predicted (or explained) by a set of 

factors called traits, latent traits, or abilities; and (b) the relationship between 

examinee's item performance and the set of traits underlying item performance can 

be described by a monotonically increasing function called an item characteristic 

function or item characteristic curve (ICC)" (Hambleton, Swaminathan & Rogers, 

1999, p.7). 
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Low-Stakes Examinations: Low-stakes tests are those in which the test scores are 

either not provided at the individual student level, or if so, are of little or no 

consequence to the student or the teacher (Wolf & Smith, 1995). 

Rater Bias: Constructed response items require scoring by raters who judge the 

quality of the examinee's response. The raters, although trained, must interpret and 

evaluate examinee responses to produce ratings. Their interpretations and 

evaluations may be affected by a variety of potential response biases that may 

unfairly affect their judgments regarding the quality of examinee responses 

(Engelhard, 2002). 

Scale Scores: Using IRT to estimate scores using the information in the item 

responses (Thissen & Orlando, 2001). 

Scoring Procedure: In traditional test theory, scoring generally involves adding 

up the positive responses. In IRT scoring procedures, a person is characterized by 

degree of ability and the item is characterized by degree of difficulty. This 

information in the items responses is used for scoring (Thissen & Orlando, 2001). 

Selected Response (SR) Items: Students select their response from the one or 

more alternatives provided (Van den Bergh, 1990). Examples include multiple-

choice, matching, and true-false items. 

Simultaneous Scaling: "Using any number of designs, data are collected that are 

sufficient to permit the simultaneous estimation of the parameters of the IRT models 

to be used for the items comprising all of the forms. Then, scale scores for each 

examinee are computed using their item responses and the jointly calibrated item 
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parameters in the IRT models; the resulting scores are said to be 'on the same scale'" 

(Thissen, Nelson, Rosa, & McLeod, 2001, p. 159). 

Delimitations of the Study 

In an attempt to accommodate the high-stakes versus low-stakes aspect of this 

study, similar subject areas were chosen to help maintain subject matter consistency 

across grades. Therefore, for the purposes of this study, the PATs and DIPs are 

limited to the language arts and mathematics subject areas. 

Organization of the Dissertation 

Chapter two follows with a review of the literature that addresses the use of 

SR and CR items, procedures for scoring tests comprised of SR items and CR items, 

and a review of the two studies in which the procedures have been compared. The 

chapter concludes with a discussion of the low-stakes/high-stakes literature, 

including descriptions of the low-stakes and high-stakes tests to be used in the 

current study. 

Chapter three discusses the procedures followed to compute and compare the 

scores yielded by the unweighted raw score, weighted raw score and IRT pattern 

score scoring procedures. Chapters four and chapter five follow with the presentation 

of the analyses and results for the low-stakes tests and high-stakes examinations, 

respectively. 

The dissertation concludes with chapter six which begins with a brief 

summary of the purpose of the study and the procedures followed to address this 
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purpose. This summary is followed by a discussion of results. The limitations of the 

study are presented next, followed by the conclusion. The chapter concludes with 

implications for practice and recommendations for future research. 
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CHAPTER 2 

Literature Review 

The literature reviewed is related to the use of both selected response and 

constructed response items included in the assessment instruments used in large-scale 

assessment programs and the procedures used to combine the scores obtained from 

each type of item. First the literature related to the inclusion of constructed response 

items in assessment instruments that previously included only selected response 

items is reviewed. This is then followed by a discussion of the psychometric models 

that underlie the different procedures used to combine the scores from the two types 

of items. These procedures are then presented in the third section together with the 

research that has been conducted in which the results of these procedures were 

compared. The differences between low-stakes and high-stakes assessments are 

discussed in the fourth section, followed by a description of the two large-scale 

examination programs considered in the present study: low stakes PATs and high-

stakes Grade 12 DIP examinations. 

Inclusion of Constructed-Response Items in Large-Scale Assessments 

Large-scale assessments are becoming increasingly complex due to the 

inclusion of both SR and CR items (Ercikan, Schwarz, Julian, Burket, Weber, & 

Link, 1998; Goldberg & Roswell, 2001; Messick, 1994; Schaeffer, Henderson-

Montero, Julian, & Bene, 2002; Sykes & Hou, 2003). It is thought that by including 

both SR and CR items, the benefits of both, such as objective scoring, economy, 

enhanced reliability of tests or subtests composed of SR items, and enhanced validity 
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due to the inclusion of CR items, will be realized (Schaefer et a l , 2002; Sykes & 

Hou, 2003; Wainer & Thissen, 1993). If the goal of testing is to make reliable 

inferences about student achievement, then the score that reflects the quantity of the 

trait the test is designed to measure must be as truthful and accurate as possible 

(Suen, 1990). 

Combining SR and CR item formats together to form a single total test score 

has several advantages over reporting the scores separately. Sykes and Yen (2000) 

suggested four reasons for scaling the two item formats together. First, when the two 

item types are positively correlated (and optimal item weights are used), the 

combined SR and CR scores produce a total score that is more reliable than scores 

reported separately by item type. Second, if the SR and CR items are reported 

separately, there may not be enough items of either type to ensure good trait 

definition and stable scaling results. Third, by scaling all the items together it is 

possible to establish a single standard of performance and set the corresponding cut-

point in the score distribution (Lewis, Mitzel, & Green, 1996). Finally, by creating a 

single scale score using pattern scoring, statistically optimal weights are provided and 

the need to develop an alternate rationale for establishing a weight is avoided. 

However, sub-scores included as part of the total score are implicitly weighted by 

their standard deviations. Consequently, scores with greater standard deviations have 

more impact on the total score through their greater contribution to the total score 

variance (Sykes &Yen, 2000). "It is not possible to avoid the weighting issue - even 

if scores are explicitly unweighted, the scores are implicitly weighted by their 

standard deviations" (Sykes & Yen, 2000, p. 222). 
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Dimensionality 

A concern that arises when SR items and CR items are combined without 

taking into account that each item type may be measuring different constructs is that 

the test form may not be unidimensional. Several researchers have investigated the 

dimensionality of combined response formats in a variety of subject areas. Bennett, 

Rock, and Wang (1991) examined the equivalence of SR items and CR items 

included in the College Board's Advanced Placement Computer Science 

examination. The SR portion of the test consisted of 50 items. The CR portion of the 

test was comprised of five items, each requiring the students to write a computer 

program and analyze the efficiency of certain operations involved in the solution. 

Two samples of 1,000 students were randomly drawn from a population of 7,372 

high school students who wrote the 1998 examination. A confirmatory two-factor 

model composed of (i) five 10-item parcels of randomly assigned SR items, and (ii) 

the five CR items was tested. The factors were allowed to be correlated, and the 

variables marking a given factor were constrained to load only on that factor. Results 

suggested that a one-factor model provided the best fit. 

Using full-information item factor analysis (Bock, Gibbons, & Muraki, 1988), 

Thissen, Wainer, and Wang (1994) examined the dimensionality of the SR items and 

CR items included in the computer science and chemistry tests of the College 

Board's Advanced Placement Program. They used the same sample used by Bennett 

et al. (1991) for the computer science test and a sample of 2,686 students for the 

advanced chemistry test. The advanced chemistry test was composed of 75 SR 

questions and nine CR items. The SR items were randomly divided into 15 item 
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parcels of five items. The students had choice among which of the CR items they 

would respond to. Consequently, the CR items were divided into groups based on 

the student choices. Clear evidence was found that the CR items predominately 

measured the same construct as the SR items. However, Thissen et al. also noted a 

small amount of local dependence among the CR items that resulted in a small 

amount of multidimensionality. However, the factor loadings of the CR items on the 

second dimension were small, indicating that the CR items did not measure 

something different very well. 

Bridgeman and Rock (1993) examined the dimensionality of a computer-

delivered version of the Graduate Record Examination (GRE) General Test that 

included both SR and CR items. A sample of 349 students took the GRE General 

Test in October 1989 and the CR item/task computer-version four months later in 

February 1990. The relationship among the SR items and CR items were explored 

using exploratory and confirmatory factor analysis. In order to better approximate 

the linear factor model assumption of multivariate normality, item parcels of at least 

four SR items were formed and analyzed. The Tucker-Lewis index, Chi-

Square/degrees of freedom, and mean off-diagonal standardized residuals were used 

to evaluate goodness-of-fit. The factors representing the SR items and CR items were 

correlated 0.93, suggesting that the two item types were measuring the same 

construct. 

By simultaneously scaling scores from SR items and CR items, Ercikan et al. 

(1998) examined whether the two item types measured the same construct. 

Approximately 800 students in each of Grades 3, 5, and 8 were administered SR 
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items and CR items in reading, language, mathematics and science. The SR items 

were calibrated using the three-parameter logistic (3PL) model (Lord, 1980) and the 

CR items were calibrated using a two-parameter partial credit (2PPC) model, a 

special case of Bock's (1972) nominal model which is equivalent to Muraki's (1992) 

generalized partial credit model. Two sets of analyses were conducted to examine 

any loss of information due to simultaneous calibration. The results of the first 

analysis were used to examine whether the simultaneous calibration of the two item 

types lead to a loss of information, and the results of the second analysis were used to 

ascertain whether simultaneous calibration lead to scores that were different than 

those obtained with separate calibrations. The results indicated that the SR items and 

CR item assessed constructs that were sufficiently similar to allow the creation of a 

common scale and provide a single set of scores for responses to both item types 

(Ercikan et al., 1998). 

In summary, research demonstrates that SR items and CR items currently 

used on large-scale assessments are measuring the same constructs and therefore can 

be simultaneously calibrated. However, as noted by Sykes and Yen (2000), sub-

scores included as part of the total score are implicitly weighted by their standard 

deviations; scores with greater standard deviations have more impact on the total 

score through their greater contribution to the total score variance. Therefore, it is 

not possible to avoid the weighting issue. This is further complicated in that it is 

often required that the SR items and CR items be weighted according to some 

psychometric or political agenda. 
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Psychometric Models 

Total test scores may be computed using classical test score theory 

procedures and item response theory procedures. Each of the procedures is discussed 

below, beginning with the classical test score procedures. First, the model underlying 

the scoring procedures is presented. Then the scoring procedures based on the model 

are presented and discussed. 

Classical Test Score Theory 

In 1904, Charles Spearman laid the foundation for classical test score theory 

(CTST). The essence of Spearman's theory was that any test score is comprised of 

two hypothetical components, a true score and an error score, given as: 

xir=Tj+£ir> 0 ) 

where X^ is the observed score for student/ on form/of test X, 

Tj is the true score for studenty, 

Sjf is the error score for student j that arises because Xjf does not 

necessarily equal r . . 

Spearman defined the true score, which, as shown in equation 1, is constant 

for student j , as 

# / ( * , ) = V (2) 

where the / ->• oo forms are parallel or fully interchangeable. 
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He further assumed that: 

Xjf ~ NID(Tj, a2
ej), from which it follows: (3) 

Sjf-NlDiO,^), (4) 

where a\ is the variance error of measurement for student j , and 

^ ( X # ) - r 7 = 0 . (5) 

The problem with this intra-student model is that there is no unique solution for the 

two unknowns - r and sjf - in equation 1. Further, it is both not possible to 

construct and administer an infinite number of forms. 

Spearman (1904) proposed using an inter-student model to obtain estimates 

of <J] to address this situation. In addition the assumptions made above he added the 

following assumptions: 

i- £(*,) = o 

3. p£jTj=0 (6) 

The first assumption implies the mean of the error scores for a population of students 

is zero. The second assumption implies that the error scores across students are 

independent. Lastly the third assumption states that error and true scores are 

independent. Given these assumptions, it follows that the observed score variance for 

a population of students can be composed into two parts, the variance among true 

scores and the variance among error scores: 



C72
x=cr2

t+£=a\+a2
s, (7) 

where ax is the variance of the observed scores of the students in the population, 

<y2
t is the variance of the true scores of the students in the population, and 

q\ is the variance of the error scores of the students in the population. 

It can be shown that: 

Nr»r 

C T ^ - ^ — . (8) 

Now if a2 is zero, then it must be that a2 - 0 and X, = r, for all students in the 
£ J J J 

population. If <j2 is small, then if follows a2 were small and Xj were close to r . . 

Consequently, Spearman paid attention in how to estimate a2. 

Equation 7 can be rewritten as: 

= a2
x(l-Pxx), (9) 

2 

where pxx=—z— is the reliability of test X as defined by Spearman (1904). 
o\ 

Procedures for estimating crx were known. Spearman provided a procedure for 

estimating/?^ which approximated the parallel forms. He showed that the 

correlation between two parallel forms equaled the reliability. Two forms are parallel 

if they satisfy the following three conditions: 
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a. the items in each form are relevant to and representative of the construct 

being measured; 

b- MXfl = Mxfl > a n d 

2 2 
C. Gy =<Jy . 

Reliability and standard error. The reliability coefficient is the ratio of true-

score variance to observed-score variance. A test is reliable if its observed scores are 

highly correlated with its true scores. For a perfectly reliable test, 

a x 

and all of the observed variance reflects true-score variance rather than error variance 

(Allen & Yen, 1979). When reliability increases, error-score variance decreases. 

When error variance is small, a student's observed score is close to his or her true 

score. 

Standard error and confidence intervals. In order to construct a confidence 

interval, an estimate of aE is required. If it is assumed that the aE is the same for all 

students in the sample (homoscedasticity), then 

where sE is the estimated standard error of measurement, 

sx is the standard deviation of the observed score, 

r . is the estimated reliability of x (Allen & Yen, 1979). 

A confidence interval can be constructed if the following assumptions are 

made: a) the true-score theory holds as discussed in the previous section, b) errors of 
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measurement are normally distributed, and c) the assumption of homoscedasticity. 

When these assumptions are met, a confidence interval for a student's true score can 

be constructed 

X±zcsE, (12) 

where X is the observed score for the student, 

zc is the critical value for the chosen confidence interval (Allen & Yen, 

1979). 

Calculation of the observed score X,. To calculate a student's observed 

j
 J 

score in CTST on a SR test, the items answered correctly are assigned a value of 1 

and those answered incorrectly are assigned a value of 0. The observed test score for 

the student is the number of correct responses. To calculate the student's observed 

score on a CR test each of the items is assigned a maximum possible value. The 

student's score on each item runs from 0 to the maximum value for the item. In 

contrast to selection items, two or more trained raters assign the scores for CR items. 

The final score for the item is the mean if the two scores if the two scores are close 

enough; otherwise the student's response is marked by a third scorer. The score 

awarded in this situation is that which is given by the third scorer. The test score for 

the student is the sum of the scores awarded to the CR items. 

Both unweighted and weighted procedures are used to add the item scores 

when both SR and CR items are included on a test. In the unweighted raw score 

procedure, a student's observed score is equal to the number of points earned from 

the SR items plus the number of points earned from the CR items. In the weighted 

raw score procedure, the SR and/or CR items scores are purposefully weighted so 
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they count a prescribed amount toward the total test score (Schaeffer et al., 2002). 

Sometimes the weighting is statistical, such as ensuring that the variances of both the 

SR and CR scores are equal before adding the two scores. Other times, the 

"standardized" weights are adjusted so that the two scores reflect a desired set of 

weights. To ensure that the desired weights are achieved, it may be necessary to first 

use statistical weighting to achieve equal variance for both scores. 

Although CTST has a strong foundation in psychometric practice, it has a few 

shortcomings. Perhaps the greatest concern is that student characteristics and test 

characteristics cannot be separated. A student's ability as defined above can only be 

defined in terms of the particular test that was written. If the test was "hard," then a 

student of middle ability may appear to have low ability; in contrast, if the test was 

"easy" the same student may appear to have higher ability. The difficulty of the test 

item is defined by the number of students in the group of interest, who answer the 

item correctly. If the students are of high ability, the items will be seen as easy; if the 

students are of lower ability, the items will be seen as difficult. Test and item 

characteristics change as the students change, and the students change as the test 

context changes. Therefore, it is very difficult to compare students who take 

different tests and compare items written by different groups of students (Hambleton, 

Swaminathan, & Rogers, 1991). 

Another issue concerns the standard error of measurement. The standard 

error of measurement is assumed to be the same for all of the students writing the 

test. However scores on any test are unequally precise measures for students of 

different abilities. Keeping in mind that, as reliability increases, error decreases, it 
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follows then that X approaches r . . These differences then are only of concern when 

reliability decreases. Therefore, the assumption of equal standard error of 

measurement is questionable when reliability is low (Hambleton et al., 1991). 

CTST is a weak true score theory since the true scores and error scores are 

unobservable theoretical constructs and, therefore, equations (1) through (10) cannot 

be proved or disproved. There are no assumptions about the frequency distribution 

of the scores and there are no formal statistical tests that can be used to examine how 

well the model fit the data (Gierl, 2001). Therefore, CTST is by its nature a 

unidimensional theory. If a resulting score is not consistent with the theory, the 

discrepancies are likely attributed to sampling fluctuations or that the subtests are 

really not parallel (Lord, 1980). Multidimensionality is not considered. Item 

Response Theory (IRT) is known as a strong theory because strong assumptions must 

be met (Embretson & Reise, 2000). IRT is discussed is the next section. 

Item Response Theory 

Lord (1952), considered the limitations of CTST and proposed an alternative 

theory that he called Item Response Theory (IRT). The desirable features of IRT 

included the possibility of obtaining item characteristics that are not group-dependent 

and scores that describe student ability that are not item dependent. Further, it is 

important to note that in IRT, the standard error of estimation (SE(0)), which serves 

the same purpose as standard error of measurement in CTST, varies with ability level 

(Hambleton & Swaminathan, 1985; Hambleton et al., 1991; Lord, 1980). 

Item response theory rests on two basic postulates: (a) the performance of a 

student on a test can be predicted by a set of factors called latent traits, or abilities; 
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and (b) the relationship between the student's item performance and the set of traits 

underlying item performance can be described by a monotonically increasing 

function called an item characteristic curve (ICC) if the test is unidimensional and an 

item characteristic function (ICFF) if the test is multidimensional. For simplicity, 

IRT is discussed here for the unidimensional case. 

IRT models involve two key assumptions; (a) the ICCs have a specific form, 

and (b) local independence is obtained. Each is discussed below. 

The form of an ICC specifies the relationship between the student's latent 

trait or ability measured by the test and the probability of a correct response to the 

item (Hambleton et al., 1991; Lord 1980). For dichotomous items, where a student's 

response is considered correct or incorrect, the ICC regresses the probability of item 

success on trait level or ability. For polytomous items, such as open ended questions, 

the ICC regresses the probability of responses in each category on trait level or 

ability (Embretson & Reise, 2000). Figure 2 illustrates ICCs for four dichotomous 

items from an IRT model where the relative ordering of item difficulty is constant 

across score levels. 

Several notes may be made about the ICCs. First, each ICC is S shaped, 

which plots the probability of a correct response as a monotonic and increasing 

function of ability. In the middle of each curve, small changes in ability imply large 

changes in item solving probabilities. At the extremes of the curves, large changes in 

ability result in small changes in probabilities. Second, although all four ICCs shown 

in Figure 1 have the same general shape, they differ in where they are located. The 

location of each ICC reflects the item's difficulty. The location represents the extent 
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to which each item differs in probability across the ability levels (Embretson & 

Reise, 2000). For example, the ability level associated with a probability of 0.5 is 

much lower for Item 1 and Item 2 than for Item 3 and Item 4. Thus, Item 1 and Item 

2 are easier. 
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Figure 1. Item Characteristic Curves for the One-Parameter Model 

(Hambleton et al., 1991, p.14). 

As implied above, an assumption of a unidimensional model is that the test of 

interest is unidimensional. Unidimensionality assumes that only one "dominant" 

factor or ability is measured by the items that make up the test. The second 

assumption of local independence is related to unidimensionality. Local 

independence means that when the abilities influencing test performance are held 

constant, the student's responses to any pair of items are statistically independent 

(Hambleton et al., 1991; Lord 1980). When the assumption of unidimensionality is 
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met, the assumption of local independence is obtained (Hambleton et al., 1991; Lord, 

1980). 

A popular distinction between the IRT models is the number of item 

parameters used to describe an item. The three most popular unidimensional models 

are the one-, two- and three-parameter logistic models, each named due to the 

number of item parameters involved (Hambleton et al., 1991). These models are 

appropriate for dichotomous item response data. A fourth model, the two-parameter 

partial credit model, is a unidimensional model appropriate for polytomous response 

data that is unidimensional. The one-, two- and three-parameter logistic models and 

the two-parameter partial credit model are discussed below. 

One-parameter logistic model. The one-parameter logistic (1PL) model (see 

Figure 1) specifies that the probability of a correct response to an item is a function 

of a student's ability and one item parameter: item difficulty (b,). The item difficulty 

is a location parameter that indicates the position of the ICC in relation to the ability 

scale. It corresponds to the point on the ability scale where the probability of a 

correct answer is 0.50. The bt is a location parameter, reflecting the position of the 

ICC in relation to the ability scale. As the bt parameter increases, greater ability is 

required for student to have a 50% chance of getting the item right; hence the harder 

the item. If the abilities are transformed with a mean of 0 and standard deviation of 

1, the values of 6, vary from about -2.0 to +2.0. Items with bt near -2.0 are very 

easy, and item with bt near 2.0 are very difficult for that group of students 

(Hambleton et al., 1991). 
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The one-parameter ICCs for four different items are displayed in Figure 1. 

These ICCs were determined from the following equation: 

M) 
^ ) = r - M p ,=1'2'-'n- (13) 

l + e V j ; 

where P(\9j) is the probability that a randomly chosen student j with ability 9. 

answers item / correctly, or Py(9) is the probability that a randomly chosen student/ 

with ability 9 answers item i correctly 

bt is the item / difficulty parameter, 

n is the number of items in the test, and 

e is a transcendental number whose value is 2.718 (correct to three 

decimals).(Hambleton et al , 1991; Lord, 1980; Sykes & Hou, 2003). 

In the 1PL model, it is assumed that item difficulty is the only item 

characteristic that affects student performance. This is demonstrated in Figure 1 

where Item 1 is the easiest {bx = -1.0), followed in turn by item 2 (b2 - 0.0), item 3 

(Z»3 =1.00), and Item 4 (64 = 2.00), which is the most difficult item. The four ICCs 

are parallel because the model assumes that all the items discriminate equally. It also 

assumes that the students of very low ability have no chance of answering the item 

correctly, thus no allowance is made for guessing. This is also demonstrated in 

Figure 2 where the lower asymptotes of the four ICCs are zero (Hambleton et al, 

1991). 

Two-parameter logistic model. The two-parameter logistic model (2PL: Lord 

1980) specifies the probability of a correct response to an item as a function of a 
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student's ability and two item parameters: difficulty (b() and discrimination (at). 

This model was introduced to account for the lack of equality of item discrimination 

assumed for the one-parameter model. The item difficulty, b>, is the same as in the 

1PL model, It marks the point on the ability scale where the probability of correctly 

answering an item is 0.50. The item discrimination parameter, a,, is proportional to 

the slope of the ICC at point bt on the ability scale. Items with steeper slopes are 

more useful for distinguishing higher ability students than items with less steep 

slopes. The scale of at is theoretically from -oo to +00. Negatively discriminating 

items are removed as they suggest the probability of correctly answering the item 

decreases as ability increases. It is also unusual to have a, values larger than 2. 

Therefore, the usual range of ai is from zero to two (Hambleton et al., 1991). The 

probability that studenty with ability 6 answers item i correctly for the two-parameter 

model is given by: 

rXB,)-^&W <14) 

where a, is the discrimination parameter (slope parameter for item i), and D is the 

scaling factor 1.7 introduced to make the logistic function as close as 

possible to the normal ogive function. (Hambleton et al., 1991; Lord, 

1980; Sykes&Hou, 2003). 

Figure 2 shows ICCs for the 2PL model for four different items. The 

difficulties of these four items are the same as the corresponding items in Figure 2. 
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However, the slopes of the ICCs are no longer parallel as they were in the 1PL model 

(cf., Figure 2) due to the different item discrimination parameters. Notice that the 

ICC for Item 3 crosses the ICCs for Item 1, Item 2 and Item 4. Item 1 is the most 

discriminating (a, =1.5). The least discriminating item is Item 3 (a3=0.5). 

Inspection of the ICCs for these two items reveals that the ICC for Item 1 rises much 

more sharply than the ICC for Item 3. As with the 1PL model, the item difficulty in 

the 2PL model still corresponds to the point on the ability scale where the probability 

of a correct answer is 0.50. The lower asymptotes are still zero as the 2PL model, 

like the 1PL model, does not take guessing into account. 

— - 1 (a=1.5,b=-1.0) 
—2(a=1.2 ,b=0 .0) 
— -3 (a=0 .5 , b=1.0) 
-—-4(a=1.0, b=1.0) 

- 4 - 3 - 2 - 1 0 1 2 3 4 

Ability 

Figure 2. Item Characteristic Curves for the Two-Parameter Model 

(Hambleton et al., 1991, p.16). 
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Three-parameter logistic model. The three-parameter logistic model (3PL: 

Lord 1980) specifies the probability of a correct response to an item as a function of a 

student's ability and three item parameters: difficulty (bt), discrimination (at), and 

pseudo-guessing (c(). The item difficulty, 6,., is defined differently for the 3PL 

model due to the presence of the pseudo-guessing parameter. In this case, bi is 

\ + c 
located at the point on the ability scale for which pt = '- . The item parameter, a,, 

is still proportional to the slope of the ICC at bt on the ability scale. The pseudo-

guessing parameter,^, represents the probability of a student with low ability 

answering the item correctly. This parameter provides a possible nonzero lower 

asymptote for the ICC. Typically, the guessing parameter assumes values that are 

smaller than the value that would result if the student guessed randomly on the item 

(Hambleton et al., 1991). The probability that student j with ability 6 answers item / 

correctly for the three-parameter model is given by the equation: 

> ( H ) ] 

M H + C - ' . ) ; ^ ^ . (15) 

where ci is the pseudo-guessing parameter for item /. (Hambleton et al., 1991; 

Lord, 1980; Sykes & Hou, 2003). 

Figure 3 shows four typical ICCs for the 3PL model. The four curves differ 

in their location on the ability scale (bt). A comparison between Item 4 and Item 3 to 

Item 2 and Item 1 (and especially Item 4 and Item 1) reflects the effect of item 

difficulty^, on the location of the ICCs. The more difficult items (Items 3 and 4) are 
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found at the higher end of the ability scale, whereas the easier items are found at the 

lower end of the ability scale. The steepness of each ICCs is influenced by the item 

discrimination parameters (at), especially the more discriminating Item 1 and much 

less discriminating Item 3. Finally, unlike the 1PL and 2PL models, the values of the 

lower asymptotes in the 3PL model are affected by the pseudo-guessing parameter 

(c,). This is best exemplified by the difference between the lower asymptote of Item 

4, and that of Item 1 which is considerably lower and therefore less susceptible to 

guessing than Item 4. The 3PL model was used in the present study with the 

dichotomously scored selected response items. This decision was based on the use of 

the 3 PL model in the previous research upon with the present study is based on and 

the intent to compare the results of the present study with the results obtained in the 

previous studies. 

- *—1 (a=1.8, b=-1.5, c=0.0) 
-——2 (a=1.2, b=-0.5, c=0.1) 
- * - 3 (a=0.4, b=0.5, c=0.15) 
• — - 4 (a=1.8, b=1.0, c=0.25) 

- 4 - 3 - 2 - 1 0 1 2 3 4 

Ability 

Figure 3. Item Characteristic Curves for the Three-Parameter Model 

(Hambleton et al., 1991, p. 18). 
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Two-parameter partial credit model. In some cases, researchers use testing 

formats that cannot be scored as right versus wrong as with the 1PL, 2PL and 3 PL 

models. In these multiple-category types of item responses, polytomous IRT models 

are required to represent the nonlinear relationship between student ability and the 

probability of responding in a particular category (Embretson & Reise, 2000). 

Several polytomous models are available including the Graded Response Model 

(Samejima, 1969), the Partial Credit Model (Masters, 1982), and the Generalized 

Partial Credit Model (Muraki, 1992). Since Muraki's (1992) generalized partial credit 

model (GPCM) was used in the previous studies, it was selected for the present 

study. Consequently, the GPCM is presented below. 

The difference between the two-parameter logistic model and the two-

parameter partial credit model is not the number of parameters, but rather, the 

difference in terms of the presence of an ICC for each scoring category in the scoring 

process. Samejima (1972) referred to the set of curves and the equation that produces 

them as the operating characteristic function (OCF) of the item. The OCF relates 

"how the probability of a specific categorical response is formulated according to the 

laws of probability as well as psychological assumptions about item response 

behaviour" (Muraki, 1992, p. 160). 

The GPCM was developed based on the assumption that the probability of 

selecting the kth. category over the k minus first (k-1) category is governed by the 

dichotomous response model (Muraki, 1991). In the GPCM for a constructed 

response item denote, Pik(9j) is the specific probability of selecting kth category from 



32 

mj possible categories of item i. "For each of the adjacent categories, the probability 

of the specific categorical response k over h-\ is given by the conditional probability" 

(Muraki, 1992, p. 160): 

r =p (e) = Plk^ 
ik mk-xAj}~ P^W+P,^) 

where k = 2,3,..., w;. Then, 

p*(0j)=rTp'^(0j)- (16) 

1 cik 

C k 

Note that —-— is the ratio of the two conditional probabilities that may be 
l~cjk 

expressed as Pik(9j)e* '*". Equation 17 may be referred to as the operating 

characteristic function for the GPCM. Paid) is given by (Muraki, 1992, p. 161): 
5>'(*-M 

Pik [ei) = 7-c v * = 1.-.W,, 

A Z^(^) (17) 

c=l 

where bik are the item step parameters (Masters, 1982) that are located at the points 

on the 6 scale where the plots of PiJc_x [6j J and Pjk \0j J intersect. These two 

curves, which can be referred to as the item category response functions 

(ICRFs), intersect only once, and the intersection can occur anywhere along 

the 8 scale (Muraki, 1992), and 

a, is the item discrimination. 
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In the GPCM, bn is arbitrarily set to 0. This is not a location factor. It could 

be any value as the term including this parameter is removed from the numerator and 

denominator of the model: 

p*{°jh-
»[zfl(*)]< 2XM 

,v=2 
2XM 
v=2 

c [Zfl ((?)] + £ e 
c=2 

ZnW+ &„(&) 
v=2 

i+i< IX(*) 
(18) 

where Z, tw_a((0-&, t). 

The item discrimination parameter reflects the degree to which categorical 

responses vary among items as 9 changes (Muraki, 1992). 

Figure 4 shows the ICRFs for the GPCM for three items with four categorical 

responses. Figure 5a shows the ICRFs for an item with a. = 1.0, bi2 = -2.0, bj3 = 0.0 

and Z>/4= 2.0. If bi2 is changed to -0.5, then the probability of responding to the 

second category decreases, as shown in Figure 4b. In other words, the range of the 6 

values of persons who are more likely to respond to the second category than to the 

other categories decreases. If the slope parameter is changed from 1.0 to 0.7 as 

shown in Figure 4c, the curves become flatter, but the intersection points on all 
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e e o 

Figure 4. Item Category Response Functions for a Four Category Item 

(Muraki, 1992, p. 163). 

ICRFs are left unchanged. The discriminating power of the ICRFs decreases for all 

categorical responses (Muraki, 1992). 

True score CTST vs. IRT. In IRT, every student at ability 9 has the same 

number-right true score (Lord, 1980). Since each p,(0J) increases as d increases, 

number-right true score is an increasing function of ability. This is the same as r 

discussed in the above section on Classical Test Score Theory. True score x and 

ability 9 are the same but expressed on different scales of measurement. The major 

difference is that the classical measurement scale for x depends on the items in the 

test whereas the IRT measurement scale for 6 is independent of the items in the test. 

This makes 6 more useful than x when comparing different tests for students of the 

same ability (Lord, 1980). 

Parameter estimation. Item response theory is based on the assumption that 

the probabilities of a response from a student on an item can be estimated from 
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knowledge of the student's ability and the item parameters. Therefore knowledge of 

the values of ability and item parameters are required to obtain the item response 

function that can then be used to estimate the probability of a response for student on 

a particular item (Hambleton et al., 1991; Swaminathan, 1983). This can be done by 

using the item responses of a random sample of students from the population of 

interest who wrote a test. Once these item responses are obtained, the ability 

parameters and item parameters can be estimated (Hambleton et al., 1991; 

Swaminathan, 1983). 

Maximum likelihood, marginal maximum likelihood, and Bayesian 

estimation are the most widely used estimation procedures. Since maximum 

likelihood estimation procedures were used in the previous studies, it was selected 

for the present study and is described below. Since the dichotomous item response 

model can be thought of as a special case of the polytomous item response model in 

which the number of categories is two, the discussion below can be applied to 

polytomously scored items when each score category is treated as a "binary item" 

(Hsu, Ackerman & Fan, 1999; Muraki, 1992). 

Maximum likelihood estimation is a search process based on finding the 

value of 9 that maximizes the likelihood of a student's item response pattern 

(Embretson & Reise, 2000). Maximum likelihood estimators are (a) consistent (i.e., 

the estimations approach the true parameter being estimated as the sample size and 

number of items increase); (b) sufficient (i.e., functions of sufficient statistics when 

they exist); (c) efficient (i.e. asymptotically, maximum likelihood estimators have the 

least amount of variance); and (d) asymptotically normally distributed (Swaminathan, 
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1983). When estimating ability, the assumption of local independence must hold true 

and thus, the probability of observing the response pattern is the product of the 

probabilities of observing each item response. 

The conditional likelihood of a response pattern can be computed by: 

L(uxu2...,un Oj)=Y\p:>&r', 09) 
(=i 

where w, is the observed response to item /, 

Pt =P(Ui\dJ) is the probability of answering the item correctly, 

Q, =\-P{Uj \0j) is the probability of answering the item incorrectly. 

Since Pt and Qt are functions of 9j and the item parameters, the likelihood 

function is also a function of those parameters (Hambleton et al., 1991). However, 

since the likelihood function is a product of quantities, each bounded between 0 and 

1, the resulting likelihood function would be very small. Considering the properties 

of logarithms (Hambleton et al., 1991): 

In xy - In x + In y 

and 

In x" = a In x, 

the expression for the log-likelihood function is (Hambleton et al., 1991) 

In L(u 0,.) = 2>,.lni>+a-",)ln(l-;>)], (20) 

where u is the vector of item responses a student, and 

In is the natural logarithm. 
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Both the likelihood function and the natural log of the likelihood function are 

monotonically related, thus the value of 6 that maximizes L{u\dj) will also 

maximize lnZ(w 6>;) (Gierl, 2001). 

The value of 6 that makes the log-likelihood function for a student a 

maximum is defined as the maximum likelihood estimate of 6 for that student 

(Hambleton et al., 1991). For short tests, it may be possible to add the log-likelihood 

functions for each item response together and then get a rough estimate of the 

student's ability level. However, researchers are often dealing with large tests where 

thousands of students respond to 50 items. In these cases, iterative computerized 

statistical search procedures are required to pinpoint exactly where the maximum of 

the log-likelihood function is given a particular pattern of item responses. One of the 

most frequently used procedures to find the maximum of the log-likelihood function 

is the iterative Newton-Raphson procedure (Hambleton et al., 1991; Embretson & 

Reise, 2000). 

The first step in the Newton-Raphson scoring procedure is to specify a 

starting value for 6. This 6 is a guess at what a student's ability level may be. Using 

this value for 9, the first and second derivatives of the log-likelihood function are 

computed. The ratio for those values is then computed (the first derivative divided 

by the second derivative). A new updated ability level estimate is created by taking 

the old estimate minus the ratio. Using this updated ability level estimate, the 

iterative procedure is repeated until the ratio is less than a predetermined small value 

(e.g. 0.001) (Embretson & Reise, 2000). 



38 

In describing the procedures for estimating 6, an assumption was made that 

the item parameters were known. In typical IRT applications, both the item 

parameters and the trait levels are unknown and must be estimated from the same 

data. Marginal maximum likelihood estimation (MMLE) is a popular procedure for 

estimation with unknown ability levels and item parameters (Hambleton et al., 1991; 

Embretson & Reise, 2000). 

In MMLE, an a priori distribution of ability based on the assumption that the 

students are selected randomly from the population, is used to estimate the item 

parameters. The distribution must approximate the distribution of ability therefore a 

large sample size is necessary. In the resulting marginal maximum likelihood 

estimates, the item parameters are consistent as the number of students increase. The 

expectation/maximization (EM) algorithm was developed by Bock and Aiken in 

1981. The EM algorithm is an iterative procedure where the expected frequencies for 

a correct response and ability level are successively improved with each iteration 

(Embretson & Reise, 2000). 

Item information. Item information functions, Ii (0 ) , provide the 

contribution items make to ability estimation at points along the ability continuum. 

They provide a procedure of describing items in IRT. The item information function 

for the 3PL model is given by: 

iM- 2 *^( ' ->) T, (21) 
[ c i + e h l a > ^ l + e 

-l.la,(e-b,) 

where /, (dj) is the information provided by the item / at 6 for student j (Hambleton 

etal., 1991). 



39 

As shown in Figure 5, information is generally higher when the ability 

parameter (b) is closer to 0 than when it is far from 0, item discrimination (a) is high, 

and guessing (c) approaches zero (Hambleton et al., 1991). For the 3PL model, an 

item provides the maximum information at (9max where (Hambleton et al., 1991): 

Da max i 
0.5(1 + 71 + 8^) (22) 

If guessing is minimal, then 0max = bt. However, when the guessing parameter is 

greater than zero, the item will provide its maximum information at an ability level 

slightly higher than its difficulty (Hambleton et al., 1991). 

In the polytomous model, each option or category provides information about 

the student's ability. The information function for an item's individual response 

category (item-category information function) is (De Ayala, 1993): 

h{0j) 
P*VJ) ' <23) 

and for the entire item is: 

j (a L V P>k(0j) 

'k[ J) to /»*(*,) (24) 

where Ijk (dj) is the information provided by category k of item / at 6 for student j , 

Pj!c(dj) is the probability of the student responding in category score k or 

higher on item i, and 

P\k(6j) is the first derivative of Pik(0j). 
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Thata 

Figure 5. Item Information Function and Item-Category Information 

Function for Item 1 (Muraki, 1993, p. 18). 

The item-category information functions and item information functions for 

Item 1 are shown in Figure 6. Unlike dichotomous items, the item information 

functions for polytomous items are not necessarily unimodal. In Figure 6, the 

distance between the two adjacent item-category parameters category bx 2 and bx 3 is 

large thus the information becomes lower at the middle range of the 6 scale (Muraki, 

1993). This loss of information over the middle range becomes less pronounced as 

the distance between the parameters decreases. 
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The information function for Item 3 in Figure 6 looks relatively unimodal 

where the distance between b3 2 and b3 3 is 2.0. This type of item is preferred if the 

sample of students is assumed to be normally distributed across ability 6 (Muraki, 

1993). 

The shape of the item information function for Item 5 in Figure 7 resembles 

that of dichotomous item responses. The item information peaks over a very short 

range of the lower abilities and the information for students of higher abilities is lost 

(Muraki, 1993). 

1twt« 

Figure 6. Item Information Function and Item-Category Information 

Function for Item 3 (Muraki, 1993, p. 18). 
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Figure 7. Item Information Function and Item-Category Information 
Function for Item 5 (Muraki, 1993, p.20). 

Test information and standard error of estimate. The test information 

function for both dichotomous and polytomous items, denoted 1(8), is the sum of 

the item information functions at 9 (Hambleton et al., 1991): 

/(0) = £/,(0). (25) 
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Test information is critically important in determining how well a test is performing. 

This is because l(d) has an exact relationship with a student's standard error of 

measurement (Embretson & Reise, 2000). Specifically, a student's standard error 

can be written as: 

SE^=Wy (26) 

where SEIO) is the standard error of the ability estimate 6 (Hambleton et al., 

1991; Embretson & Reise, 2000). 

SEw\ serves the same role in IRT that standard error of measurement does in 

CTST. However, the value of SE(3J changes with ability level (Hambleton et al., 

1991). 

The magnitude of the standard error depends, in general, on (a) the number of 

test items (smaller error with longer tests); (b) the quality of the test items (higher 

discriminating items with limited guessing result in smaller standard errors); and (c) 

the match between item difficulty and student ability (tests with items with difficulty 

parameters close to the ability parameter were associated with smaller standard error) 

(Hambleton et al , 1991). 

Parameter effects on maximum likelihood scoring. There are a number of 

interesting properties of maximum likelihood scoring. First, when items are equally 

discriminating all students with the same raw score receive the same 9 score and 

standard error. In Table 1, Test A, where all the items have constant item 

discriminations of 1.5, the first six students received the same raw score but correctly 
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Table 1 

Maximum Likelihood 6 Estimates and Standard Errors When Scored Under Test A 
and Test B (Embretson & Reise, 2000, p. 167). 

Pattern 

1111100000 
0000011111 
0000000111 
1111000000 

e 
0.00 
0.00 
-0.92 
-0.45 

Test A 
SE 

0.54 
0.54 
0.57 
0.55 

e 
-0.23 
0.23 
-0.34 
-0.51 

TestB 
SE 

0.43 
0.43 
0.44 
0.46 

answered different items. Despite these differences all six students received the same 

6 and standard error. In this model, maximum likelihood scoring does not take into 

account the consistency of the student's response pattern as item difficulty is not 

considered (Embretson & Reise, 2000). 

Second, when item discrimination is taken into account, 6 estimates are 

increased according to the discrimination parameters of the item. Therefore, students 

with the same raw score now may have different 6 scores depending on their item 

response pattern. For example, in Table 1, where the items in Test B have 

discriminations that go from 1.0 to 1.9 and constant difficulty parameters of 0.0, 

Student 1 answered the first five items correctly and received a 6 of -0.23, whereas 

Student 2 answered the last five items correctly and received a 0 of 0.23. Also, since 

the items vary in discrimination it is possible for a student to have a high raw score 

but lower 6 than a student with a lower raw score. For example, Student 3 answered 

three questions correctly and received a 0 of -0.34 whereas Student 4 answered four 

questions correctly and only received a 0 of -0.51. This is not to say that the item 
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difficulty does not play a role. Rather, the item difficulty determines the location of 

the item's log-likelihood function and ultimately, determines where the function is 

maximized (Embretson & Reise, 2000). 

Finally, the 6 levels and standard errors are affected as the item 

discrimination parameters change. In Table 2, we can see the effects of increasing 

and decreasing item discrimination parameters. The first set of columns shows the 6 

levels and standard errors where all at = 1.0. The 6 levels in the first column in 

Table 2 are not equal to those in the first column in Table 2 where the item 

discrimination is 1.5. This is due to the lower item discrimination parameters which 

provide less information and therefore the scores are more spread out. Also, the 

standard errors are much larger. In the second and third columns of Table 2, the item 

discriminations are increased 0.5 and 1.0 from the original Test A. As the item 

parameters increase, the 0 scores get closer to zero and the standard errors decrease. 

Figure 8 shows the likelihood function for Student 1 when the discriminations were 

set to 1.0 and 2.5, respectively. The log-likelihood function with the item 

discrimination at 2.5 is much steeper than when the discrimination is set to 1.0. 

Table 2 

Maximum Likelihood 6 Estimates and Standard Errors When Scored Under Test A 
With Item Discriminations Set at 1.0, 2.0 and 2.5 (Embretson & Reise, 2000, p. 170). 

Student Pattern a = 1.0 a = 2.0 a = 2.5 
6 SE 9 SE 0 SE 

1 1111100000 0.00 
2 0000011111 0.00 
3 0000000111 -1.11 
4 1111000000 -0.54 

0.73 
0.73 
0.78 
0.74 

0.00 
0.00 
-0.85 
-0.41 

0.45 
0.45 
0.48 
0.45 

-0.00 
-0.00 
-0.81 
-0.39 

0.39 
0.39 
0.42 
0.40 
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'-3 -1 0 1 
Trait Level 

Figure 8. Example of log-likelihood functions when item discriminations 
vary in size (Embretson & Reise, 2000, p. 171). 

The standard error would be smaller with the student being measured with more 

precision with the item discrimination at 2.5 than at 1.0 (Embretson & Reise, 2000). 

Multiple Scoring Procedures for Tests with Combined Response Formats 

There have been several studies that have addressed multiple scoring 

procedures, but with only one item type (Wang, Kolen & Harris, 2000) or different 

item types using only one (i.e., IRT) scoring procedure (Ercikan et al, 1998; 

Fitzpatrick, Link, Yen, Burket, Ito, & Sykes, 1996; Sykes & Yen, 2000). Only two 

studies (Schaeffer et al., 2002; Sykes & Hou, 2003) were found in the literature that 

addressed multiple scoring procedures with tests that contained both SR items and 

CR items. These two studies are discussed below. 
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Schaeffer et al. (2002) compared three different ways of scoring tests that 

contained both SR items and CR items. Field tests from a low-stakes Grade 9 

statewide assessment were used with 1,463 Biology and 1,537 English student 

results. Both tests contained SR items and CR items. The item parameters for each 

test were simultaneously calibrated on the same scale. The three-parameter logistic 

model (3PL: Lord 1980) was used for the SR items. A generalization of Masters' 

(1982) Partial Credit Model, which is the same as Muraki's (1992) "generalized" 

partial credit model, was used for the CR items. 

The computer program PARDUX (Burket, 1998), which uses marginal 

maximum likelihood procedures, was used to estimate the parameters. The program 

WINFLUX (Burket, 1999) was used to place the item parameters onto a single score 

scale. A multiplier of 50 and an additive constant of 500 were used as scaling 

parameters. 

The resulting student response strings were then scored in each of three ways: 

1. Unweighted raw score procedure. In the unweighted raw score 

procedure, a student's observed score was equal to the number of points 

earned from the SR items plus the number of points earned from the CR 

items. The focus of this procedure was the total number of points 

obtained by the student on the test as a whole (Schaeffer et al., 2002). 

2. Weighted raw score procedure. In the weighted raw score procedure, 

the CR items were purposely weighted to a predetermined level so that 

the SR items and CR items contributed the same number of points 

toward the total score. A student's score was equal to the number of SR 
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items answered correctly plus n/m times the number of points earned 

from the CR items where n = number of SR items and m = number of 

CR possible points. 

3. IRTpattern scoring. With IRT pattern scoring, each student's score was 

based on a maximum-likelihood estimate derived from the student's 

item-response vector. This procedure used the optimal item weights 

determined in terms of item information. 

The means and standard deviations of the scaled scores were compared. The 

scoring procedures were compared for total group and subgroups defined in terms of 

gender (Female Biology n = 730, English n = 767; and Male Biology n - 720, 

English n = 751) and ethnicity. For the ethnic subgroups, only African American 

(Biology n = 367; English n = 533) and White students (Biology n = 881; English n 

=727) were examined due to insufficient numbers in other ethnic groups. The scaled 

score distributions, standard errors of measurement, and proficiency-level 

classifications were compared. Scale scores from the IRT pattern scoring and from 

raw scoring procedures were found to be tau-equivalent. The tau-equivalence also 

held for IRT pattern scoring and raw scoring procedures within ethnic subgroups 

(Schaeffer et al , 2002). 

Schaeffer et al. (2002) reported that the three scoring procedures they 

examined yielded similar results. The lowest correlations were between the SR points 

and CR points, 0.66 for both tests, suggesting that they might be assessing different 

constructs. To address these low correlations, disattenuated correlations were 

computed (Allen & Yen, 1979, p. 98). The resultant disattenuated correlations 
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between SR points and CR points, 0.79 for Biology and 0.76 for English, supported 

the assumption of unidimensionality. The score distributions and correlational 

patterns for the total group and the gender and ethnicity subgroups were similar. The 

scoring procedures were also evaluated by comparing the scores that individual 

students obtained under each procedure. Differences were computed by subtracting 

the pattern score from the weighted score. The results revealed that the scale scores 

resulting from the three scoring procedures were also very similar in value for the 

students in each subgroup. 

Of the three scoring procedures, pattern scoring provided the smallest 

standard errors, particularly at the lower end of the score scale. This would help 

ensure that the scores are more precise estimates of student ability, especially for 

students at the lower end of the scale. However, it has been noted that as more CR 

items are added, the benefit of lower standard error diminishes (Sykes & Hou, 2003). 

Sykes and Hou (2003) also examined the concurrent use of SR and CR items 

with multiple scoring procedures. Using a procedure similar to the procedure used by 

Schaeffer et al. (2002), Sykes and Hou (2003) examined the effect of the scoring 

procedures on a low-stakes Grade 8 writing examination. In addition to the three 

scoring procedures used by Schaeffer et al. (2002), they added four additional scoring 

procedures: (i) a weighted score that deliberately increased the weighting of the CR 

items by a factor of two (CRx2); (ii) a summed score that involved the sum of the 

two raters scores on the CR items; (iii) a long form in which 18 SR items and eight 

CR items were added to the examination; and (iv) an all SR long form in which 20 

additional SR items were added and the CR items were removed. 
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Unweighted and Weighted Scoring Procedures. 

The unweighted and weighted scores were given as: 

f A \ c.r. f AA 
E'wJZwf, ^ + 1 ^ 1 ( ^ - 1 ) ^ 0 , (27) 

[,=1 V J j=\ k=\ V J] 

where the predicted total score has been partitioned into components for the SR 

items, s.r. and the CR items, c.r.. For the unweighted raw score procedure, all 

weights, w, and wf, were equal to one (Sykes & Hou, 2003). The weight wm, which 

multiplies each item probability, was used to establish the total number of points in 

the total score. For the equal weighting scheme, w. was set to 1 and wi was set to 1 

once the scores were converted so that the SR items and CR items contributed the 

same number of points toward the total score. For the CRx2 weighting scheme w. 

was set to 2 and w(. was set to 1 for each SR item. A conversion table was then 

produced for each content area that relates the weighted raw score to a non-

maximum-likelihood trait estimate using the inverse of the test characteristic function 

X\e) (Sykes & Hou, 2003). 

IRT Pattern Scoring. 

For the item scores with the generalized 3PL/2PPC model, the information of 

the raw score at ability 9 is (Sykes & Hou, 2003): 

/kE*/*/ 
w»Zw/Z(*-1)/£(60 

/=1 k=\ 

| » m M ^ | 0 ) 

(28) 

i=\ 
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Pattern scores produced by the 3PL/2PPC model employ implicit item scoring 

weights (w,) that are optimal in maximizing reliability and test information (Sykes 

& Hou, 2003). Employing the optimal weights, test score information is the sum of 

the test information functions (Sykes & Hou, 2003): 

V / J /=i *=l rik\U) 

Total information for the explicitly weighted items (unweighted, weighted equally, 

CRx2), and the implicitly weighted items in the IRT pattern scoring were obtained by 

accumulating the values yielded by Equation 28 and Equation 29, respectfully, over 

the range of abilities (Sykes & Hou, 2003). 

Sykes and Hou (2003) found that pattern scoring provided the smallest 

standard errors (SEs) across the ability range of all the forms containing CR items. 

The solely SR long form was found to have the highest test reliability (d = 0.90) 

with the two summed CR form and the CRx2 form having the lowest reliabilities (d 

= 0.84 for both forms). Although increasing the weight of the CR items in the CRx2 

form reduced the overall test reliability, the weighting improved the efficiency of the 

measure in the lower tail of the ability scale. The SEs in the CRx2 form were 

reduced to less than the SEs obtained from the long form, which represented 

weighting of CR items through increasing the number of CR items that is possible 

only when testing time is not constrained. 

In summary, of the scoring procedures used in both studies, pattern scoring 

provided the smallest standard errors, particularly at the lower end of the score scale. 

This would help ensure that the scores are more precise estimates of student ability, 
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especially for students at the lower end of the scale. The solely SR long form was 

found to have the highest reliability, which is preferred. However, the CR items were 

not included in this test, which is a requirement of the current testing protocol. It is 

also important to note that Schaeffer et al. (2002) and Sykes and Hou (2003) focused 

only on Grade 8 and Grade 9, low-stakes examinations. It may be possible that high-

stakes high-school examinations, in which students are potentially more motivated to 

perform, may result in significant differences between scoring procedures. 

Low-Stakes Tests versus High-Stakes Examinations 

Low-stakes tests are tests in which the consequences perceived by the 

students are low. Student grades are not affected and it is generally perceived as an 

exercise that must be completed because it is required by government mandate. 

Students may perceive low-stakes tests as inconsequential to their personal 

achievement and as a result may not be motivated to work as hard to achieve their 

best as they would on high-stakes examinations (DeMars, 2000; Kiplinger & Linn, 

1992; Paris, Lawton, & Turner, 1992; Wolf, Smith, & Birnbaum, 1995; Wolf & 

Smith, 1995). 

Conversely, high-stakes examinations are examinations in which the 

consequences of performance directly affect the achievement of the students writing 

the examinations. It has been demonstrated that average scores on high-stakes 

examinations are generally higher than average scores on low-stakes examinations 

(Brown & Walberg, 1993; DeMars, 2000; Kiplinger & Linn, 1993; Wolf & Smith, 

1995; Wolf, Smith & Birnbaum, 1995). 
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For example, Brown and Walberg (1993) examined the effects of motivation 

on elementary student performance. Two heterogeneously grouped classes at Grades 

3, 4, 6, 7 and 8 within each of three schools were sampled for a total sample of 406 

students. One class at each grade was assigned to a control condition and the other to 

an experimental condition. The Mathematics Concepts subtest (Form 7) of the 1978 

Iowa Test of Basic Skills (ITBS) was used to measure student achievement. The 

number of SR items on the test was not noted. Teachers in the experimental condition 

read an extra set of instructions to the students that called for the students to do their 

very best "for yourself, your parents, and me [teacher]" and that their scores would 

be compared to other students in their school and in other schools in Chicago. An 

analysis of variance showed a significant effect of experimental condition (F= 10.59, 

p < 0.01). The mean normal curve equivalent test score of the 214 students in the 

experimental condition was 41.37 (SD = 15.41), and the mean of the control group 

was 36.25 (SD = 16.89). The motivational effect was 0.30 standard deviations, 

which suggests that the extra set of instructions increased the average students' 

scores from the 50* to the 62" percentile. 

Wolf and Smith (1995) examined the influence of test consequences on 

achievement. Two parallel forms of a 40-item SR test were administered to 158 

college students in an undergraduate child development class. One form affected the 

students' grade and was therefore a high-stakes examination; the other form did not 

and was therefore a low-stakes examination. Form and order of presentation were 

counterbalanced. Using a repeated measures analysis of variance with test 
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consequence as the within-subjects factor, a significant main effect was found for the 

condition of consequence versus no consequence (p < 0.001). 

Kiplinger and Linn (1993) also investigated the effects of test consequence on 

achievement. Seventeen SR items from the low-stakes 1990 National Assessment of 

Educational Progress (NAEP) Grade 8 mathematics assessment were embedded in 

four forms of the high-stakes 1992 Georgia Curriculum-Based Assessment (CBA). 

The first nine items were included in Test Forms One and Four, while the remaining 

eight items were included in Test Forms Two and Three. The NAEP items were 

preceded by different content areas in each test form. A total of 80,836 student 

records were available for use. The mean for the first nine items was 5.24 (SD = 

2.28) in the 1992 high-stakes administration and was higher than the mean of the 

same items (M= 4.84; SD = 2.16) administered on the low-stakes 1990 NAEP (effect 

size = 0.18). No significant differences were found between the means for the 

second set of eight items; the corresponding effect was -0.4. It was suggested that 

the difference in results from the first nine to the last eight items may be due to (a) 

the relative difficulty of the items; (b) contextual differences in the administration of 

the items; or (c) real year-to-year differences in student achievement. 

Wolf et al. (1995) also explored the consequence of performance on a low-

stakes and a high-stakes math test. The subjects were 168 students in Grade 10 and 

133 students in Grade 11. Due to a change in administration in New Jersey, a Grade 

9 mathematics test that students were required to pass for high school graduation was 

moved to Grade 11. During "due-notice" testing in 1992 and 1993, the Grade 11 

students wrote the test. However, since they had already written the test in Grade 9, 
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the test held no consequence for them. In some schools, students in Grade 10 were 

administered the test and the results were used as a major determinant of 11th grade 

placement into remedial programs. The test consisted of 30 SR items and ten CR 

items. The data for the CR items were not available for this study and therefore not 

analyzed. 

Wolf et al. reported that the overall performance for the two grade levels was 

not significantly different. However, the fact that the students in Grade 11 had one 

more year of math course work and should have performed significantly better than 

those students in Grade 10 makes the results suspect. The effect of test consequence 

was noted as a possible variable in this discrepancy. After the test each student was 

required to answer a question regarding motivation in a list of attitudinal questions. 

The students were asked to choose, on a four point Likert scale, how hard they 

worked to answer the questions on the test. The students in Grade 10 showed 

significantly more motivation on the high-stakes test than the students in Grade 11 on 

the low-stakes test (p < 0.001). 

DeMars (2000) examined how scores changed on the science and math 

sections of Michigan's High School Proficiency Test (HSPT; Michigan Department 

of Education, 1995) when the stakes of the test were changed. Students participated 

in the 1994-1995 low-stakes piloting of the test forms or the 1997 high-stakes test for 

diploma endorsement. The sample included 3,596 students for the low-stakes 

examination and 8,334 students for the high-stakes examination. There were 34 SR 

items and eight CR items on the science test and 32 SR items and six CR items on the 

math test. Two composite scores were estimated for each student, one based on the 
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SR items and one on the CR items. These estimates were based on the 1-PL and one-

parameter partial credit model. A hierarchical linear model HLM4 (Bryk, 

Raudenbush, & Congdon, 1996) that included both students and schools was used. In 

both math and science, students scored significantly higher on the high-stakes forms 

than on the low-stakes forms (p < 0.001). 

In summary, research demonstrates that student motivation is generally higher 

in high-stakes testing situations than low-stakes testing situations. It was also 

demonstrated that this resulting motivation results in higher performance on high-

stakes assessments than low-stakes assessments. However, the effect of scoring 

procedure on student performance has been addressed only on low-stakes 

examinations (Schaeffer et al., 2002; Sykes & Hou, 2003). It may be possible then, 

that the scoring procedures used may have differential results when applied to low-

stakes and high-stakes examinations with multiple formats. This has not been 

addressed in the literature and was the purpose of the present study. 

High and Low-stakes Testing in Alberta 

To address this purpose, two low-stakes tests and two high-stakes 

examinations were used. The use of two tests at each level allowed an assessment of 

the stability of the scores yielded by the three procedures to be considered. 

The low-stakes tests and high-stakes examinations included the 2003 PATs in 

Language Arts and Mathematics and the 2003 DIP Examinations in English and 

Mathematics administered in Alberta. The PATs, which are administered at Grade 3 

(Language Arts and Mathematics) and at Grades 6 and 9 (Language Arts, 
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Mathematics, Science, and Social Studies), are low-stakes tests. They are used to 

provide information to teachers, administrators, school trustees and Alberta 

Education on how well the students and schools have achieved the learning outcomes 

set out in the Programs of Study, permit comparison of the results of teachers' 

assessments to the provincial achievement test results, and provide additional 

feedback to teachers on the effectiveness of their teaching procedures. Another 

purpose of the PATs is to provide feedback to students and their parents/guardians on 

how well the students have learned curriculum-based learning outcomes as defined in 

the Programs of Study (Alberta Education, 2004a). The items included in the PATs 

measure knowledge and skills that are identified in the corresponding provincial 

curriculum guides. The PATs are administered in May and June in all public and 

provincially funded independent schools in Alberta. 

In contrast, the Alberta DIPs are considered to be high-stakes examinations. 

The scores from the examinations are combined with a school awarded mark and the 

blended marks (50% and 50%, respectively) are used to determine whether each 

student enrolled in a Grade 12 examinable course has passed or not passed the course 

and to determine scholarship winners. The DIPs are used to certify the level of 

individual student achievement in the selected Grade 12 courses in which the student 

is enrolled and in terms of the expected learning outcomes provided in the Programs 

of Study; ensure that province-wide standards of achievement are maintained; and 

report individual and group results to assist schools, authorities, and the province in 

monitoring and improving learning. The items included in the high-stakes Alberta 

Grade 12 diploma examinations are referenced to the learning outcomes that are 
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identified in the corresponding provincial subject area Programs of Study. The 

examinations are scheduled in January, June and August of each year. Each student 

in an examinable course is required to write the diploma examination for that course 

(Alberta Education, 2004c). 

As mentioned above, the PATs and the DIPs in the areas of language arts and 

mathematics at the Grade 9 and 12 levels in Alberta were used in the present study 

(see Tables 3 and 4). By doing so, the comparisons made between the two pairs of 

tests will not be confounded by different subject matter. However, there were 

differences in some topics and the level or complexity of the common topics covered 

between the two grade levels. 

Table 3 

Low Stakes Tests 

Language Arts Test Name 
Grade 

9 Language Arts PAT 
Mathematics Test Name 

Grade 
9 Mathematics PAT 

Table 4 

High Stakes Examinations 

Language Arts Exam Name 
Grade 

12 English Language Arts 30 
Mathematics Exam Name 

Grade 
12 Pure Math 30 
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Examination Items and Content 

All of the tests contained SR items and CR items. The SR items contained four or 

five distractors. The CR items were in the form of short answer, computation, 

extended response, and essays (Alberta Education, 2004a). Selected response items 

were dichotomously scored while the CR items were polytomously scored by trained 

raters. The CR items on the Grade 9 mathematics PAT required the students to 

compute the answers and fill in their responses on a numerical response sheet. 

However, these items were dichotomously scored. Tables 5 and 6 provide the 

format, weighting, administration, and writing time information for the low-stakes 

tests. Tables 7 and 8 provide the format, weighting, administration, and writing time 

for the high-stakes tests. 

The Tables of Specifications for the low-stakes examinations are provided in 

Appendix A. In Language Arts there were 55 SR items which assess the students' 

ability to identify and interpret main ideas and make critical analyses by associating 

meaning and synthesizing ideas. There was also a focus on informational, narrative 

and poetic texts. The CR items involved personal/narrative and functional writing 

tasks. The Language Arts PAT was a power test with 120 minutes allotted for Part A 

and 75 minutes for Part B. An extra 30 minutes was allotted for each component if 

necessary. 

The low-stakes Mathematics PAT items were focused on four main areas: Number, 

Patterns and Relations, Space and Shape, and Statistics and Probability. Students 

apply knowledge while interpreting, analyzing, and expressing simple and complex 

problems. The test was comprised of 44 SR items and 6 numerical response CR 
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items. Students writing the PAT were required to work through each CR problem to 

a solution and then provide their solution on a machine-scored answer sheet. Marks 

were not awarded for the process on the PAT, rather only one mark was awarded for 

each correct solution. The Math PAT was a power test with an allotted 90 minutes 

and an extra 30 minutes if required. 

Table 5 

Description of Low-Stakes Grade 9 Language Arts Tests 

Language Arts PAT 
Student Mark The PATs are not counted toward the students' school marks. 
Format and The Grade 9 English PAT referenced to three main topic areas: 
Weightings Narrative/Essay Writing; Functional Writing; and Reading. The 

examination is made up of two parts: 

Examination Part Item Type Marks 

Part A: Narrative/Essay and 1 narrative or essay 25 
Functional Writing 1 functional piece 

20 
(50% of total mark) 

PartB: Reading 55 multiple-choice 5 5 (one 
(50% of total mark) each) 

Administration May and June: The two parts of the exam are written on separate 
days. 

Writing Time Part A: 120 minutes; Part B: 75 minutes. 
An additional 30 minutes is allowed for students to complete each 
component of the examination 

(Alberta Education, 2004e) 
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Table 6 

Description of Low-Stakes Grade 9 Mathematics Tests 

Mathematics PAT 
Student Mark The PATs are not counted toward the students' school marks. 

Format and The Mathematics PAT is referenced to four main topic areas: 
Weightings Number, Pattern and Relations; Shape and Space and Statistics; 

and Probability. The examination consists of: 

Item Type Marks 

44 multiple-choice 44 (one each) 
6 numerical response 6 (one each) 

Administration June. 

Writing Time 90 minutes: An additional 30 minutes is allowed for students to 
complete the examination. 

(Alberta Education, 2004f) 

Tables of Specifications for the high-stakes examinations are provided in 

Appendix B. Both examinations were in courses provided to students planning to 

pursue further studies at post-secondary institutions. The English DIP involved a 

combination of two CR items in Part A and 70 SR items in Part B. The SR and CR 

items assessed contextual knowledge, comprehension, application and higher level 

processes. The SR items required the students to respond to a variety of literary texts 

including poetry and prose. The CR items required the students to respond to 

personal and critical/analytical queries in paragraph and essay formats. The set of SR 

and set of CR items were weighted equally (each counts 50% of the total test mark). 
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Table 7 

Description of High-Stakes Grade 12 Language Arts Examinations 

Alberta English Language Arts 30 
Standards Students will develop an understanding and appreciation of the 

significance and artistry of literature. Students will understand and 
appreciate language and use it confidently and competently for a 
variety of purposes, including entry into post-secondary studies or the 
workplace. 

Student Mark The diploma examination mark and the school-awarded mark each 
constitute 50% of a student's final mark in English Language Arts 30-
L 
The English Language Arts 30-1 diploma examination is made up of 
two parts: 

Examination Item Type % Test (Marks 
Part Each) 

Part A: Written 1 Written Response To Text 10% 
Response 

1 Critical/ 
Analytical Response 20% 

Part B: 70 Multiple-Choice 70% 
Reading 

Administration January, June and August. 
Part A and Part B are administered on separate days, except for the 
August administration when they are both written on the same day, at 
different times. 

Writing Time Part A: 150 minutes; Part B: 150 minutes. 
An additional 30 minutes is allowed to complete each component. 

(Alberta Education, 2004d) 

The English DIP was a power test with 150 minutes allotted for both Part A 

and Part B. An extra 30 minutes was allotted for each component if required. 

Format and 
Weightings 
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Table 8 

Description of High-Stakes Grade 12 Mathematics Examinations 

Alberta Pure Mathematics 30 
Standards The Pure Mathematics 30 course emphasizes mathematical theory. In 

pure mathematics, an algebraic and graphical approach is used to 
solve problems. Deductive and symbolic procedures are used to 
determine if and under what conditions a concept is true. 

Student Mark The diploma examination mark and the school-awarded mark each 
constitute 50% of a student's final mark in Pure Mathematics 30. 

Format and The Pure Math 30 diploma examination is made up of two parts: Part 
Weightings A: Written Response (35%) and Part B: Machine-Scoreable (65%). 

Examination Item Type Marks 
Part 
Part A 3 Written- Response 15 (five each) 

Part B 33 Multiple-Choice 33 (one each) 
6 Numerical Response 6 (one each) 

Administration January, June and August. 
Part A and Part B are administered at separate times on the same day. 

Writing Time Part A: 60 minutes, 
Part B: 90 minutes; 
An additional 30 minutes is allowed to complete each component. 

(Alberta Education, 2004b, 2004i) 

The high-stakes Mathematics DIP emphasized mathematical theory and the 

items assess four main areas: Problem Solving, Patterns and Relations, Shape and 

Space, and Statistics and Probability. Procedural knowledge, understanding, and 

application were emphasized. There were 33 SR and nine CR items included on the 

Mathematics DIP. The CR items included three written response questions and six 

numerical response items that required the students to work through problems to a 
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solution and record the solution on a dichotomously scored answer sheet. Marks 

were not awarded for the process, rather only one mark was awarded for each correct 

solution. The Mathematics DIP was a power test with 60 minutes allotted for both 

Part A which included the three written response questions and 90 minutes for Part B 

which included the numerical response and SR items. An extra 30 minutes was 

allotted for each component if required. 
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CHAPTER 3 

Method 

The procedures followed to compare the scores yielded by the unweighted 

raw score, weighted raw score, and IRT pattern score scoring procedures are 

described in the present chapter. The low-stakes tests and high-stakes examinations 

were described at the end of the previous chapter and the Tables of Specifications are 

provided in Appendix A and Appendix B, respectively. The present chapter begins 

with a description of the student samples for each test. The second section describes 

the classical test theory analyses that were conducted. Section three discusses the 

assumptions of unidimensionality and local independence underlying the use of IRT 

pattern scoring. The item calibration associated initially with scoring each of the 

tests is described in the fourth section, followed by presentation of the four scoring 

procedures. Lastly, the comparative analyses that were conducted are provided. 

Student Samples 

The numbers of students in language arts and mathematics for the low-stakes 

tests are indicated in Table 9. Table 10 shows the numbers of students in language 

arts and mathematics for the high-stakes Grade 12 examinations. Two random 

samples of 2,000 students were selected without replacement for each test and 

examination. The scoring and analyses was repeated in each sample to allow 

estimation of the stability of the results across samples selected from the same 

population. 
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Table 9 

Low-Stakes Provincial Achievement Test Participation 
Number of Students 

Test Language Arts Mathematics 
Grade 9 PATs 39,493 39,604 
(Alberta Education, 2003 d) 

Table 10 

High-Stakes Grade 12 Diploma Examination Participation 
Number of Students 

Tests 
Diploma 
Examinations 

Language Arts 
26,566 

Mathematics 
21,114 

(Alberta Education, 2004e) 

Classical Test Score Analyses 

Descriptive statistics for the two tests and two examinations were computed. 

This included means, standard deviations of the raw scores, item-test correlations, 

and reliability for the SR and CR items. 

IR T Assumptions 

In order to employ IRT models, the assumptions of unidimensionality, local 

independence, and speededness had to be met. The SR items were evaluated using 

the three-parameter model which includes a guessing parameter, thus the assumption 

of lack of guessing was not addressed. The dimensionality of the items was assessed 

using principal components analysis. The number of eigenvalues greater than one 

was examined as were the Scree plots. The dimensionality of the SR items was 

further assessed using NOHARM, which is a non-linear approach (Fraser, 1988). 

This solution began with one component and then additional components were added 

to see if a better solution could be attained. Tanaka's (1993) unweighted least 
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squares goodness-of-fit index and the root mean square residual (RMSR) were used 

to judge the number of components. Tanaka's index has a value of 1.0 if the data fits 

the model perfectly and 0.0 if the fit is no better than chance. Tanaka's index has no 

interpretive guidelines, except that a higher value means a better fit. The RMSR has 

a value of 0.00 if the data fits the model perfectly and has no upper bound. A RMSR 

equal to or less than four times the reciprocal of the square root of the sample size 

suggests good model fit (Fraser, 1988). 

When the assumption of unidimensionality is met, the assumption of local 

independence is obtained (Hambleton, Swaminathan, & Rogers, 1991). Speededness 

was assessed by determining the number of students who did not complete the last 

three items. Speededness was not to be considered a factor if 95% of the students 

completed the last three items of the test (Lord, 1980). 

Item Calibration 

The item parameters for each test were calibrated on the same scale 

simultaneously (Ercikan et al., 1998; Fitzpatrick et al., 1996; Schaeffer et al., 2002; 

Sykes & Hou, 2003; Sykes & Yen, 2000). The three-parameter logistic model (3PL: 

Lord 1980) was used for the SR items. A generalization of Masters' (1982) Partial 

Credit Model was used for the CR items. 

The parameters were estimated using PARDUX (Burket, 1998), a proprietary 

computer program developed at CTB-McGraw Hill. PARDUX, as described by 

Schaeffer et al. (2002), uses a marginal maximum likelihood procedure implemented 

with the EM algorithm (Bock & Aitken, 1981). WINFLUX (Burket, 1999), also 

developed at CTB-McGraw Hill, was used to place the item parameters onto a 
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common score scale. The scaling parameters, a multiplier of 50 and an additive 

constant of 500, were used (Schaeffer et al., 2002). The lowest obtainable score 

(LOSS) and highest obtained scale scores (HOSS) were set at 300 and 700, 

respectively, to allow for a range of scale scores sufficiently wide to accommodate 

different weightings of the CR items (Schaeffer et al., 2002; Sykes & Hou, 2003). 

Four Scoring Procedures 

The SR items and CR items on each examination were scored according to 

the following four scoring procedures: unweighted raw score (UNW); weighted raw 

score with CR items worth twice as much as SR items (WCRX2); weighted raw 

score where the SR items and CR items were weighted equally (WN/M); and IRT 

pattern score (PTRN). 

Unweighted raw score procedure 

In the unweighted raw score procedure, a student's score is equal to the 

number of points earned from the SR items plus the number of points earned from 

the CR items. The focus of this procedure is the total number of points obtained by 

the student on the test as a whole (Schaeffer et al., 2002). 

Weighted raw score procedure 

In the weighted raw score procedure, the CR items are purposefully weighted 

to a predetermined level so that they count a prescribed amount toward the scale 

score. Two weighting schemes were examined: one that equally weighted the SR 

items and CR items (Schaeffer et al., 2002) and the other that doubled the weight 

(WCRX2) of the CR items (Sykes & Hou, 2003). 
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For the equal weighting schemes, the students' raw scaled scores were first 

converted so that the scores were equal to the number of SR items answered correctly 

plus n/m times the number of points earned from the CR items, where n = number of 

SR items, and m = number of possible CR points (Schaeffer et al., 2002). For Grade 

9 Language Arts and Mathematics, the n/m weights were, respectively, 55/45 and 

88/12. For Alberta DIPs in English and Mathematics, the n/m weights were 70/30 

and 33/21, respectively. For the equal weighting scheme, Equation (23) with wj set 

to 1 and wt set to 1 were used once the scores are converted so that the SR items and 

CR items contributed the same number of points toward the total score. The WCRX2 

weighting scheme w. was set to 2 and wj was set to 1 in Equation (23) for each SR 

item. 

IRTpattern scoring 

Pattern scores produced by the 3PL/2PPC model employ implicit item scoring 

weights (w,) that are optimal in maximizing reliability and test information (Sykes 

& Hou, 2003). 

Analyses 

Group level 

Means and standard deviations of scaled scores for the four scoring 

procedures for each of the low-stakes tests and high-stakes examinations were 

computed. Differences between the means and variances of the SR items, CR items, 

and total scores were discussed for both samples. Item-total correlations were 

computed. Scale scores correlations within language arts and mathematics at low-
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stakes and high-stakes levels from the each of the four scoring procedures were 

compared. The variables were as follows: 

UNW - The scaled score based on the unweighted raw score. 

WCRX2 - The scaled score based on the weighted raw scores, where the CR 

items contribute twice the number of points possible toward the total score as 

the SR items. 

WN/M - The scaled score based on the weighted raw scores, where the SR items 

and CR items contribute the same number of points possible toward the total 

score. 

PTRN - The scaled score based on IRT pattern scoring. 

SR PTS - The number of SR points earned. 

CR PTS - The number of CR points earned. 

EXAM - Total number of points earned without weighting (SR PTS + CR PTS) 

Given the large sample size, inferential statistical procedures were not 

employed. As illustrated in the next chapter, the power of these analyses was close to 

or equal to one. Consequently, small differences were found to be significant. As 

such an alternative measure of significance was required. The standard error of 

equating (SEE) first discussed by Lord (1950) is the oldest measure of the statistical 

accuracy of estimated linking functions. However, in this study the interest was in the 

accuracy of differences between the four scoring procedures and if there were any 

important consequences for the reported scores. This issue was addressed by Dorans 

and Feigenbaum (1994) in their discussion on test equating. Dorans and Feigenbaum 
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(1994) called a difference in reported score points a "Difference that Matters" 

(DTM). DTM was defined to evaluate the differences between the scale score 

means, standard deviations, and pairs of scores (Kolen & Brennan, 2004; Dorans, 

2004; Dorans & Feigenbaum, 1994). As a score approaches and crosses a grade 

threshold, as in the criterion referenced examinations used by Alberta Education, a 

difference of one scale score point may mean a difference between passing or failing, 

or deciding on scholarship eligibility. Hence, half a scale score difference defines the 

DTM (Dorans, 2004). In the case of the correlations, the DTM criterion was set at 

0.10, which represents a percentage difference of approximately 10% on the upper 

half of the correlation scale (0.00<rAT < 1.000). Differences equal to or greater than 

one DTM were not claimed if there was lack of transitivity (e.g., a <b , b <c , and 

a = c). 

The scoring procedures were compared at the group level in terms of the 

precision of the scores yielded by each procedure. Plots of conditional standard 

errors of measurement for each were compared at selected points along the ability 

scale. 

Student level 

To gain a further understanding of the differences among the scores yielded 

by the four scoring procedures, scores at the student level were examined. First, 

differences among the four scores were compared for each student at the 10th, 50th, 

and 90th percentile score points. Second, the root mean square (RMS) was used to 

provide a measure of overall fit: 
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RMS = \l^ , (30) 
Y n-\ 

where Xn is the score for one scoring procedure for person i, 

Xn is the score for a second scoring procedure for person /, and 

n is the number of observations. 

Third, all of the tests and examinations were classified into proficiency levels. 

For the purposes of this study, the proficiency levels were associated with the 

unweighted raw scores of 50%, 70%, and 85% respectively as in Schaeffer et al. 

(2002). However, unlike Schaeffer et al., (2002) who examined the proficiency 

scores at the group level, this study examined how the proficiency levels affected 

individual students. 

Finally, the scoring procedures were evaluated by a comparison of the scores 

that individual students obtained under the different scoring procedures at the low-

stakes and high-stakes levels. Differences in scaled scores between the unweighted 

scores, two weighted scores and pattern scoring were computed for each student 

across score points again using a DTM of 0.50. 
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CHAPTER 4 

Analyses and Results of Low Stakes Tests 

The analyses and results for the English 9 and Math 9 tests, which, as 

described in Chapter 2, were considered to be low-stakes tests, are reported in the 

present chapter. The corresponding results for the two examinations that were 

considered to be high-stakes, English 30 and Pure Math 30, are presented in Chapter 

5. The two chapters are organized in three sections. First, classical test score 

statistics were examined to determine if the two random samples were randomly 

equivalent. As will be shown, this was the case for each of the pair of samples for 

each test and examination. Second, the assumptions of IRT were tested and found to 

be met for each test and examination. The pattern scores and the unweighted and 

weighted scores were then computed. Lastly, the degree of fit between each of the 

pairs of scores yielded by the UNW, WCRX2, WN/M, and PTRN scoring procedures 

was examined at the group and individual student levels. Both chapters conclude 

with a summary of results. 

English 9 

Comparability of Samples. 

The summary classical test score statistics for the English 9 samples are 

reported in Table 11. The variables are as follows: 

SR PTS = number of selected response points earned; 

CR PTS = number of constructed response points earned; 

EXAM = Total number of points earned without weighting (SR PTS + CR PTS). 



74 

Table 11 

Summary Classical Test Score Statistics: English 9 

SR 

CR 

Exam 

Mean 

36.63 

23.75 

60.38 

Sample 1 

SD 

8.23 

4.76 

11.67 

Skew 

-0.51 

0.14 

-0.28 

Kurtosis 

-0.24 

-0.10 

-0.31 

Mean 

36.56 

23.76 

60.32 

Sample 2 

SD Skew 

8.32 -0.58 

4.79 0.07 

11.73 -0.39 

Kurtosis 

-0.26 

-0.02 

-0.29 

Note: SR PTS = selected response points; CR PTS = constructed response points; EXAM = Total 
number of points (SR PTS + CR PTS). 

The means and standard deviations between the two samples were similar. 

The differences between the means and standard deviations (sd) were less than one 

DTM (0.5) for the SR and CR items and exam total for the two samples (0.07 and 

0.09 for the means and sd of the SR items, 0.01 and 0.03 for the means and sd of the 

CR items, and 0.06 for the both the means and sd of the total exam). On average, the 

students earned slightly higher scores on the SR items about 67% of the maximum 

SR points possible (36.6 out of 55) than on the CR items, 53% of the maximum CR 

points (23.8/45). The negative skewness and kurtosis for both samples indicate that 

English 9 was a relatively easy exam. This finding suggests that there may be 

problems in obtaining an ability distribution using IRT that is centered on zero with a 

standard deviation of one. 

Given total scores and not item scores were available for the selection and 

constructed items, it was not possible to compute the reliabilities (internal 

consistencies) for these scores. However, the internal consistency of the selection 

items for the total population from which the samples were drawn was 0.86 (Ping 

Yang, Personal Communication, October 18, 2007). The inter-rater reliability for the 
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constructed response items was not available for the two PATs and two DIPs used in 

this study. Lastly, the correlations between the selection and constructed responses 

scores, 0.59 for sample 1 and 0.57 for sample 2, were moderate, suggesting that each 

item type was measuring, in part, something different (see Table 12). Thus, taken 

together, these results indicated that the two samples were randomly equivalent and 

that non-overlapping information was yielded by the selection and constructed 

response items. 

Table 12 

Correlations Classical Test Score Statistics: English 9 

Sample 1 Sample 2 

SRPts CRPts Exam SRPts CRPts Exam 

SRPts 1.00 0.59 0.94 1.00 0.57 0.92 

CRPts 0.59 1.00 0.82 0.57 1.00 0.81 

Exam 0.94 0.82 1.00 0.92 0.81 1.00 

Note: SR PTS = selected response points; CR PTS = constructed response points; EXAM = Total 
number of points (SR PTS + CR PTS). 

Assumptions ofIRT 

Unidimensionality. The assumption of unidimensionality was assessed 

separately for the subset of selection items and subset of constructed response items 

given each was analyzed separately using item response theory. Principal component 

analysis yielded 18 components with eigenvalues greater than 1.0 for the SR items in 

the English 9 test for Sample 1. The eigenvalue for the first component, 6.74, was 

5.11 times greater than the eigenvalue of the second component 1.45. Further, the 

successive differences between remaining components were small (0.18, 0.01, 0.06, 

0.01, 0.03, 0.02, 0.02, 0.01, 0.01, 0.0, 0.03, 0.01, 0.02, 0.02, 0.0, and 0.02). 
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Principal component analysis for the CR items included in the English 9 test 

yielded one component with an eigenvalue greater than 1.0 for Sample 1. The 

eigenvalue for the first component was 4.58, which was 5.52 times greater than the 

eigenvalue of the second component 0.83. Further, the successive differences 

between remaining components were small (0.37, 0.13, 0.04, 0.02, and 0.02). 

In Sample 2, the principal component analysis yielded 14 components with 

eigenvalues greater than 1.0 for the SR items in the English 9 test. The eigenvalue 

for the first component, 6.84, was 4.75 times greater than the eigenvalue of the 

second component 1.44. Further, the successive differences between remaining 

components were small (0.08, 0.14, 0.04, 0.01, 0.02, 0.02, 0.01, 0.05, 0.01, 0.01, 

0.02, 0.01, 0.01, and 0.02). 

Principal component analysis for the CR items in Sample 2 yielded one 

component with an eigenvalue greater than 1.0. The eigenvalue for the first 

component, 4.65, was 5.71 times greater than the eigenvalue of the second 

component 0.81. Further, the successive differences between remaining components 

were small (0.38, 0.10, 0.05, 0.02, and 0.03). 

The scree plots (see Appendix CI to Appendix C4), confirmed the dominance 

of the first principal component for the SR items and CR items in both Sample 1 and 

Sample 2. 

Non-linear factor analysis. To further examine the factor structure of the SR 

items, non-linear factor analysis (McDonald, 1967) was conducted using NOHARM 

(Fraser, 1988). The fit indices for the two English 9 samples are presented in Table 

13. For both samples, the unidimensional model fit the data well: the changes in the 
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Table 13 

NOHARMFit Indices for English 9 

No. of Factors 

1 

2 

Tanaka 

0.980 

0.983 

Sample 1 

RMSR 

0.005 

0.005 

Tanaka 

0.982 

0.985 

Sample 2 

RMSR 

0.005 

0.004 

fit statistics were marginal when the number of factors was increased from 1 to 2. 

For example, Tanaka values went up by 0.003 in Sample 1 and 0.002 in Sample 2, 

and the RMSR remained the same in Sample 1 and decreased by 0.001 in Sample 2. 

The results of the principal component analysis, the scree plots, and 

NOHARM suggested that there was a dominant component underlying the student 

responses to the CR and SR items on the English 9 examination. Consequently, the 

assumption of essential dimensionality was met for both sets of items. 

Local independence. Given that the assumption of essential 

unidimensionality was met for both the SR and CR items, the assumption of essential 

item independence was obtained (Hambleton, et al., 1991) for both the selected 

response and constructed items in both samples. 

Speededness. The percentage of students who did not complete the last three 

items was calculated. Less than 1% of the students did not complete the last three 

questions. Thus, it was concluded that speededness was not a factor (Hambleton et 

al., 1991). 

Taken together, the three sets of results presented above indicated that the 

assumptions for the use of IRT were met for the English 9 test. 
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Fit among Weighted, Unweighted, and Pattern Scores at the Group Level 

The scores yielded by the unweighted scoring procedure (UNW), the 

weighted scoring procedure in which the constructed response scores were double 

weighted (WCRX2), the weighted scoring procedure in which the constructed 

response scores were adjusted so that the constructed response scores counted the 

same as the selected responses scores (WN/M), and the pattern scoring procedure 

(PTRN) were compared to each other. The means and standard deviations of the four 

score distributions are provided in Table 14 and the correlations are provided in 

Table 15. Given that the scores are correlated and the large sample size, the power of 

the statistical tests for testing differences among the means, among the variances, and 

among the correlations is close to one (see Appendix Dl). 

Inspection of the means in Table 15 reveals that the four scale means for both 

samples were all less than 500. This occurred because the mean ability estimate on 

the IRT theta scale was less than zero (-0.04). As suggested earlier, this finding is 

attributable to the large number of easy items. Consequently, when these scores were 

transformed, the means were less than 500. Although the test was relatively easy, this 

transformation yields scores that suggest that the test was not easy, but somewhat 

difficult. This is an undesirable artifact of the transformation process. However, the 

transformation was retained given the two previous studies in which the scoring 

procedures were compared used this transformation (Schaeffer et al. 2002; Sykes & 

Hou, 2003). Further, for the purposes of this study, which was to determine if the 

scores yielded by the same procedures were interchangeable, this behavior did not 

adversely influence the comparisons made. 
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Table 14 

Measures of Central Tendency for the Unweighted, Weighted CRx2, Weighted N/M, 

and Pattern Scores: English 9 

UNW 

WCRX2 

WN/M 

PTRN 

Mean 

494.31 

493.10 

493.97 

494.71 

Sample 1 

SD 

57.00 

56.29 

56.89 

54.68 

Skew 

-0.07 

-0.17 

-0.10 

0.11 

Kurtosis 

0.10 

-0.05 

0.06 

0.06 

Mean 

497.84 

496.65 

497.48 

498.29 

Samp] 

SD 

56.36 

55.48 

56.08 

53.98 

Le2 

Skew 

-0.20 

-0.29 

-0.22 

0.00 

Kurtosis 

-0.01 

-0.15 

-0.05 

0.05 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; WN/M -
Weighted SR/CR. 

While the mean for WCRX2 is less than each of the other means, no 

significant differences are claimed among the other three scoring procedures due to 

the lack of transitivity (see Table 14). The same held true for Sample 2. 

The standard deviations of the four distributions all exceeded 50 for both 

samples. Further, for both samples the standard deviation of the distribution of UNW 

scale scores exceeded the standard deviations of the distributions of the remaining 

three scale scores by more than one DTM; the differences among the standard 

deviations of the remaining scale scores were within one DTM. The four score 

distributions were negatively skewed and leptokurtic. The negative skewness reflects 

the easiness of the test, and explains why the means of the transformed scores were 

less than 500. Lastly, the correlations (see Table 15) among the four sets of scores 

were all above 0.96 for both samples; the differences among the six pairs of 

correlations were all less than one DTM. 
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Table 15 

Correlations of the Unweighted, Weighted CRx2, Weighted N/M, and Pattern Scores: 

English 9 

Sample 1 Sample 2 

UNW WCRX2 WN/M PTRN UNW WCRX2 WN/M PTRN 

UNW 1.00 1.00 1.00 0.97 1.00 1.00 1.00 0.96 

WCRX2 1.00 1.00 1.00 0.96 1.00 1.00 1.00 0.96 

WN/M 1.00 1.00 1.00 0.97 1.00 1.00 1.00 0.96 

PTRN 0.97 0.96 0.96 1.00 0.96 0.96 0.96 1.00 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; WN/M -
Weighted SR/CR. 

Standard error. The four scoring procedures were also compared in terms of 

the precision of the scores yielded by each procedure. Plots of conditional standard 

errors of measurement for each scoring procedure are shown in Figure 9 and Figure 

10 for Samples 1 and 2, respectively. 

As shown in both figures, the overall magnitudes of the standard errors of 

measurement varied from five to 10 transformed score points for the majority of 

score points. The minimum standard error for all the procedures occurred around the 

means (between 475 and 575). The standard errors then increased, but much more 

rapidly for scores above 575 than for scores below 475; at a scale score of 700, the 

SE grouped around 50 scale points while at a scale score of 300, the SE grouped 

around 20 score points. Across the scale scores, the four scoring procedures were 

similar with UNW scoring resulting in marginally higher amounts of error and PTRN 

scoring resulting in marginally lower amounts of error than the remaining score 

procedures, particularly for scores at the lower end of the scale score distribution. 
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300 350 400 450 500 550 600 650 700 

Standard Scores 

Figure 9. Standard Error of Measurement for English 9 Sample 1 

Fit among Weighted, Unweighted, and Pattern Scores at the Student Level 

The four scaled scores for each student were compared in four ways. First, the 

differences among the four scores were compared at the 10th, 50th, and 90th percentile 

points. Second, the differences between pairs of scores were summarized using the 

Root Mean Square. Third, the comparability of criterion-referenced decisions was 

assessed with respect to three cut-score points in the distributions of scores. Finally, 

individual student score differences were examined. 

• UNW 

• WCRX2 

A W N / M 

xPTRN 
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300 350 400 450 500 550 600 650 700 

Standard Scores 

Figure 10. Standard Error of Measurement for English 9 Sample 2 

Scale score differences at the 10', 50' and 90' percentiles. To gain a further 

understanding of the differences among the scores yielded by the four scoring 

procedures at the student level, the 10th, 50th, and 90th percentile score points were 

compared. The results are reported in Table 16 for Sample 1 and Sample 2. 

The pattern of percentile scale score differences was similar in both samples. 

Further, the magnitudes of the differences between pairs of scoring procedures were 

comparable between the two samples at the three percentile points. Using a DTM of 

0.50, the UNW and WN/M scoring procedures were similar at the 10th and 50th 
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percentile points but not at the 90th percentile point in both samples, while the UNW 

and PTRN scoring procedures were similar at the 50l percentile point in both 

samples and the UNW and WCRX2 were similar at the 10* percentile point in both 

samples. However, there was lack of transitivity at the 10th and 50th percentiles. 

Hence, no significant differences among the scores yielded at the 10th and 50th 

percentiles are claimed. Lastly, the two weighted procedures yielded scores greater 

than the scores yielded by the UNW procedure at the 90 percentile point, but not to 

as great an extent as observed when pattern scoring was considered (e.g., 4.00 vs. 

18.00, 17.00, and 18.00 in Sample 1 for WCRX2, WN/M and PTRN, respectively). 

Root mean square. Table 17 shows that the UNW and WN/M scoring 

procedures produced very low RMS values, 0.74 for Sample 1 and 0.77 for Sample 2, 

indicating close agreement between the two sets of scores. This is consistent with the 

percentile point findings presented above, and again is attributable to the small 

difference in weights (1.00 vs. 1.22). The agreement between the UNW and 

WCRX2 scoring procedures and the WCRX2 and WN/M scoring procedures is less: 

the RMS values were, respectively, 2.37 and 2.40 for Sample 1 and 1.72 and 2.40 for 

Sample 2. Lastly, the RMS values for the PTRN scoring procedure versus the UNW, 

WCRX2, and WN/M scoring procedures were much larger, ranging from 14.95 to 

15.14 for Sample 1 and 15.61 to 15.86 for Sample 2. The lack of agreement between 

the PTRN scoring procedure and the other scoring procedures corresponds with the 

differences reported at the 10th and 90th percentiles reported above. 
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Table 17 

Root Mean Squares of the Unweighted, Weighted CRx2, Weighted N/M, and Pattern 

Scores: English 9 

UNW vs. WCRX2 

UNW vs. WN/M 

WCRX2 vs. WN/M 

UNW vs. PTRN 

WCRX2 vs. PTRN 

WN/M vs. PTRN 

Sample 1 

2.37 

0.74 

1.72 

14.95 

15.14 

14.97 

Sample 2 

2.40 

0.77 

2.40 

15.61 

15.86 

15.65 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; 
WN/M - Weighted SR/CR. 

Proficiency levels. For the purposes of this study, the cut points for the 

proficiency levels were the scores in the UNW score distribution corresponding, 

respectively, to percentage scores of 50%, 70%, and 85 % in the observed score 

distribution. The observed score to UNW scale score conversion table indicated that 

the corresponding scale scores would be 421, 505, and 575 for Sample 1 and 426, 

509, and 579 for Sample 2. These same cut points were used in each of the other 

three score distributions. The number and percentage of students in each of the four 

performance levels for each of the four scoring procedures are shown in Table 18 for 

Sample 1 and Sample 2. 

The UNW and WN/M scoring procedures classified the same number of 

students at Level 1 and Level 2. This was expected as the previous results have all 

suggested that the UNW and WN/M scoring procedures yielded scores that were 

similarly distributed. The WCRX2 scoring procedure resulted in 26 more students 

placed in the first level and 26 fewer in the second level than the UNW and WN/M 
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procedures in Sample 1; the comparable numbers in Sample 2 were slightly different: 

20 greater and 20 fewer. The PTRN scoring procedure classified 24 fewer students 

at level 1 and 102 more students at level 2 than the UNW and WN/M scoring 

procedures in Sample 1; the comparable numbers in Sample 2 were 32 fewer at level 

1 and 100 more. The WCRX2 and WN/M scoring procedures classified the same 

number of students at Level 3 and Level 4. The UNW scoring procedure resulted in 

39 fewer students placed in the third level and 39 more in the fourth level than the 

WCRX2 and WN/M scoring procedures in Sample 1; the comparable numbers in 

Sample 2 were slightly different: 26 fewer and 26 greater. For the PTRN scoring 

procedure there were: 118 fewer at third level and 40 greater at Level 4 the WCRX2 

and WN/M scoring procedures in Sample 1; the comparable numbers in Sample 2 

were 85 fewer at Level 3 and 17 greater at Level 4. While the differences in the 

corresponding percentages are relatively small (all less than seven percent), the 

number of students placed in the levels did vary, with up to 100 students being placed 

at a different level if the UNW or WN/M procedures were used in place of PTRN 

procedure at the first and second levels, and up to 118 students if the PTRN 

procedure was used in place of the WCRX2 and WN/M procedures at the third and 

fourth levels. 

Difference in individual student scaled scores. To gain a further 

understanding of the differences among the four scoring procedures, the distributions 

were compared across score points. A graphical representation of the distribution of 

differences between scaled scores yielded by the UNW, WCRX2, WN/M, and PTRN 

scoring procedures is provided in Figure 11 for Sample 1 and Figure 12 for Sample 2. 
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Figure 11. Differences Between Unweighted, Weighted CRx2, Weighted N/M 

and Pattern Scores: Sample 1 

The corresponding tables are provided in Appendix El and E2. As shown, 

the greatest differences occurred when the pattern scores were involved. In these 

cases, the differences ranged from -59 to 85 in Sample 1 and -72 to 96 in Sample 2 

for the UNW procedure, -60 to 84 in Sample 1 and -70 to 94 in Sample 2 for the 

WCRX2 procedure, and -59 to 85 in Sample 1 and -71 to 95 in Sample 2 for the 

WN/M procedure. Individual student scores did vary somewhat between the UNW 

and WCRX2 procedures, which ranged from -8 to 18 in Sample 1 and -10 to 22 in 

Sample 2; and the WCRX2 and WN/M procedures, which ranged from -12 to 6 in 
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Difference in Student Scores 

Figure 12. Differences Between Unweighted, Weighted CRx2, Weighted N/M and 

Pattern Scores: Sample 2 

Sample 1 and -19 to 7 in Sample 2. The differences between the UNW and WN/M 

scoring procedures were smaller, varying from -2 to 5 in Sample and -3 to 6 in the 

second sample. This latter finding is again attributable to the small difference in 

weights (1.0 vs. 1.2). 

When using a DTM of 0.50, the differences yielded by the four scoring 

procedures were significantly different for the vast majority of students for all pairs 

of scoring procedures except the UNW and WN/M pair. For example, in Sample 1 
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the scores yielded by the UNW procedure and the PTRN scoring procedure were 

within one DTM for 52 (2.6%) students. The corresponding numbers for each of the 

weighted procedures and the PTRN procedure were 53 (2.7%) and 64 (3.2%) for the 

WCRX2 and WN/M respectively. In contrast, the UNW and WCRX2 scores for 684 

(34.2%) students, the WCRX2 and WN/M scores for 734 (36.7%), and the UNW and 

WN/M scores for 1439 (72.0%) students were within one DTM. If the DTM is 

relaxed to 1.00, the corresponding numbers, taken in the same order, are 153 (7.7%), 

163 (8.2%), 156 (7.8%), 1399 (70.0%) 1626 (81.3%), and 1911 (95.6%). The results 

are similar in Sample 2. 

Mathematics 9 

Comparability of Samples 

The classical test score statistics for the Math 9 samples are reported in Table 

19. The means and standard deviations between the two samples were similar. The 

differences between the means and standard deviations (sd) were less than one DTM 

for the SR and CR items and exam total for the two samples (0.19 and 0.15 for the 

means and sd of the SR items, 0.02 and 0.04 for the means and sd of the CR items, 

and 0.19 and 0.22 for the means and sd of the total exam). On average, the students 

earned about 68% of the maximum SR points possible (29.7 out of 44) and earned 

about 65% of the maximum CR points (3.9/6). These results combined with the 

negative skewness and kurtosis for both samples indicate that Math 9 was a relatively 

easy exam. As with English 9, this finding suggests that there may be problems in 
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Table 19 

Summary Classical Test Score Statistics: Math 9 

SR 

CR 

Exam 

Mean 

29.79 

3.88 

33.66 

Sample 1 

SD 

8.45 

1.75 

9.84 

Skew 

-0.39 

-0.58 

-0.43 

Kurtosis 

-0.70 

-0.63 

-0.68 

Mean 

29.62 

3.86 

33.47 

Sample 2 

SD Skew 

8.60 -0.38 

1.79 -0.56 

10.06 -0.43 

Kurtosis 

-0.72 

-0.67 

-0.65 

Note: SR = selected response; CR = constructed response; EXAM = Total number of points (SR + 
CR). 

obtaining an ability distribution using IRT that is centered on zero with a standard 

deviation of one. Like English 9, total scores and not item scores were available for 

the selection and constructed items, it was not possible to compute the reliabilities 

(internal consistencies) for these scores. The internal consistency of the selection 

items for the total population from which the samples were drawn was 0.92 (Ping 

Yang, Personal Communication, October 18, 2007). Lastly, the correlations between 

the selection and constructed responses scores, 0.77 for Sample 1 and 0.76 for 

Sample 2, were moderately large, suggesting that each item type was measuring, in 

part, something different (see Table 20). 

Table 20 

Correlations Classical Test Score Statistics: Math 9 

Sample 1 Sample 2 

SR CR Exam SR CR Exam 

SR 1.00 0.77 0.99 1.00 0.76 0.99 

CR 0.77 1.00 0.84 0.76 1.00 0.83 

Exam 0.99 0.84 1.00 0.99 0.83 1.00 

Note: SR = selected response; CR = constructed response; EXAM = Total number of points (SR + 
CR). 
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Taken together, these results indicate that the two samples were randomly equivalent 

and that non-overlapping information was yielded by the selection and constructed 

response items. 

Assumptions ofIRT 

Unidimensionality. Principal component analysis yielded 9 components with 

eigenvalues greater than 1.0 for the SR items in the Math 9 test for Sample 1. The 

eigenvalue for the first component, 8.41, was 5.63 times greater than the eigenvalue 

of the second component 1.49. Further, the successive differences between 

remaining components were small (0.35, 0.03, 0.01, 0.04, 0.02, 0.02, and 0.01). 

Principal component analysis for the CR items include in the Math 9 test 

yielded one component with an eigenvalue greater than 1.0 in Sample 1. The 

eigenvalue for the first component was 2.39, which was 2.84 times greater than the 

eigenvalue of the second component 0.84, and the successive differences between 

remaining components were small (0.04, 0.10, 0.04, and 0.05). 

In Sample 2, the principal component analysis yielded seven components 

with eigenvalues greater than 1.0 for the SR items in Math 9 test. The eigenvalue for 

the first component, 8.17, was 5.42 times greater than the eigenvalue of the second 

component 1.51; the successive differences between remaining components were 

small (0.35, 0.02, 0.07, 0.01, 0.01, and 0.03). Lastly principal component analysis 

for the CR items in Sample 2 yielded one component with an eigenvalue greater than 

1.0. The eigenvalue for the first component, 2.30, was 2.74 times greater than the 

eigenvalue of the second component 0.84. Again, the successive differences between 

remaining components were small (0.03, 0.03, 0.13, and 0.04). 
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The scree plots (see Appendix C5 to Appendix C8), confirm the dominance 

of the first principal component for the SR items and CR items in both Sample 1 and 

Sample 2. 

Non-linear factor analysis. As with English 9, the non-linear factor analyses 

results revealed that the fit statistics did not change when moving from one to two 

factors (see Table 21). For both samples, the unidimensional model fit the data well. 

The results of the principal component analysis, the scree plots, and 

NOHARM suggested that a dominant component underlay the student responses to 

the SR and CR items on the Math 9 test. Consequently, the assumption of essential 

dimensionality was met for both sets of items. 

Local independence. Given that the assumption of essential 

unidimensionality was met for both the SR and CR items, the assumption of essential 

item independence was obtained for both the selected response and constructed items 

in both samples. 

Speededness. Like English 9, less than 1% of the students did not complete 

the last three questions. Thus, it was concluded that speededness was not a factor. 

Table 21 

NOHARM Fit Indices for Math 9 

No. of Factors 

1 

Tanaka 

0.988 

Sample 1 

RMSR 

0.005 

Tanaka 

0.992 

Sample 2 

RMSR 

0.004 

2 0.988 0.005 0.992 0.004 
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Taken together, the three sets of results presented above indicate that the assumptions 

for the use of IRT were met for Math 9. 

Fit among Weighted, Unweighted, and Pattern Scores at the Group Level 

The means and standard deviations for the UNW, WCRX2, WN/M, and 

PTRN scoring procedures are provided in Table 22 and the correlations are provided 

in Table 23. 

As shown in Table 22, the four scale means were again less than 500 for both 

samples. Again, this occurred because the mean ability estimate on the IRT theta 

scale was less than zero (-0.20 in Sample 1). The means for the UNW vs. PTRN 

differed by less than one DTM (0.06) in Sample 1; the difference between the other 

members in each pair was greater than one DTM (e.g., 1.19 for WCRX2 vs. PTRN in 

Sample 1). The same held true for Sample 2 with a DTM less than one for UNW vs. 

PTRN (0.41) and the difference between the other members in each pair greater than 

one DTM (e.g., 0.92 for WCRX2 vs. PTRN). The standard deviations of the four 

distributions all exceeded 50 for both samples. Further, for both samples the standard 

Table 22 

Measures of Central Tendency for the Unweighted, Weighted CRx2, Weighted N/M, 

and Pattern Scores: Math 9 

UNW 

WCRX2 

WN/M-

PTRN 

Mean 

492.23 

493.48 

496.33 

492.29 

Sample 1 

SD 

63.87 

60.85 

54.25 

64.21 

Skew 

-0.18 

-0.03 

0.48 

-0.20 

Kurtosis 

1.43 

1.47 

1.57 

1.40 

Mean 

489.98 

491.31 

494.08 

490.39 

Samp] 

SD 

63.74 

61.13 

54.89 

63.45 

ie2 

Skew 

-0.30 

-0.16 

0.26 

-0.25 

Kurtosis 

1.22 

1.19 

1.09 

1.09 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; WN/M -
Weighted SR/CR. 
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deviation of the distributions of UNW and PTRN scale scores were within one DTM, 

the differences among the standard deviations of the remaining scale scores exceeded 

one DTM. With the exception of WN/M the scoring distributions were negatively 

skewed and all four scoring distributions were leptokurtic. The correlations (see 

Table 23) among the four sets of scores were all above 0.98 for both samples; the 

differences among the six pairs of correlations were all less than one DTM. Taken 

together, the results reveal that the scoring procedures at the group level tended to 

rank the students the same but differed in their central tendency and variability with 

the exception of the UNW and PTRN scale scores which had similar means and 

standard deviations. 

Table 23 

Correlations of the Unweighted, Weighted CRx2, Weighted N/M, and Pattern Scores: 

Math 9 

Sample 1 Sample 2 

UNW WCRX2 WN/M PTRN UNW WCRX2 WN/M PTRN 

UNW 1.00 1.00 0.99 0.99 1.00 1.00 0.99 0.99 

WCRX2 1.00 1.00 0.99 0.99 1.00 1.00 1.00 0.99 

WN/M 0.99 0.99 1.00 0.98 0.99 1.00 1.00 0.99 

PTRN 0.99 0.99 0.98 1.00 0.99 0.99 0.99 1.00 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; WN/M -
Weighted SR/CR. 

Standard error. As shown in Figures 13 and 14, the standard errors of 

measurement for each scoring procedure tended to follow a parabolic distribution. 

The magnitudes of the standard errors of measurement varied from 10 (around the 

mean) transformed score points to 40 (around the upper and lower ends) transformed 
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300 350 400 450 500 550 600 650 700 

Standard Scores 

Figure 13. Standard Error of Measurement for Math 9 Sample 1 

score points for the majority of score points. The lowest standard errors occurred 

between 400 and 575, with a sharp increase for scores below 400 and above 575. For 

scale scores about 400, the UNW and WN/M standard errors crossed with the 

resulting UNW standard errors comparable with the WCRX2 and PTRN distributions 

and the WN/M standard errors markedly increasing. Across the scale scores, PTRN 

scoring resulted in marginally lower amounts of error than the remaining score 

procedures, particularly at the low end of the scale score distribution. Taken together, 

these findings suggest that there is a less precise measurement of student ability at the 

higher and the lower ends of the distribution than at the center of the distribution 
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300 350 400 450 500 550 600 650 700 

Standard Scores 

Figure 14. Standard Error of Measurement for Math 9 Sample 2 

for all four scoring procedures. 

Scale score differences at the 10th, 50th and 90th percentiles. The pattern and 

magnitudes of the scale score differences at the 10th, 50th, and 90th percentile points 

were similar in both samples (see Table 24). Using a DTM of 0.50, all of the scoring 

procedures were similar at the 50th percentile with the exception of WN/M vs. PTRN 

in Sample 1. The differences exceeded 0.50 in absolute value at the 10th and 90th 

percentile points. In the case of the 10th percentile, the differences were negative, 

ranging from -4.00 to -15.00; in contrast the differences were positive at the 90th 

percentile point, ranging from 1.00 to 16.00. That is, the pattern scores at the 10th 
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percentile point were less than the scores yielded by the other three scoring 

procedures, and the WRCX2 and WN/M scores were less than the UNW scores at the 

10th percentile; but PTRN and UNW were greater at the 90th percentile point. 

Root mean square. Table 25 shows that the UNW and WCRX2 scoring procedures 

produced relatively lower RMS values, 4.59 for Sample 1 and 4.20 for Sample 2, 

than the other scoring procedures. However, these values do not indicate much 

agreement between the two sets of scores. The RMS values between UNW and 

PTRN, and WCRX2 and WN/M scoring procedures were, respectively, 9.78 and 9.59 

for Sample 1 and 9.36 and 8.89 for Sample 2. Lastly, the RMS values for the PTRN 

scoring procedure versus the WCRX2, and WN/M scoring procedures and those 

between UNE and WN/M were much larger, ranging from 10.58 to 15.83 for Sample 

1 and 9.29 to 13.73 for Sample 2. 

Table 25 

Root Mean Squares of the Unweighted, Weighted CRx2, Weighted N/M, and Pattern 

Scores: Math 9 

UNW vs. WCRX2 

UNW vs. WN/M 

WCRX2 vs. WN/M 

UNW vs. PTRN 

WCRX2 vs. PTRN 

WN/M vs. PTRN 

Sample 1 

4.59 

13.56 

9.59 

9.78 

10.58 

15.83 

Sample 2 

4.20 

12.49 

8.89 

9.36 

9.29 

13.73 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; 
WN/M - Weighted SR/CR. 
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Proficiency levels. The observed score to UNW scale score conversion table 

for Math 9 indicated corresponding cut scores would be, respectively, 452, 496, and 

539 for Sample 1 and 447, 494, and 538 for Sample 2. These same cut points were 

used in each of the other three score distributions. The number and percentage of 

students in each of the four performance levels for each of the four scoring 

procedures are shown in Table 26 for Sample 1 and Sample 2. 

The UNW and WCRX2 scoring procedures classified the same number of 

students at Level 2 in Sample 1 and Levels 1 and 2 in Sample 2. The WN/M scoring 

procedure classified 35 more students in the second level in Sample 1; the 

comparable numbers in Sample 2 were slightly different: 40 fewer for Level 1 and 40 

more students for Level 2 than the UNW and WCRX2 scoring procedures. With the 

PTRN scoring procedure there were 37 more students at Level 2 in Sample 1; the 

comparable numbers in Sample 2 were 23 more students at Level 1 and 30 fewer 

students at Level 2 than the UNW and WCRX2 scoring procedures. The WCRX2 

and WN/M scoring procedures classified the same number of students at Level 3 and 

Level 4. The UNW, WCRX2, and WN/M procedures classified the same number of 

students at Levels 3 and 4 in Sample 2. The UNW scoring procedure classified 53 

fewer students in the third level and 53 more in the fourth level in Sample 1 than the 

WCRX2 and WN/M scoring procedures. For the PTRN scoring procedure there 

were 66 fewer students at the third level and 28 more students at Level 4 in Sample 

1; the comparable numbers in Sample 2 were 37 fewer students at Level 3 and 37 

more student at Level 4 than the UNW, WCRX2, and WN/M scoring procedures in 

Sample 2. While, the differences in the corresponding percentages are 
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relatively small (all less than two percent), the number of students classified in the 

levels did vary, with up to 70 students at a different level if the UNW scoring 

procedure was used in place of the PTRN scoring at the first and second levels in 

Sample 2 and up to 66 students if PTRN was used in place of WCRX2 or WN/M at 

Level 3 in Sample 1. 

Difference in individual student scaled scores. The distributions of differences 

between scaled scores yielded by the four scoring procedures is provided in Figure 

15 for Sample 1 and Figure 16 for Sample 2 (see Appendix E3 and E4 for the 

corresponding tables). As shown, the greatest differences at both extremes occurred 

between the UNW and PTRN and the WCRX2 and PTRN scoring procedures. In 

these cases, the differences ranged from -58 to 112 in Sample 1 and -73 to 94 in 

Sample 2 for the UNW and PTRN procedures, and from -52 to 117 in Sample 1 and -

50 to 101 in Sample 2 for the WCRX2 and PTRN procedures. Large negative 

differences were also found between the scores yielded by the UNW and WN/M 

procedures and large positive differences between the WN/M and PTRN scores. In 

these cases, a difference -80 in Sample 1 and -74 in Sample 2 was found for the 

UNW and WN/M procedures; 127 in Sample 1 and 114 in Sample 2 for the WN/M 

and PTRN procedures. Individual student scores did vary somewhat between the 

UNW and WCRX2 scores, which ranged from -28 to 1. 

When using a DTM of 0.50, the differences yielded by the four scoring 

procedures were significantly different for the vast majority of students for all pairs 
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Figure 15. Differences Between Unweighted, Weighted CRx2, Weighted N/M 
and Pattern Scores: Sample 1 

of scoring procedures perhaps with the exception of the UNW and WCRX2 

procedures. For example, in Sample 1 the scores yielded by the UNW procedure and 

the PTRN procedure were within one DTM for 184 (9.2%) students. The 

corresponding numbers for each of the weighted procedures and the PTRN procedure 

were 164 (8.2%) for WCRX2 and 159(8.0%) for WN/M. The number of students 

within one DTM for the UNW and WCRX2 is slightly greater at 596 (29.8%). If the 

DTM is relaxed to 1.00, the corresponding numbers, taken in the same order, are 510 
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Figure 16. Differences Between Unweighted, Weighted CRx2, Weighted N/M 

and Pattern Scores: Sample 2 

(25.5%), 474 (23.7%), 410(20.5%), and 1568 (78.4%). The results are similar in 

Sample 2. 

Summary 

The classical test score statistics for English 9 and Math 9 indicated that the 

two samples were randomly equivalent and that non-overlapping information was 

yielded by the SR and constructed CR items, but not to the same extent for both 

subjects. Through analysis with principal component analysis, scree plots and, in the 



case of the selection items, NOHARM and the accompanying fit statistics, the 

assumptions of unidimensionality and item independence were met. The assumption 

of speededness was also met. Thus the assumptions of IRT were met. 

At the group level, the means of the score distributions were all less than 500 

varying from 493.10 (WCRX2) and 494.71 (PTRN) for English 9 and from 492.23 

(UNW) to 496.33 (WN/M) for Math 9. While the means of the UNW and WN/M 

and the UNW and PTRN scoring procedures tended to yield more comparable scores, 

there was a lack of transitivity for English 9. In Math 9, the means for the UNW vs. 

PTRN differed by less than one DTM and the difference between the other members 

in each pair was greater than one DTM. The standard deviations of the four 

distributions all exceeded 50 for both samples on both tests. In English 9, the 

standard deviation of the distribution of UNW scale scores exceeded the standard 

deviations of the distributions of the remaining three scale scores by more than one 

DTM; the differences among the standard deviations of the remaining scale scores 

were within one DTM. For Math 9, the standard deviations of the distributions of 

UNW and PTRN scale scores were within one DTM, the differences among the 

standard deviations of the remaining scale scores exceeded one DTM. With the 

exception of WN/M in Math 9, the score distributions were negatively skewed and 

leptokurtic for both samples on both tests. The negative skewness reflects the 

easiness of the test, and explains why the means of the transformed scores were less 

than 500. Lastly, the correlations among the four sets of scores were all above 0.96 

for English 9 and 0.98 for Math 9; the differences among the six pairs of correlations 

were all less than one DTM for both tests. Taken together, the results first reveal that 



the scoring procedures at the group level tended to rank the students the same but 

differed in their central tendency and variability with the exception of the UNW and 

PTRN scale scores in Math 9. 

The magnitudes of the standard errors of measurement varied from 5 to 10 

transformed score points (English 9) and 10 points for Math 9 for the majority of 

score points. The minimum SE for all procedures occurred around the means with a 

sharp increase for scores above 575 and a more moderate increase for scores below 

475 (English 9) and 400 (Math 9). Across the scale scores, the four scoring 

procedures were similar with UNW scoring resulting in marginally higher amounts 

of error. The PTRN scoring resulted in marginally lower amounts of error than the 

remaining score procedures. However, in Math 9, at a scale score of about 400, the 

UNW and WN/M standard errors crossed with the resulting UNW standard errors 

following closely with the WCRX2 and PTRN distributions and the WN/M standard 

errors markedly increasing. Taken together, these findings suggest that there is a less 

precise measurement of student ability at the higher and lower ends of the scale score 

distribution than at the center of the distributions for all four scoring procedures. 

The pattern of percentile scale score differences was similar in both samples 

for both tests. Further, the magnitudes of the differences between pairs of scoring 

procedures were comparable between the two samples for the two tests. However, 

there was a lack of transitivity at the 10l and 50l percentiles for English 9. On Math 

9, using a DTM of 0.50, all of the scoring procedures were similar at the 50th 

percentile in Sample 1 and with the exception of WN/M vs. PTRN, the same results 

were found in Sample 2. The remaining differences exceeded 0.50 in absolute value. 



The pattern scores at the 10 percentile point were less than the scores yielded by the 

other three scoring procedures but greater at the 90th percentile point on both tests. 

The RMS are consistent with the percentile results with the RMS involving PTRN 

scores markedly higher than the RMS values for the other three scoring procedures 

while the RMS values for UNW and WN/M were more comparable. 

Proficiency levels results suggest that student scores did not fluctuate between 

the UNW and WN/M scoring procedures at the first two levels in both samples in 

English 9 and the UNW and WCRX2 scoring procedures for Math 9 in Sample 2. 

The WCRX2 and WN/M scoring procedures classified the same number of students 

at Level 3 and Level 4 for both English 9 and Math 9. The UNW, WCRX2, and 

WN/M procedures classified the same number of students at Level 3 and Level 4 in 

Sample 2 for Math 9. However, the number of students placed in the levels did vary, 

with up to 118 students being placed at a different level if the PTRN procedure was 

used in place of the other three scoring procedures in English 9 and up to 70 students 

being placed at a different level if the UNW procedure was used in place of PTRN at 

the first and second levels in Sample 2 of Math 9. 

Lastly, when using a DTM of 0.50, the differences yielded by the four scoring 

procedures were significantly different for the vast majority of students for all pairs 

except the UNW and WN/M pair in English 9. For the latter pair, 72% were within 

one DTM, while for the other pairs of scores, the percentages varied between 

approximately 3 and 37%. On Math 9, the differences between yielded by the four 

scoring procedures were significantly different for the vast majority of students for 



108 

all pairs. The percentage of students within one DTM ranged from 8% (WN/M and 

PTRN) to 30% (UNW and WCRX2). 

Thus, perhaps with the exception of the UNW and WN/M scoring procedures 

in English 9, the scores yielded by the UWN, WCRX2, WN/M. and PTRN scoring 

procedures cannot be used interchangeably for English 9 or Math 9. 
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CHAPTER 5 

Analyses and Results of High Stakes Examinations 

The results and analyses conducted for the English 30 and Pure Mathematics 

30 are reported in the present chapter. Like the previous chapter, this chapter is 

organized in the three sections for each examination. 

English 30 

Comparability of Samples 

The classical test score statistics for the English 30 samples are reported in 

Table 27. The means and standard deviations between the two samples were similar. 

The differences between the means and standard deviations (sd) were less than one 

DTM for the SR and CR items and exam total for the two samples (0.49 and 0.28 for 

the means and sd of the SR items, 0.12 and 0.00 for the means and sd of the CR 

items, and 0.43 and 0.24 for the means and sd of the total exam). On average, the 

students earned about 68% of the maximum SR points possible (47.4 out of 70) and 

about 70% of the maximum CR points (21.1/30). These results combined with the 

negative skewness and kurtosis for both samples indicate that English 30 was a 

relatively easy exam. As for the low-stakes test, this finding suggests that there may 

be problems in obtaining an ability distribution for English 30 using IRT that is 

centered on zero with a standard deviation of one. Total scores and item scores were 

not available for the selection and constructed items. However, the internal 

consistency of the selection items for the total population from which the samples 

were drawn was 0.89 (Ping Yang, Personal Communication, October 18, 2007). 
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Table 27 

Summary Classical Test Score Statistics: English 30 

SR 

CR 

Exam 

Mean 

47.36 

21.14 

68.68 

Sample 1 

SD 

10.16 

4.53 

13.50 

Skew 

-0.37 

-0.01 

-0.25 

Kurtosis 

-0.46 

-0.35 

-0.48 

Mean 

47.85 

21.26 

69.11 

Sample 2 

SD Skew 

10.44 -0.42 

4.53 -0.06 

13.74 -0.32 

Kurtosis 

-0.42 

-0.31 

-0.37 

Note: SR PTS = selected response points; CR PTS = constructed response points; EXAM = Total 
number of points (SR PTS + CR PTS). 

Lastly, the correlations between the selection and constructed responses scores, 0.64 

for Sample 1 and 0.63 for Sample 2, were moderate, suggesting that each item type 

was measuring, in part, something different (see Table 28). Taken together, these 

results indicate that the two samples were randomly equivalent and that non-

overlapping information was yielded by the selection and constructed response items. 

Assumptions ofIRT 

Unidimensionality. Principal component analysis yielded 22 components with 

eigenvalues greater than 1.0 for the SR items in English 30 for Sample 1. The 

eigenvalue for the first component, 8.22, was 5.67 times greater than the eigenvalue 

Table 28 

Correlations Classical Test Score Statistics: English 30 

Sample 1 Sample 2 

SRPts CRPts Exam SRPts CRPts Exam 

SRPts 1.00 0.64 0.97 1.00 0.63 0.97 

CRPts 0.64 1.00 0.81 0.63 1.00 0.81 

Exam 0.97 0.81 1.00 0.97 0.81 1.00 

Note: SR PTS = selected response points; CR PTS = constructed response points; EXAM = Total 
number of points (SR PTS + CR PTS). 



of the second component 1.45. Further, the successive differences between 

remaining components were small (0.10, 0.06, 0.02, 0.04, 0.00, 0.02, 0.02, 0.02, 0.02, 

0.01, 0.03, 0.00, 0.01, 0.00, 0.00, 0.00, 0.06, 0.02, 0.01, and 0.01). 

Principal component analysis for the CR items on English 30 yielded one 

component with an eigenvalue greater than 1.0 for Sample 1. The eigenvalue for the 

first component 4.24, was 7.07 times greater than the eigenvalue of the second 

component 0.60. Further, the successive differences between remaining components 

were small (0.15, 0.20, 0.02, and 0.00). In Sample 2, the principal component 

analysis yielded 21 components with eigenvalues greater than 1.0 for the SR items in 

English 30. The eigenvalue for the first component, 8.79, was 6.23 times greater 

than the eigenvalue of the second component 1.41; the successive differences 

between remaining components were small (0.05, 0.04, 0.04, 0.05, 0.04, 0.02, 0.02, 

0.02, 0.08, 0.10, 0.00, 0.01, 0.02, 0.00, 0.01, 0.02, 0.01, 0.02, 0.01, and 0.00). 

Principal component analysis for the CR items in Sample 2 yielded one 

component with an eigenvalue greater than 1.0. The eigenvalue for the first 

component 4.23, was 6.82 times greater than the eigenvalue of the second component 

0.62; the successive differences between remaining components were small (0.17, 

0.19,0.03,0.02). 

The scree plots confirm the dominance of the first principal component for 

the SR items and CR items in both Sample 1 and Sample 2 (see Appendix C9 to 

Appendix CI2). 

Non-linear factor analysis. Non-linear factor analysis (NOHARM, Fraser, 

1988) was also used to determine the factor structure of the selection items. The fit 



indices for the English 30 Sample 1 and Sample 2 are presented in Table 29. For 

both samples, the unidimensional model fit the data well: the changes in the fit 

statistics were marginal when the number of factors was increased from 1 to 2. For 

example, Tanaka values went up by 0.001 in Sample 1 and 0.002 in Sample 2, and 

RMSR values went down 0.001 in Sample 1 and remained the same in Sample 2. 

The results of the principal component analysis, the scree plots, and 

NOHARM suggested that there was a dominant component underlying the student 

responses to the CR and SR items on the English 30 examination. Consequently, the 

assumption of essential dimensionality was met for both sets of items. 

Local independence. Given that the assumption of essential 

unidimensionality was met for both the SR and CR items, the assumption of essential 

item independence was obtained for both the selected response and constructed items 

in both samples. 

Speededness. The percentage of students who did not complete the last three 

items was calculated. Less than 1% of the students did not complete the last three 

questions. Thus, it was concluded that speededness was not a factor. 

Taken together, the results of testing the assumptions revealed the 

assumptions were met for the use of IRT were met for English 30 examination. 

Table 29 

NOHARM Fit Indices for English 30 

No. of Factors 

1 

Tanaka 

0.981 

Sample 1 

RMSR 

0.005 

Tanaka 

0.982 

Sample 2 

RMSR 

0.004 

2 0.982 0.004 0.984 0.004 
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Fit among Weighted, Unweighted, and Pattern Scores at the Group Level 

The means and standard deviations for UNW, WCRX2, WN/M, and PTRN 

scoring procedures are provided in Table 30 and the correlations are provided in 

Table 31. 

Inspection of the means in Table 30 reveals that the four scale means for both 

samples were all less than 500. As foreshadowed above, the mean ability estimates 

on the IRT theta scale were again all less than zero because of the easiness of the test. 

Consequently, when these scores were transformed, the means were less than 500. 

Further inspection of the four means in Table 30 reveals that the scoring 

procedures can be placed in two sets for both samples: UNW with PTRN and 

WCRX2 with WN/M. The members in each pair differed by less than one DTM and 

the difference between the two members in one pair and the two members in the 

second pair differed by more than one DTM (e.g., 2.62 for UNW vs. WN/M in scale 

Sample 1). The standard deviations of the four distributions all exceeded 50 for both 

Table 30 

Measures of Central Tendency for the Unweighted, Weighted CRx2, Weighted N/M, 
and Pattern Scores: English30 

UNW . 

WCRX2 

WN/M 

PTRN 

Mean 

483.02 

480.82 

480.40 

483.40 

Sample 1 

SD 

56.96 

55.56 

55.21 

55.59 

Skew 

0.20 

0.08 

0.02 

0.00 

Kurtosis 

0.17 

0.51 

0.01 

-0.02 

Mean 

491.11 

489.08 

488.75 

491.56 

Samp] 

SD 

57.68 

56.75 

56.69 

56.45 

le2 

Skew 

0.15 

0.06 

-0.02 

-0.04 

Kurtosis 

0.29 

0.31 

0.13 

0.08 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; WN/M -
Weighted SR/CR. 



samples. Further, for both samples the standard deviation of the distribution of UNW 

scores exceeded the standard deviations of the distributions of the remaining three 

scale scores by more than one DTM; the differences among the standard deviations 

of the remaining scale scores were within one DTM. With the exception of WN/M 

and PTRN in Sample 2, the scoring distributions were slightly positively skewed. 

The kurtosis suggests a somewhat leptokurtic distribution with the exception of 

PTRN in Sample 1 which is slightly platykurtic. 

Lastly, the correlations (see Table 31) among the four sets of scores were all 

above 0.98 for both samples; the differences among the six pairs of correlations were 

all less than one DTM. Taken together, the results first reveal that the scoring 

procedures at the group level tended to rank the students the same, but differed in 

their central tendency and variability with the UNW and PTN scoring procedures and 

the WCRX2 and WN/M scoring procedures yielding comparable means. 

Standard error. As shown in Figure 17 (Sample 1) and Figure 18 (Sample 2), 

the overall magnitudes of the standard errors of measurement were low to moderate 

Table 31 

Correlations of the Unweighted, Weighted CRx2, Weighted N/M, and Pattern Scores: 
English30 

Sample 1 Sample 2 

UNW WCRX2 WN/M PTRN UNW WCRX2 WN/M PTRN 

UNW 1.00 1.00 1.00 0.98 1.00 1.00 1.00 0.98 

WCRX2 1.00 1.00 1.00 0.98 1.00 1.00 1.00 0.98 

WN/M 1.00 1.00 1.00 0.98 1.00 1.00 1.00 0.98 

PTRN 0.98 0.98 0.98 1.00 0.98 0.98 0.98 1.00 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; WN/M 
- Weighted SR/CR. 
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for the majority of scores (ranging from five to 10 transformed score points). The 

minimum standard error for the four scoring procedures occurred around the means 

(between 450 and 550) and, unexpectedly between 320 and 350. Taking into account 

this latter exception, the standard errors then increased, but much more rapidly for 

scores above 550 than for scores below 320. For scale scores less than about 430, the 

unweighted scoring procedure resulted in the highest amount of error; the differences 

among the three remaining score procedures were more similar and smaller. 

300 350 400 450 500 550 600 650 700 

Standard Scores 

Figure 17. Standard Error of Measurement for English 30 Sample 1 
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300 350 400 450 500 550 600 650 700 

Standard Scores 

Figure 18. Standard Error of Measurement for English 30 Sample 2 

Across the scale scores, the four scoring procedures were similar with UNW 

scoring resulting in marginally higher amounts of error and PTRN scoring resulting 

in marginally lower amounts of error than the remaining score procedures, 

particularly at the low and high end of the scale score distribution. Taken together, 

these findings suggest that there is a less precise measurement of student ability at the 

higher end of the scale score than at the lower end for all four scoring procedures. 

Scale score differences at the 10th, 50th and 9tfh percentiles. The results for 

the differences among the scores yielded by the four scoring procedures at the 



student level, the 10 , 50 , and 90 percentile score points are reported in Table 32 

for both Sample land Sample 2. 

The magnitude and pattern of percentile scale score differences was similar in 

both samples. Using a DTM of 0.50, the WCRX2 and WN/M scoring procedures 

were similar at the 10th and 50th percentile points but not at the 90th percentile point in 

both samples, while the UNW and PTRN scoring procedures were similar at the 50th 

percentile point in both samples. The remaining differences exceeded 0.50 in 

absolute value. In the case of the 10* percentile, the remaining three differences -

UNW vs. PTRN, WCRX2 vs. PTRN, and WN.M vs. PTRN - were negative, ranging 

from -2.00 to -18.00; in contrast these same three differences were positive at the 90th 

percentile point, ranging from 9.00 to 14.00. That is, the pattern scores at the 10th 

percentile point were less than the scores yielded by the other three scoring 

procedures but greater at the 90 percentile point. Lastly, the two weighted 

procedures yielded scores greater than the scores yielded by the UNW procedure at 

i t 

the 90 percentile point, but not to as great an extent as observed when pattern 

scoring was considered (e.g., 4.00 vs. 14.00, 12.00, and 12.00 in Sample 1). 

Root mean square. Table 33 shows that the WCRX2 and WN/M scoring 

procedures produced very low RMS values, 0.78 for Sample 1 and 0.67 for Sample 2, 

indicating close agreement between the two sets of scores. This is consistent with the 

percentile findings presented above, and may be attributable to the small difference 

in weights (2.0 vs. 2.3). The agreement between UNW and WCRX2 and WN/M 

scoring procedures was less: the RMS values were, respectively, 3.03 and 3.69 for 
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Table 33 

Root Mean Squares of the Unweighted, Weighted CRx2, Weighted N/M, and Pattern 

Scores: English30 

UNW vs. WCRX2 

UNW vs. WN/M 

WCRX2 vs. WN/M 

UNW vs. PTRN 

WCRX2 vs. PTRN 

WN/M vs. PTRN 

Sample 1 

3.03 

3.69 

0.78 

11.89 

12.09 

12.25 

Sample 2 

2.85 

3.38 

0.67 

10.59 

10.92 

11.10 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; 
WN/M - Weighted SR/CR. 

Sample 1 and 2.85 and 3.38 for Sample 2. Lastly, the RMS values for the PTRN 

scoring procedure versus the UNW, WCRX2, and WN/M scoring procedures were 

much larger, ranging from 11.89 to 12.25 for Sample 1 and 10.59 to 12.25 for 

Sample 2. The lack of agreement between the PTRN scoring procedure and the other 

scoring procedures corresponds with the findings noted above at the 10th and 90th 

percentiles. 

Proficiency levels. The observed score to UNW scale score conversion table 

indicated that the corresponding cut scores would be 408, 486, and 550 for Sample 1 

and 416, 491, and 554 for Sample 2 in the UNW scale score distribution. These same 

cut points were used in each of the other three score distributions. The number and 

percentage of students in each of the four performance levels for each of the four 

scoring procedures are shown in Table 34 for both Sample 1 and Sample 2. 

As expected, the WCRX2 and WN/M scoring procedures classified the same 

number of students at each level. The UNW scoring procedure resulted in 29 fewer 



students placed in the first level, 22 fewer in the second level, 14 more at the third 

level, and 37 more in the fourth level than the two weighted scoring procedures in 

Sample 1; the comparable numbers in Sample 2 are slightly different: 26, 37, 33, and 

30. A similar pattern was found for the PTRN scoring procedure: 44 fewer at Level 

1, six more at Level 2, 21 more at Level 3, and 17 more at Level 4 in Sample 1; and 

36 fewer at Level 1, 10 fewer at Level 2, 37 fewer at Level 3 and 9 fewer at Level 4. 

While the differences in the corresponding percentages are small (all less than two 

percent), the number of students placed in the levels did vary, with up to 100 students 

being placed at a different level if the WCRX2 or WN/M procedures were used in 

place of the pattern, and up to 66 students if the UNW procedure was used in place of 

the PTRN procedure. 

Difference in individual student scaled scores. A graphical representation of the 

distribution of differences between scaled scores yielded by the UNW, WCRX2, 

WN/M, and PTRN scoring procedures is provided in Figure 19 for Sample 1 and 

Figure 20 for Sample 2 (see Appendices E5 and E6 for the corresponding tables). As 

shown, the greatest differences occurred when the pattern scores were involved. In 

these cases, the differences ranged from -46 to 74 in Sample 1 and -49 to 78 in 

Sample 2 for the UNW procedure, -44 to 72 in Sample 1 and -48 to 76 in Sample 2 

for the WCRX2 procedure, and -46 to 72 in Sample 1 and -49 to 76 in Sample 2 for 

the WN/M procedure. Individual student scores did vary somewhat between the 

UNW and WN/M and the WCRX2 and WN/M procedures, which ranged from -13 to 

23. The differences between the WCRX2 and WN/M scoring procedures were 
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Difference in Student Scores 

Figure 19. Differences Between Unweighted, Weighted CRx2, Weighted N/M 

and Pattern Scores: Sample 1 

smaller, varying from -2.00 to 5.00. This latter finding again may be attributable to 

the small difference in weights (2.0 vs. 2.3). When using a DTM of 0.50, the 

differences between the two pairs of scores yielded by the four scoring procedures 

were significantly different for the vast majority of students for all pairs of scoring 

procedures except the WCRX2 and WN/M pair. For example, in Sample 1 the scores 

yielded by the UNW and WN/M scoring procedures and the UNW and PTRN 
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Difference in Student Score 

Figure 20. Differences Between Unweighted, Weighted CRx2, Weighted N/M 

and Pattern Scores: Sample 2 

scoring procedure were within one DTM for 15 (1%) and 77 (3.9%) of students 

respectively. The corresponding numbers for each of the weighted procedures and 

the PTRN procedure were 66 (3.3%) and 58 (3.0%). In contrast, the WCRX2 and 

WN/M scores for 1,258 (62.9%) students were within one DTM. If the DTM is 

relaxed to 1.00, the corresponding numbers, taken in the same order, are 699 

(35.0%), 204 (10.2%), 187 (9.4%), and 1881 (94.0%). The gain for UNW and PTRN 

procedures is attributable to students receiving one more score point using the UNW 
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scoring procedure than using pattern scoring procedure. The results are similar in 

Sample 2. 

Pure Mathematics 30 

Comparability of Samples 

Both the means and standard deviations between the two samples were similar (see 

Table 35). The differences between the means and standard deviations (sd) were less 

than one DTM for the SR and CR items and exam total for the two samples (0.05 and 

0.02 for the means and sd of the SR items, 0.04 and 0.02 for the means and sd of the 

CR (NR) items, 0.00 for both the means and sd of the CR (OE) items, and 0.01 and 

0.00 for the means and sd of the total exam). On average, the students earned about 

70% of the maximum SR points possible (23 out of 33) and about 67% of the 

maximum CR points (14.1/21). These results combined with the negative skewness 

and kurtosis for both samples indicate that Pure Math 30 was a relatively easy exam. 

The internal consistency of the selection items for the total population from which 

the samples were drawn was 0.85 (Ping Yang, Personal Communication, October 18, 

Table 35 

Summary Classical Test Score Statistics: Pure Math 30 

SR 

CR(NR) 

CR (OE) 

Exam 

Mean 

22.90 

4.25 

9.84 

36.99 

Sample 1 

SD 

5.64 

1.44 

3.03 

9.23 

Skew 

-0.38 

-0.64 

-0.24 

-0.33 

Kurtosis 

-0.40 

-0.23 

-0.61 

-0.46 

Mean 

22.95 

4.21 

9.84 

37.00 

Sample 2 

SD 

5.62 

1.46 

3.03 

9.23 

Skew 

-0.35 

-0.60 

-0.20 

-0.30 

Kurtosis 

-0.43 

-0.32 

-0.63 

-0.43 

Note: SR = selected response; CR (NR) = numerical response constructed response; CR (OE) = open 
ended constructed response; EXAM = Total number of points (SR PTS + CR PTS). 
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2007). Lastly, the correlations between the selection and constructed responses 

scores, 0.66 for Sample 1 and 0.65 for Sample 2, were moderate, suggesting that each 

item type was measuring, in part, something different (see Table 36). Like English 

30, the two samples were randomly equivalent and non-overlapping information was 

yielded by the selection and constructed response items. 

Assumptions ofIRT 

Unidimensionality. The assumption of unidimensionality was assessed 

separately for the subset of selection items and subset of constructed response items 

given each was analyzed separately using item response theory. Principal component 

analysis yielded 10 components with eigenvalues greater than 1.0 for the SR items in 

Pure Math 30 for Sample 1. The eigenvalue for the first component, 4.96, was 4.00 

times greater than the eigenvalue of the second component 1.24. Further, the 

successive differences between remaining components were small (0.09, 0.05, 0.04, 

0.00, 0.02, and 0.02). 

Table 36 

Correlations Classical Test Score Statistics: Pure Math 30 

SRPts 

CR Pts (NR) 

CRPts(OE) 

Exam 

SRPts 

1.00 

0.66 

0.76 

0.96 

CRPts 

(NR) 

066 

1.00 

0.64 

0.77 

CRPts 

(OE) 

0.76 

0.64 

1.00 

0.89 

Exam 

0.96 

0.77 

0.89 

1.00 

SRPts 

1.00 

0.65 

0.76 

0.96 

CRPts 

(NR) 

0.65 

1.00 

0.65 

0.77 

CRPts 

(OE) 

0.76 

0.65 

1.00 

0.89 

Exam 

0.96 

0.77 

0.89 

1.00 

Note: SR = selected response; CR (NR) = numerical response constructed response; CR (OE) = open 
ended constructed response; EXAM = Total number of points (SR PTS + CR PTS). 
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Principal component analysis for the CR numerical response (NR) items in 

Pure Math 30 yielded one component with an eigenvalue greater than 1.0 for Sample 

1. The eigenvalue for the first component, 1.76, was 1.86 times greater than the 

eigenvalue of the second component 0.95. Further, the successive differences 

between remaining components were small (0.06, 0.07, 0.02, and 0.02). For the CR 

open ended (OE) items, principal component analysis yielded one component with an 

eigenvalue greater than 1.0 for Sample 1. The eigenvalue for the first component, 

2.00, was 3.63 times greater than the eigenvalue of the second component 0.55. 

Further, the successive differences between the remaining component were small 

(0.10). 

In Sample 2, the principal component analysis yielded seven components 

with eigenvalues greater than 1.0 for the SR items in Pure Math 30. The eigenvalue 

for the first component, 4.93, was 4.04 times greater than the eigenvalue of the 

second component 1.22; the successive differences between the remaining 

components were small (0.07, 0.02, 0.06, 0.01, 0.04, and 0.02). 

Principal component analysis for the CR (NR) items in Sample 2 yielded one 

component with an eigenvalue greater than 1.0. The eigenvalue for the first 

component 1.79, was 1.84 times greater than the eigenvalue of the second component 

0.97. Further, the successive differences between remaining components were small 

(0.10, 0.03, 0.05, and 0.04). For the CR (OE) items, principal component yielded one 

component with an eigenvalue greater than 1.0. The eigenvalue for the first 

component 2.03, was 3.80 times greater than the eigenvalue of the second component 
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0.53. Further, the successive difference between the remaining component was small 

(0.10). 

The scree plots confirm the dominance of the first principal component for 

the SR items, CR (NR) items, and CR (OE) items in both Sample 1 and Sample 2 (see 

Appendix CI3 to Appendix CI8). 

Non-linear factor analysis. The fit indices for the Pure Math 30 selection 

items for both samples are presented in Table 37. For both samples, the 

unidimensional model fit the data well: the changes in the fit statistics were marginal 

when the number of factors was increased from 1 to 2. The Tanaka values went up 

by 0.003 in Sample 1 and 0.002 in Sample 2, and RMSR values went down 0.001 in 

Sample 1 and Sample 2. 

The results of the principal component analysis, the scree plots, and 

NOHARM suggested that there was a dominant component underlying the student 

responses to the CR and SR items on the Pure Math 30 examination. Consequently, 

the assumption of essential dimensionality was met for both sets of items. 

Local independence. Given that the assumption of essential 

unidimensionality was met for both the SR and CR items, the assumption of essential 

Table 37 

NOHARM Fit Indices for Pure Math 30 

No. of Factors 

1 

Tanaka 

0.988 

Sample 1 

RMSR 

0.005 

Tanaka 

0.989 

Sample 2 

RMSR 

0.005 

2 0.991 0.004 0.991 0.004 
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item independence was obtained for both the selected response and constructed items 

in both samples. 

Speededness. The percentage of students who did not complete the last three 

items was calculated. Less than 1% of the students did not complete the last three 

questions. Thus, it was concluded that speededness was not a factor. 

Taken together, the three sets of results presented above indicate that the 

assumptions for the use of IRT were met for Pure Math 30. 

Fit among Weighted, Unweighted, and Pattern Scores at the Group Level 

Inspection of the means in Table 39 reveals that the four scale means for both 

samples were all less than 500, a finding that is attributable to the easiness of the 

items. As shown in Table 38 the mean for UNW was less than each of the other 

means, yet no significant differences are claimed among the other three scoring 

procedures due to the lack of transitivity. The same held true for Sample 2. The four 

score distributions were positively skewed and leptokurtic. The standard deviations 

of the four distributions all exceeded 50 for both samples. While the standard 

deviation for WCRX2 was smaller in Sample 1 and larger in Sample 2 than each of 

the other means, no significant differences are claimed among the other three scoring 

procedures due to the lack of transitivity. Lastly, the correlations (see Table 39) 

among the four sets of scores were all 1.00 for both samples. 
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Table 38 

Measures of Central Tendency for the Unweighted, Weighted CRx2, Weighted N/M, 

and Pattern Scores: Pure Math 30 

UNW 

WCRX2 

WN/M 

PTRN 

Mean 

495.37 

496.62 

496.34 

495.92 

Sample 1 

SD 

59.66 

60.47 

58.97 

59.45 

Skew 

0.43 

0.35 

0.44 

0.40 

Kurtosis 

1.15 

1.28 

1.23 

1.27 

Mean 

497.08 

498.51 

497.98 

497.56 

Sample 2 

SD 

59.28 

57.56 

58.13 

58.76 

Skew 

0.29 

0.36 

0.33 

0.34 

Kurtosis 

1.00 

0.93 

0.96 

0.89 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; WN/M 
Weighted SR/CR. 

Table 39 

Correlations of the Unweighted, Weighted CRx2, Weighted N/M, and Pattern Scores: 

Pure Math 30 

Sample 1 Sample 2 

UNW WCRX2 WN/M PTRN UNW WCRX2 WN/M PTRN 

UNW 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

WCRX2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

WN/M 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

PTRN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; WN/M -
Weighted SR/CR. 

Standard error. The plots of conditional standard errors of measurement for 

each scoring procedure are shown in Figure 21 and Figure 22 for Samples 1 and 2, 

respectively. The distributions are parabolic in shape, with low to moderate standard 

errors around the means (between 400 and 550), and increasing values on either side 

of this interval. The magnitudes of the standard errors of measurement varied from 
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Figure 21. Standard Error of Measurement for Pure Math 30 Sample 1 

five scale points (around the mean) to 20 scale points (around the low end of the 

distribution) for the majority of score points. The standard errors then increased more 

rapidly for scores above 550 than the standard errors for scores below 400. At a scale 

score of 300 the standard errors are widely spread especially between UNW and 

PTRN with a difference of about 20 SE points. At a scale score of 700 the standard 

errors are closely grouped with a range of about 5 SE points. The UNW scoring 

procedure resulted in the highest amount of error than the three remaining score 

procedures until standard score of 450 where UNW crossed into the three remaining 

scoring procedures. As such, all four scoring procedures had similar SEs from 
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Figure 22. Standard Error of Measurement for Pure Math 30 Sample 2 

around 425 to 525. Across the scale scores, PTRN scoring resulted in marginally 

lower amounts of error than the remaining score procedures, particularly at the low 

end of the scale score distribution. Taken together, these findings suggest that there is 

less precise measurement of student ability at the higher end and the lower end of the 

scale score for all four scoring procedures. 

Scale score differences at the 10lh, 50th and 90th percentiles. The pattern of 

percentile scale score differences was similar in both samples (see Table 40). Further, 

the magnitudes of the differences between pairs of scoring procedures were 
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comparable between the two samples. The WCRX2 and WN/M scoring procedures 

were similar at the 10th and 50th percentile points but not at the 90th percentile point in 

both samples, while the UNW and PTRN scoring procedures were similar at the 50* 

percentile point in both samples. The WCRX2 and PTRN scoring procedures were 

similar at the 50 percentile in Sample 1 while the WN/M and PTRN procedures 

were similar at the 50th percentile in both samples. However, there was a lack of 

transitivity at the 10th, 50th, and 90th percentiles. Hence, no significant differences 

among the scores are claimed. In the case of the 10* percentile, the differences were 

negative, ranging from -2.00 to -7.00; in contrast these same differences were 

positive at the 90th percentile point, ranging from 1.00 to 7.00. That is, the pattern 

scores at the 10 percentile point were less than the scores yielded by the other three 

scoring procedures but greater at the 90th percentile point and the UNW scores at the 

10th percentile were less than the WCRX2 and WN/M scores. 

Root mean square. As shown in Table 41 the UNW and WN/M scoring 

procedures produced low RMS values, 1.76 for Sample 1 and 1.78 for Sample 2, 

indicating closer agreement between the two sets of scores. The agreement between 

UNW and WCRX2 and WN/M scoring procedures were less: the RMS values were, 

respectively, 2.49 for both in Sample 1 and 2.66 for both in Sample 2. Lastly, the 

RMS values for the PTRN scoring procedure versus the UNW, WCRX2, and WN/M 

scoring procedures were larger, ranging from 5.93 to 6.20 for Sample 1 and 5.58 to 

5.73 for Sample 2. The lack of agreement between the PTRN scoring procedure and 

the other scoring procedures corresponds with the findings presented above at the 

10th and 90th percentiles. 
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Table 41 

Root Mean Squares of the Unweighted, Weighted CRx2, Weighted N/M, and Pattern 

Scores: Pure Math 30 

UNW vs. WCRX2 

UNW vs. WN/M 

WCRX2 vs. WN/M 

UNW vs. PTRN 

WCRX2 vs. PTRN 

WN/M vs. PTRN 

Sample 1 

2.49 

1.76 

2.49 

6.20 

5.93 

5.97 

Sample 2 

2.66 

1.78 

2.66 

5.70 

5.73 

5.58 

Note: PTRN = Pattern; UNW = Unweighted; WCRX2 = Weighted CR factor of two; WN/M -
Weighted SR/CR. 

Proficiency levels. The observed score to UNW scale score conversion table 

indicated that the corresponding cut scores were 493, 495, and 542 for Sample 1 and 

441, 497, and 543 for Sample 2 in the UNW scale score distribution. These same cut 

points were used in each of the other three score distributions. The number and 

percentage of students in each of the four performance levels for each of the four 

scoring procedures are shown in Table 42 for both Sample 1 and Sample 2. 

The UNW, WCRX2 and WN/M scoring procedures classified the same number 

of students at each level. This was expected as previous results have suggested that 

the UNW, WCRX2 and WN/M scoring procedures yielded scores that were similarly 

distributed. The PTRN scoring procedure resulted in 17 fewer students placed in the 

first level, 1 fewer in the second level, 8 more at the third level, and 24 fewer in the 

fourth level than the two weighted scoring procedures in Sample 1; the comparable 

numbers in Sample 2 are slightly different: 15, 3, and 1 greater, and 19 fewer in 
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Levels 1 through 4 respectively. In the case of the Pure Math 30, only if the PTRN 

scoring procedure was used, did the student placing in levels result in changes. 

Difference in individual student scaled scores. A graphical representation of 

the distribution of differences between scaled scores yielded by the UNW, WCRX2, 

WN/M, and PTRN scoring procedures is provided in Figure 23 for Sample 1 and 

Figure 24 for Sample 2 (see Appendix E for the corresponding tables). As shown, 

the greatest differences occurred when the PTRN scoring procedure was involved. In 

these cases, the differences ranged from -53 to 38 in Sample 1 and -46 to 51 in 
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Figure 23. Differences Between Unweighted, Weighted CRx2, Weighted N/M 
and Pattern Scores: Sample 1 
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Figure 24. Differences Between Unweighted, Weighted CRx2, Weighted N/M 

and Pattern Scores: Sample 2 

Sample 2 for the UNW procedure, -30 to 48 in Sample 1 and -44 to 63 in Sample 2 

for the WCRX2 procedure, and -46 to 36 in Sample 1 and -46 to 59 in Sample 2 for 

the WN/M procedure. Individual student scores did vary somewhat between the 

UNW and WN/M and the UNW and WCRX2 procedures, ranging from -25 to 3. 

The differences between the WCRX2 and WN/M scoring procedures were smaller, 

varying from -1 to 10. 

When using a DTM of 0.50, the differences yielded by the four scoring 

procedures were significantly different for the vast majority of students for all pairs 
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except the WCRX2 and WN/M pair. For example, in Sample 1 the scores yielded by 

the UNW procedure and the PTRN scoring procedure were within one DTM for 200 

(10%)students. The corresponding numbers for each of the weighted procedures and 

the PTRN procedure were 177 (8.9%) and 182 (9.1%) for the WCRX2 and WN/M 

procedures, respectively. In contrast, the UNW and WCRX2 procedures for 481 

(24.1%) students, the UNW and WN/M procedures for 632 (31.6%) students and the 

WCRX2 and WN/M procedures for 1,488 (74.4%) students were within one DTM. If 

the DTM was to be relaxed to 1.00, the corresponding numbers, taken in the same 

order, would have been 487 (24.4%), 484 (24.2%), 484 (24.4%), 1550 (77.5%) 1718 

(86.0%), and 1928 (96.4%). The results were similar in Sample 2. 

Summary 

Classical test score statistics indicated that the two samples for both English 

30 and Pure Math 30were randomly equivalent and that non-overlapping information 

was yielded by the SR and constructed CR items. Through analysis with principal 

component analysis, scree plots and, in the case of the selection items, NOHARM 

and the accompanying fit statistics, the assumptions of unidimensionality and item 

independence were met for both samples on both examinations. The assumption of 

speededness was also met. Thus the assumptions of IRT were met. 

At the group level in English 30, the means of the score distributions revealed 

that the scoring procedures could be placed into two sets for both samples: UNW 

(483.02) with PTRN (483.40) and WCRX2 (480.82) with WN/M (480.40). The 

members in each pair differed by less than one DTM and the difference between the 

two members in one pair and the two members in the second pair differed by more 
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than one DTM. The means of the scores in Pure Math 30 were all less than 500, 

varying from 495.37 (UNW) to 496.62 (WCRX2). While the means differed by less 

than one DTM between the WCRX2 and WN/M scoring procedures and between the 

WN/M and PTRN scoring procedures there was lack of transitivity in that the 

remaining pair-wise differences between the other scoring procedures. The standard 

deviations of the four distributions all exceeded 50 for both samples on both 

examinations. Further, for both English 30 samples the standard deviation of the 

distribution of UNW scale scores exceeded the standard deviations of the 

distributions of the remaining three scale scores by more than one DTM; the 

differences among the standard deviations of the remaining scale scores were within 

one DTM. For Pure Math 30, there was lack of transitivity between the standard 

deviations of the distribution. Lastly, the correlations among the four sets of scores 

were all above 0.98 for English 30 and 1.00 for Pure Math 30; the differences among 

the six pairs of correlations were all less than one DTM. Taken together, the results 

first reveal that the scoring procedures at the group level tended to rank the students 

the same, but differed in their central tendency and variability with the UNW and 

PTRN scoring procedures and the WCRX2 and WN/M scoring procedures yielding 

comparable means in English 30. 

The magnitudes of the standard errors of measurement varied from 5 to 10 

transformed score points for the majority of score points in English 30 and 5 to 20 

transformed score points for Pure Math 30. The distributions of the standard errors 

were parabolic in shape with the English 30 SEs much wider across the center of the 

distribution. The minimum SE for all procedures occurred around the means with a 
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sharp increase for scores above 550. The UNW scoring resulted in the highest 

amount of error, and PTRN scoring resulting in marginally lower amounts of error 

than the remaining score procedures for both examinations. However, for Pure Math 

30, at a standard score of about 425 the UNW SEs crossed into the SEs for the three 

remaining scoring procedures. At that point and until around the scale score of 525, 

all four scoring procedures had similar SEs. Taken together, these findings suggest 

that there is less precise measurement of student ability at the higher end of the scale 

score than at the lower end for all four scoring procedures. 

The pattern of percentile scale score differences was similar for both samples 

in English 30. The WCRX2 and WN/M scoring procedures were similar at the 10th 

and 50l percentile points but not at the 90th percentile point in both samples, while 

the UNW and PTRN scoring procedures were similar at the 50l percentile point in 

both samples. The remaining differences exceeded 0.50 in absolute value. However, 

there was a lack of transitivity at the 10th, 50th, and 90th percentiles in Pure Math 30, 

hence, no significant differences among the scores are claimed. The pattern scores at 

the 10th percentile point were less than the scores yielded by the other three scoring 

procedures but greater at the 90th percentile point on both examinations. The RMS 

are consistent with the percentile results with the RMS involving PTRN scores 

markedly higher than the RMS values for the other three scoring procedures on both 

examinations. 

Proficiency levels results suggest that, although the differences in 

corresponding percentages were small (all less than two percent) in English 30 and 

did not fluctuate between UNW, WCRX2, and WN/M scoring procedures in Pure 
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Math 30, the number of students placed in the levels did vary. Up to 100 students 

(English 30) and 24 students (Pure Math 30) were placed at a different level if the 

WCRX2 or WN/M procedures were used in place of the PTRN procedure and up to 

66 students if the UNW procedure was used in place of the PTRN procedure in 

English 30. 

Lastly, at the student level, the differences between scores yielded by the four 

scoring procedures were significantly different (exceeded one DTM) for the vast 

majority of students for all pairs except the scores yielded by the WCRX2 and 

WN/M procedures. 

Thus, perhaps with the exception of the WCRX2 and WN/M scoring 

procedures, the scores yielded by the UNW, WCRX2, WN/M and PTRN scoring 

procedures cannot be used interchangeably for English 30 or Pure Math 30. 
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CHAPTER 6 

A brief summary of the purpose of the study and the procedures followed to 

address this purpose are presented in the beginning of this chapter. This summary is 

followed by a discussion of results. The limitations of the study are presented next, 

followed by the conclusion. The chapter concludes with implications for practice 

and recommendations for future research. 

Purpose and Procedures of the Study 

The purpose of this study was to examine the interchangeability of scores 

yielded by four scoring procedures advanced in the literature when applied to low-

stakes achievement tests and to high-stakes school leaving examinations containing 

both selected response (SR) items and constructed response (CR) items. The four 

scoring procedures were the unweighted procedure in which scores from the set of 

SR items and the set of CR items were simply added (UNW); the weighted procedure 

in which the CR items were given a weight of two while the SR items were weighted 

one (WCRX2), the weighted procedure in which the CR items were weighted so that 

they contributed as much to the total scores as the SR items (WN/M), and pattern 

scores yielded by an Item Response Analysis of the full test. Schaeffer et al. (2002) 

and Sykes and Hou (2003) examined the comparability of the UNW, WCRX2, 

PTRN, and other scoring procedures to determine the degree to which the scores 

were interchangeable. Using low-stakes Grade 8 and Grade 9 examinations, both sets 

of researchers found that the scoring procedures yielded similar results at the group 

level. However, they did not present results at the student level. Thus it may be that 



143 

the procedures considered do not lead to interchangeable scores at the individual 

student level. Further, it may that the procedures will not lead to interchangeable 

scores at the group and student level when the tests are high-stakes high-school 

school leaving examinations. 

Two low-stakes tests - the Alberta English and Math 9 provincial 

achievement tests - and two high-stakes examinations - the English 30 and Pure 

Math 30 provincial school leaving diploma examinations - were analyzed to provide 

a replication across two different subject areas. Two random samples of 2,000 

students were selected without replacement from the population of students who took 

each test to allow examination of the stability of the results across samples. A 

difference that matters (DTM) of 0.50 (Kolen & Brennan, 2004; Dorans, 2004; 

Dorans & Feigenbaum, 1994) was used to examine differences in scores. The two 

samples were randomly equivalent for each test and examination. The assumptions 

underlying the use of item response theory were met for both the selected response 

(SR) and constructed response (CR) items included in each test and examination. 

The SR and CR items were simultaneously calibrated on the same theta scale 

(Ercikan et al., 1998; Fitzpatrick et al., 1996; Schaeffer et al., 2002; Sykes & Hou, 

2003; Sykes & Yen, 2000). The three-parameter logistic model (3PL: Lord 1980) 

was used for the SR items and a generalization of Masters' (1982) Partial Credit 

Model was used for the CR items/tasks The parameters were estimated using 

PARDUX (Burket, 1998), a proprietary computer program developed at CTB-

McGraw Hill. PARDUX, as described in Schaeffer et al. (2002), uses a marginal 

maximum likelihood procedure implemented with the EM algorithm (Bock & 
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Aitken, 1981). WINFLUX (Burket, 1999), also proprietary and developed at CTB-

McGraw Hill, was used to place the item parameters onto a common score scale with 

a mean of 500 and a standard deviation of 50. 

The interchangeability of scores yielded by the four scoring procedures was 

evaluated at the group and student level. A comparison of means, standard 

deviations, and standard error was conducted at the group level. At the student level, 

a) the differences among the four scores were compared at the 10th, 50th, and 90th 

percentile points, b) the differences between pairs of scores were summarized using 

the Root Mean Square, c) the comparability of criterion-referenced decisions was 

assessed with respect to three cut-score points in the distributions of scores, and d) 

individual student score differences were examined. 

Results and Discussion 

The results for the four scoring procedures at the group and student levels 

were quite stable across samples. Consequently, the summary of the results presented 

here are for Sample 1. First, the results for each test and examination are 

summarized. These summaries are then followed by a summary of similarities and 

differences at the group level with the results reported by Schaeffer et al. (2002) and 

Sykes and Hou (2003) for the low-stakes tests each set of authors considered. This is 

then followed with a summary that points out similarities and differences among the 

results for the test and examinations considered. 

Low-Stakes Achievement Tests 

English 9. The means of the scores were all less than 500, varying from 

493.10 (WCRX2) to 494.71 (PTRN). While the means differed by less than one 
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DTM between the UNW and WN/M scoring procedures and between the UNW and 

PTRN scoring procedures, there was a lack of transitivity in that the remaining pair-

wise differences between the other scoring procedures exceeded one DTM. The 

standard deviations of the four distributions all exceeded 50 for both samples. 

Further, the standard deviation of the distribution of UNW scale scores exceeded the 

standard deviations of the distributions of the remaining three scale scores by more 

than one DTM; the differences among the standard deviations of the remaining scale 

scores were within one DTM. The four score distributions were negatively skewed 

with the exception of PTRN scores. Sample 1 was slightly platykurtic and Sample 2 

was slightly leptokurtic. The negative skewness reflects the easiness of the test, and 

explains why the means of the transformed scores were less than 500. Lastly, the 

correlations among the four sets of scores were all above 0.96; the differences among 

the six pairs of correlations were all less than one DTM. Taken together, the results 

reveal that the scoring procedures at the group level tended to rank the students the 

same but differed in their central tendency and variability. 

The magnitudes of the standard errors of measurement varied from 5 to 10 

transformed score points for the majority of score points. The minimum standard 

error for all the procedures occurred around the means (between 475 and 575). The 

standard errors then increased, but much more rapidly for scores above 575 than for 

scores below 475; at a scale score of 700, the SE was around 30 SE points higher 

than at a scale score of 300. Across the scale scores, the four scoring procedures were 

similar with UNW scoring resulting in marginally higher amounts of error and PTRN 
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scoring resulting in marginally lower amounts of error than the remaining score 

procedures, particularly for low scores. 

The scores yielded at the 10th and 50th percentile points exhibited a lack of 

transitivity and are therefore not reported. The remaining differences at the 90 

percentile exceeded 0.50 in absolute value. The pattern scores at the 10th percentile 

point were less than the scores yielded by the other three scoring procedures but 

greater at the 90 percentile point. The root mean square differences (RMS) were 

consistent with the percentile results, with the RMS involving PTRN scores markedly 

higher than the RMS values for the other three scoring procedures while the RMS 

values for UNW and WN/M were more comparable. 

The proficiency level results suggested that the classification percentages did 

not fluctuate between the UNW and WN/M scoring procedures at the first two 

proficiency levels. The WCRX2 and WN/M scoring procedures classified the same 

number of students at Levels 3 and 4. However, the number of students placed in the 

levels did vary, with up to 118 students being placed at a different level if the PTRN 

procedure was used in place of the other three scoring procedures. 

Lastly at the student level, the differences between scores yielded by the four 

scoring procedures exceeded one DTM for the vast majority of students for all pairs 

of scores except the scores yielded by UNW and WN/M procedures. For the latter 

pair, nearly three in four were within one DTM, while for the other pairs the 

percentages of scores within one DTM varied between approximately 3% and 37%. 
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Thus, perhaps with the exception of the UNW and WN/M scoring procedures, 

the scores yielded by the UWN, WCRX2, WN/M. and PTRN scoring procedures 

cannot be used interchangeably for English 9. 

Math 9. The means of the scores were all less than 500, varying from 492.23 

(UNW) to 496.33 (WN/M). The means for the UNW and PTRN scoring procedures 

differed by less than one DTM; the differences between the means of the other 

members in each pair were greater than one DTM. The standard deviations of the 

four distributions all exceeded 50. Further, for both samples the standard deviation of 

the distributions of UNW and PTRN scale scores were within one DTM; the 

differences among the standard deviations of the remaining scale scores exceeded 

one DTM. With the exception of the WN/M procedure, the score distributions were 

negatively skewed and all four distributions were leptokurtic. Lastly, the correlations 

among the four sets of scores were all above 0.98 for both samples; the differences 

among the six pairs of correlations were all less than one DTM. Taken together, the 

results reveal that the scoring procedures at the group level tended to rank the 

students the same but differed in their central tendency and variability with the 

exception of the UNW and PTRN scale scores. 

The magnitudes of the standard errors of measurement varied from 10 to 40 

transformed score points for the majority of score points. The SEs were parabolic in 

shape with the overall magnitudes low for the scores around the center of the 

distribution, and a sharp increase for scores below 400 and above 575. For scale 

scores less than about 375, the unweighted scoring resulted in the highest amount of 

error with the differences among the four score procedures being similar. At the 
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scale score of about 400, the UNW and WN/M standard errors crossed. The 

distribution of the SEs of the UNW standard errors then closely followed the 

WCRX2 and PTRN distributions, while the WN/M standard errors increased 

markedly. Across the scale scores, PTRN scoring resulted in marginally lower 

amounts of error than the remaining score procedures, particularly at the low end of 

the scale score distributions. 

With the exception of the PTRN with the WN/M procedures, the scores of all 

of the scoring procedures were within one DTM at the 50* percentile. In contrast, 

the differences between the scores corresponding to the 10 percentile and 

corresponding to the 90th percentile exceeded one DTM. The PTRN scoring 

procedure was the lowest, followed in turn by the UNW procedure at the 10th 

percentile. In contrast, the pattern was reversed at the 90th percentile with the PTRN 

procedure resulting in the highest scores followed again by the UNW procedure. The 

RMS were consistent with the percentile results with the RMS involving PTRN 

scores markedly higher than the RMS values for the other three scoring procedures. 

The proficiency level results suggested that classification percentages did not 

fluctuate between the UNW and WCRX2 scoring procedures at Level 2. The 

WCRX2 and WN/M scoring procedures classified the same number of students at 

Levels 3 and 4. However, the number of students placed in the levels did vary, with 

up to 66 students being placed at a different level if the UNW or WCRX2 procedures 

were used in place of PTRN at the second level. 

Lastly, at the student level the differences yielded by the four scoring 

procedures were significantly different for the vast majority of students for all pairs. 
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The percentage of students within one DTM ranged from 8% (WN/M and PTRN) to 

30% (UNW and WCRX2). Thus, the scores yielded by the UNW, WCRX2, WN/M 

and PTRN scoring procedures cannot be used interchangeably for Math 9. 

High-Stakes Examinations 

English 30. In English 30, the four means suggested that the scoring 

procedures can be placed in two sets: UNW (483.02) with PTRN (483.40) and 

WCRX2 (480.82) with WN/M (480.40). The members in each pair differed by less 

than one DTM and the difference between the two members in one pair and the two 

members in the second pair differed by more than one DTM. With the exception of 

WN/M and PTRN in Sample 2, the scoring distributions were slightly positively 

skewed. The kurtosis suggests a somewhat leptokurtic distribution with the exception 

of PTRN in Sample 1 which was slightly platykurtic. 

The standard deviations of the four distributions all exceeded 50 for both 

samples. Further, for both samples the standard deviation of the distribution of UNW 

scale scores exceeded the standard deviations of the distributions of the remaining 

three scale scores by more than one DTM; the differences among the standard 

deviations of the remaining scale scores were within one DTM. Lastly, the 

correlations among the four sets of scores were all above 0.98 were all within one 

DTM of each other. Taken together, the results first reveal that the scoring 

procedures at the group level tended to rank the students the same, but differed in 

their central tendency and variability with the UNW and PTN scoring procedures and 

the WCRX2 and WN/M scoring procedures yielding comparable means. 
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The overall magnitudes of the standard errors of measurement varied from 5 

to 10 transformed score points for the majority of score points. The minimum SE for 

all procedures occurred around the means with a sharp increase for scores above 550. 

The UNW scoring resulted in the highest amount of error, with the three remaining 

score procedures more similar and smaller. Across the scale scores, the four scoring 

procedures were similar with UNW scoring resulting in marginally higher amounts 

of error and PTRN scoring resulting in marginally lower amounts of error than the 

remaining score procedures, particularly at the low and high end of the scale score 

distribution. 

The WCRX2 and WN/M scoring procedures were similar at the 10th and 50th 

percentile points but not at the 90 percentile point, while the UNW and PTRN 

scoring procedures were similar at the 50l percentile point in both samples. The 

remaining differences exceeded one DTM. The pattern score corresponding to the 

10th percentile point was less than the scores yielded by the other three scoring 

procedures. In contrast, the pattern score corresponding to the 90th percentile point 

exceeded the scores yielded by the other procedures. Lastly, the two weighted 

procedures yielded scores greater than the scores yielded by the UNW procedure at 

the 90 percentile point, but not to as great an extent as observed when pattern 

scoring was considered. The RMS were consistent with the percentile results with 

the RMS involving PTRN scores markedly higher than the RMS values for the other 

three scoring procedures. 

The proficiency level results suggested that, although the differences in 

corresponding classification percentages were small (all less than two percent), the 
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number of students placed in the levels did vary, with up to 100 students being placed 

at a different level if the WCRX2 or WN/M procedures were used in place of the 

PTRN procedure, and up to 66 students if the UNW procedure was used in place of 

the PTRN procedure. 

Lastly, at the student level, the differences between scores yielded by the four 

scoring procedures exceeded one DTM for the vast majority of students for all pairs 

of scores except the scores yielded by the WCRX2 and WN/M pair. For the latter 

pair, over three in five were within one DTM, while the percentages for the other 

pairs of scoring procedures varied between approximately 1.0% (UNW and WN/M) 

to 3.9% (UNW and PTRN). 

Thus, perhaps with the exception of the WCRX2 and WN/M scoring 

procedures, the scores yielded by the UNW, WCRX2, WN/M and PTRN scoring 

procedures cannot be used interchangeably for English 30. 

Pure Math 30. The means of the scores were all less than 500, varying from 

495.37 (UNW) to 496.62 (WCRX2). While the means differed by less than one 

DTM between the WCRX2 and WN/M scoring procedures and between the WN/M 

and PTRN scoring procedures there was lack of transitivity in that the remaining 

pair-wise differences between the other scoring procedures differed by more than one 

DTM. The standard deviations of the four distributions all exceeded 50 for both 

samples. Further, while the differences among the standard deviations between the 

WN/M and PTRN scoring procedures and the UNW and PTRN procedures were 

within one DTM there was lack of transitivity in that the between the standard 

deviations of the distribution of the remaining scale scores exceeded one DTM. The 
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correlations among the four sets of scores were all 1.00. Taken together, the results 

first reveal that the scoring procedures at the group level tended to rank the students 

the same but differed in their central tendency and variability. 

The magnitudes of the standard errors of measurement varied from 5 to 20 

transformed score points for the majority of score points. The SE distributions were 

parabolic in shape, with low to moderate standard errors around the means (between 

400 and 550), and increasing values on either side of this interval. The standard 

errors then increased more rapidly for scores above 550 than the standard errors for 

scores below 400. At a scale score of 300 the standard errors are widely spread 

especially between UNW and PTRN with a difference of about 20 SE points. At a 

scale score of 700 the standard errors are closely grouped with a range of about 5 SE 

points. The UNW scoring procedure resulted in the highest amount of error than the 

three remaining score procedures until standard score of 450 where UNW crossed 

into the three remaining scoring procedures. As such, all four scoring procedures had 

similar SEs from around 425 to 525. Across the scale scores, PTRN scoring resulted 

in marginally lower amounts of error than the remaining score procedures, 

particularly at the low end of the scale score distribution. 

The pattern of percentile scale score differences was similar in both samples. 

However, there was a lack of transitivity at the 10th, 50th, and 90th percentiles. Hence, 

no significant differences among the scores are claimed. The pattern scores at the 10th 

percentile point were less than the scores yielded by the other three scoring 

procedures but greater at the 90th percentile point. The RMS were consistent with the 

percentile results, with the RMS involving the PTRN scores markedly higher than the 
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RMS values for the other three scoring procedures and with the RMS values for 

UNW and WN/M were more comparable. 

The proficiency level results suggested that classification results did not 

fluctuate between the UNW, WCRX2 and WN/M scoring procedures at each level. 

The PTRN scoring procedure resulted in 17 fewer students placed in the first level, 1 

fewer in the second level, 8 more at the third level, and 24 fewer in the fourth level 

than the two weighted scoring procedures. 

Lastly, at the student level, the differences between scores yielded by the four 

scoring procedures were exceeded one DTM for the vast majority of students for all 

pairs except the scores yielded by the WCRX2 and WN/M procedures. For the latter 

pair, three in four were within one DTM, while the percentages for the other pairs of 

scoring procedures varied between approximately 8.9% (WCRX2 and PTRN) to 

31.6% (UNW and WN/M). 

Thus, perhaps with the exception of the WCRX2 and WN/M scoring 

procedures, the scores yielded by the UNW, WCRX2, WN/M and PTRN scoring 

procedures cannot be used interchangeably for Pure Math 30. 

Summary of Results and Discussion 

Taken together, the results presented above reveal that 1) as pointed out 

earlier, the descriptive analyses were stable across samples thus no notable 

differences were noted between the four scoring procedures at the group level, 2) 

differences were noted at the student level: pattern scoring generally had the lowest 

SEs and resulted in the greatest differences of scores across all four tests; pattern 

scoring generally had the greatest differences at the 10th and 90th percentiles; pattern 
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scoring resulted with the greatest number of students affected at the four proficiency 

levels; differences in individual student scaled scores were most pronounced when 

pattern scoring was involved, and 3) results appear to be a function of the raw score 

weight of the SR and CR items. 

1. The four scale means for the four exams ranged from 480.40 to 498.51. 

Although the same transformation was used by Schaeffer et al. (2002) 

and Sykes and Hou (2003), their means ranged from slightly below 500 

(493.1) to slightly above 500 (504.33). The difference between those 

findings and the findings in the present study occurred because the mean 

ability estimates on the IRT theta scale in the present study were all less 

than zero (-0.04 to -0.20). Consequently, when the scores were 

transformed, the means were less than 500. The standard deviations, 

which ranged from 54.25 to 64.21, were consistent with those found by 

Sykes and Hou (2003) and Schaeffer et al. (2002). The skewness and 

kurtosis values revealed the low-stakes tests were generally negatively 

skewed while the high-stakes examinations were positively skewed both 

with a relatively flat mode. 

2. Differences were noted at the student level: 

2.1. As in Schaeffer et al. (2002) and Sykes and Hou (2003), the SEs 

were higher at the lower and higher ends of the scale score 

distributions, ranging from 40 to 115 at the lower end of the scale 

score distribution and 48 to 115 at the upper end of the scale score 

distribution; all of the SE distributions were parabolic in shape, 
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with the bottom of the parabolas in English 9 and English 30 

being wider than that of Math 9 and Pure Math 30. The PTRN 

scoring procedure resulted in SEs that were consistently less than 

the UNW and two weighted procedures across all four tests with 

the greatest differences occurring in the lowest portion of the 

scale (300 through 400). Unlike Schaeffer et al. (2002) and Sykes 

and Hou (2003), the UNW SEs crossed the SEs for the three 

remaining scoring procedures on both Math exams while it stayed 

above the SEs for the other three scoring procedures throughout 

the SE distribution on the two English exams. The resulting 

lower standard errors for the PTRN scoring procedure assures that 

the scores are more accurate estimates of each student's true score 

than the other three scoring procedures particularly for students at 

the lower end of the ability distribution. 

The percentile scale score differences for all four tests resulted in 

PTRN scoring with the greatest variability of scores at the 10th 

and 90th percentiles. Across all four tests, the PTRN scores were 

consistently lower than the UNW, WCRX2, and WN/M scoring 

procedures at the 10 percentile (ranging from -6.00 to -21.00) 

and higher than the other three scoring procedures at the 90th 

percentile (6.00 to 19.00). 

The proficiency level results suggested that the classification 

percentages fluctuated somewhat (from 0% to 2%) between the 
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UNW, WCRX2, and WN/M scoring procedures at the four 

proficiency levels across the four tests. However, the number of 

students placed in the levels did vary when the PTRN procedure 

was compared with the other three scoring procedures with up to 

118 students being placed at a different level. 

2.4. The differences in individual student scaled scores were most 

pronounced between the PTRN and UNW, WCRX2, and WN/M 

procedures on all four tests. The differences ranged from -46 to 

+112 for PTRN and UNW; -60 to +117 for PTRN and WCRX2; 

and -59 to +85 for PTRN and WN/M. 

2.5. When considering all of the analyses conducted, the two low-

stakes exams were similar only in proficiency levels, where the 

WCRX2 and WN/M scoring procedures had the same results in 

Levels 3 and 4 for English 9 and Math 9. 

The means of the WCRX2 and WN/M scoring procedures for Pure Math 

30 and English 30 were within one DTM; differences between the 

WCRX2 and WN/M scoring procedures on both English 30 and Pure 

Math 30 were the same at the 10th and 50th percentiles; the results for 

both the WCRX2 and WN/M scoring procedures were the same across all 

four proficiency levels on both exams; and the results at the individual 

level were within one DTM for almost three out of four of the students 

for the WCRX2 and WN/M scoring procedures for both English 30 and 

Pure Math 30. This was likely due to the similarity between the weight 



157 

for the CR items on WCRX2 and the WN/M for both examinations. For 

example, the WN/M on English 30 at 2.33 and the WN/M for Pure Math 

30 at 1.7. Thus, if the high-stakes exam being investigated does not 

maintain the pattern of close to twice as many SR as CR items, this 

finding may not hold true. 

Limitations of the Study 

Although research was provided to support the claim that the PATs are low-

stakes and the DIPs are high-stakes examinations (see Chapter 2), a more thorough 

assessment of the stakes of the achievement tests and diploma examinations would be 

beneficial. The motivation of the students writing PATs and DIPs in Alberta needs to 

be assessed to determine better whether the Grade 9 PATs are indeed low-stakes in 

light of the inclusion of these tests as part of the accountability pillar of the 

Government of Alberta's four pillars of education, and the reported inclusion of the 

scores from these exams being included in the final grade of the year. 

Conclusions 

1. At the group level, the four scoring procedures yielded similar results on 

all four tests. The scale score distributions and correlational patterns 

were comparable. 

2. At the student level, the four scoring procedures did not yield scale score 

distributions that were sufficiently similar to warrant using the 

procedures interchangeably. 
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3. Pattern scoring provided the smallest standard errors of the four scoring 

procedures, particularly at the lower end of the ability distribution. 

4. Stakes was not a factor affecting the four scoring methods. 

5. Differences noted between the two English and the two Math tests 

suggest subject is a factor affecting the scale score distributions. 

6. The four scoring methods can be used for norm referenced tests without 

bias. However, the four scoring methods result in different student scale 

scores and thus would not be appropriate for criterion referenced 

situations like those used by Alberta Education. 

Implications for Practice 

At the group level, the scores from the four scoring procedures were stable, 

thus scores at this level may be interpreted interchangeably. However, at the student 

level, it was found that the four scoring procedures did not yield scale score 

distributions that were sufficiently similar to warrant using the procedures 

interchangeably especially on criterion-referenced tests like those used by Alberta 

Education. As a result, student scores and ultimately decisions made based on those 

scores may be affected. This can potentially harm students in that their opportunity 

for graduation and scholarship may be altered depending on which scoring procedure 

is used. 

As such, researchers and government officials should carefully consider the 

implications of which scoring procedure is chosen for each particular test and 

examination. For example, in Alberta three cut-scores are set to distinguish between 
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those students who demonstrate a standard of excellence, those who demonstrate 

acceptable standard, and those who do not. Pattern scoring provided the lowest 

standard error with the unweighted scoring procedure resulting in the highest 

standard error. When a cut-score is set, the amount of error at the location of the cut-

score is an important consideration. It follows then that the standard error resulting 

from each scoring procedure is one issue that must be carefully considered. Once a 

procedure is chosen, a detailed justification and procedure for use should be provided 

to the stake holders, including the education community, students and parents. 

Recommendations for Future Research 

• Further examination of the motivation of the students writing PATs in Alberta 

would be beneficial to determine better whether the Grade 9 PATs are indeed 

low-stakes. 

• An expansion to other provinces, territories, and states in which low-stakes tests 

and/or high-stakes examinations are administered will determine if the findings 

noted in Alberta in the present study are consistent across the country. 

• Further examination of the effects of the four scoring procedures in other subject 

areas with tests and examinations with SR and CR items is warranted. 

• Student performance was high on the tests and examinations used in the current 

study. An examination of low-stakes and high-stakes examinations with normal 

distributions will address the possible effects of the negative skewness and 

kurtosis found in this study. 
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• The raw score weighting on both high-stakes examinations resulted in the 

selection items worth about twice as much as the construction items. 

Examination of high-stakes examinations without this weighting scheme may 

result in differences at the student level that were not noted in this study. 

• Finally, a simulation study that addresses the use of the four scoring procedures 

on simulated data with both SR and CR items would 

o provide a benchmark for distributions that are both normally distributed 

and distributions that are negatively skewed, and 

o provide an opportunity to explore the impact of the increased variability 

due to the multiple score levels of the constructed response items over the 

selected response items. 
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Appendix A: Low-Stakes Test Specifications 

Table Al 

Grade 9 Language Arts PAT Specifications 

Dimensions Of Three Main Topic Areas 

Narrative/Essay Writing 

Reporting Category Description of Writing Assignment 

Content (selecting ideas and details to 
achieve a purpose) 
Students respond to a given prompt by 
writing a narrative or essay. Students 
establish their purpose, select ideas and 
supporting details to achieve the purpose, 
and communicate in a manner appropriate 
to their audience. 

Organization (organizing ideas and details 
into a coherent whole) 
Students organize their ideas to produce a 
unified and coherent narrative/essay that links 
events and details, sentences, and paragraphs 
to support the purpose. 

Sentence Structure (structuring sentences 
effectively) 
Students control sentence structure and use a 
variety of sentence types, beginnings, and 
sentence lengths to enhance communication. 

Vocabulary (selecting and using words and 
expressions correctly and effectively) 
Students choose specific words and 
expressions that are appropriate for their 
audience and effective in establishing a 
voice/tone that will help achieve their 
purpose. 

Conventions (using the conventions of written 
language correctly and effectively) 
Students use conventions accurately and 
effectively to communicate. 

The writing assignment requires students 
to respond to a prompt that consists of a 
topic and a collection of materials that 
students may use, if they wish. These 
materials include graphics, quotes, and 
short literary excerpts. Students may use 
ideas from previous experience and/or 
reading. Students are to respond by 
writing a narrative or essay. 



171 

Table Al (Continued) 

Functional Essay 

Reporting Category 

Content (thought and detail) 
Students develop, organize, and evaluate ideas 
for a specified purpose and audience.. 

Content Management (using the conventions 
of written language correctly and effectively) 
Students communicate clearly and effectively 
by selecting words and phrases appropriate to 
their purpose. Students demonstrate control of 
sentence structure, usage, mechanics, and 
format. 

Reading 

Reporting Category Language Function 
Informational Narrative/Poetic 

Identifying and Interpreting Ideas and Details 
Students recognize explicit or implicit ideas and 6 11 
details and make inferences about the 
relationships between ideas and details. 

Interpreting Text Organization 5 6 11 (20%) 
Students identify and analyze genre. Students 
identify and analyze the author's choice of form, 
organizational structure, style, literary techniques, 
text features, and conventions. 

Associating Meaning 5 6 11 (20%) 
Students use contextual clues to determine the 
connotative meaning of words, phrases, and 
figurative language. 

Synthesizing Ideas 6 10 16(29%) 
Students make generalizations by integrating 
information from an entire selection in order to 
identify the purpose, theme, main idea, or mood 
of the selection. 

Number (Percentage)of Questions 22(40%) 33(60%) 55(100%) 

Description of Writing Assignment 

The functional writing assignment 
requires students to write to a specified 
audience in the context of a business 
letter. They are also expected to 
correctly address a blank envelope. 

Total 
Questions 

% 

17(31%) 

(Alberta Education, 2004e) 
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Table A2 

Grade 9 Mathematics PAT Specifications 

General Outcomes Reporting Category Total 
Questions 

Knowledge Skills % 
Number 
• Explain and illustrate the structure and 4 9 13 (26%) 

the interrelationship of the sets of 
numbers within the rational number 
system 

• Develop a number sense of powers 
with integral exponents and rational 
bases 

• Use a scientific calculator or a 
computer to solve problems involving 
rational numbers 

• Explain how exponents can be used to 
bring meaning to large and small 
numbers, and use calculators or 
computers to perform calculations 
involving these numbers 

Patterns and Relations 4 11 15(30%) 
•Generalize, design, and justify mathematical 
procedures by using appropriate patterns, 
models, and technology 
• Solve and verify linear equations and 

inequalities in one variable 
• Generalize arithmetic operations from the set 

of rational numbers to the set of polynomials 

Space and Shape 5 9 14(28%) 
• Use trigonometric ratios to solve problems 

involving a right triangle 
• Describe the effects of dimension changes in 
related 2-D shapes and 3-D objects in solving 
problems involving area, perimeter, surface 
area, and volume 

• Specify conditions under which triangles may 
be similar or congruent, and use these 
conditions to solve problems 

• Use spatial problem solving in building, 
describing, and analyzing geometric shapes 

• Apply coordinate geometry and pattern 
recognition to predict the effects of 
translations, rotations, reflections, and 
dilatations on 1-D lines and 2-D shapes 

Statistics and Probability 3 5 8(16%) 
• Collect and analyze experimental results 

expressed in two variables; use technology, 
as required 

Dimensions 
of Four 
Main Topic 
Areas 
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Table A2 Continued 

• Explain the use of probability and statistics 
in the solution of complex problems 

Number (Percentage) of Questions 16 34 50(100%) 
(32%) (68%) 

(Alberta Education, 2004f) 



Table Bl 
Appendix B: High-Stakes Examination Specifications 

English Language Arts 30 Examination Specifications 

English Language 

Description of 
Writing Assignment 

The Personal 
Response to Texts 
Assignment requires 
the student to respond 
personally, critically, 
and/or creatively to 
the content and 
contexts of a variety 
of texts while 
exploring ideas and 
impressions that the 
student may also 
consider in the 
Critical / Analytical 
Response to Literary 
Texts Assignment. 

The Critical / 
Analytical Response 
to Literary Texts 
Assignment sets a 
specific writing topic 
but allows the student 
to choose relevant 
literary text(s) and a 
procedure of 
development, and to 
select supporting 
details from the 
chosen literary text(s). 
The 
Critical / Analytical 
Response to Literary 

; Arts 30 Diploma Examination Part A: 

Reporting Category 
(Scoring Criteria) 

Ideas and Impressions 
The student is required 
to reflect on and explore 
ideas and impressions 
prompted by the texts 
and the topic. 

Presentation 
The student is required 
to select an appropriate 
and effective prose form 
to convey impressions, 
to explore ideas, and to 
create a unifying effect 
and effective voice. The 
student is required to 
communicate clearly. 
Thought and 
Understanding 
The student is required 
to address the topic by 
demonstrating an 
understanding of the 
ideas developed by the 
text creator(s) and by 
analyzing and 
explaining the 
personality traits, roles, 
relationships, 
motivations, attitudes, 
and values of characters 
developed and presented 
in literary text(s). 

Cross-
Reference 

to 
Program 

of Studies 

2.1 
2.2 
2.3 
4.1 

3.1 
3.2 
4.1 
4.2 

2.1 
2.2 
4.1 
4.2 

Written Response 

Proportion of 
Total 

Examination 
Mark 

Report Sect. 
Cat. 
10% 20% 

10% 

7.5% 30% 



Texts Assignment 
requires the student to 
understand literal and 
implied meanings in 
the chosen text(s) and 
to synthesize thoughts 
clearly and express 
ideas effectively and 
correctly in writing. 

Supporting Evidence 
The student is required 
to present relevant 
support and evidence 
from a literary text (or 
texts) to support ideas. 
Significant appropriate 
evidence skillfully used 
is required to create an 
effective and convincing 
response. 
Form and Structure 
The student is required 
to develop a coherent, 
unified composition by 
choosing an appropriate 
procedure to create a 
unified effect. A 
controlling idea may be 
implicit or explicit 
within the composition. 

2.3 
3.2 
4.1 
4.2 

7.5% 

2.2 
3.1 
4.1 
4.2 

5% 

Matters of Choice 4.2 5% 
The student is required 
to demonstrate a 
repertoire of stylistic 
choices and vocabulary 
in a deliberate, precise, 
and controlled manner. 
Matters of Correctness 4.2 5% 
The student is required 
to write clearly and 
correctly, appropriately 
applying the 
conventions for written 
language. 

Proportion of Total Examination Mark 50% 50% 
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English Language Arts 30 Diploma Examination Part B: Reading 

Reporting 
Category 

A. Form 
Literal 
Under-

B. Infer, 
Apply, 
and 

standing A n a l y z e 

C. Assess 
and Form 
Generaliza 

-tions 

Total Items 

1. Construct meaning 
from content and 
context, and engage 
contextual knowledge 

2. Relate textual forms, 
elements, and 
techniques to content, 
purpose, and effect 

30-40 items 

15-25 items 

3. Connect self, culture, 
and milieu to text and 
text creators 

Total Items 5-15 
items 

30-40 
items 

15-25 
items 

5-15 items 

70 items 
(50%) 

(Alberta Education, 2004d) 



177 

Table B2 

Pure Mathematics 30 Examination Specifications 

Content 

Transformations of Functions 

Exponents, Logarithms, and Geometric Series 

Trigonometry 

Conic Sections 

Permutations and Combinations 

Statistics 

Explanation of Cognitive Levels 

Procedural, conceptual, and problem-solving cognitive levels are addressed 

throughout the examination. The emphasis of each cognitive level was approximately 

equal. 

Procedures 

The assessment of students' knowledge of mathematical procedures should involve 

recognition, defense, execution, and verification of appropriate procedures and the 

steps contained within them. The use of technology can allow for conceptual 

understanding prior to specific skill development or vice versa. Students must 

appreciate that procedures are created or generated to meet specific needs in an 

efficient manner and thus can be modified or extended to fit new situations. 

Assessment of students' procedural knowledge will not be limited to an evaluation of 

their proficiency in performing procedures, but were extended to reflect the skills 

presented above. 

Percent 
Emphasis 

15 

20 

24 

12 

19 

10 
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Concepts 

An understanding of mathematical concepts goes beyond a mere recall of definitions 

and recognition of common examples. Assessment of students' knowledge and 

understanding of mathematical concepts should provide evidence that they can 

compare, contrast, label, verbalize and define concepts, identify and generate 

examples and counter-examples as well as properties of a given concept, and 

recognize the various meanings and interpretations of concepts. Students who have 

developed a conceptual understanding of mathematics can also use models, symbols 

and diagrams to represent concepts. Appropriate assessment will also provide 

evidence of the extent to which students have integrated their knowledge of various 

concepts. 

Problem Solving 

Appropriate assessment of problem-solving skills is achieved by allowing students to 

adapt and extend the mathematics they know and encourage the use of strategies to 

solve unique and unfamiliar problems. 

Assessment of problem solving involves measuring the extent to which students use 

these strategies and knowledge, and their ability to verify and interpret results. 

Students' ability to solve problems develops over time as a result of their experiences 

with relevant situations that present opportunities to solve various types of problems. 

Evidence of problem-solving skills is often linked to clarity of communication. 

Students demonstrating strong problem-solving skills should be able to clearly 

explain the process they have chosen, using clear language and appropriate 

mathematical notation and conventions. 

(Alberta Education, 2004i) 
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APPENDIX C 
Scree Plots 

Low-Stakes Examinations 

i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—r 
9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 

Component Number 

Figure CI Scree Plot for SR English 9 Sample 1 



180 

3 4 5 

Component Number 

Figure C2 Scree Plot for CR English 9 Sample 1 
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i r 
1 3 5 

i — i — i — i — i — i — i — i — i — i — i — i — i — i — i — i — i — i — I — i — i — i — r 
7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 

Component Number 

Figure C3 Scree Plot for SR English 9 Sample 2 
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3 4 5 

Component Number 

Figure C4 Scree Plot for CR English 9 Sample 2 
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I I l I l I l l l l l l I l I l I l l l l I I I I I I I l I l I l I I I I I I l l l l l 
1 2 3 4 5 6 7 8 9 10111213 1415 1617 18 19 20 2122 23 24 25 26 27 28 29 30 3132 33 34 35 36 37 38 39 40 4142 43 44 

Component Number 

Figure C5 Scree Plot for SR Math 9 Sample 1 
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3 4 

Component Number 

Figure C6 Scree Plot for CR Math 9 Sample 1 
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I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 
1 2 3 4 5 6 7 8 9 101112 13 14 1516171819 20 2122 23 24 25 26 27 28 29 30 3132 33 34 35 36 37 38 39 40 4142 43 44 

Component Number 

Figure C7 Scree Plot for SR Math 9 Sample 2 
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3 4 

Component Number 

Figure C8 Scree Plot for CR Math 9 Sample 2 
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l l I I l l l l l l I l l l I l l I I l I I I l l I I 'I I I l I I I I 
13 5 7 9 11131517192123252729313335373941434547 4951535557596163656769 

Component Number 

Figure C9 Scree Plot for SR English 30 Sample 1 



188 

3 4 

Component Number 

Figure CIO Scree Plot for CR English 30 Sample 1 
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Component Number 

Figure CI 1 Scree Plot for SR English 30 Sample 2 
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Component Number 

Figure C12 Scree Plot for CR English 30 Sample 2 
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i • i i i i i i i i i i i i i i i i i i r i l l 
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Figure C13 Scree Plot for SR Pure Math 30 Sample 1 
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3 4 

Component Number 

Figure C14 Scree Plot for CR (NR) Pure Math 30 Sample 1 
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Component Number 

Figure CI5 Scree Plot for CR (OE) Pure Math 30 Sample 1 
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Figure CI6 Scree Plot for SR Pure Math 30 Sample 2 
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3 4 

Component Number 

Figure C17 Scree Plot for CR (NR) Pure Math 30 Sample 2 
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Component Number 

Figure CI8 Scree Plot for CR (OE) Pure Math 30 Sample 2 
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