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Abstract

Imposing constraints on the class of the available self-financing strategies

may eliminate the possibility of using replicating or superhedging strategies,

which leads to the problem of partial hedging. In the present work, the partial

hedging problem is investigated from the viewpoint of the contingent claim

seller who aims to minimize the shortfall risk through dynamic hedging un-

der the constraint on the initial capital. The shortfall risk is measured via

conditional value-at-risk, a coherent quantile risk measure. Another problem

consists in finding a strategy that minimizes hedging costs under a constraint

on conditional value-at-risk of the hedging portfolio. In a complete market,

an explicit algorithm for constructing the optimal hedging strategy in both

problems is presented, along with a number of detailed illustrations. In the

incomplete case, the optimal solution is no longer explicit, however a cer-

tain generalization of the Neyman-Pearson lemma may be used to deduce the

general structure of the optimal strategy. Some of such generalizations as-

sume weak compactness of the set of densities of equivalent sigma-martingale

measures. We show that this requirement is in fact never satisfied in the in-

complete market setting and provide detailed discussion of the matter in both

the discrete- and continuous-time cases. Finally, we demonstrate how path-

wise comparison can be used in the problem of approximate option hedging

and pricing, and we illustrate the approach in the framework of the constant

elasticity of variance model.
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Chapter 1

Introduction

This thesis is composed of several relatively independent parts which repre-

sent the areas of research that I have been involved in during my stay at the

University of Alberta.

The first part has been my primary focus of study and relates to the prob-

lem of partial hedging of contingent claims with conditional value-at-risk cho-

sen as the performance criterion. The problem naturally arises in situations

where the claim seller is unwilling to engage in a perfect hedging or a super-

hedging strategy due to the high cost of the such. By limiting the initial capital

from above, we restrain the class of the available self-financing strategies and

we then search for a strategy that is optimal in the sense of minimizing con-

ditional value-at-risk of the hedging portfolio at the terminal moment of time.

It turns out that in a complete market model the optimal strategy can be de-

duced in a semi-explicit fashion in terms of randomized tests by utilizing the

Neyman-Pearson lemma in conjunction with a certain representation theorem

for conditional value-at-risk. This method is also applicable to the dual prob-

lem in which the required initial capital is minimized subject to a constraint
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on the conditional value-at-risk. In the incomplete market setting, the optimal

strategy can no longer be found explicitly, however by using duality methods

for state-dependent utility functions it can be shown that the solution still has

the typical 0-1 structure.

The second part presents a joint research with Alexander Melnikov and

Vladislav Krasin and is devoted to the problem of finding option price bounds

in diffusion models via the path-wise comparison theorem. To illustrate the

approach, we derive the upper price bound explicitly for a call option in the

framework of the constant elasticity of variance model and compare precision

of our estimate to the distribution-free approach. We show that our method

provides highly precise price bounds for in-the-money options and can also

be viewed as an alternative to the existing numerical methods of computing

option prices in the constant elasticity of variance model for extremely short

maturities.

Last but not least, this thesis questions weak L1-compactness of the family

of densities of equivalent sigma-martingale measures. To our knowledge, this

topic hasn’t been studied in detail in existing literature, yet it carries signif-

icant meaning for the problems of composite hypotheses testing that arise in

partial hedging problems since certain duality methods require the aforesaid

set of densities to be compact in L1. We show that this set is never closed in

an incomplete arbitrage-free market due to the violation of measure equiva-

lence of the limit measure, both in discrete- and continuous-time settings. We

also investigate the discrete-time case thoroughly and find other reasons for

non-closedness and the lack of relative compactness of the set of densities of

equivalent martingale measures.
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1.1 Outline

The dissertation is divided into five chapters. Chapter 1 introduces the reader

to the notion of conditional value-at-risk and its characteristic properties, the

Neyman-Pearson lemma with some of its generalizations, and a certain version

of the path-wise comparison theorem.

Chapter 2 contains our main theoretical results regarding the problem of

CVaR-optimal partial hedging. We first pose the problem of conditional value-

at-risk minimization under a capital constraint in a complete market setting

and demonstrate how the optimal partial hedging strategies can be constructed

semi-explicitly. Next, we consider the the dual problem of hedging costs min-

imization under the conditional value-at-risk constraint, where the solution

can also be derived in a straightforward way. Finally, we briefly discuss the

general structure of the optimal solution in the incomplete market setting.

In Chapter 3, we present several illustrations of our approach in complete

market models: the Black-Scholes model, the telegraph market model, and the

problem of hedging a unit-linked life insurance contract in the Black-Scholes

setting.

The path-wise comparison theorem and its applicability to mathematical

finance are discussed Chapter 4, where the explicit option price bounds and

the approximate hedging strategy are derived in the framework of the con-

stant elasticity of variance model, and performance of the suggested method

is compared numerically to the distribution-free approach.

Finally, Chapter 5 contains full proofs of several auxiliary results, including

the detailed investigation of the reasons for non-compactness of the family of

densities of equivalent sigma-martingale measures.
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1.2 Conditional value-at-risk and other quan-

tile risk measures

The primary purpose of this introductory section is to familiarize the reader

with the notion of conditional value-at-risk, outline its main characteristic fea-

tures and point out its key distinctions from the related quantile risk measures

(which in practice get often mixed up and are used interchangeably).

Before we start off with formal definitions, let us note that conditional

value-at-risk (or, as the practitioners prefer to call it, the expected shortfall)

has recently become the central topic of attention in the banking industry. In

the consultative document by [Basel Committee on Banking Supervision, 2012]

(the outline for “Basel 3.5”), it is suggested to move away from the VaR-based

methodology of estimating the required regulatory capital and adopt expected

shortfall as a unified risk metric in both the standardized and the internal-

model approaches. Quoting the above document,

“A number of weaknesses have been identified with using value-at-

risk (VaR) for determining regulatory requirements, including its

inability to capture tail risk. For this reason, the Committee has

considered alternative risk metrics, in particular expected shortfall

(ES). <...> Accordingly, the Committee is proposing the use of

ES for the internal models-based approach and also indends to

determine risk weights for the standardised approach using an ES

methodology.”

Concerning the aforementioned “weaknesses” of value-at-risk, we refer to

[Sarykalin et al., 2008] for a detailed survey of properties of value-at-risk and
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conditional value-at-risk in risk management and optimization problems.

In this section, we consider a probability space (Ω,F ,P) and a choice-

dependent F -measurable random variable L = L(x) characterizing the finan-

cial loss contingent upon the choice of strategy x ∈ X, where X is the set of

all available strategies. We require that E (|L(x)|) <∞ for all x ∈ X.

Denote the lower and upper α-quantiles of L(x) by L(α)(x) and L(α)(x)

respectively:

L(α) = L(α)(x) = inf {t ∈ R : P (L 6 t) > α} , (1.1)

L(α) = L(α)(x) = inf {t ∈ R : P (L 6 t) > α} . (1.2)

For a given strategy x ∈ X and a fixed confidence level α ∈ (0, 1) with

typical values close to 1, value-at-risk (VaR) at the confidence level α is defined

as the upper α-quantile of the loss distribution:

VaRα(L) = L(α). (1.3)

In other words, VaR at confidence level α is the smallest number λ such that

the probability that the loss exceeds λ is not larger than (1− α).

Following [Acerbi and Tasche, 2002a], we define conditional value-at-risk

(CVaR) at the confidence level α, also known as expected shortfall (ES) or

average value-at-risk (AVaR), as

CVaRα(L) =
1

1− α

(
E
(
1{L>L(α)}L

)
+ L(α)

(
1− α− P

(
L > L(α)

)))
, (1.4)
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where 1A is the indicator of event A ∈ F :

1A(ω) = 1A =

 1, ω ∈ A,

0, ω /∈ A.
(1.5)

Alternatively, CVaR can be defined as a mixture of VaRs evaluated at varying

confidence levels (see the definition of AV@R in Föllmer and Schied [2011]):

CVaRα(L) =
1

1− α

∫ 1

α

L(p)dp =
1

1− α

∫ 1

α

VaRp(L)dp, (1.6)

or as the mean of the α-tail of a suitably modified distribution (see the defi-

nition of CVaR in Rockafellar and Uryasev [2002]).

Conditional value-at-risk is closely related to the notions of tail conditional

expectation (TCE) and worst conditional expectation (WCE). Lower TCE,

also known as conditional tail expectation (CTE) or tail value-at-risk (TVaR),

is the conditional expectation of loss above the upper α-quantile of the loss

distribution:

TCEα(L) = E
(
L | L > L(α)

)
= E (L | L > VaRα(L)) . (1.7)

Similarly, upper TCE is the conditional expectation of loss above the lower

α-quantile of the loss distribution:

TCEα(L) = E
(
L | L > L(α)

)
. (1.8)

Worst conditional expectation is defined as in [Artzner et al., 1999] (up to a
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discount factor):

WCEα(L) = sup {E (L | A) : A ∈ F ,P(A) > 1− α} . (1.9)

Proposition 1.1 (Acerbi and Tasche [2002b]):

TCEα(L) 6 TCEα(L) 6 CVaRα(L), (1.10)

TCEα(L) 6WCEα(L) 6 CVaRα(L). (1.11)

Proposition 1.2 (Acerbi and Tasche [2002b]):

CVaRα(L) = WCEα(L) = TCEα(L) = TCEα(L) (1.12)

if and only if

P
(
L > L(α)

)
= 1− α, (1.13)

P
(
L > L(α)

)
> 0 (1.14)

or

P
({
L > L(α)

}
∩
{
L 6= L(α)

})
= 0. (1.15)

Proposition 1.3 (Acerbi and Tasche [2002b]):

CVaRα(L) = TCEα(L) (1.16)

if and only if

P
(
L > L(α)

)
= 1− α (1.17)

7



or

P
(
L > L(α)

)
= 0. (1.18)

Propositions 1.2 and 1.3 imply that if L is a continuous random variable,

CVaR coincides with TCE and therefore equals the conditional expectation

of the α-tail of the loss distribution. However, the difference between CVaR

and TCE becomes immediately apparent once we consider a discontinuous

loss distribution. TCE and other tail risk measures like VaR and WCE are

generally not continuous with respect to the confidence level α, hence changing

the confidence level by a small amount may cause drastic jumps in their values.

In contrast, CVaR is continuous with respect to α regardless of the underlying

loss distribution.

Proposition 1.4 (Acerbi and Tasche [2002b]): For any real-valued random

variable L satisfying E (|L|) <∞, the mapping α 7→ CVaRα(L) is continu-

ous on (0, 1).

Another prominent property of CVaR is that it is a coherent risk measure

(in the sense of the definition given in Artzner et al. [1999]).

Proposition 1.5 (Acerbi and Tasche [2002b]): Consider a fixed α ∈ (0, 1) and

a set V of real-valued random variables on (Ω,F ,P) such that E (|L|) < ∞

for all L ∈ V. Then ρ : L 7→ R with ρ(L) = CVaRα(−L) is a coherent risk

measure, i.e. it is:

1. monotonic1: L1, L2 ∈ V , L1 6 L2 ⇒ ρ(L1) > ρ(L2);

2. sub-additive: L1, L2 ∈ V ⇒ ρ(L1 + L2) 6 ρ(L1) + ρ(L2);

1Alternatively, the monotonicity property can be formulated as L ∈ V, L > 0⇒ ρ(L) 6 0.
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3. positively homogeneous: L ∈ V , h > 0⇒ ρ(hL) = hρ(L);

4. translation invariant: L ∈ V , a ∈ R⇒ ρ(L+ a) = ρ(L)− a.

Note that TCE and VaR fail to be coherent since they are not sub-additive.

Violation of the sub-additivity property contradicts the diversification princi-

ple, hence the use of a non-sub-additive risk measure to quantify risk where

the loss distribution is not absolutely continuous is questionable at best. WCE

is coherent but it is initially defined in a way that makes it highly impractical

to use it in applications.

It turns out that it is possible to compute both VaR and CVaR simul-

taneously by solving a certain one-dimensional convex optimization problem

which is presented in the theorem below. For simplicity of notation, we shall

use VaRα(x), CVaRα(x) and VaRα(L(x)), CVaRα(L(x)) interchangeably in

what follows.

Theorem 1.1 (Rockafellar and Uryasev [2002]): As a function of z, function

Fα(x, z) = z +
1

1− α
E
(
(L(x)− z)+) , (1.19)

where y+ = max{0, y}, is finite and convex (hence continuous), and

CVaRα(x) = min
z∈R

Fα(x, z), (1.20)

VaRα(x) = min {y : y ∈ argminz∈RFα(x, z)} . (1.21)
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In particular, one always has

VaRα(x) ∈ argminz∈RFα(x, z), (1.22)

CVaRα(x) = Fα(x,VaRα(x)). (1.23)

An evident yet important corollary is that the problem of CVaR mini-

mization over the set of available strategies may be expressed as a problem of

Fα(x, z) minimization.

Corollary 1.1.1: Minimization of CVaRα(x) over the strategy set X is equiv-

alent to minimization of Fα(x, z) over X × R:

min
x∈X

CVaRα(x) = min
x∈X

min
z∈R

Fα(x, z). (1.24)

1.3 The generalized Neyman-Pearson lemma

Consider probability measures P∗ and Q on a measurable space (Ω,F) defining

two distinct distributions. The problem in question is to discern between these

distributions based on a single observed outcome ω ∈ Ω. Measure P∗ shall be

referred to as the (simple) null hypothesis, and Q shall correspond to the

(simple) alternative hypothesis.

One of the ways of approaching this problem is to search for a solution

in the form of a pure test — a rule that unambiguously defines the choice

between the two measures for each elementary outcome. Such rule can be

naturally expressed as a random variable ϕ : Ω → {0, 1}, which rejects P∗

when ϕ(ω) = 1. For a given test ϕ, the probability of type-I error (rejecting P∗

10



when it is true) can be calculated as P∗(ϕ = 1), and the probability of type-II

error (accepting P∗ when it is false) can be calculated as 1−Q(ϕ = 1). Since in

general it’s impossible to minimize both error probabilities at the same time,

the usual method is to choose a significance level α ∈ (0, 1) and minimize the

probability of type-II error while ensuring that the probability of type-I error

does not exceed α: 
Q(ϕ = 1) −→ max

ϕ∈Rp
,

P∗(ϕ = 1) 6 α,

(1.25)

where Rp is the set of all pure tests on (Ω,F). Note that minimizing the

probability of type-II error is equivalent to maximizing the power of the test,

i.e. the probability of rejecting P∗ when it is false.

Assume that there is a third measure P on (Ω,F) such that both P∗ and Q

are absolutely continuous with respect to P, and denote the Radon-Nikodym

derivates of P∗ and Q by

ZP∗ =
dP∗

dP
, ZQ =

dQ
dP

. (1.26)

The classic Neyman-Pearson theory provides the optimal likelihood-ratio test

ϕ̃ in terms of ZP∗ and ZQ for problem (1.25):

ϕ̃ = 1{ã·ZP∗<ZQ}, (1.27)

provided that there exists such ã > 0 that

P∗ (ã · ZP∗ < ZQ) = α. (1.28)
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In the case when the underlying distributions are absolutely continuous, it is

always possible to find a positive ã that solves (1.28). However, in general the

solution is not guaranteed to exist (in the form of a pure test) for any given

α.

To ensure that the optimal test can be constructed for any significance

level, the class of available tests has to be extended to include the randomized

tests. A randomized test is defined by a random variable ϕ : Ω → [0, 1], and

for each observed outcome ω ∈ Ω it rejects P∗ with probability ϕ(ω). The

probability of type-I error can then be expressed as

EP∗(ϕ) =

∫
ϕ(ω)P∗(dω), (1.29)

and the power of the test equals

EQ(ϕ) =

∫
ϕ(ω)Q(dω). (1.30)

Denote the set of all randomized tests on (Ω,F) by R (evidently, Rp ⊂ R).

Similar to (1.25), the following problem is considered:


EQ(ϕ) −→ max

ϕ∈R
,

EP∗(ϕ) 6 α.

(1.31)

Theorem 1.2 (Cvitanić and Karatzas [2001]): Problem (1.31) admits a solu-

tion for any α ∈ (0, 1), and the optimal randomized test ϕ̃ has the form

ϕ̃ = 1{ã·ZP∗<ZQ} + γ · 1{ã·ZP∗=ZQ}, (1.32)
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where

ã = inf {a > 0 : P∗ (a · ZP∗ < ZQ) 6 α} (1.33)

and

γ =
α− P∗ (ã · ZP∗ < ZQ)

P∗ (ã · ZP∗ = ZQ)
. (1.34)

The Neyman-Pearson lemma can also be generalized to account for com-

pound hypotheses. Consider the problem of discriminating a family P∗ of

probability measures on (Ω,F) (compound null hypothesis) against another

family Q of probability measures on (Ω,F) (compound alternative hypothe-

sis). The objective is to minimize the probability of accepting P∗ when it is

false (type-II error) under the condition that the probability of rejecting P∗

when it is false (type-I error) is less than a given significance level α ∈ (0, 1).

Same as before, we search for a solution in the form of a randomized test

ϕ : Ω → [0, 1] which rejects P∗ when ϕ(ω) = 1, and we denote the class of

such tests by R. The problem is then to maximize the smallest power of a

randomized test over all tests of size less or equal to α:


inf
Q∈Q

EQ(ϕ) −→ max
ϕ∈R

,

sup
P∗∈P∗

EP∗(ϕ) 6 α.

(1.35)

Let all P∗ ∈ P∗ and Q ∈ Q be absolutely continuous with respect to a proba-

bility measure P and denote

ZP∗ =
dP∗

dP
, ZQ =

dQ
dP

, ZP∗ = {ZP∗ : P∗ ∈ P∗} . (1.36)

A solution to problem (1.35) when the set of densities ZP∗ is compact was
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suggested in [Rudloff, 2006] (a more recent published result can be found in

Karatzas and Rudloff [2010]). Denote also the σ-algebra of all Borel sets of

ZP∗ with B, the set of all finite measures on (ZP∗ ,B) with Λ+ and the closure

of the convex hull of densities ZQ with respect to the norm topology in L1

with coQ.

Theorem 1.3 (Rudloff [2006]): Let ZP∗ be a compact set. Then problem

(1.35) admits a solution for any α ∈ (0, 1), and the optimal randomized

test ϕ̃ has the form

ϕ̃ =


0, ZQ̃ <

∫
P∗ ZP∗dλ̃,

1, ZQ̃ >
∫
P∗ ZP∗dλ̃,

(P-a.s.) (1.37)

with

EP∗(ϕ̃) = α, λ̃-a.s., (1.38)

where (Q̃, λ̃) is a solution to the dual problem

EP

((
ZQ −

∫
P∗
ZP∗dλ

)+
)

+ αλ(ZP∗) −→ min
Q∈coQ,λ∈Λ+

. (1.39)

Corollary 1.3.1: The optimal randomized test ϕ̃ in Theorem 1.3 can be

expressed as

ϕ̃ = 1{ZQ̃>
∫
P∗ ZP∗dλ̃} + γ · 1{ZQ̃=

∫
P∗ ZP∗dλ̃}, (1.40)

where random variable γ ∈ R is chosen to satisfy condition (1.38).

The above result plays a central role in the problems of composite hy-

potheses testing and partial hedging in incomplete markets in the papers

[Rudloff, 2006], [Rudloff, 2005] and [Rudloff, 2009], with P∗ being the set of
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equivalent sigma-martingale measures. However, the authors fail to notice the

fact that in this case the set of densities ZP∗ is never compact, except when

P∗ is a singleton, which corresponds to the complete market case. The for-

mal statement of this fact and the full proof can be found in Theorem 5.4

in Section 5.1. In a more recent paper by [Karatzas and Rudloff, 2010], the

compactness assumption has been replaced with a weaker requirement of weak

compactness. However, the set of densities of equivalent martingale measures

is not weakly compact either (see Section 5.1), which makes this version of the

Neyman-Pearson lemma hardly usable in mathematical finance in the incom-

plete market setting.

Therefore, we need to consider a more general version of the Neyman-

Pearson lemma (or a result of the similar type) which does not require com-

pactness. A corresponding theorem based on duality approach with respect to

a state-dependent utility function shall be presented in Section 2.4 (Theorem

2.3) when we consider the problem of minimizing conditional value-at-risk in

the incomplete market case.

1.4 The path-wise comparison theorem

In this section, we shall briefly quote a somewhat intuitive and a well-known

statement in the theory of stochastic processes known as the path-wise com-

parison theorem, which we shall use in Chapter 4 to find an upper price bound

an construct a corresponding approximate hedging strategy. Informally, the

comparison theorem states that if two stochastic processes are driven by the

same underlying process and have the same volatilities, the dominance of drifts

leads to an almost-sure dominance of trajectories. As there exist many ver-
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sions of the same result, we shall present one of the earliest ones suggested in

[Yamada, 1973].

Theorem 1.4 (Yamada [1973]): Consider the following two stochastic differ-

ential equations:

dXt = µx(t,Xt)dt+ σ(t,Xt)dWt, (1.41)

dYt = µy(t, Yt)dt+ σ(t, Yt)dWt, (1.42)

where µx(t, x), µy(t, x) and σ(t, x) are continuous in (t, x) on R+ × R, and

there exists a positive increasing function ρ(u), u ∈ R+ such that

|σ(t, x)− σ(t, y)|6 ρ(|x− y|), ∀x, y ∈ R (1.43)

and ∫
R+

ρ−2(u)du =∞, (1.44)

and, moreover,

µx(t, x) 6 µy(t, x), ∀(t, x) ∈ R+ × R. (1.45)

Under these conditions, X0 = Y0 implies Xt 6 Yt a.s. for every t ∈ R+.
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Chapter 2

CVaR hedging: the theoretical

results

In a complete financial market every contingent claim with payoff H delivered

at time t = T can be hedged perfectly: given the sufficient amount of the initial

wealth, an agent who holds a short position in claim H can construct a hedging

portfolio (V0, ξt) that will replicate the liability without risk, that is, VT = H,

a.s. In an incomplete market not all claims are attainable and the equivalent

risk-neutral measure is no longer unique, which makes the perfect hedging in

general not possible; however, one can still stay on the safe side by employing

the superhedging strategy (Föllmer and Leukert [1999]). Whatever the case,

the cost of both perfect hedging and superhedging is commonly regarded as

unreasonably high from a practical point of view.

The problem of partial hedging is to construct a portfolio that minimizes

the risk of the difference L = H − VT subject to a constraint on the initial

wealth. The efficiency and consistency of such an approach depend to a great

extent on selecting a specific way of quantifying the risk. For instance, one
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of the most studied methods known as quadratic hedging suggests minimizing

the quadratic error E (L2). Despite its simplicity, this method has obvious dis-

advantages since the quadratic risk measure does not distinguish between loss

and profit and equally penalizes both. Another method, known as quantile

hedging, involves maximizing probability of a successful hedge P (L 6 0) (see,

for instance, Föllmer and Leukert [1999] or Cvitanić and Spivak [1999]). This

approach was generalized in [Föllmer and Leukert, 2000] to address the prob-

lem of minimizing the expected shortfall E (L+) and, more generally, E (l(L+))

for an arbitrary loss function l(·).

We address the problem of partial hedging by minimizing conditional value-

at-risk (CVaR) of loss at the terminal moment of time. Conditional value-at-

risk is a quantile downside risk measure which is rapidly gaining popularity

among professionals in both risk management and insurance and boasts many

mathematically attractive features (it is a coherent quantile risk measure con-

tinuous with respect to the confidence level, see Section 1.2 for details). Our

main objective in this section is to derive a dynamic hedging strategy which

minimizes conditional value-at-risk associated with loss L subject to a con-

straint on the initial wealth; we also consider the dual problem: minimization

of hedging costs subject to a constraint on CVaR. Note that a somewhat

related problem was investigated in [Li and Xu, 2008] from the optimal in-

vestment point of view: minimization of CVaR when the returns are bounded;

however, in the present work we focus mainly on derivatives hedging under

capital constraints and the related applications.

In the following sections we suggest a method which can be used to con-

struct CVaR-optimal hedging strategies explicitly in complete market models,

which will be illustrated in the examples provided in Sections 3.1 and 3.2. We
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also provide the general structure of the solution for the problem of CVaR

minimizaiton in the incomplete market case.

Note that the Sections 2.1, 2.2 and 2.3 are largely based on a recent article

by [Melnikov and Smirnov, 2012].

2.1 Problem setup in the complete case

Let the discounted stock price1 be governed by a stochastic process X = (Xt)

on a standard stochastic basis (Ω,F , (Ft)t∈[0,T ],P) with a fixed time horizon

T > 0 and F0 = {∅,Ω}.

A self-financing strategy is defined by initial wealth V0 > 0 and a pre-

dictable process ξ = (ξt)t∈[0,T ] which indicates the holding in the stock and

essentially determines the portfolio dynamics. For each strategy (V0, ξ) the

corresponding value process Vt is defined as

Vt = V0 +

∫ t

0

ξsdXs, ∀t ∈ [0, T ]. (2.1)

We shall call a strategy (V0, ξ) admissible if it satisfies

Vt > 0, ∀t ∈ [0, T ], P−a.s., (2.2)

and we shall denote the set of all admissible self-financing strategies by A.

Consider a contingent claim whose discounted payoff is an FT–measurable

non-negative random variable H ∈ L1(P). In a complete market there exists

1It is implicitly assumed that there is a freely tradable risk-free asset in the market whose
returns are known in advance; this asset’s future prices determine the associated discounting
factors. In the ‘discounted’ world where the stock price and all payoffs are discounted, the
risk-free asset has zero return so it can be essentially viewed as cash.
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a unique equivalent risk-neutral (martingale) measure P∗ ≈ P, under which

the discounted stock price is a martingale, and construction of a perfect hedge

is possible for any contingent claim. According to the risk-neutral valuation

theory, the perfect hedging strategy requires allocating the initial wealth in

the amount equal to the fair price

H0 = E∗ (H) , (2.3)

where E∗ denotes the expectation with respect to the risk-neutral measure P∗.

The first problem that we shall investigate relates to the following question:

what is the “best” hedge for H that can be achieved if the available amount of

the initial wealth is limited from above by Ṽ0 ∈ (0, H0)? To specify the exact

meaning of “best”, we shall use the notion of conditional value-at-risk.

We define loss from the viewpoint of the claim seller who hedges a short

position in H with portfolio (V0, ξ), thus the realized loss at time T equals the

claim value less the terminal value of the hedging portfolio:

L(V0, ξ) = H − VT = H − V0 −
∫ T

0

ξsdXs. (2.4)

For a fixed confidence level α ∈ (0, 1), our problem is to find an admissible

strategy (V0, ξ) which minimizes conditional value-at-risk CVaRα(V0, ξ) asso-

ciated with loss L(V0, ξ) while using no more initial wealth than Ṽ0.

Another question relates to the dual problem: what is the least amount of

the initial wealth that we have to allocate in order to keep CVaR of a given

confidence level below a certain threshold?
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2.2 Minimizing conditional value-at-risk

In this section we develop a method of constructing the optimal hedging strat-

egy for the problem of CVaR minimization subject to a constraint on the initial

wealth: 
CVaRα(V0, ξ) −→ min

(V0,ξ)∈A
,

V0 6 Ṽ0.

(2.5)

Denote by AṼ0
the set of all admissible strategies satisfying the wealth con-

straint:

AṼ0
=
{

(V0, ξ) : (V0, ξ) ∈ A, V0 6 Ṽ0

}
. (2.6)

According to Corollary 1.1.1, problem (2.5) is equivalent to

Fα ((V0, ξ), z) −→ min
(V0,ξ)∈AṼ0

min
z∈R

. (2.7)

Recall that Fα is defined by (1.19) and the loss function for this problem is

given by (2.4), so (2.7) becomes

z +
1

1− α
· E
(
(H − VT − z)+

)
−→ min

(V0,ξ)∈AṼ0

min
z∈R

. (2.8)

Let us introduce an auxiliary real-valued function

c(z) = z +
1

1− α
· min

(V0,ξ)∈AṼ0

E
(
(H − VT − z)+

)
, (2.9)

so that

min
(V0,ξ)∈AṼ0

CVaRα(V0, ξ) = min
z∈R

c(z). (2.10)
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Assume that for each z ∈ R the minimum in (2.9) is attained at (V̂0(z), ξ̂(z))

and that c(z) reaches its global minimum at point ẑ:

min
(V0,ξ)∈AṼ0

E
(
(H − VT − z)+

)
= E

(
(H − V̂T (z)− z)+

)
, (2.11)

min
z∈R

c(z) = c (ẑ) . (2.12)

Then strategy (V̂0, ξ̂) = (V̂0 (ẑ) , ξ̂ (ẑ)) is the optimal strategy for (2.5):

min
(V0,ξ)∈AṼ0

CVaRα(V0, ξ) = CVaRα(V̂0 (ẑ) , ξ̂ (ẑ)). (2.13)

The definition (2.9) of function c(z) is not immediately helpful as it contains ex-

pected value minimization. Deriving a closed-form expression for (V̂0(z), ξ̂(z))

for each z or, equivalently, deriving an explicit expression for c(z) would al-

low us to reduce the initial problem (2.5) to a problem of one-dimensional

optimization with respect to z.

For each z, strategy (V̂0(z), ξ̂(z)) is a solution for the following problem:

E
(
(H − VT − z)+

)
−→ min

(V0,ξ)∈AṼ0

(2.14)

Since H and VT are both non-negative, (2.14) can be rewritten as

E
(
((H − z)+ − VT )+

)
−→ min

(V0,ξ)∈AṼ0

. (2.15)

Moreover,

(
(H − z)+ − VT

)+
= (H− z)+−VT ∧ (H− z)+ = (1−ϕ(z))(H− z)+, (2.16)
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where ϕ(z) : Ω → [0, 1] is such an FT -measurable random variable (“success

ratio”) that

ϕ(z)(H − z)+ = VT ∧ (H − z)+. (2.17)

It is shown in [Föllmer and Leukert, 2000] (Theorem 3.2) that problem (2.15)

is equivalent to the problem of finding the optimal success ratio ϕ̃(z) :


E ((1− ϕ(z))(H − z)+) −→ min

ϕ(z)∈R
,

E∗ (ϕ(z)(H − z)+) 6 Ṽ0,

(2.18)

where R is the set of all FT -measurable random variables taking on values

from 0 to 1. The optimal strategy (V̂0(z), ξ̂(z)) can then be found as a perfect

hedge to the modified claim H̃(z) = (H−z)+ϕ̃(z). Problem (2.18), in its turn,

can be rearranged to match the Neyman-Pearson class of problems:


EQ (ϕ(z)) −→ max

ϕ(z)∈R
,

EQ∗ (ϕ(z)) 6
Ṽ0

E∗ ((H − z)+)
,

(2.19)

where measures Q and Q∗ are defined via their Radon-Nikodym derivatives:

dQ
dP

=
(H − z)+

E ((H − z)+)
,

dQ∗

dP∗
=

(H − z)+

E∗ ((H − z)+)
. (2.20)

Applying Theorem 1.2 (the Neyman-Pearson lemma for simple hypotheses) to

(2.19) and expressing the results in terms of measures P and P∗ gives us the

optimal randomized test in the form

ϕ̃(z) = 1{ dP
dP∗>ã(z)} + γ(z) · 1{ dP

dP∗=ã(z)}, (2.21)
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where

ã(z) = inf
{
a > 0 : E∗

(
(H − z)+ · 1{ dP

dP∗>a}
)
6 Ṽ0

}
, (2.22)

γ(z) =
Ṽ0 − E∗

(
(H − z)+ · 1{ dP

dP∗>ã(z)}
)

E∗
(

(H − z)+ · 1{ dP
dP∗=ã(z)}

) . (2.23)

Note that we assume convention 0/0 = 0, so that

γ(z) = 0, if P∗
({

dP
dP∗

= ã(z)

}
∩ {H > 0}

)
= 0, (2.24)

which implies that the optimal randomized test reduces to a pure test if the

underlying distribution is atomless.

Let us collect the above results in the following theorem.

Theorem 2.1: The optimal strategy (V̂0, ξ̂) for the problem of CVaR mini-

mization (2.5) is a perfect hedge for the modified contingent claim H̃(ẑ) =

(H − ẑ)+ ϕ̃ (ẑ):

E∗
(
H̃(z) | Ft

)
= V̂0(z) +

∫ t

0

ξ̂s(z)dXs, P-a.s., ∀t ∈ [0, T ], (2.25)

where ϕ̃(z) is defined by (2.21), ẑ is the point of global minimum of function

c(z) =


z +

1

1− α
· E ((H − z)+ (1− ϕ̃(z))) , for z < z∗,

z, for z > z∗
(2.26)

on interval z ∈ [0, z∗], and z∗ is a real root of equation

Ṽ0 = E∗
(
(H − z∗)+) . (2.27)
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Besides, one always has

CVaRα
(
V̂0, ξ̂

)
= c (ẑ) , (2.28)

VaRα
(
V̂0, ξ̂

)
= min

{
z : z ∈ argminz∈[0,z∗] c(z)

}
. (2.29)

Note that it only makes sense to search for a non-trivial solution to problem

(2.15) when Ṽ0 < E∗ ((H − z)+), otherwise a perfect hedge for (H−z)+ can be

used as the optimal strategy, providing zero expected shortfall. As a function

of z,

h(z) = E∗
(
(H − z)+

)
(2.30)

is monotonically non-increasing, and

h(0) = H0 > Ṽ0, (2.31)

lim
z→∞

h(z) = 0, (2.32)

so there always exists such z∗ > 0 that


E∗ ((H − z)+) > Ṽ0, for z 6 z∗,

E∗ ((H − z)+) < Ṽ0, for z > z∗.

(2.33)

Therefore, when z is greater than z∗, a perfect hedge for (H − z)+ is the

optimal solution for (2.15), which explains why c(z) = z for z > z∗.

According to Theorem 1.1, the leftmost point of the argminimum of c(z)

coincides with the value-at-risk of the CVaR-optimal hedge, so

VaRα
(
V̂0, ξ̂

)
6 ẑ. (2.34)
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Besides, the loss function is always non-negative:

L(z) = H − H̃(z) = H − ϕ̃(z)(H − z)+ > 0, (2.35)

therefore the value-at-risk associated with the optimal strategy would also be

non-negative, which in conjunction with (2.34) implies ẑ > 0.

Finally, c(z) = z for z > z∗ and c(z) is increasing at z = z∗, hence the

global minimum of c(z) coincides with its minimum on [0, z∗].

2.3 Minimizing hedging costs

In this section we shall focus on minimizing the initial wealth required for

construction of a hedging strategy over all admissible strategies (V0, ξ) under

the condition that conditional value-at-risk of a given confidence level α does

not exceed a predefined threshold C̃:


V0 −→ min

(V0,ξ)∈A
,

CVaRα(V0, ξ) 6 C̃.

(2.36)

Let us rephrase the problem in terms of the terminal capital VT = V0+
∫ T

0
ξsdXs

(we can always derive a corresponding admissible trading strategy (V0, ξ) by

constructing a perfect hedge for VT ):


E∗ (VT ) −→ min

VT∈V+
,

CVaRα(VT ) 6 C̃,

(2.37)
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where V+ is the class of all non-negative FT -measurable random variables.

Recall that

CVaRα(V0, ξ) = min
z∈R

(
z +

1

1− α
E
(
(H − VT − z)+

))
, (2.38)

and consider the following family of problems:


E∗ (VT ) −→ min

VT∈V+
,

E ((H − VT − z)+) 6 C̃z,

(2.39)

where

C̃z = (C̃ − z)(1− α). (2.40)

In order to establish the link between problems (2.37) and (2.39), we shall

make use of the following lemma.

Lemma 2.1: Let x̃ be a solution for


f(x) −→ min

x∈X
,

min
z∈R

g(x, z) 6 c.

(2.41)

Then the following family of problems also admit solutions, denoted x̃(z):


f(x) −→ min

x∈X
,

g(x, z) 6 c.

(2.42)

Besides, one always has

x̃ = x̃(z̃), (2.43)
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where z is a point of global minimum of f(x̃(z)):

min
z∈R

f(x̃(z)) = f(x̃(z̃)). (2.44)

Denote

Gz = {x : g(x, z) 6 c} , (2.45)

G =

{
x : min

z∈R
g(x, z) 6 c

}
. (2.46)

Then for each z ∈ R ⋃
z∈R

Gz = G, (2.47)

and ⋃
z∈R

(X ∩ Gz) = X ∩ G. (2.48)

Therefore,

min
x∈X∩G

f(x) = min
z∈R

(
min

x∈X∩Gz
f(x)

)
, (2.49)

which proves the lemma. �

Denote the solution for the parametrized subproblem (2.39) for each z ∈ R

by ṼT (z), then, according to Lemma 2.1, the solution for the original problem

(2.37) can be expressed in the form

ṼT = ṼT (z̃), (2.50)

where

E∗
(
ṼT (z̃)

)
= min

z∈R
E∗
(
ṼT (z)

)
. (2.51)
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We shall now focus on deriving ṼT (z) explicitly by solving (2.39). To begin

with, note that in case z > C̃ the problem admits no solution since the left-

hand side of the constraint in (2.39) is always non-negative.

In case z 6 C̃ we have

(H − VT − z)+ = ((H − z)+ − VT )+ = (1− ϕ(z))(H − z)+, (2.52)

where ϕ(z) is a randomized test defined the same way as in the previous

section. Problem (2.39) can then be rewritten in terms of ϕ(z):


E ((H − z)+ϕ(z)) 6 C̃z,

E∗ ((H − z)+ϕ(z)) −→ max
ϕ(z)∈R

.
(2.53)

With the help of the two auxiliary measures Q and Q∗ defined in (2.20), we

can transmute (2.53) into a classic Neyman-Pearson problem:


EQ (ϕ(z)) 6

C̃z
E ((H − z)+)

,

EQ∗ (ϕ(z)) −→ max
ϕ(z)∈R

.

(2.54)

It it now straightforward to apply the Neyman-Pearson lemma (Theorem 1.2)

to (2.54) to obtain the optimal solution. However, one thing should be noted

before we do that: problem (2.54) admits a non-trivial solution only in the

case when E ((H − z)+) > C̃z, since otherwise the optimal test has the form

ϕ̃(z) ≡ 1 (and, consequently, ṼT (z) ≡ 0).

Lemma 2.2: Condition

E
(
(H − z)+

)
> C̃z (2.55)
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is satisfied for all z 6 C̃ if and only if both of the following inequalities hold

true:


E(H) > C̃0,

E
(

(H − C̃)+
)
> 0.

(2.56)

Note that both the right- and the left-hand sides of (2.55) are monotonically

non-increasing functions of z. In addition,

d

dz
E
(
(H − z)+

)
= −1, for z < 0, (2.57)

and

d

dz
C̃z = −1 + α, (2.58)

so it is necessary and sufficient that (2.55) holds true at points z = 0 and

z = C̃ only, which implies (2.56) and thus proves the lemma. �

Lemma 2.2 provides an immediate way to check whether condition (2.55) is

satisfied for all z 6 C̃ or not. If it turns out that there exists such z = z∗ 6 C̃

that it doesn’t hold true, then ṼT (z∗) ≡ 0 and, according to (2.50) and (2.51),

the solution for the initial problem (2.37) would also have the form ṼT ≡ 0,

which can be interpreted as adopting the passive trading strategy. Indeed, if

the first inequality in (2.56) is not satisfied, the target CVaR value is too high

in comparison with the expected payoff on the contingent claim, so there is

no need to hedge at all; if the second inequality is not satisfied, the payoff

is bounded from above by a value less than C̃, so CVaR can never reach its

threshold value no matter what hedging strategy is used.

We shall summarize the results of this section in the following theorem.
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Theorem 2.2: The optimal strategy (V̂0, ξ̂) for the problem of hedging costs

minimization (2.36) is

a) a perfect hedge for the contingent claim (H − ẑ)+(1 − ϕ̃(ẑ)) if condition

(2.56) holds true, where ϕ̃(z) is defined by

ϕ̃(z) = 1{ dP∗dP >ã(z)} + γ(z) · 1{ dP∗dP =ã(z)}, (2.59)

ã(z) = inf
{
a > 0 : E

(
(H − z)+ · 1{ dP∗dP >a}

)
6 C̃z

}
, (2.60)

γ(z) =
C̃z − E

(
(H − z)+ · 1{ dP∗dP >ã(z)}

)
E
(

(H − z)+ · 1{ dP∗dP =ã(z)}
) , (2.61)

and ẑ is a point of minimum of function

d(z) = E∗
(
(H − z)+(1− ϕ̃(z))

)
(2.62)

on interval −∞ < z 6 C̃;

b) a passive trading strategy:

V̂t = 0, t ∈ [0, T ], (2.63)

if condition (2.56) is not satisfied.

2.4 Minimizing CVaR in the incomplete case

In an incomplete financial market not every contingent claim is attainable

and the set of equivalent martingale measures is no longer a singleton. In

this case, the perfect hedging is no longer applicable, yet it is still possible
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to completely eliminate the shortfall risk by using a superhedging strategy

(El Karoui and Quenez [1995], Föllmer and Leukert [1999]). However, the cost

of superhedging (the superhedging price) which is equal to the supremum of

expected values over all equivalent martingale measures is often considered

unreasonably high from the practical point of view. We investigate the situa-

tion where the amount of available initial wealth is less than the superhedging

price. We shall use the CVaR risk measure to quantify the shortfall risk and

minimize it over the set of self-financing strategies subject to a constraint

on the the initial wealth. Towards this end, we shall use the general ideas

laid out in Sections 2.2 and 2.3 along with the duality approach presented in

[Rudloff, 2006] and [Xu, 2004].

Note that the problem of minimizing expected linear shortfall in the in-

complete market setting in discrete-time case was thoroughly investigated in

[Schulmerich and Trautmann, 2003], where it was stated that finding the op-

timal modified claim can be reduced to a certain linear program due to the

fact that P∗σ is a convex polyhedron (e.g., in the multinomial market model).

Using the techniques presented in this chapter, these results can be used to

explicitly construct CVaR-optimal strategies in discrete-time models.

The discounted stock price process is assumed to be a semimartingale

X = (Xt)t∈[0,T ] on a filtered probability space (Ω,F , (Ft)t∈[0,T ],P) with a fixed

time horizon T > 0 and F0 = {∅,Ω}. Let P∗σ denote the set of probability mea-

sures equivalent to P under which X is a sigma-martingale (a semimartingale

with an integral representation, refer to Delbaen and Schachermayer [2006] for

details). We assume that there are no arbitrage opportunities in the market
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in the sense that P∗σ is non-empty2. Note that all equations and inequali-

ties in this section involving random variables are understood as P-a.s. unless

explicitly stated otherwise.

Similar to Section 2.1, a self-financing strategy is defined by the initial

wealth V0 > 0 and a predictable process ξ = (ξt)t∈[0,T ] so that the value

process Vt has the form

Vt = V0 +

∫ t

0

ξsdXs, ∀t ∈ [0, T ]. (2.64)

Denote byA the set of all admissible self-financing strategies (V0, ξ) that satisfy

Vt > 0, ∀t ∈ [0, T ], P−a.s., (2.65)

which ensures that the value process is well-defined. Denote also

AṼ0
=
{

(V0, ξ) : (V0, ξ) ∈ A, V0 6 Ṽ0

}
. (2.66)

Consider a contingent claim whose discounted payoff is an FT–measurable

non-negative random variable H ∈ L1(P). The smallest amount H0 of initial

wealth for which there exists an admissible strategy satisfying VT > H is called

the superhedging price (Delbaen and Schachermayer [2006]), which is assumed

to be finite:

H0 = sup
P∗∈P∗σ

E∗ (H) < +∞, (2.67)

where E∗ denotes the expectation with respect to measure P∗. In a complete

market, the superhedging price equals the unique arbitrage-free (“fair”) price

2This type of no-arbitrage condition is known as “no free lunch with vanishing risk”
(NFLVR), see e.g. Delbaen and Schachermayer [2006].
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of the contingent claim, while in an incomplete market, it coincides with the

upper bound of the arbitrage-free price interval.

We shall now investigate the problem of finding a hedge for H that mini-

mizes the shortfall risk in the case when the available amount of initial capital

is limited by Ṽ0 ∈ (0, H0] and construction of the superhedging strategy is

not possible. Same as before, the shortfall risk shall be measured by CVaR at

a pre-defined confidence level α ∈ (0, 1), with the loss function defined as in

(2.4). The resulting optimization problem thus has the following form:

CVaRα(V0, ξ) −→ min
(V0,ξ)∈AṼ0

. (2.68)

By following the same logic that we used in Section 2.2, the optimal strat-

egy (V̂0, ξ̂) for the problem of CVaR minimization (2.68) can be expressed as

(V̂0, ξ̂) = (V̂0(ẑ), ξ̂(ẑ)), where strategy (V̂0(z), ξ̂(z)) is the solution to

E
(
(H − VT − z)+

)
−→ min

(V0,ξ)∈AṼ0

, (2.69)

for each z ∈ R, and ẑ is the point of global minimum of function

c(z) = z +
1

1− α
· min

(V0,ξ)∈AṼ0

E
(
(H − VT − z)+

)
. (2.70)

Problem (2.69) can be viewed as a problem of linear expected shortfall

minimization where the contingent claim is parametrized by a real-valued pa-

rameter z. It is no longer possible to apply the classic Neyman-Pearson lemma

to derive the explicit solution like we did in Section 2.2. However, it is still

possible to show that the optimal test still has the typical 0-1 structure.

In [Föllmer and Leukert, 2000], it is shown that the problem can be bro-
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ken into two independent subproblems — finding the optimal modified claim

(the static part) and then constructing the optimal strategy as a superhedge

for the modified claim (the dynamic part), however it is not specified how

one can obtain the modified claim in the incomplete market setting. In

[Rudloff, 2006], a Fenchel duality method is employed to deal with this prob-

lem when the market is incomplete under a somewhat vague assumption that

the set of densities of equivalent martingale measures is compact. Through

this approach, it is possible to express the optimal randomized test explicitly

in the terms of a least favorable distribution defined on the set of equiva-

lent martingale measures. However, it turns out that the set of densities of

equivalent martingale measures is never compact unless the market is com-

plete (see Section 5.1 for details), hence a more general approach is required

that doesn’t assume compactness. In what follows, we shall use the utility-

based method suggested in [Rudloff, 2006] and [Xu, 2004], which is largely

based on the duality results for state-dependent utility functions proposed in

[Kramkov and Schachermayer, 1999].

Denote by V(x) the set of admissible self-financing value processes V start-

ing at the initial wealth x > 0:

V(x) = {V : Vt = x+

∫ t

0

ξsdSs > 0, t ∈ [0, T ]}, (2.71)

and the set of contingent claims that are super-replicable by some admissible

self-financing strategy with the initial wealth x > 0:

C(x) = {g ∈ L0 : 0 6 g 6 VT for some V ∈ V(x)}, (2.72)
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where L0 = L0(Ω,F ,P) is the set of all random variables on (Ω,F ,P).

For each z ∈ R, define the state-dependent utility function Uz : R+ ×Ω 7→

R+ as

Uz(x, ω) = (H(ω)− z)+ ∧ x, (2.73)

then problem (2.69) (primal problem) becomes

uz(Ṽ0) = sup
V ∈V(Ṽ0)

E (Uz(VT (ω), ω))

= sup
g∈C(Ṽ0)

E(Uz(g(ω), ω)

= sup
g∈C(Ṽ0)

E((H − z)+ ∧ g. (2.74)

As in [Kramkov and Schachermayer, 1999], the dual space is defined as a

set of processes Y such that

Y(y) = {Y > 0 : Y0 = y and V Y is a P-supermartingale ∀V ∈ V(1)}, (2.75)

and the dual extended set D (y) of random variables h is defined by

D (y) = {h ∈ L0 : 0 6 h 6 YT for some Y ∈ Y(y)}. (2.76)

Then the dual problem is to minimize the expected value of the conjugate

function:

v(ỹ(z)) = E(V (YT )→ inf
Y ∈Y(y)

, (2.77)

for a suitable ỹ(z) > 0.

We shall now present a theorem which provides the structure of the optimal

modified claim, which is an adapted version of Theorem 4.38 in [Rudloff, 2006]
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with Q = P.

Theorem 2.3: The optimal strategy (V̂0(z), ξ̂(z)) in problem (2.69) is a su-

perhedging strategy for a modified claim (H−z)+ϕ̃(z), where for each z ∈ R

ϕ̃(z) =

0, h̃(z) > 1

1 0 6 h̃(z) < 1,
P-a.s. (2.78)

with

E
(
ϕ̃(z)(H − z)+h̃(z)

)
= Ṽ0ỹ(z), (2.79)

where ỹ(z) ∈ ∂uz(Ṽ0) is assumed to satisfy ỹ(z) > 0 and h̃(z) ∈ D(ỹ(z))

solves

E
(
(1− h)+(H − z)+

)
→ inf

h∈D(ỹ(z))
. (2.80)

Remark 2.1: The optional decomposition theorem (Föllmer and Kabanov [1998])

ensures the existence of the superhedging strategy along with an increasing

optional process Ĉt(z) with Ĉ0(z) = 0 such that

ess sup
P∗∈P∗σ

E∗
(
ϕ̃(z)(H − z)+ | Ft

)
= V̂0(z) +

∫ t

0

ξ̂s(z)dXs − Ĉt(z). (2.81)

Let us now summarize the above results in the form of a theorem.

Theorem 2.4: The optimal strategy (V̂0, ξ̂) for the problem of CVaR mini-

mization (2.68) is a superhedging strategy for the modified contingent claim

H̃(ẑ) = (H − ẑ)+ ϕ̃ (ẑ):

ess sup
P∗∈P∗σ

E∗
(
H̃(ẑ) | Ft

)
= V̂0(ẑ) +

∫ t

0

ξ̂s(ẑ)dXs − Ĉt, (2.82)
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where ϕ̃(z) is defined by (2.78), ẑ is the point of global minimum of function

c(z) =


z +

1

1− α
· E ((H − z)+ (1− ϕ̃(z))) , for z < z∗,

z, for z > z∗
(2.83)

on interval z ∈ [0, z∗], and z∗ is a real root of equation

Ṽ0 = sup
P∗∈P∗σ

E∗
(
(H − z∗)+) . (2.84)

Remark 2.2: The explanation of why we only need to consider the interval

[0, z∗] when minimizing c(z) can be found in Section 2.2 following Theorem

2.1.
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Chapter 3

CVaR hedging: applications and

examples

In this chapter, we demonstrate how CVaR-optimal hedging strategies (and,

alternatively, hedging strategies that minimize hedging costs) can be explicitly

constructed in complete market models.

First, we consider the problem of conditional value-at-risk minimization

in the framework of the classical Black-Scholes model. We provide numerical

illustrations for various confidence levels and investigate the structure of the

optimal hedging strategy. We also observe how the suggested hedging strategy

performs in the case when a CVaR-based regulatory capital requirement is im-

posed. Then, we apply our technique to the telegraph market model, in which

we suggest an efficient method of computing expected values with respect to

both the historical and the risk-neutral measure. Finally, we use the results

obtained for the Black-Scholes model to derive the relationship between the

optimal age of the insured and the minimal conditional value-at-risk of the

financial component of a pure endowment unit-linked insurance contract.
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3.1 Hedging a call option in the Black-Scholes

model

Consider a fixed time horizon T > 0. In the framework of the standard

Black-Scholes model (Black and Scholes [1973]), the price of the underlying

S = (St)t∈[0,T ] and the bond price B = (Bt)t∈[0,T ] follow


Bt = ert,

St = S0 exp(σWt + µt),

(3.1)

where r is the riskless interest rate, σ > 0 is the constant volatility, µ is the

constant drift, S0 is the initial stock price and W = (Wt)t∈[0,T ] is a Wiener

process under P. We assume that there are no transaction costs and both

instruments are freely tradable.

The stochastic differential equation (SDE) for the discounted price process

Xt = B−1
t St has the following form:


dXt = Xt(σdWt +mdt),

X0 = x0,

(3.2)

where m = µ− r + 1
2
σ2.

The unique equivalent martingale measure P∗ can be then derived with the

help of the Girsanov theorem:

dP∗

dP
= exp

(
−m
σ
WT −

1

2

(m
σ

)2

T

)
. (3.3)
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Note that

XT = x0 exp
(
σWT + (m− 1

2
σ2)T

)
, (3.4)

so (3.3) can be expressed in the form

dP∗

dP
= const ·X−m/σ

2

T . (3.5)

In this section, we focus on hedging a plain vanilla call option with the

strike price of K, i.e. a contingent claim whose payoff equals (ST −K)+. The

discounted contingent claim is also a call option with respect to Xt, with the

strike price of Ke−rT :

H = (XT −Ke−rT )+, (3.6)

The amount of the initial wealth H0 required for a perfect hedge is provided

by the Black-Scholes formula:

H0 = E∗(H) = x0Φ+(Ke−rT )−Ke−rTΦ−(Ke−rT ), (3.7)

where

Φ±(K) = Φ

(
lnx0 − lnK

σ
√
T

± 1

2
σ
√
T

)
, (3.8)

and Φ(·) is the cumulative distribution function for the standard normal dis-

tribution.

In the case when the amount of the initial wealth is bounded from above by

Ṽ0 ∈ (0, H0), we cannot construct a perfect hedge for the call option. Instead,

we shall minimize CVaR over all admissible strategies with the initial wealth

not exceeding Ṽ0. The results of Section 2.2 shall be used to derive the explicit

solution.
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As stated in Theorem 2.1, the original problem can be reduced to a problem

of minimizing an auxiliary function c(z) on interval [0, z∗], where

c(z) =


z +

1

1− α
E ((H − z)+ϕ̃(z)) , for z < z∗,

z, for z > z∗,

(3.9)

ϕ̃(z) is defined by (2.21) and z∗ is a real root of equation

Ṽ0 = E∗
(
(H − z∗)+

)
. (3.10)

The optimal hedging strategy is a perfect hedge for the modified contingent

claim (H − ẑ)+ϕ̃(ẑ), where ẑ is the point of minimum of c(z).

Since we only consider z > 0,

(H − z)+ = ((XT −Ke−rT )+ − z)+ = (XT − (Ke−rT + z))+. (3.11)

For simplicity of notation, denote

H(z) = (XT −K(z))+, (3.12)

K(z) = Ke−rT + z, (3.13)

Φ̃±(x) = Φ±
(
xe−mT

)
, (3.14)

Λ±(x, y) = Φ± (x)− Φ±(y), (3.15)

Λ̃±(x, y) = Φ̃± (x)− Φ̃±(y). (3.16)
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Evidently, H(z) is also a call option with respect to X, with the strike price of

K(z), hence the optimal strategy is a perfect hedging strategy for a knockout

call option with a modified strike price K(z) > K. By minimizing c(z), we

simultaneously derive both the knockout threshold and the modified strike

price.

By applying the Black-Scholes formula to (3.10), we obtain:

Ṽ0 = x0Φ+(K(z∗))−K(z∗)Φ−(K(z∗)). (3.17)

In what follows, we shall refer to z∗ as to the solution for (3.17).

We shall consider two distinct cases.

(a) µ+1
2
σ2> r (m > 0)

The set
{
dP
dP∗ > a

}
has the following structure:

{
dP
dP∗

> a

}
=
{
X
m/σ2

T > b̂
}

= {XT > b} , (3.18)

and, moreover,

P
(
dP
dP∗

= a

)
= P∗

(
dP
dP∗

= a

)
= 0. (3.19)

Consider the case when z ∈ [0, z∗), since otherwise we have c(z) = z. By

applying (3.18) and (3.19) to (2.21), (2.22) and (2.23), we obtain

ϕ̃(z) = 1{XT>b̃(z)}, (3.20)

b̃(z) = inf
{
b > 0 : E∗

(
H(z) · 1{XT>b)}

)
6 Ṽ0

}
, (3.21)

γ(z) = 0. (3.22)
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Note that in this particular case the infimum in (3.21) is always attained since

we deal with atomless measures. The expectation in (3.21) can be rewritten

as

E∗
(
H(z) · 1{XT>b}

)
=


E∗ (H(z)) , for b < K(z),

x0Φ+(b)−K(z)Φ−(b), for b > K(z).

(3.23)

Furthermore, (2.33) implies that


E∗ (H(z)) > Ṽ0, for z 6 z∗,

E∗ (H(z)) < Ṽ0, for z > z∗,

(3.24)

therefore the minimum is not attained on the set {b ∈ R : b < K(z)}, hence

b̃(z) is a solution to the following system:


x0Φ+(b)−K(z)Φ−(b) = Ṽ0,

b > K(z).

(3.25)

The constraint b > K(z) in (3.25) is crucial since the equation may have

multiple real roots. It is straightforward to show that for all z ∈ [0, z∗) there

exists a unique solution b̃(z) for (3.25).

We are now able to write down the function c(z):

c(z) =


z +

1

1− α
· E
(
1{XT6b̃(z)} ·H(z)

)
, z < z∗,

z, z > z∗,

(3.26)
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or, by evaluating the expectation,

c(z) =


z +

1

1− α
·
(
x0emT Λ̃+(K(z), b̃(z))−K(z)Λ̃ (K(z), b̃(z))

)
, z < z∗,

z, z > z∗,

(3.27)

where b̃(z) is a solution for (3.25) when z < z∗.

According to Theorem 2.1, the optimal strategy (V̂0, ξ̂) is a perfect hedge

for the modified contingent claim

H̃(ẑ) = (H − ẑ)+ · 1{XT>b̃(ẑ)}, (3.28)

where ẑ is a point of minimum of c(z) on interval [0, z∗].

(b) µ+1
2
σ2< r (m < 0)

In this case the set
{
dP
dP∗ > a

}
has the form

{
dP
dP∗

> a

}
=
{
X
m/σ2

T > b̂
}

= {XT < b} , (3.29)

therefore Theorem 2.1 provides the following optimal randomized test in the

case when z ∈ [0, z∗):

ϕ̃(z) = 1{XT<b̃(z)}, (3.30)

b̃(z) = sup
{
b > 0 : E∗

(
H(z) · 1{XT<b)}

)
6 Ṽ0

}
, (3.31)

γ(z) = 0. (3.32)

Denote

β(b, z) = x0Λ+(K(z), b)−K(z)Λ−(K(z), b), (3.33)
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then

E∗
(
H(z) · 1{XT<b}

)
=


0, for b < K(z),

β(b, z), for b > K(z).

(3.34)

Same as above, recall that E∗ (H(z)) > Ṽ0 for z 6 z∗ and consider the prop-

erties of function β(b, z):

β(K(z), z) = 0, β(+∞, z) = E∗ (H(z)) ,
∂

∂b
β(b, z) > 0. (3.35)

It follows from (3.35) that the supremum in (3.31) is attained on the set

{b ∈ R : b > K(z)}, hence b̃(z) is a unique solution for the following system:


x0Λ+(K(z), b)−K(z)Λ−(K(z), b) = Ṽ0,

b > K(z).

(3.36)

Function c(z) then has the form

c(z) =


z +

1

1− α
· E
(
1{XT>b̃(z)} ·H(z)

)
, z < z∗,

z, z > z∗,

(3.37)

or

c(z) =


z +

1

1− α
·
(
x0emT Φ̃+(b̃(z))−K(z)Φ̃−(b̃(z))

)
, z < z∗,

z, z > z∗,

(3.38)

where b̃(z) is a solution for (3.36) when z ∈ [0, z∗), and the optimal strategy
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(V̂0, ξ̂) is a perfect hedge for the modified contingent claim

H̃(ẑ) = (H − ẑ)+ · 1{XT<b̃(ẑ)}, (3.39)

where ẑ is a point of minimum of c(z) on interval [0, z∗].

To illustrate the above method numerically, consider a financial market

evolving in accordance with the Black-Scholes model with parameters σ = 0.3,

µ = 0.09, r = 0.05 and a European call option with the strike price of K = 110

and the time to maturity T = 0.25. Let the initial price of the underlying

be equal to S0 = 100. In this setting, we are interested in hedging strategies

that minimize conditional value-at-risk at various confidence levels and various

amounts of the initial wealth. The results of numeric computations can be

observed in Figure 3.1.
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Figure 3.1: CVaR of the optimal hedging strategy at confidence levels of 90%, 95%
and 99% for varying levels of initial wealth in the Black-Scholes model.
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It can be seen in Figure 3.1 that the optimal strategy becomes insensitive

to the confidence level as we increase the initial wealth. This is due to the

fact that that the minimum of c(z) for high values of Ṽ0 is attained at z∗, thus

c(ẑ) = c(z∗) = z∗, which does not depend on α. The optimal hedging strategy

is a perfect hedge for a modified claim obtained by shifting the initial claim

down by z∗erT and then taking the positive part (e.g., if the original claim is

a call option, the optimal strategy is a perfect hedge for a call option with a

higher strike price). In this case, the tail risk is concentrated entirely at the

α-quantile of the loss distribution, and value-at-risk coincides with conditional

value-at-risk. Alternatively, when Ṽ0 is low, the optimal strategy is a perfect

hedge for a knockout option based on the modified claim described above,

where the knockout threshold depends on the amount of the initial wealth.

Both types of strategies are presented in Figures 3.2 and 3.3 below.
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Figure 3.2: The structure of the CVaR-optimal hedging strategy at the 95% confi-
dence level with the initial wealth Ṽ0 = 0.06 ·H0 in the Black-Scholes model.
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Figure 3.3: The structure of the CVaR-optimal hedging strategy at the 95% confi-
dence level with the initial wealth Ṽ0 = 0.95 ·H0 in the Black-Scholes model.

We shall now consider a situation when a CVaR-based capital require-

ment is imposed by the regulator. This constitutes a relevant and important

topic, as in the latest consultative document which was presented recently

by [Basel Committee on Banking Supervision, 2012] (the so-called “Basel 3.5”

outline) for discussion to the banking industry, “the Committee is proposing

the use of ES for the internal models-based approach” as a replacement for the

well-settled value-at-risk methodology. Assuming that the regulator requires

to allocate β > 0 units of capital for each unit of expected shortfall, we shall

take position of the option seller who is faced a choice of a partial hedging strat-

egy and is concerned with the short-term capital allocation. Thus, the option

seller compares ρβ(0) = β · CVaRα(0) against ρβ(Ṽ0) = β · CVaRα(Ṽ0) + Ṽ0,

where CVaRα(v) denotes the CVaR at the confidence level α of the CVaR-

minimizing hedging strategy which uses no more than v of the initial wealth.
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(Note that although this particular way of measuring hedging performance is

consistent with the short-term capital allocation objective, many other criteria

may considered based on the option seller’s preferences.) On Figure 3.4, the

ratio ρβ(Ṽ0)/ρβ(0) can be observed for varying levels of β and Ṽ0. The regions

of the graphs where the aforesaid ratio is less than 1 correspond to the case

where the option seller can reduce the required regulatory capital by a value

exceeding the initial cost of hedging, while at the same time reducing the total

risk exposure CVaR-wise.
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Figure 3.4: Performance of the CVaR-optimal hedging strategy at the 99% confi-
dence level with varying levels of the initial wealth and the capital requirement ratio
in the Black-Scholes model.

In the second half of this section, we shall use the results of Section 2.3

to explicitly construct hedging strategies minimizing the initial wealth with

CVaR not exceeding a given target value C̃ > 0.

According to Theorem 2.2, a passive trading strategy is optimal in the

hedging costs minimization problem if at least one of the inequalities in (2.56)
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is violated. In the Black-Scholes setting, these inequalities take the form


x0emT Φ̃+(K)−KΦ̃−(K)− C̃(1− α) > 0,

x0emT Φ̃+(K + C̃)− (K + C̃)Φ̃−(K + C̃) > 0.

(3.40)

In what follows, we assume a non-trivial case, i.e. both inequalities in (3.40)

are assumed to be satisfied. Again, we consider two distinct cases.

(a) µ+1
2
σ2> r (m > 0)

In this case

{
dP∗

dP
> a

}
= {XT < b} , P

(
dP
dP∗

= a

)
= P∗

(
dP
dP∗

= a

)
= 0, (3.41)

so we have

ϕ̃(z) = 1{XT<b̃(z)}, (3.42)

b̃(z) = sup
{
b > 0 : E

(
H(z) · 1{XT<b)}

)
6 (C̃ − z)(1− α)

}
, (3.43)

γ(z) = 0. (3.44)

Denote

δ(b, z) = x0emT Λ̃+(K(z), b)−K(z)Λ̃−(K(z), b), (3.45)

then

E
(
H(z) · 1{XT<b}

)
=


0, for b < K(z),

δ(b, z), for b > K(z),

(3.46)

δ(K(z), z) = 0, δ(+∞, z) = E (H(z)) ,
∂

∂b
δ(b, z) > 0. (3.47)
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Assuming that inequalities (3.40) hold true and z < C̃, the supremum in (3.43)

is attained on the set {b ∈ R : b > K(z)}, hence b̃(z) is a unique solution for


x0emT Λ̃+(K(z), b)−K(z)Λ̃−(K(z), b) = (C̃ − z)(1− α),

b > K(z),

if z < C̃,

(3.48)

and

b̃(z) = sup
{
b > 0 : x0emT Λ̃+(K(z), b)−K(z)Λ̃−(K(z), b) = 0

}
, if z = C̃.

(3.49)

The optimal strategy (V̂0, ξ̂) in the hedging costs minimization problem

is then a perfect hedge for the modified contingent claim H(ẑ)+ · 1{XT>b̃(ẑ)},

where b̃(z) is defined by (3.48) and (3.49), and ẑ is a point of minimum of

function

d(z) =


x0Φ+(b̃(z))−K(z)Φ−(b̃(z)), if z < C̃,

x0Φ+(K(z))−K(z)Φ−(K(z)), if z = C̃,

(3.50)

on interval z ∈ (−∞, C̃].

(b) µ+1
2
σ2< r (m < 0)

We have

{
dP∗

dP
> a

}
= {XT > b} , P

(
dP
dP∗

= a

)
= P∗

(
dP
dP∗

= a

)
= 0, (3.51)

52



hence

ϕ̃(z) = 1{XT>b̃(z)}, (3.52)

b̃(z) = inf
{
b > 0 : E

(
H(z) · 1{XT>b)}

)
6 (C̃ − z)(1− α)

}
, (3.53)

γ(z) = 0. (3.54)

Denote

ζ(b, z) = x0Φ̃+(b)−K(z)Φ̃−(b), (3.55)

then

E
(
H(z) · 1{XT>b}

)
=


E (H(z)) , for b < K(z),

ζ(b, z), for b > K(z),

(3.56)

and

ζ(K(z), z) = E (H(z)) , ζ(+∞, z) = 0,
∂

∂b
ζ(b, z) 6 0. (3.57)

When z < C̃, the supremum in (3.53) is attained on the set {b ∈ R : b > K(z)},

thus b̃(z) is a unique solution for the system


x0Φ̃+(b)−K(z)Φ̃−(b) = (C̃ − z)(1− α),

b > K(z).

if z < C̃, (3.58)

and

b̃(z) = inf
{
b > 0 : x0Φ̃+(b)−K(z)Φ̃−(b) = 0

}
, if z = C̃. (3.59)

The optimal strategy (V̂0, ξ̂) in the hedging costs minimization problem in
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this case is a perfect hedge for the modified contingent claim H(ẑ)+·1{XT<b̃(ẑ)},

where b̃(z) is a solution for (3.58) and ẑ is a point of minimum of function

d(z) =


x0Λ+(K(z), b̃(z))−K(z)Λ−(K(z), b̃(z)), if z < C̃,

x0Φ+(K(z))−K(z)Φ−(K(z)), if z = C̃,

(3.60)

on interval z ∈ (−∞, C̃].

We shall illustrate the above results numerically in the Black-Scholes model

with the same parameters as earlier (σ = 0.3, µ = 0.09, r = 0.05, European

call option with the strike price of K = 110, time to maturity T = 0.25, initial

price S0 = 100). Figure 3.5 shows the minimum amount of the initial wealth

that has to be invested in the hedging strategy so that conditional value-at-

risk of the resulting portfolio does not exceed a specified threshold, for various

confidence levels of CVaR.
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3.2 Hedging a call option in the telegraph mar-

ket model

In this section, we shall demonstrate how a CVaR-optimal hedging strat-

egy for a plain vanilla call option can be constructed in the framework of

the telegraph market model suggested in [Melnikov and Ratanov, 2008] and

[Melnikov and Ratanov, 2007]1.

The telegraph market model can be informally described as a complete mar-

ket model in which the dynamics of the risky asset features jumps and regime

switching. The model can be viewed as a generalization of the pure-jump ver-

sion of the Merton’s model that is arbitrage-free and preserves market com-

pleteness under some restrictions on model parameters. In addition, it can be

shown that the telegraph market model converges to the Black-Scholes model

in distribution under proper scaling (Melnikov and Ratanov [2008]), hence it

can be used to approximate the lognormal stock price behavior.

For the sake of illustration, let us briefly compare the properties of the

telegraph market model to those of the well-known Cox-Ross-Rubinstein bi-

nomial model. Both models feature jump dynamics, market completeness and

convergence of the stock price process to a lognormal process in distribution.

However, the key difference between the two is that in the binomial model the

jumps have fixed timing and random size, while in the telegraph market model

the size of the jumps is pre-determined but they occur at random.

Consider a simplified version of the Merton’s model (Merton [1976]) with

1The author is grateful to Alexey Kuznetsov (kuznetsov@mathstat.yorku.ca) for his con-
tribution to the results presented in this section.
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no diffusion term and a constant jump impact:


dBt = rBtdt,

dSt = St(mdt+ σdNt),

(3.61)

where St and Bt are the prices of the stock and the bond respectively, Nt is

a Poisson process, r > 0 is the risk-free interest rate, σ > 0 is the constant

jump impact and m is the constant drift. It is easy to verify that this model

represents a complete arbitrage-free market; the risk comes only from the

uncertainty in timing of jumps in the Poisson process, with the size of jumps

known in advance.

How can this model be generalized without violating completeness? If we

simply allow the jump size to be random, a new source of randomness will be

introduced which will render the model incomplete. Instead, we can let the

jump size change in a predictable fashion. Let the time between jumps be

determined by a family {τ i}i∈N of independent exponential random variables

with intensities {λi}i∈N, and let {hi}i∈N be an arbitrary deterministic sequence

specifying the size of jumps. Define the moment of the n-th jump as

Tn =
n∑
i=1

τ i, (3.62)

let the log-price process Yt = ln(St) follow

Yt = mt+
∑

i∈N,Ti6t

hi, (3.63)
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and consider the market 
dBt = rBtdt,

dSt = StdYt.

(3.64)

Similar to (3.61), the market model defined by (3.64) also contains a single

source of randomness: the timing of the next jump is random while the size

of the jump is known in advance. However, unless certain restrictions are

imposed, this market model admits arbitrage. For the sake of illustration, we

shall provide a simple example. Let

(h1, h2) = (−h, h), (λ1, λ2) = (1, 1), r = 0, m = const > 0, h > 0.

In this setting, consider the following strategy on t ∈ [0, 1]:

• if a negative jump occurs at time t = t0 < 1, borrow St0 in cash and buy

one unit of stock. Sell the stock at time t = t1 ∧ 1 and repay the debt of

St0 , where t = t1 is the time of the next (positive) jump;

• if no negative jumps occur on [0, 1], don’t do anything.

Evidently, the strategy presented above is an arbitrage strategy: if there

are no negative jumps on [0, 1], the profit is zero, otherwise there is a positive

gain since St1∧1 > St0 . In the case when the drift is negative or both jumps

are negative it is straightforward to construct similar examples.

To ensure the no-arbitrage property in model (3.64) with alternating jump

sizes, the drift should switch sign and/or magnitude at the time of the jump:

d(t) =

t∫
0

∑
i∈N

di · 1[Ti−1,Ti)(s)ds, (3.65)
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where di should be constrained in such way that the model does not allow

arbitrage opportunities. Processes of this type are known as telegraph processes.

To summarize, the telegraph market model is a generalization of the Pois-

son market model obtained by introducing regime switching, where only the

timing of regime switching is uncertain. In this section, we shall consider the

simplest case of a telegraph process with two alternating states. This par-

ticular case is important since it inherits all of the characteristic features of

a general telegraph model, yet at the same time it allows for quite simple

semi-explicit solutions for the problem of option pricing and hedging.

Definition 3.1: The two-state telegraph market model.

1. Let σ(t) ∈ {1, 2} be a continuous time Markov chain process with Markov

generator

Lσ =

−λ1 λ1

λ2 −λ2

 . (3.66)

Process σ(t) represents the current state in the telegraph market model.

Without loss of generality, we assume that σ(0) = 1.

2. Define the telegraph process Xt and the jump process Jt:

Xt =

t∫
0

cσ(s)ds, Jt =
Nt∑
0

hσ(Tj−), (3.67)

where c = (c1, c2) determines drift states, h = (h1, h2) determines jump

size states, and Nt denotes the number of jumps of σ(t) up to time t.
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3. The risk-free asset is defined by

dBt = rσ(t)Btdt (3.68)

or, equivalently,

Bt = exp

 t∫
0

rσ(s)ds

 , (3.69)

where r = (r1, r2) determines the states of the (non-negative) risk-free

rate.

4. The risky asset is defined as a telegraph market price process

dSt = St−d(Xt + Jt). (3.70)

Following [Melnikov and Ratanov, 2008], we can express St as

St = Et(X + J) = S0eXtκ(Nt), (3.71)

where Et(·) denotes the stochastic exponential and

κ(Nt) =
∏
s6t

(1 + ∆Js), (3.72)

which implies

κ(2k − 1) = (1 + h1)k(1 + h2)k−1, (3.73)

κ(2k) = (1 + h1)k(1 + h2)k, (3.74)

for all k ∈ N.
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One of the most important questions regarding the telegraph market model

is the absence of arbitrage and market completeness. This topic has been

investigated in detail in [Melnikov and Ratanov, 2008], and we shall reproduce

the main results here in the form of a theorem.

Theorem 3.1 (Melnikov and Ratanov [2008]): The two-state telegraph mar-

ket model is arbitrage-free if and only if

rσ − cσ
hσ

> 0, σ ∈ {1, 2}. (3.75)

If the telegraph market model is arbitrage-free, then it is complete, and the

unique equivalent martingale measure P∗ is defined by

dP∗

dP

∣∣∣∣
Ft

= Zt = Et(X∗ + J∗) = eX
∗
t κ∗(Nt), (3.76)

where

κ∗(Nt) =
∏
s6t

(1 + ∆J∗s ),

X∗t is a telegraph process with intensities λσ defined in (3.66) and drift

c∗σ = λσ +
cσ − rσ
hσ

, σ ∈ {1, 2}, (3.77)

and J∗t is a jump process with jumps

h∗σ =
rσ − cσ
hσλσ

− 1, σ ∈ {1, 2}. (3.78)

The discounted price process B−1
t St is a telegraph market process under P∗
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with drift cσ, jumps hσ and modified intensities

λ∗σ =
rσ − cσ
hσ

> 0. (3.79)

We shall now turn to the problem of CVaR hedging in a complete telegraph

market model. Consider a plain vanilla call option with maturity T and the

strike price of K. The discounted payoff H at time t = T has the form

H = B−1
T (ST −K)+, (3.80)

where Bt and St are defined by (3.68) and (3.70). Denote the unique fair price

H0 = E∗(H),

where E∗ is the expectation with respect to the unique equivalent martingale

measure P∗ defined by (3.76), and assume that the amount of available initial

wealth is bounded from above by Ṽ0 ∈ (0, H0). Same as before, our objective

is to find an admissible strategy that minimizes conditional value-at-risk while

requiring no more than Ṽ0 of the initial wealth.

According to Theorem 2.1, the problem of CVaR hedging can be reduced

to a problem of minimizing a special function c(z) over interval [0, z∗], where

c(z) =


z +

1

1− α
E ((H − z)+ϕ̃(z)) , for z 6 z∗,

z, for z > z∗,

(3.81)
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ϕ̃(z) is defined by (2.21) and z∗ is a real root of equation

Ṽ0 = E∗
(
(H − z∗)+

)
. (3.82)

Since z > 0, we have

(H − z)+ = (B−1
T (ST −K)+ − z)+ = (B−1

T ST − (B−1
T K + z))+ (3.83)

Explicit derivation of ϕ̃(z) and c(z) involves computing expectations

Et(f, a) = E
(
f(St, Bt) · 1{Zt<a}

)
(3.84)

and

E∗t (f, a) = E∗
(
f(St, Bt) · 1{Zt<a}

)
(3.85)

for arbitrary functions f : [0,∞) × N0 7→ R and a ∈ R, where N0 is the set

of natural numbers including zero. Towards this end, we shall first express

processes Bt, St and Zt in terms of Xt and Nt.

By the definition of Bt,

Bt = exp

 t∫
0

rσ(s)ds

 = exp

(
r2 − r1

c2 − c1

Xt +
c2r1 − c1r2

c2 − c1

t

)
. (3.86)

Process St can be related to Xt and Nt via (3.71):

St = S0eXtκ(Nt). (3.87)

Finally, according to Theorem 3.1,
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Zt = eX
∗
t κ∗(Nt). (3.88)

In order to express Zt in terms of Xt and Nt, we shall use Lemma 2.2 from

[Melnikov and Ratanov, 2008] which states that two telegraph processes based

on the same process σ(t) are linearly related. More specifically,

X∗t =
c∗2 − c∗1
c2 − c1

Xt +
c2c
∗
1 − c1c

∗
2

c2 − c1

t, (3.89)

which in conjunction with (3.88) yields

Zt = exp

(
c∗2 − c∗1
c2 − c1

Xt +
c2c
∗
1 − c1c

∗
2

c2 − c1

t

)
κ∗(Nt). (3.90)

Note also that

E∗t (f, a) = Et(f · Zt, a), (3.91)

hence it is sufficient to only consider the expectation Et(f, a) under P.

We can now substitute (3.86), (3.87) and (3.90) into (3.84):

Et(f, a) = E
(
f(St, Bt) · 1{Zt<a}

)
= E (g(Xt, Nt)) . (3.92)

By conditioning on {Nt = n}, we obtain

E (g(Xt, Nt)) =
∑
N0

E
(
g(Xt, n) · 1{Nt=n}

)
=
∑
N0

∫
R

g(x, n)pn(t, x)dx, (3.93)

where pn(t, x) is the corresponding conditional density

pn(t, x) =
d

dx
P ({Xt 6 x} ∩ {Nt = n}) . (3.94)
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Therefore, we can reduce evaluating expectations of the form (3.84) and (3.85)

to a summation of one-dimensional integrals with respect to densities pn(t, x).

Theorem 5.5 in Section 5.2 provides the recursive relationship for these condi-

tional densities so that the expectation can be computed explicitly.

To illustrate how the conditional value-at-risk can be minimized numer-

ically in this setting, we shall derive CVaR-optimal hedging strategy nu-

merically for a European call option with the strike price of K = 100 and

time to maturity T = 0.25 in the telegraph market model with parameters

c = (−0.5, 0.5), λ = (5, 5), r = (0.07, 0.07), h = (0.5,−0.35), S0 = 100.

The process of finding the CVaR-optimal strategy involves computing ex-

pected value of various functions a large number of times. One possible way

of evaluating the integral in (3.93) efficiently is to consider a fixed grid

xi = xmin +
i

2N (x)
· (xmax − xmin), i = 0, 1, . . . 2N (x), (3.95)

nj = j, j = 0, 1, . . . N (n), (3.96)

where xmin = c1T ∧ c2T , xmax = c1T ∨ c2T , and approximate the expectation

by partitioning the interval (xmin, xmax) into N (x) parts:

∑
N0

∫
R

g(x, n)pn(t, x)dx ≈
2N(x)∑
i=0

N(n)∑
j=0

g(xi, nj)pnj(T, xi)ζ i, (3.97)

where values pnj(T, xi) are computed in advance, and ζ i are the Simpson’s

method weights: ζ0 = ζN(x) = 1
3
, ζ2k = 2

3
, ζ2k+1 = 4

3
.

Figure 3.6 shows the minimal CVaR that can be attained by using the

CVaR-optimal hedging strategy in the telegraph market model for various

values of the initial wealth and confidence level. In Figure 3.7, we present
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Ṽ0/H0 (initial wealth / fair price)

0% 20% 40% 60% 80% 100%
0

10

20

30

40

50

60

Figure 3.6: CVaR of the optimal hedging strategy at confidence levels of 90%, 95%
and 99% for varying levels of initial wealth in the telegraph market model.
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Figure 3.7: Initial wealth of the optimal hedging strategy for varying levels of CVaR
threshold at confidence levels of 90%, 95% and 99% in the telegraph market model.

65



the numerical solution for the problem of hedging costs minimization in the

telegraph market model.

3.3 Hedging a unit-linked life insurance con-

tract

In this section, we shall use the quantile methodology which was proposed in

[Melnikov and Skornyakova, 2005] and [Melnikov and Romaniuk, 2006] along

with the techniques presented in Sections 2.2 and 2.3 to construct CVaR-

optimal hedges for an embedded call option in an equity-linked life insurance

contract.

In addition to the “financial” probability space (Ω,F ,P) considered earlier,

let us consider the “actuarial” probability space (Ω̃, F̃ , P̃). Let a random

variable T (x) denote the remaining lifetime of a person aged x, and let Tpx =

P̃[T (x) > T ] be a survival probability for the next T years of the insured. We

assume that T (x) does not depend on the evolution of financial market, so we

can treat (Ω,F ,P) and (Ω̃, F̃ , P̃) as independent.

Under an equity-linked pure endowment contract, the insurance company

is obliged to pay the benefit in the amount of H̄ (an FT -measurable random

variable) to the insured provided the insured is alive at time T . Since the

benefit is linked to the evolution of financial market, an insurance contract of

this kind poses two independent kinds of risk to the insurance company: the

mortality risk and the market risk.

The optimal price of the contract is traditionally calculated as an expected

present value of cash flows under the risk-neutral probability. However, the in-
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surance part of the contract doesn’t need to be risk-adjusted since the mortality

risk is essentially unsystematic. Denote the discounted benefit by H = H̄e−rT ,

then the price of the contract (known as the “Brennan-Schwartz price”, see

Brennan and Schwartz [1976]) equals

TUx = Ẽ
(
E∗
(
H · 1{T (x)>T}

))
= Tpx · E∗(H), (3.98)

where Ẽ denotes the expectation with respect to P̃.

The objective of the insurance company is to mitigate the financial com-

ponent of risk and hedge H̄ in the financial market. However,

TUx < E∗ (H) , (3.99)

in other words, the insurance company is not able to hedge the benefit per-

fectly; instead, a partial hedging strategy may be used.

For a fixed client age x, denote the maximum amount of capital that is

allocated for partial hedging of H̄ by Ṽ0 = Tpx · E∗ (H). We can now use the

results of Theorem 2.1 to derive CVaR-optimal hedging strategy. Along with

providing a way of hedging, this may be viewed as a possible way of estimating

financial exposure of contracts for given values of age. Note that by applying

Theorem 2.2 we can also address the inverse problem: given the financial claim

and a fixed CVaR threshold, we can find the target survival probability (and

hence the largest acceptable age) for the contract.

In the following example we investigate a pure endowment contract with a

fixed guarantee which pays H̄ at maturity given the insured is alive:

H̄ = max{ST , kS0}, (3.100)
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where St is the stock price process and k is a fixed percentage value. Since

max{ST , kS0} = kS0 + (ST − kS0)+, (3.101)

it is sufficient for our purposes to only consider the embedded call (ST −K)+,

where K = kS0.

Let the financial part of the model follow the Black-Scholes with parameters

σ = 0.3, µ = 0.09, r = 0.05 and let the embedded call option have the strike

price of K = 110; the length of the contract T will vary in this example.

Let the initial price of the stock be equal to S0 = 100. In this example, we

shall use the survival probabilities listed in mortality table UP94 @2015 in

[McGill et al., 2004] (Uninsured Pensioner Mortality 1994 Table Projected to

the Year 2015 ). The objective is to construct partial hedging strategies that

minimize CVaR for varying values of client age and time horizon. Please note

that since we are dealing with the Black-Scholes, we can refer to Section 3.1

for the explicit calculation of the optimal CVaR for a given amount of initial

wealth. The numeric results are presented in Figure 3.8.

We also consider the dual problem: for a fixed CVaR threshold C̃, specify

the optimal client age for an equity-linked life insurance contract. In the Black-

Scholes setting, we can employ the results of Section 2.3 to derive the optimal

survival probability. Then it’s just the matter of using the corresponding

life table to find the optimal client age. (Note: depending on the life table,

the client age may not be uniquely defined by the survival probability; in

our example, we pick the highest possible value). The corresponding numeric

results can be observed in Figure 3.9.
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Figure 3.8: CVaR of the optimal hedging strategy at the 99% confidence level
for varying age of the insured and varying length of the unit-linked life insurance
contract.
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Figure 3.9: The optimal age of the insured for varying length of the unit-linked life
insurance contract for varying levels of CVaR threshold at the 99% confidence level.
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Chapter 4

Approximate hedging via

path-wise comparison

This chapter explores an approach based upon a result from the theory of

stochastic processes known as the path-wise comparison theorem (see Theorem

1.4 in the introductory chapter). Our main objective is to demonstrate how

path-wise comparison can be used to derive closed-form option price bounds in

diffusion models. The stock price process is dominated path-wise by a suitably

chosen stochastic process with a known distribution, which allows to obtain

explicit bounds for various financial quantities. This chapter is primarily fo-

cused on practical applications of the comparison theorem. Towards this end,

we provide full analytical derivation of the option price bounds and the ap-

proximate hedging strategy in the constant elasticity of variance (CEV) model

along with the supplementary numerical illustrations.1

Considering the growing importance of the comparison theorem and its

1This chapter represents a joint research of the author with Vladislav Krasin and Alexan-
der Melnikov.
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applicability to the problems arising in mathematical finance (Krasin [2010],

Krasin and Melnikov [2010]), we shall briefly describe its history and point out

its main differences from similar results (see, e.g., Hajek [1985]).The path-wise

comparison theorem for stochastic differential equations (SDEs), which in this

chapter will be referred to as the comparison theorem, was first introduced

by [Skorokhod, 1961] who established that the solution for a stochastic dif-

fusion equation with constant diffusion coefficient is a monotone function of

the continuous drift coefficient. About a decade later, [Yamada, 1973] signif-

icantly weakened Skorokhod’s conditions by proving the comparison theorem

for SDEs with continuous drift coefficient and the diffusion coefficient satisfy-

ing the Hölder condition of order α > 1
2
. In addition to generalizing the original

comparison theorem, Yamada’s method, which is essentially based on mono-

tone smoothing of the absolute value function, enables the use of the classic

version of the Itō’s formula. This approach was further developed in papers

by [Melnikov, 1979a] and [Galtchouk, 1982], where the comparison theorem

was extended to handle SDEs involving continuous and non-continuous semi-

martingales, respectively. Since then, these results have been proved again by

a number of authors under the same or similar conditions; note, for instance,

the work of [Yan, 1986] where the Tanaka-Meyer’s formula is used instead

of the classic Itō’s formula. The first version of the multi-dimensional com-

parison theorem was suggested in [Melnikov, 1983], along with the method of

monotone approximations which allows proving uniqueness and existence of so-

lutions for SDEs driven by semimartingales with non-Lipshitz coefficients (see

also Melnikov [1979b] and Barlow and Perkins [1984]). Among the more re-

cent research on the comparison theorem, we would like to mention the works

by [Ding and Wu, 1998], [Peng and Zhu, 2006] and [Cohen et al., 2010], the
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latter of which illustrates the growing interest towards the comparison theorem

in the context of the theory of backward SDEs. In addition to [Hajek, 1985], a

compelling review of comparison methods in the theory of stochastic processes

may be found in [Bergenthum and Ruschendorf, 2007].

Note that monotonicity of the option price with respect to the price of the

underlying has been previously used by several authors to construct explicit

option price bounds. In [Lèvy, 1985], the stochastic domination results are

used to find option price bounds in discrete time markets. A distribution-

independent result can be found in [Schepper and Heijnen, 2007], where option

price bounds are based on several moments and the mode of the terminal value

of the stock price.

The rest of the chapter will be organized into three sections. Section 4.1

contains our main results, where we demonstrate how the comparison theorem

can be applied to the CEV model in order to derive the upper option price

bound. Section 4.2 presents the approximate hedging strategy and the condi-

tional value-at-risk upper bound. In Section 4.3, we conclude the paper with

numerical illustrations in the CEV model and we also compare the relative

precision of our approach with the distribution-free method.

4.1 Deriving option price bounds in the CEV

model

In this section we are going to demonstrate how the comparison theorem can be

applied in the constant elasticity of variance (CEV) model to derive the upper

and lower price bounds for contingent claims with monotone payoff functions.
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The CEV model which was first introduced in [Cox and Ross, 1976] sug-

gests that the risk-neutral stock price process follows


dSt = rStdt+ σS

β
2
t dWt,

S0 = s,

(4.1)

where the initial stock price s, the risk-free interest rate r and the volatility σ

are non-negative constants, t > 0 and 0 < β < 2. Note that the solution for

(4.1) is positive till random time ν0, where St hits zero, and is zero afterwards.

The CEV model generally provides a better fit for the observable option

prices relative to the Black-Scholes (see, e.g., MacBeth and Merville [1980]).

However, the improved precision comes at a price: the CEV model does not

admit a simple way of calculating option prices. [Cox and Ross, 1976] derived

a general formula for the option price and [Schroder, 1989] expressed it in

terms of the non-central chi-square distribution, but both approaches rely

on numerical procedures in some form or another. Applying the comparison

theorem to this model allows us to construct an explicit option price bound

featuring a high level of precision.

Consider a smooth transform Xt = F (St) of the discounted stock price

process. According to the Itō’s formula,

dXt =

(
rStF

′(St) +
σ2

2
Sβt F

′′(St)

)
dt+ σS

β
2
t F

′(St)dWt. (4.2)

The key point in our approach is to find such transform F (·) that the SDE

for Xt has a relatively simple form. In this regard, we may want the volatility
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term in (4.2) to become constant and equal to one:

σS
β
2
t F

′(St) = 1. (4.3)

In order to simplify Xt even further, we would like it to take off from the

origin, i.e.

X0 = F (s) = 0. (4.4)

By solving ordinary differential equation (4.3) with boundary value (4.4), we

obtain

F (z) =
1

σ

2

2− β

(
z

2−β
2 − s

2−β
2

)
. (4.5)

Taking derivatives yields

F ′(z) =
1

σ
z−

β
2 , F

′′
(z) = − 1

σ

β

2
z−

2+β
2 , (4.6)

and therefore (4.2) on [0, ν0) takes the form

dXt =

(
r

σ
S

2−β
2

t − σβ

4
S
− 2−β

2
t

)
dt+ dWt. (4.7)

Since

St = F−1(Xt) =

(
σ

2− β
2

Xt + s
2−β

2

) 2
2−β

, (4.8)

we obtain the following SDE for Xt on [0, ν0):

dXt =

(
r

(
2− β

2
Xt +

1

σ
s

2−β
2

)
− σβ

4

(
σ

2− β
2

Xt + s
2−β

2

)−1
)
dt+ dWt.

(4.9)
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Let us now consider process Yt defined by


dYt = r

(
2−β

2
Yt + 1

σ
s

2−β
2

)
dt+ dWt,

Y0 = 0.

(4.10)

Equation (4.10) is inhomogeneous and linear in the narrow sense (see, for

instance, Kloeden and Platen [1992]), hence its solution Yt can be derived ex-

plicitly:

Yt = exp

{
rt

2− β
2

} 2s
2−β

2

σ(2− β)

(
1− exp

{
−rt2− β

2

})
+ It

 , (4.11)

where

It =

∫ t

0

exp

{
−rτ 2− β

2

}
dWτ =

√
1− exp{−rt(2− β)}

r(2− β)
ξ, (4.12)

with ξ being a standard normal random variable. Process Yt is Gaussian and

Markov, and for any fixed moment of time t > 0 its distribution is normal:

Yt =

√
exp {(2− β)rt} − 1

r(2− β)
ξ +

2s
2−β

2

σ(2− β)

(
exp

{
2− β

2
rt

}
− 1

)
. (4.13)

We have specifically constructed Yt in such a way that the drift term in

(4.10) dominates the drift term in (4.9); besides, X0 = Y0 = 0. Therefore,

according to the comparison theorem, for t ∈ [0, ν0] we have

Xt 6 Yt, (a.s.) (4.14)
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hence

Xt 6 |Yt|, (a.s.) (4.15)

or, equivalently,

St 6 Zt (a.s.), (4.16)

where

Zt = F−1(|Yt|). (4.17)

Note that taking the absolute value in (4.17) is essential in the general case

since F−1(Yt) may be undefined for negative values of Yt.

Consider a contingent claim of European type whose payoff at time t = T

is equal to f(ST ). Its risk-neutral price at time t = 0 is equal to

f0 = E
(
e−rTf(ST )

)
. (4.18)

If the payoff is a non-increasing (non-decreasing) function of the stock price,

inequality (4.16) can be used to determine the upper (lower) price bound.

Theorem 4.1: The price at time t = 0 of a contingent claim with payoff f(ST )

is bounded from above (below) by

C0 = E
(
e−rTf(ZT )

)
, (4.19)

provided that f is a non-decreasing (non-increasing) function.

In our particular case ZT is a function of a normally distributed random

variable, hence the expectation in (4.19) can be computed explicitly.

For the purpose of illustration, consider a European call option with the

strike price of K in the CEV model with β = 1. Note that we can replace |Yt|
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in (4.17) with Yt since in the case when β = 1 the inverse function F−1(z) is

defined for all real z. According to Theorem 4.1, the upper bound C0 = C(T, s)

for the call price can be calculated as

C(T, s)=e−rTE
((σ

2
YT +

√
s
)2

−K
)+

. (4.20)

Recalling that YT is defined by (4.13), we arrive at the following result.

Corollary 4.1.1: The price of a European call option with the strike price of

K in the CEV model with β = 1 is bounded from above by

C(T, s) = e−rTE

(1

2
σ

√
erT − 1

r
ξ +
√
serT

)2

−K

+

, (4.21)

where ξ is a standard normal random variable.

4.2 Construction of the approximate hedging

strategy

The comparison theorem can also be used to construct an approximate hedging

strategy. Let us show how this can be done in the CEV model. First, we will

derive the SDE for Zt by applying the Itō formula to (4.17):

dZt =

(
r

(
2− β

2
Yt +

1

σ
s

2−β
2

)(
F−1

)′
(Yt) +

1

2

(
F−1

)′′
(Yt)

)
dt

+
(
F−1

)′
(Yt) dWt. (4.22)
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Calculating the derivatives,

(
F−1

)′
(Yt) = σ

(
σ

2− β
2

Yt + s
2−β

2

) β
2−β

= σZ
β
2
t , (4.23)

(
F−1

)′′
(Yt) =

βσ2

2

(
σ

2− β
2

Yt + s
2−β

2

) 2β−2
2−β

=
βσ2

2
Zβ−1
t , (4.24)

we obtain

dZt =

(
r

σ
Z

2−β
2

t σZ
β
2
t +

βσ2

4
Zβ−1
t

)
dt+ σZ

β
2
t dWt

=

(
rZt +

βσ2

4
Zβ−1
t

)
dt+ σZ

β
2
t dWt. (4.25)

Consider a two-dimensonal degenerate diffusion process (St, Zt) with St

and Zt being strong solutions to SDEs (4.1) and (4.25) respectively. This

process is homogeneous and Markov, therefore inequality

St 6 Zt (a.s.), (4.26)

which is provided by the comparison theorem and holds true on time interval

[0, T ] if the initial value of the process at time t = 0 is (s, s), will also be true

on interval [u, T ] given the initial value of the process at time t = u is (Su, Su).

Define a Markov family of processes Z
(u)
t as a family of solutions to SDE


dZ

(u)
t =

(
rZ

(u)
t + βσ2

4

(
Z

(u)
t

)β−1
)
dt+ σ

(
Z

(u)
t

)β
2
dWt,

Z
(u)
u = Su,

(4.27)
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for each u, then for any fixed t ∈ [u, T ]

St 6 Z
(u)
t (a.s.). (4.28)

Same as before, Z
(u)
t can be represented as a function of Y

(u)
t :

Z
(u)
t = F−1

(u)

(
Y

(u)
t

)
, (4.29)

where

F(u)(z) =
1

σ

2

2− β

(
z

2−β
2 − S

2−β
2

u

)
, (4.30)

F−1
(u) (z) =

(
σ

2− β
2

z + S
2−β

2

u

) 2
2−β

, (4.31)

and Y
(u)
t is a solution to


dY

(u)
t = r

(
2−β

2
Y

(u)
t + 1

σ
S

2−β
2

u

)
dt+ dWt,

Y
(u)
u = 0.

(4.32)

We can now use (4.27) to construct an option price bound at time u.

Theorem 4.2: The price at time t = u of a contingent claim with payoff

f(ST ) is bounded from above (below) by

Cu = E
(

e−r(T−u)f
(
Z

(u)
T

)
| Fu

)
, (4.33)

provided that f is a non-decreasing (non-increasing) function.

For the remainder of this section, we assume that f is non-decreasing and
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focus on the upper price bound. The conditional distribution of Y
(u)
t given

Su is normal, therefore the conditional expectation in (4.33) can be computed

explicitly as a function of current stock price and time. This function can be

used to estimate the option price from above at an arbitrary moment of time,

and it also allows constructing a hedging strategy. In case β = 1 the upper

price bound is equal to Cu = C(T − u, Su), where C(t, x) is defined by (4.20).

It turns out that for for any v ∈ [u, T ]

Z
(v)
t 6 Z

(u)
t (a.s.), v 6 t 6 T. (4.34)

To prove (4.34), let us rewrite it as

F−1
(v)

(
Y

(v)
t

)
6 F−1

(u)

(
Y

(u)
t

)
. (4.35)

Applying increasing function F(v) to both sides, we obtain

Y
(v)
t 6 F(v)

(
F−1

(u)

(
Y

(u)
t

))
=

1

σ

2

2− β

(
σ

2− β
2

Y
(u)
t + S

2−β
2

u − S
2−β

2

v

)
. (4.36)

Therefore, (4.34) is equivalent to

Y
(v)
t − Y (u)

t 6 F(v)(Su) (a.s.), v 6 t 6 T. (4.37)

Recalling that Y
(u)
t is a solution to (4.32),

d
(
Y

(v)
t − Y (u)

t

)
=

2− β
2

(
(Y

(v)
t − Y (u)

t )− Fv(Su)
)
dt, (4.38)
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or, if we pin the initial value at time t = v,

Y
(v)
t − Y (u)

t = Fv(Su) +
(
Y (v)
v − Y (u)

v − Fv(Su)
)

exp

{
r

2− β
2

(t− v)

}
. (4.39)

The path-wise comparison theorem provides

Z(v)
v = Sv 6 Z(u)

v (4.40)

or, equivalently,

Y (v)
v − Y (u)

v 6 F(v)(Su), (4.41)

hence (4.37) follows directly from (4.39), which concludes the proof.

The option price estimate at time t = T is equal to

E
(

e−r(T−T )f
(
Z

(T )
T

)
| FT

)
= E (f(ST ) | FT ) , (4.42)

therefore the proposed hedging strategy constitutes a perfect hedge. However,

since different processes Z
(u)
T are used as upper boundaries for ST at different

moments of time, the option price estimate is not a martingale, which implies

that the strategy is not self-financing. Moreover, it can be shown that for

a non-decreasing payoff function the proposed hedging strategy is a strategy

with consumption.

Denote the discounted hedge value by Lt and consider two moments of

time v > u:

Lu = e−rTE
(
f
(
Z

(u)
T

)
| Fu

)
, (4.43)

Lv = e−rTE
(
f
(
Z

(v)
T

)
| Fv

)
. (4.44)
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Applying (4.34) yields

E(Lv | Fu) = e−rTE
(
f
(
Z

(v)
T

)
| Fu

)
6 e−rTE

(
f
(
Z

(u)
T

)
| Fu

)
= Lu. (4.45)

Thus, process L = (Lt)t∈[0,T ] is a supermartingale and as such it can be repre-

sented as a sum of a martingale (which can be viewed as the discounted value

of some self-financing strategy) and a decreasing process. The latter can be

treated as a consumption process which continuously removes excess hedging

capital from the strategy until the value of the hedge exactly matches the op-

tion’s value at maturity. Note: for non-increasing payoff functions, the option

price estimate is a submartingale and the hedge is a strategy with the inflow

of capital.

Remark 4.1: In addition to providing a way of constructing option price

bounds and the associated approximate hedging strategies, the path-wise

comparison theorem may also be used to derive bounds for various risk

measures. To demonstrate this we shall estimate conditional value-at-risk

of a European call option in the CEV model from the option seller’s point

of view.

According to Theorem 1.1, CVaR associated with loss L at confidence level

α ∈ (0, 1) can be defined as

CVaRα = inf

{
z +

1

1− α
Ẽ
(
(L− z)+

)
: z ∈ R

}
. (4.46)

Note that the expectation in (4.46) is taken with respect to the historical
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measure P̃, under which the stock price follows


dSt = µStdt+ σS

β
2
t dW̃t,

S0 = s,

(4.47)

where µ is a constant drift coefficient and W̃t is a P̃–Brownian motion.

If β = 1 and L = f(ST ) = (ST −K)+, we can use (4.16) to estimate

conditional value-at-risk from above in the following way:

CVaRα 6 min
z∈R

{
z +

1

1− α
Ẽ
((

Z̃2
T −K − z

)+
)}

,

where

Z̃T =
1

2
σ

√
eµT − 1

µ
ξ̃ +
√
seµT ,

and ξ̃ is a standard normal random variable.

4.3 Numerical illustration and comparison with

the distribution-free method

In this section, we assume that the risk-neutral stock price follows the CEV

model with β = 1: 
dSt = rStdt+ σ

√
StdWt,

S0 = s.

(4.48)

Our objective is to compare the true model price of a call option and the

upper price bound provided by the comparison theorem. To evaluate the rela-

tive precision of the proposed comparison theorem price estimate, we shall also
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compute the so-called distribution-free upper price bound which was suggested

in [Schepper and Heijnen, 2007] and which is largely based on the results pre-

sented in [Jansen et al., 1986].

Denote by µm the m-th moment of random variable ST :

µm = E (SmT ) . (4.49)

According to [Schepper and Heijnen, 2007], if three moments of ST are known,

the price of the call option satisfies the boundary condition

E
(
(ST −K)+

)
6 F4(K), (4.50)

with

F4(K) =



(µ1 −K) +
µ2 − µ2

1

µ2

K, K 6
µ2

2µ1

,

(µ1 −K) +
√

(µ2 − µ2
1) + (µ1 −K)2

2
,

µ2

2µ1

6 K 6
c1 + c2

2
,

µ3µ1 − µ2
2

µ3 − 2c2µ2 + c2
2µ1

· c2 −K
c2

,
c1 + c2

2
6 K 6

2c2
2

3c2 − c1

,

µ3µ1 − µ2
2

µ3 − 2c3µ2 + c2
3µ1

· c2 −K
c2

, K >
2c2

2

3c2 − c1

,

(4.51)

where c1 < c2 are the roots (which are guaranteed to exist and which are real

and positive) of

(
µ2 − µ2

1

)
x2 + (µ1µ2 − µ3)x+

(
µ1µ3 − µ2

2

)
= 0, (4.52)
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and where c3 is the unique root in the interval [c2,+∞) of

2µ1x
3 − (2µ2 + 3Kµ1)x2 + 4Kµ2x−Kµ3 = 0. (4.53)

In order to find the distribution-free upper price bound in the CEV model,

we need to calculate the first three moments of ST . It turns out that in the

case β = 1 the m-th moment of the CEV stock price can be derived in an

analytical way; this fact along with the full proof is presented in Lemma 5.5

in Section 5.3.

Applying Lemma 5.5 for m ∈ {1, 2, 3} yields

µ1 = serT , (4.54)

µ2 = s2e2rT + 2κ−1serT , (4.55)

µ3 = s3e3rT + 6κ−1s2e2rT + 6κ−2serT , (4.56)

where

κ =
2r

σ2 (erT − 1)
. (4.57)

For the numerical demonstration, we consider the CEV model with β = 1,

T = 1, r = 0.05, σ = 0.35 and a European call option with the strike price of

K = 15. The true model price of the option is calculated with the help of the

exact pricing formula given in [Schroder, 1989]:

Ct = StQ(2y; 4, 2x)−Ke−rT (1−Q(2x; 2, 2y)), (4.58)
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with

x = κSte
rτ , y = κK, (4.59)

where κ is given in (4.57) and Q(y; ν, λ) is the survivor function at y for a

non-central chi-squared random variable with ν degrees of freedom and non-

centrality parameter λ.
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Figure 4.1: The absolute error of the upper price bounds based on the comparison
theorem method and the 3-moments method for varying values of initial stock price
in the CEV model.

As can be seen on Figure 4.1, the upper price bound based on the com-

parison theorem is far more accurate than the distribution-free bound for all

values of initial stock price but the extreme high. In addition, the comparison

theorem bound exhibits superb level of precision for out-of-the-money options.

Figure 4.2 can be viewed as an illustration of the fact that the compari-

son theorem bound converges to the true price as the option approaches its

maturity, which essentially makes it reasonable to use the proposed bound as
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Figure 4.2: The absolute error of the upper price bounds based on the compari-
son theorem method and the 3-moments method for an at-the-money option with
varying time to maturity in the CEV model.

an alternative to Schroder’s formula for extremely short maturities. Indeed,

as the time to maturity nears zero, computation of the Schroder’s formula

becomes increasingly slow and inaccurate (since both the quantile and the

non-centrality parameter become infinite) while the upper price bound pro-

vided by the comparison theorem becomes increasingly precise. Essentially,

this fact also makes it possible to construct an approximate hedging strategy

as suggested in Section 4.2.
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Chapter 5

Supplementary results

5.1 Weak compactness of the set of densities

of equivalent sigma-martingale measures

In this section, we investigate why the assumption of weak compactness in L1

of the set of densities of equivalent sigma-martingale measures is never satisfied

in the incomplete market case.

We shall first discuss the weak closedness and the relative weak compact-

ness in a discrete-time case where the results are more intuitive and we shall

then move on to the proof of non-closedness in a more general continuous-

time semimartingale setting. It turns out that in a discrete-time case the set

of densities of equivalent martingale measures may be not compact for one of

the following reasons, each of which we consider in detail below:

1. non-closedness due to non-equivalence of the limiting measure (Theorem

5.1);

2. non-closedness due to the violation of the martingale property when
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the support sets of conditional distributions of price increments are not

bounded (Theorem 5.2);

3. relative non-compactness in the case when the support sets of conditional

distributions of price increments contain a limit point (Theorem 5.3).

In a discrete-time case with finite time horizon, consider a filtered probabil-

ity space (Ω,F , (Ft)t∈T ,P) with T = {0, 1, . . . T}, T ∈ N, under the standard

assumption that F0 = {∅,Ω}. On this probability space, consider an Rd-valued

Ft-measurable discounted price process of the risky asset X = (Xt)t∈T , where

the discounting is being done with respect to an Ft−1-measurable price process

of the risk-free asset B = (Bt)t∈T .

Throughout the section, we shall use the following notation:

- ri(A) is the relative interior of set A;

- conv(A) is the convex hull of set A;

- lin(A) is the linear hull of set A;

- aff(A) is the affine hull of set A;

- co(A) is the closure of the convex hull of set A;

- supp(P) is the topological support of measure P;

- B(x, ε) is the closed ε-neighborhood of vector x;

- Ac = S\A is the complement of set A with respect to space S;

- ||x|| is the Euclidean norm of vector x;

- x ∨ y = min{x, y}, x ∧ y = max{x, y} for x, y ∈ R;
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- L1(P) is the space of P-integrable real-valued functions.

In addition, denote by Pt(ω, ·) the regular conditional distributions of in-

crements ∆Xt:

Pt(ω, ·) = P(∆Xt ∈ · | Ft−1)(ω), for t ∈ T+, (5.1)

where T+ = {1, 2, . . . T}.

Denote by P∗ and P∗loc the sets of probability measures equivalent to P

under which X is a martingale or a local martingale, respectively. According

to an extended version of the first fundamental theorem of asset pricing given

in [Shiryaev, 1998], the following statements are equivalent:

(1a) the (B,X) market is arbitrage-free;

(1b) P∗ 6= ∅;

(1c) P∗loc 6= ∅;

(1d) 0 ∈ ri(co(supp(Pt(ω, ·)) for all t ∈ T+ and P-a.s. for all ω ∈ Ω.

In addition, if the (B,X) market is arbitrage-free, then the following state-

ments are equivalent (an extended version of the second fundamental theorem

of asset pricing, Shiryaev [1998]):

(2a) the (B,X) market is complete;

(2b) P∗ is a singleton;

(2c) P∗loc is a singleton;
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(2d) There exist d + 1 predictable affinely independent Rd-valued processes

(a1,t, a2,t, . . . ad+1,t), t ∈ T+, such that suppPt(ω, ·) ⊆ {a1,t, a2,t, . . . ad+1,t},

for t ∈ T+, P-a.s.

Proposition 5.1: If the (B,X) market is not arbitrage-free or if it is complete,

the set of densities of equivalent (local) martingale measures is compact.

Indeed, if the market is not arbitrage-free, then the set of (local) martingale

measures is empty and so is the set of corresponding densities. If the market

is complete, then both sets are singletons. Either way, the set of densities is

compact. We shall see below that this is, in fact, the only case when the set

of densities of equivalent martingale measures is compact.

In a discrete-time case the terms sigma-martingale, generalized martin-

gale1 and local martingale are interchangeable (Jacod and Shiryaev [1998]).

Moreover, every discrete-time local martingale bounded from below (above)

with finite expectation at the initial moment of time is a proper martingale

(Shiryaev [1998]), which in conjunction with non-negativity of X and the

choice of F0 = {∅,Ω} implies that P∗loc = P∗. Therefore, it is sufficient to

only consider the class of equivalent measures under which the discounted

price process is a martingale.

Note also that convergence of densities in L1(P) is equivalent to conver-

gence of the associated probability measures in total variation norm to a mea-

sure that is absolutely continuous with respect to P. Choosing an alternative

reference measure P∗ ∼ P would not affect the L1-convergence of densities (al-

though it would obviously alter density values). Besides, the set P∗ would also

1By following the terminology in [Jacod and Shiryaev, 1998], a generalized martingale
is a process that is only required to satisfy the martingale property, whereas a (proper)
martingale is also assumed to lie in L1.
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remain unchanged since it is only dependent on the reference measure up to

measure equivalence. Therefore, we can replace the original reference measure

P with an element from P∗ without loss of generality.

Assumption 5.1: The reference probability measure is a martingale measure,

i.e. P ∈ P∗.

For each P∗ ∈ P∗, define the Radon-Nikodym densities

ZP∗ =
dP∗

dP
(5.2)

and the set of densities of equivalent martingale measures

ZP∗ = {ZP∗ : P∗ ∈ P∗}. (5.3)

Before we move on to discussing the closedness and the relative compact-

ness of ZP∗ , we shall introduce several auxiliary lemmas.

Lemma 5.1: Let P∗ 6= ∅ be the set of equivalent martingale (local martin-

gale, sigma-martingale) measures and ZP∗ be the set of the associated den-

sities with respect to P. Then, if there exists a probability measure Q̃ such

that Q̃ � P, Q̃ � P and X is a martingale (local martingale, sigma-

martingale) under Q̃, the set ZP∗ is not weakly closed in L1(P).

Proof. Since ZP∗ is non-empty, we can select an equivalent measure Q ∈

P∗ and construct a family of measures

Qn =
1

n
Q+

(
1− 1

n

)
Q̃, n ∈ N. (5.4)
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The measures Qn are all in P∗, hence the densities

ZQn =
1

n
ZQ +

(
1− 1

n

)
ZQ̃, n ∈ N, (5.5)

are in ZP∗ . However,

lim
n→∞

ZQn = ZQ̃ /∈ ZP∗ , (5.6)

which implies that ZP∗ is not closed in L1(P).

Moreover, ZP∗ is not weakly closed since in a locally convex normed space

a convex set is weakly closed if and only if it is strongly closed (see e.g.

Akilov and Kantorovich [1984]).

Lemma 5.2: Let (Rd,B,P) be a probability space with Borel σ-algebra B, and

B ∈ B be an almost sure event:

P(B) = 1. (5.7)

Then ∫
Rd
x P(dx) ∈ conv(B). (5.8)

Proof2. Denote

y =

∫
Rd
x P(dx) (5.9)

and assume that y /∈ conv(B). Let V = aff(supp(P)), then V is the affine

subspace of minimum dimension such that P(V ) = 1. It is easy to show that

y ∈ co(supp(P)), thus y ∈ V since the affine hull is closed in Rd and thus

contains the closure of the convex hull. By the hyperplane separation theorem

2The proof of Lemma 5.2 belongs to George Lowther.
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there exists a non-trivial affine map L : V 7→ R such that

L(x) > 0, for x ∈ conv(B), (5.10)

L(y) = 0. (5.11)

Note that we only get proper separation and not strict separation since the

closedness of the convex hull of B is not assumed. Since

L(y) =

∫
V

L(x) P(dx) (5.12)

and L(x) is non-negative P-almost everywhere due to (5.10), L(y) = 0 requires

L(x) = 0, P-almost everywhere. This implies

P(kerL) = 1, dim kerL = dimV − 1, (5.13)

which contradicts the minimality of V . Therefore, y ∈ conv(B).

Remark 5.1: The statement of Lemma 5.2 only holds true for the finite-

dimensional spaces; in an infinite-dimensional space, the expected value is

only guaranteed to lie in the closure of the convex hull. As an illustration

to this fact, consider the space `2 of square-summable sequences with an

orthonormal basis {ek}k∈N and a discrete probability measure P concen-

trated in points akek with ak 6= 0,
∑∞

k=1 a
2
k < ∞ and pk = P({akek}) > 0,

k ∈ N. By evaluating the expected value y as a Gelfand-Pettis integral y =∑∞
k=1 pkakek ∈ `2, we conclude that y ∈ co(supp(P)) but y /∈ conv(supp(P))

since the convex hull only consists of the finite convex combinations of vec-

tors akek.
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Lemma 5.3 (Jacod and Shiryaev [1998]): Let (H,H,P) be a probability space,

G be a Polish3 space with its Borel σ-field G, and let A be an H ⊗ G-

measurable subset of H × G, with H-projection π(A) = {x ∈ H : ∃y ∈

G, (x, y) ∈ A}. Then there exists a G-valued H-measurable function Y such

that (x, Y (x)) ∈ A for P-almost all x in π(A).

Note that Lemma 5.3 (the measurable selection theorem) is an adapted

version of the complete section theorem whose full statement and proof may

be found in [Dellacherie and Meyer, 1975] (Theorem 82).

Proposition 5.2 (Rogers [1994]): Let Π denote the compact metric space of all

d× d orthogonal projection matrices. Then there exists an Ft−1-measurable

mapping R : Ω→ Π such that for almost all ω

kerR(ω) = lin(supp(Pt(ω, ·))). (5.14)

Theorem 5.1: In a discrete-time arbitrage-free incomplete market, the set

ZP∗ is not weakly closed in L1(P).

Proof. To prove the statement of the theorem, it is sufficient to construct a

probability measure Q that is absolutely continuous with respect to P and not

equivalent to P, such that 0 ∈ ri(co(supp(Qt(ω, ·))) almost surely for all t ∈ T+.

In this case, we can consider an alternative market model in which the original

reference measure is replaced with Q. This market would still be arbitrage-free

since 0 ∈ ri(co(supp(Qt(ω, ·))). Therefore, by the first fundamental theorem

there must exist a measure Q̃ equivalent toQ such thatX is a martingale under

Q̃. However, Q̃� P and Q̃ � P, hence by Lemma 5.1 the set of densities ZP∗

would be not weakly closed.

3Separable, metrizable and topologically complete.
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Since the (B,X) market is incomplete, there exists a moment of time t =

s ∈ T+ and an Fs−1-measurable set Θ with P(Θ) > 0 such that for each

ω ∈ Θ the set Fs(ω) = supp(Ps(ω, ·)) contains at least d + 2 different points.

Moreover, due to the absence of arbitrage, 0 ∈ ri(co(Fs(ω))). Let Γk = {ω ∈

Θ : |Fs(ω)|6 k}, then Θ = Γcd+1 and hence P(Γcd+1) > 0. Now consider two

exhaustive cases.

Case 1: P(Γ2d\Γd+1) > 0 and d > 1.

In this case it is straightforward to show that there exists an absolutely

continuous martingale measure Q such that Qs(ω, ·) is concentrated on at most

d + 1 points (hence it is not equivalent to P). Indeed, since Fs(ω) is finite, it

is compact, therefore co(Fs(ω)) = conv(Fs(ω)) and the no-arbitrage condition

implies 0 ∈ ri(co(Fs(ω))) ⊆ conv(Fs(ω)). According to the Caratheodory’s

theorem, zero can be represented as a convex combination of at most d + 1

points from Fs(ω). Moreover, the choice of this convex combination can be

done in a measurable way. Consider the space G = Rd×2d×S2d of vectors of the

form g = (g1, g2, . . . g2d, s1, s2, . . . s2d), where S2d = {(s1, s2, . . . s2d) :
∑2d

i=1 si =

1, si > 0, i = 1, 2, . . . 2d} ⊆ R2d, gi ∈ Rd are the elements from Fs(ω) and si are

the associated probabilities. Let A be a (non-empty) subset of Ω×G consisting

of all such pairs (ω, g) that satisfy ω ∈ Γ2d\Γd+1, gi 6= gj, for i 6= j, gi ∈ Fs(ω),

for i = 1, 2, . . . 2d, (s1, s2, . . . s2d) ∈ S2d,
∑d+1

i=1 gisi = 0 and
∑2d

i=1 1{si>0} 6

d + 1. Note that condition gi ∈ Fs(ω) does not violate joint measurability as

it can be expressed in a measurable form. Concretely, since Rd is a second-

countable space, its naturaly topology has a countable base U = {Uk}∞k=1. On

the other hand, the complement of the topological support is the largest open

set of zero measure, so we have {(ω, g) : gi ∈ Fs(ω)} = (
⋃∞
k=1{ω : Ps(ω, Uk) =

0}×Bi,k×S2d)
c, where Bi,k = B1×B2×. . . B2d ⊆ R2d×d, Bj = Rd for j 6= i and
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Bi = Uk. Therefore, according to Lemma 5.3, there exists a G-valued Fs−1-

measurable selector Y (ω) = (x1(ω), x2(ω), . . . x2d(ω), q1(ω), q2(ω), . . . q2d(ω))

which satisfies the above conditions for each ω ∈ Γ2d\Γd+1.

Define measure Q via its density Z, that is, dQ(ω) = Z(ω)dP(ω):

Z(ω) = 1(Γ2d\Γd+1)c + 1Γ2d\Γd+1

2d∑
k=1

qk(ω)

pk(ω)
1{∆Xs(ω)=xk(ω)}, (5.15)

where xi(ω) and qi(ω) are the components of the measurable selector and

pk(ω) = Ps(ω, {gk(ω)}). By construction, the total number of non-zero weights

qi(ω) does not exceed d+ 1 < 2d, hence measure Q is not equivalent to P.

Case 2: P(Γ2d\Γd+1) = 0.

Note that in this case the market incompleteness condition implies that

P(Γc2d) > 0 and denote r(ω) = rank(I − R(ω)) 6 d, where I is the iden-

tity matrix and R (ω) is the Fs−1-measurable orthogonal projection matrix

from Proposition 5.2. Since ri(co(Fs(ω))) = ri(conv(Fs(ω))) (see, for instance,

[Rockafellar, 1970]), we can apply the Steinitz theorem (see [Steinitz, 1913],

[Steinitz, 1914], [Steinitz, 1916]) which ensures that there exists a finite subset

K(ω) ⊂ Fs(ω) with |K(ω)|6 2r(ω) 6 2d such that 0 ∈ ri(conv(K(ω))) on

Γc2d. Since |K (ω) |6 2d, for each ω ∈ Γc2d there exists at least one more point

g2d+1(ω) which belongs to Fs(ω) but does not belong to K(ω). Moreover,

the set K(ω) and the point g2d+1(ω) can be chosen in a jointly measurable

fashion. Let G = R(2d+1)×d and let A be a (non-empty) subset of Ω × G

of all such pairs (ω, g) that ω ∈ Γc2d, g = (g1, g2, . . . g2d+1), gi ∈ Fs(ω) for

i = 1, 2, . . . 2d + 1, 0 ∈ ri(conv({g1, g2, . . . g2d})) and g2d+1 /∈ {g1, g2, . . . g2d}.

Note that the condition 0 ∈ ri(conv({g1, g2, . . . g2d})) can be expressed in a

measurable way. Indeed, denote B = {g1, g2, . . . g2d} and let ∆(B) be the dis-
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tance from the origin to the boundary of conv(B). Then 0 ∈ ri(conv(B)) if

and only if ∆(B) > 0. Besides, ∆(B) = infx:||x||=1 hB(x), where hB is the sup-

port function of B, and hB(x) =
∨2d
i=1〈x, gi〉, where 〈·, ·〉 is the inner product.

Therefore, {∆(B) > 0} =
⋃∞
n=1

⋂
x∈D

{∨2d
k=1〈x, gi〉 >

1
n

}
, where D is an ar-

bitrary countable dense subset of Rd, hence Lemma 5.3 ensures the existence

of a G-valued Fs−1-measurable selector Y (ω) = (x1(ω), x2(ω), . . . x2d+1(ω)))

satisfying the above conditions for each ω ∈ Γc2d.

Choose an ε(ω)-neighborhood of x2d+1(ω), with ε(ω) being Fs−1-measurable,

so that B(x2d+1(ω), ε(ω)) ∩ {x1(ω), x2(ω), . . . x2d(ω)} = ∅ (take, for instance,

ε(ω) = 1
2

∧2d
i=1||x2d+1(ω) − xi(ω)||). Note that Ps (ω,Bc(x2d+1(ω), ε(ω))) > 0

and consider the following random variable:

Z(ω) = 1Γ2d
(ω) + 1Γc2d

(ω)
1Bc(x2d+1(ω),ε(ω))(∆Xs(ω))

Ps (ω,Bc(x2d+1(ω), ε(ω)))
. (5.16)

Notice that Z(ω) > 0 and
∫

Ω
Z(ω)P(dω) = 1, therefore it is a proper density

and we can consider a probability measure Q defined as Q(dω) = Z(ω)P(dω).

Essentially, we “cut out” the ε(ω)-neighborhood of x2d+1(ω) from the condi-

tional distribution Ps(ω, ·) on the set Θ in a measurable way and then com-

pensate for it by renormalizing the density. Note also that P(Z(ω) = 0) > 0,

therefore Q � P.

Denote by Q∗ the set of all probability measures Q absolutely continuous

with respect to P under which X is a supermartingale, and let ZQ∗ be the set

of densities of measures Q ∈ Q∗ with respect to P.

Proposition 5.3: The set ZQ∗ is weakly closed in L1(P).

Proof. Note first that L1(P) is a locally convex space, therefore convexity

of ZQ∗ implies that it is sufficient to establish its strong closedness in order to
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prove that it is weakly closed (see, for instance, Akilov and Kantorovich [1984]).

Consider a sequence {Zn}n∈N of densities from ZQ∗ converging to Z in

L1(P) as n→∞. Let Qn(dω) = Zn(ω)P(dω), Q(dω) = Z(ω)P(dω). If Zn → Z

in L1(P), then there exists a subsequence {Znk}k∈N that converges P-almost

surely. Choose two moments of time s, t ∈ T , s 6 t, then, taking into account

the non-negativity of X and the supermartingale property, we can apply the

conditional Fatou’s lemma:

E(ZXs | Ft) = E(lim inf
k→∞

ZnkXs | Ft)

6 lim inf
k→∞

E(ZnkXs | Ft)

6 lim inf
k→∞

XtE(Znk | Ft)

= XtE(Z | Ft). (P-a.s.) (5.17)

Therefore,

EQ(Xs | Ft) =
E(ZXs | Ft)
E(Z | Ft)

6 Xt, (Q-a.s.) (5.18)

which ensures that X is a Q-supermartingale and Z ∈ ZQ∗ . Note that the

denominator in (5.18) is Q-almost surely non-zero and the ratio is well-defined

since 1{E(Z | Ft)=0} 6 1{Z=0}.

Remark 5.2: Note that the proof of Proposition 5.3 is applicable to the

continuous-time case as is.

We shall say that the martingale property is preserved for a sequence of

densities Zn ∈ ZP∗ which converges to a limiting density Z in L1(P) if X is a

martingale under the limiting measure Q, with Q(dω) = Z (ω)P(dω).

Theorem 5.2: In a discrete-time arbitrage-free market, the necessary and

sufficient condition for the martingale property to be preserved for every
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L1(P)-converging sequence of densities Zn ∈ ZP∗ is the boundedness (i.e.

compactness) of the topological support of Pt(ω, ·) for all t ∈ T+ and P-a.s.

for all ω ∈ Ω.

Proof. ⇒ If there exists a moment of time t = s ∈ T+ and an Fs−1-

measurable set Θ with P(Θ) > 0 such that for each ω ∈ Θ, supp(Ps(ω, ·)) is

not bounded, then the market is incomplete. By the no-arbitrage condition

and the Steinitz theorem, there exists a subset X (ω) ⊂ supp(Ps(ω, ·)) such

that |X (ω)|6 2d and 0 ∈ ri(co(X (ω))). For the sake of simplicity, we can

safely assume that the set X (ω) always contains exactly 2d points (indeed, for

each ω ∈ Θ there is an infinite amount of extra points to choose, and adding

points to X (ω) cannot shrink its convex hull). In addition, one can also choose

an Fs−1-measurable unbounded sequence zn(ω) ∈ supp(Ps(ω, ·)), n ∈ N, such

that ||zn(ω)||→ +∞ as n→∞, zn(ω)/||zn(ω)|| converges, {zn(ω)}∩X (ω) = ∅

and ||zn(ω)||> 2
∨
x∈X (ω)||x||, for all n ∈ N.

The set X (ω) and the sequence {zn (ω)} can be selected simultaneously

for each ω in a jointly measurable way. Consider a countable product (G,G) =

⊗∞n=1(Rd,B(Rd)), where B(Rd) is a Borel σ-algebra on Rd, with elements g =

(g1, g2, . . .), gi ∈ Rd, i ∈ N. Let A be a subset of Ω × G consisting of all

such pairs (ω, g) that ω ∈ Θ, gi 6= gj for i 6= j, gi ∈ supp(Ps(ω, ·)) for all i,

0 ∈ ri(co({g1, g2, . . . g2d})), ||gi||> 2
∨2d
j=1||gj(ω)|| for i > 2d, ||gi||→ ∞ and

gi/||gi|| converges as i → ∞. Since a countable product of Polish spaces is

Polish, we can apply Lemma 5.3, which ensures that there exists a G-valued

Fs−1-measurable infinite-dimensional selector Y (ω) = (y1(ω), y2(ω), . . .), and

for each ω ∈ Θ we can take X (ω) := {y1(ω), y2(ω), . . . y2d(ω)} and zn(ω) :=

y2d+n(ω) for n ∈ N.
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For ω ∈ Θ, consider an Fs−1-measurable positive random variable ε(ω),

then Ps(ω,B(xi(ω), ε(ω))) > 0 and Ps(ω,B(zn(ω), ε(ω))) > 0, for i = 1, 2, . . . 2d

and n ∈ N. Define

x̃i(ω, ε(ω)) =
1

Ps(ω,B(xi(ω), ε(ω)))

∫
B(xi(ω),ε(ω))

xPs(ω, dx), (5.19)

z̃n(ω, ε(ω)) =
1

Ps(ω,B(zn(ω), ε(ω)))

∫
B(zn(ω),ε(ω))

xPs(ω, dx), (5.20)

then x̃i(ω, ε(ω)) ∈ B(xi(ω), ε(ω)) and z̃n(ω, ε(ω)) ∈ B(zn(ω), ε(ω)). Denote

X̃ (ω, ε) = {x̃1(ω, ε), x̃2(ω, ε), . . . x̃2d(ω, ε)}.

Let

ε̃ (ω) =
1

3

(
∆(X (ω)) ∧

∧
i 6=j

||xi(ω)− xj(ω)||

)
, (5.21)

where ∆(A) is the distance from the origin to the boundary of the closure of

the convex hull of set A:

∆(A) = sup {γ > 0 : B(0, γ) ⊆ co(A)} . (5.22)

Then, since
∧
i 6=j||xi(ω) − xj(ω)||6 2

∨2d
i=1||xi(ω)||, for each n ∈ N the neigh-

borhoods B(xi(ω), ε̃(ω)) are mutually disjoint for all i = 1, 2, . . . 2d and don’t

intersect with B(zn(ω), ε̃(ω)). Moreover, it is easy to verify that our choice of

(5.21) ensures that B(0, ε̃(ω)) ⊂ ri(co(X̃ (ω, ε̃(ω)))).

Take

πn(ω) =
ε̃(ω)

ε̃(ω) + ||z̃n(ω, ε̃(ω))||
(5.23)

and

yn(ω) = z̃n(ω, ε̃(ω))
πn(ω)

1− πn(ω)
= ε̃(ω)

z̃n(ω, ε̃(ω))

||z̃n(ω, ε̃(ω))||
, (5.24)
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then ||yn(ω)||= ε̃(ω), hence −yn(ω) ∈ ri(co(X̃ (ω, ε̃(ω)))). Therefore, for each

n ∈ N there exists an Fs−1-measurable set of weights4 {p(n)
i (ω)} such that

2d∑
i=1

p
(n)
i (ω)x̃i(ω, ε̃(ω)) = −yn(ω), (5.25)

or
2d∑
i=1

(1− πn(ω))p
(n)
i (ω)x̃i(ω, ε̃(ω)) + πn(ω)z̃n(ω, ε̃(ω)) = 0, (5.26)

with
∑2d

i=1 p
(n)
i (ω) = 1 and p

(n)
i (ω) > 0 for i = 1, 2, . . . 2d.

Since p
(n)
i (ω) ∈ [0, 1], we can select a subsequence p

(nk)
i (ω) such that

p
(nk)
i (ω) converges weakly (due to uniform boundedness) to p∗i (ω) ∈ [0, 1],

for all i = 1, 2, . . . 2d. Consider the sequence of random variables

Z(k)(ω) = 1Θc(ω) + 1Θ(ω)
2d∑
i=1

(1− πnk(ω))p
(nk)
i (ω)

1B(xi(ω),ε̃(ω))(∆Xs(ω))

Ps(ω,B(xi(ω), ε̃(ω)))

+1Θ(ω)πnk(ω)
1B(znk (ω),ε̃(ω))(∆Xs(ω))

Ps(ω,B(znk(ω), ε̃(ω)))
, (5.27)

then Z(k)(ω) > 0 and
∫

Ω
Z(k)(ω)P(dω) = 1. Therefore, Z(k) are proper

densities with respect to P and thus define a sequence of probability measures

Q(k) with Q(k)(dω) = Z(k)(ω)P(dω). Moreover, equality (5.26) ensures that

E(Z(k)∆Xs | Fs−1) = 0, hence every Q(k) is a martingale measure. Besides,

since πn(ω)→ 0 as n→∞, Z(k)(ω) converges weakly to Z∗(ω), where

Z∗(ω) = 1Θc(ω) + 1Θ(ω)
2d∑
i=1

p∗i (ω)
1B(xi(ω),ε̃(ω))(∆Xs(ω))

Ps(ω,B(xi(ω), ε̃(ω)))
(5.28)

4This set of weights may or may not be unique. In the latter case, a specific set of weights
can be chosen in a measurable way by selecting the one that minimizes a strictly convex
function of the weights, e.g. the sum of squares.

102



is a density for the limiting measure Q∗.

Note that measures Q(k) are absolutely continuous but not necessarily

equivalent with respect to P. To remedy this fact, consider a sequence of prob-

ability measures P̃(n) defined as mixtures P̃(k) = 1
2
P + 1

2
Q(k), k ∈ N. Clearly,

P̃(k) ∼ P and X is a P(k)-martingale for each k, therefore P(k) ∈ P∗ and

ZP(k) ∈ ZP∗ . According to the argument above, the sequence of measures P(k)

converges to some measure P∗=1
2
P+ 1

2
Q∗ with density ZP∗(ω) = 1

2
+ 1

2
Z∗(ω).

However, due to our choice of zn(ω) via construction of the measurable

selector, yn(ω)→ y∗(ω), hence

E(ZP∗∆Xs | Fs−1) = −y
∗(ω)

2
, (5.29)

Note that all coordinates of vector y∗(ω) are non-negative since yn(ω) is defined

by (5.24), ||zn(ω)||→ ∞ and zn(ω) is bounded from below −Xt−1(ω) due to the

non-negativity of the price process. Moreover, at least one coordinate of y∗(ω)

must be positive since ||y∗(ω)||= ε̃(ω). Therefore, X is a supermartingale but

not a martingale under P∗, which implies that boundedness of the topological

support of conditional distributions of ∆Xt is indeed a necessary condition.

⇐ Consider a sequence of probability measuresQ(k) defined byQ(k)(dω) =

Z(k)(ω)P(dω), for k ∈ N. Then Z(k) → Z in L1(P) and, since Q� P, we have

for all k ∈ N and s ∈ T+

E(Z(k) | Fs−1) · EQ(k)(∆Xs | Fs−1) = E(Z(k)∆Xs | Fs−1), P-a.s.,(5.30)

E(Z | Fs−1) · EQ(∆Xs | Fs−1) = E(Z∆Xs | Fs−1), P-a.s. (5.31)
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In particular, since X is a martingale under Q(k),

E(Z(k)∆Xs | Fs−1) = 0, P-a.s. (5.32)

Boundedness of the support sets of conditional distributions of ∆Xs means

that there exists an Fs−1-measurable non-negative random variable Ys−1 such

that ||∆Xt||6 Ys−1, P-a.s. In conjunction with (5.32) this implies that

||E(Z∆Xs | Fs−1)|| = ||E((Z − Z(k))∆Xs | Fs−1)||

6 E(|Z(k) − Z|·||∆Xs|| | Fs−1)

6 Ys−1 · E(|Z(k) − Z| | Fs−1). (5.33)

Evidently, E(|Z(k) − Z| | Fs−1) → 0 in L1(P), so we can choose such sub-

sequence Z(kj) that this conditional expectation converges P-almost surely.

Then, by applying (5.33) to Z(kj), we have

E(Z∆Xs | Fs−1) = 0, P-a.s. (5.34)

Note also that E(Z | Fs−1) > 0, Q-a.s., therefore (5.31) along with (5.34)

ensure that EQ(∆Xs | Fs−1) = 0, Q-a.s., which concludes the proof.

Theorem 5.3: In a discrete-time arbitrage-free market, if there exists a mo-

ment of time t = s ∈ T+ and an Fs−1-measurable set Θ of positive probability

such that for each ω ∈ Θ the support of Ps(ω, ·) contains a limit point, then

the set ZP∗ is not weakly relatively compact.

Proof. If there exists a moment of time t = s ∈ T+ and an Fs−1-

measurable set Θ with P(Θ) > 0 such that supp(Ps(ω, ·)) contains a limit
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point for each ω ∈ Θ, then the market is incomplete. The no-arbitrage ar-

gument in conjunction with the Steinitz theorem implies that there exists a

subset X (ω) ⊂ supp(Ps(ω, ·)) such that |X (ω)|6 2d and 0 ∈ ri(co(X (ω))).

Same as before, we shall assume without loss of generality that |X (ω)|= 2d.

Moreover, we can assume that z(ω) /∈ X (ω). If that were not true, we could

use the fact that z(ω) is a limit point and choose a point z̃(ω) ∈ supp(Ps(ω, ·)),

z̃(ω) 6= z(ω), such that ||z̃(ω)− z(ω)||< ∆(X (ω)), where ∆(X (ω)) is the dis-

tance from the origin to the closure of the convex hull of X (ω). We can then

replace X (ω) with the set X̃ (ω) := X (ω) ∪ {z̃(ω)}\{z(ω)} which consists of

2d points from supp(Ps(ω, ·)) and satisfies 0 ∈ ri(co(X̃ (ω))), z(ω) /∈ X̃ (ω).

The set X (ω) and the limit point z (ω) can be chosen in a jointly mea-

surable fashion by using the similar arguments that we used previously and

taking into account the fact that Rd is a second-countable space. Let G =

R(2d+1)×d with elements g = (g1, g2, . . . g2d+1), gi ∈ Rd. Let A be a subset

of Ω × G consisting of all such pairs (ω, g) that ω ∈ Θ, gi 6= gj for i 6= j,

gi ∈ supp(Ps(ω, ·)) for i = 1, 2, . . . 2d+ 1, 0 ∈ ri(co({g1, g2, . . . g2d})) and g2d+1

is a limit point. By Lemma 5.3, there exists a G-valued Fs−1-measurable se-

lector Y (ω) = (y1(ω), y2(ω), . . . y2d+1(ω)), and for each ω ∈ Θ we can assign

X (ω) := {y1(ω), y2(ω), . . . y2d(ω)} and z(ω) := y2d+1(ω). Constructively, we

can first select an arbitrary limit point z(ω) and then select X (ω) so that it

satisfies the above conditions. This would be always possible since excluding

a limit point from a set does not alter the closure of its convex hull.

For ω ∈ Θ, consider δ(ω)-neighborhoods of xi(ω) and εn(ω)-neighborhood

of z(ω) with its center cut out, for some Fs−1-measurable δ(ω) and εn(ω) →

0. Since P(B(xi(ω), δ(ω))) > 0 and P(B(z(ω), εn(ω))\{z(ω)) > 0, for i =
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1, 2, . . . 2d, we can define

x̃i(ω, δ(ω)) =
1

P(B(xi(ω), δ(ω)))

∫
B(xi(ω),δ(ω))

xPs(ω, dx), (5.35)

z̃(ω, εn(ω)) =
1

P(B(z(ω), εn(ω))\{z(ω))

∫
B(z(ω),εn(ω))\{z(ω)

xPs(ω, dx).(5.36)

Note that x̃i(ω, δ(ω)) ∈ B(xi(ω), δ(ω)) and z̃(ω, εn(ω)) ∈ B(z(ω), εn(ω)), and

denote X̃ (ω, δ(ω)) = {x̃1(ω, δ(ω)), x̃2(ω, δ(ω)), . . . x̃d+1(ω, δ(ω))}. We intend to

show that one can choose such Fs−1-measurable random variables δ(ω) > 0,

εn(ω) > 0 and π(ω) ∈ (0, 1) that all of the above neighborhoods are mutually

disjoint for each n ∈ N and vector

yn(ω) = z̃(ω, εn(ω))
π(ω)

1− π(ω)

is sufficiently small in the sense that −yn(ω) ∈ ri(co(X̃ (ω, δ(ω)))), for all ω ∈ Θ

and n ∈ N. Consider the distance ∆(A) from the origin to the boundary of

the closure of the convex hull of set A, then −yn(ω) ∈ ri(co(X̃ (ω, δ(ω)))) if

∆(X̃ (ω, δ(ω))) > ||yn(ω)||, (5.37)

which in its turn is satisfied if

∆(X̃ (ω, δ(ω))) > (||z(ω)||+εn(ω))
π(ω)

1− π(ω)
, (5.38)

or

∆(X (ω)) > (||z(ω)||+εn(ω))
π(ω)

1− π(ω)
+ δ(ω). (5.39)
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Our choice of the measurable selector guarantees that ∆(X (ω)) > 0. Take

δ̃(ω) =
1

3

(
∆(X (ω)) ∧

∧
i 6=j

||xi(ω)− xj(ω)||∧
∧
i

||z(ω)− xi(ω)||

)
(5.40)

and choose such ε̃n(ω) that ε̃n(ω) < δ̃(ω), then the neighborhoodsB(xi(ω), δ̃(ω)),

for i = 1, 2, . . . 2d and B(z(ω), ε̃n(ω)) are mutually disjoint for each n ∈ N.

Moreover, by assigning

π̃(ω) =
∆(X (ω))− δ̃(ω)

∆(X (ω)) + ||z(ω)||
, (5.41)

we have π̃(ω) ∈ (0, 1) and, since ε̃n(ω) < δ̃(ω), (5.39) is satisfied, hence

ỹn(ω) = z̃(ω, ε̃n(ω))
π̃(ω)

1− π̃(ω)
∈ ri(co(X̃ (ω, δ̃(ω)))). (5.42)

Therefore, for each ω ∈ Θ and n ∈ N there exists an Fs−1-measurable set of

weights {p(n)
i (ω)} (which may not be unique but can still be selected measur-

ably, cf. the proof of Theorem 5.2) such that

− ỹn(ω) =
d+1∑
i=1

p
(n)
i (ω)x̃i(ω, δ̃(ω)) (5.43)

or, equivalently,

2d∑
i=1

(1− π̃(ω))p
(n)
i (ω)x̃i(ω, δ̃(ω)) + π̃(ω)z̃(ω, ε̃n(ω)) = 0, (5.44)

with
∑2d

i=1 p
(n)
i (ω) = 1 and p

(n)
i (ω) > 0 for i = 1, 2, . . . 2d.
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Consider the sequence of random variables

Z(n)(ω) = 1Θc(ω) +1Θ(ω)

 2d∑
i=1

(1− π̃(ω))p
(n)
i (ω)

1B(xi(ω),δ̃(ω))(∆Xs(ω))

Ps
(
ω,B(xi(ω), δ̃(ω))

)
+

1B(z(ω),ε̃n(ω))\{z(ω)}(∆Xs(ω))

Ps (ω,B(z(ω), ε̃n(ω))\{z(ω)})

)
, (5.45)

then Z(n)(ω) > 0 and
∫

Ω
Z(n)(ω)P(dω) = 1, hence Z(n)(ω) are proper den-

sities with respect to P and thus define the associated sequence of measures

Q(n) with Q(n)(dω) = Z(n)(ω)P(dω). By construction, (5.43) implies that

E(Z(n)∆Xs | Fs−1) = 0, hence X is a martingale under Q(n) for each n ∈ N.

Consider the sequence of probability measures P̃(n) specified as mixtures

P̃(n) = 1
2
P + 1

2
Q(n), for n ∈ N. Since Q(n) � P and both P and Q(n) are

martingale measures, P̃(n) ∼ P and X is a martingale under P(n), therefore

P(n) ∈ P∗ and ZP(n) ∈ ZP∗ . We shall now show that the sequence ZP(n) is not

uniformly integrable.

Notice first that ZP(n) = 1
2

+ 1
2
Z(n) is uniformly integrable if and only if

Z(n) is uniformly integrable. For simplicity of further notation, for all ω ∈ Θ

and n ∈ N let

ϕ(n)
s (ω, x) =

1B(z(ω),ε̃n(ω))\{z(ω)}(x)

Ps (ω,B(z(ω), ε̃n(ω))\{z(ω)})
. (5.46)

As a function of x, ϕ
(n)
n (ω, x) can be interpreted as a conditional density of

∆Xs given Fs−1. Define an Fs-measurable random variable

ϕ̃n(ω) = ϕ(n)
s (ω,∆Xs(ω)), (5.47)
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then

Z(n) > Y (n) = π̃(ω)1Θ(ω)ϕ̃n(ω) > 0, (5.48)

hence the uniform integrability of Z(n) implies the uniform integrability of

Y (n). For an arbitrary C, consider the following expectation:

E
(
Y (n)1{Y (n)>C}

)
= E

(
π̃(ω)1Θ(ω)ϕ̃n(ω)1{π̃(ω)ϕ̃n(ω)>C}

)
. (5.49)

Note that π̃(ω) and 1Θ(ω) are Fs−1-measurable, hence if we consider an arbi-

trary Fs−1-measurable extension of π̃(ω) on Θc and an Fs-measurable exten-

sion of ϕ̃n(ω) on Θc, (5.49) can be expressed as

E
(
Y (n)1{Y (n)>C}

)
= E(π̃(ω)1Θ(ω)1{π̃(ω)ϕ̃n(ω)>C}E(ϕ̃n(ω) | Fs−1)). (5.50)

Since ϕ̃n(ω)→∞ a.e. on Θ,

1Θ(ω)1{π̃(ω)ϕ̃n(ω)>C} → 1Θ(ω), a.s., (5.51)

and therefore

lim
n→∞

E
(
Y (n)1{Y (n)>C}

)
= E(π̃(ω)1Θ(ω)) > 0, (5.52)

The right-hand side in (5.52) does not depend on C, and as such it does not

become infinitely small as C → ∞. We conclude that the sequence Y (n) is

not uniformly integrable, therefore the set of densities ZP∗ is not uniformly

integrable, hence by the Dunford-Pettis theorem it is not weakly relatively

compact.
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Remark 5.3: If a subset of Rd consists of isolated points only, it is countable

at most. Therefore, according to Theorem 5.3, the necessary condition for

relative compactness of densities in L1(P) is the discreteness of the joint

distribution of X = (X0,X1, . . . XT ). In this case, if Ft is generated by the

family of random variables {Xs}06s6t and F = FT , we can choose Ω to be

countable at most without loss of generality, with P({ω}) > 0 for all ω ∈ Ω.

Note that in a discrete case the notions of weak and strong convergence in

L1(P) are equivalent (see e.g. Dunford and Schwartz [1988]).

Let R∗ a set of measures Q such that Q� P and X is a supermartingale

under Q. Denote by ZR∗ the set of densities of measures from R∗ with respect

to P.

Proposition 5.4: Consider a discrete-time arbitrage-free incomplete market.

Let the support of the joint distribution of X = (X0, X1, . . . XT ) be a set of

isolated points with respect to P, Ft is generated by the family of random

variables {Xs}06s6t, and F = FT . Then the set ZR∗ is relatively compact

in L1(P).

Proof. Let us note first that it is sufficient to consider the case when R∗

is non-empty. Notice also that Q� P implies supp(X ◦Q) ⊂ supp(X ◦P). As

has been pointed out above in Remark 5.3, supp(X ◦ P) is countable at most,

so we index it as supp(X ◦ P) = {x1, . . . xi, . . .}. Moreover, we can choose Ω

to be countable at most and equinumerous to supp(X ◦ P). In particular, we

can take Ω = supp(X ◦ P) without loss of generality.

Since F0 = {∅,Ω}, the initial value of the discounted price process X0 =

x∗ > 0 is fixed and is the same under all measures absolutely continuous with

respect to P. Choose an arbitrary ε > 0 and a > 3x∗/ε. Since X is a non-
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negative supermartingale under any Q ∈ R∗, the following inequality holds

(see, for instance, Shiryaev [1995]):

Q

(
T∨
t=0

Xt > a

)
6
x∗

a
6
ε

3
. (5.53)

Notice that (5.53) holds uniformly across all measures from R∗. Since only a

finite number of points from supp(X ◦ P) is contained in the cube [0, a]T+1,

there exists such N = N(ε) that xn ∈ ([0, a]T+1)c for all n > N(ε).

Consider a sequence of densities Z(k) ∈ ZR∗ with an associated sequence

of probability measures Q(k) ∈ R∗ defined as Q(k)(dω) = Z(k)(ω)P(dω), and

denote q(k)(ω) = Q(k)({ω}). By applying the standard Cantor diagonaliza-

tion procedure, it is possible to construct a pointwise converging subsequence

q(kj)(ω) → q∗(ω) > 0. Then for each ε > 0 there exists such M = M(ε) that

for all j >M
N∑
i=1

|q(kj)(xi)− q∗(xi)|<
ε

3
. (5.54)

Besides,
∞∑

i=N+1

q(kj)(xi) 6 Q
(
X ∈

(
[0, a]T+1

)c)
6
ε

3
, (5.55)

and, consequently,
∞∑

i=N+1

q∗(xi) 6
ε

3
. (5.56)

Therefore, for all j >M

∞∑
i=1

|q(kj)(xi)− q∗(xi)| 6
N∑
i=1

|q(kj)(xi)− q∗(xi)|

+
∞∑

i=N+1

q(kj)(xi) +
∞∑

i=N+1

q∗(xi) < ε. (5.57)
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We conclude that for an arbitrary sequence of densities Z(k) from ZR∗ we

can select such subsequence that the corresponding subsequence of measures

Q(kj) ∈ R∗ converges in total variation norm to a limiting measure Q∗ that

is absolutely continuous with respect to P, where Q∗({ω}) = q∗(ω). There-

fore, the subsequence Z(kj) converges in L1(P) to a proper density Z∗, with

Q∗(dω) = Z∗(ω)P(dω).

Remark 5.4: If the requirements of Proposition 5.4 are satisfied, the set ZP∗

of all equivalent measures under which X is a martingale is also relatively

compact in L1(P).

Remark 5.5: The assumption that the filtration is generated by the process

X is essential in the proof of Proposition 5.4. One could easily construct an

example where the probability space also hosts another random variable Y

that is independent of X, and the sequence of densities of Y can be chosen

in such a way that the uniform integrability of the sequence of densities is

violated.

Corollary 5.3.1: Denote by A∗ the set of densities of all probability measures

absolutely continuous with respect to P under which X is a martingale.

Then the following statements hold:

(1) if A∗ is compact in L1(P), then the support of Ps(ω, ·) is finite, for all

s ∈ T+ and P-a.s. for all ω ∈ Ω;

(2) if the support of Ps(ω, ·) is finite for all s ∈ T+ and P-a.s. for all ω ∈ Ω,

and in addition Ft is generated by {Xs}06s6t and F = FT , then A∗ is

compact in L1(P).

Proof. (1) According to Theorem 5.3, relative compactness implies that

the support of Ps(ω, ·) must consist of isolated points only. Besides, in order
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for the martingale property to be preserved, the support set must be bounded

(Theorem 5.2), thus it must be finite.

(2) Since the support of Ps(ω, ·) is finite, then by Proposition 5.4 for an

arbitrary sequence of densities of absolutely continuous martingale measures

we can select a subsequence that converges in L1(P) to a density of a limiting

measure that is absolutely continuous with respect to P. Moreover, the finite-

ness of the support set implies its boundedness, hence by Theorem 5.2 X will

be a martingale under the limiting measure.

The results that we obtained for the discrete-time case led us thinking that

the same sort of results regarding the weak closedness of the set of densities can

be derived in continuous-time. A constructive proof of non-closedness of the

set of densities of equivalent sigma-martingale measure due to non-equivalence

of the limiting measure has been kindly provided to us by George Lowther5,

which we present below in full for the sake of completeness of presentation.

Consider a filtered probability space (Ω,F , (Ft)t∈[0,T ],P) with a fixed time

horizon T > 0 and an Rd-valued semimartingale X = (Xt)t∈[0,T ]. Same as

before, we denote by P∗ the set of probability measures equivalent to P under

which X is a sigma-martingale, and we denote the set of densities of equivalent

sigma-martingale measures by ZP∗ . The objective is to prove that ZP∗ is

compact in L1(P) if and only if it is a singleton or an empty set (Theorem

5.4).

Lemma 5.4: Let (Ω,F ,P) be a probability space, G be a sub-σ-algebra of F ,

S be an integrable Rd-valued random variable and Z be a uniformly bounded

5E-mail: george.lowther@blueyonder.co.uk
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non-negative random variable with

P(Z > K) > 0 (5.58)

for some K > 0. Then there exists a non-negative random variable X and

a uniformly bounded G-measurable random variable Y > K such that

X 6 Y, P(X = Y ) > 0 (5.59)

and

E(XS | G) = E(ZS | G). (5.60)

Denote the set of G-measurable random variables by R and let

Y = ess inf {γ : γ ∈ R, γ > Z ∨K, P-a.s.}. (5.61)

By construction, Y > K and Y > Z. If P(Y = Z) > 0, then we can assign

X = Z which will satisfy conditions (5.59)-(5.60).

Otherwise, for each x ∈ (0, 1), define a G-measurable random variable

Ux = E(1{Z>xY }Y S | G), (5.62)

which can be chosen to be jointly measurable (e.g., take it to be finite variation
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in x). Then

∫ 1

0

Uxdx = E
(∫ 1

0

(
1{Z>xY }Y S

)
dx | G

)
(5.63)

= E
(
Y S

∫ 1

0

1{Z>xY }dx | G
)

(5.64)

= E(ZS | G). (5.65)

According to Lemma 5.2, for each ω ∈ Ω

∫ 1

0

Ux(ω) dx ∈ conv({Ux(ω) : x ∈ (0, 1)}), (5.66)

therefore there exist sequences of random variables pn and xn such that pn are

non-negative, eventually zero with
∑

n pn = 1, xn ∈ (0, 1), and

∫ 1

0

Ux(ω)dx =
∑
n

pn(ω)Uxn(ω)(ω). (5.67)

Due to the measurable section theorem, the convex combinations in (5.67) can

be selected in a measurable way so that all of pn and xn are G-measurable.

Let

X =
∑
n

pn1{Z>xnY }Y, (5.68)

then

E(XS | G) = E

(∑
n

pnE
(
1{Z>xnY }Y S | G

)
| G

)
= E(ZS | G), (5.69)

therefore (5.60) is satisfied.
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Besides,

X =
∑
n

pn1{Z>xnY }Y 6
∑
n

pnY = Y, (5.70)

hence to finish the proof we only need to verify that P(X = Y ) > 0.

Define

x̄(ω) = max
pn(ω)>0

xn(ω), (5.71)

then

P (x̄Y ∨K < Y ) > 0, (5.72)

which in conjunction with the definition (5.61) of Y yields

P(Z > x̄Y ) > 0. (5.73)

However, Z > x̄Y implies X = Y , thus (5.59) is satisfied.

Theorem 5.4: The set ZP∗ is compact in L1(P) if and only if it is a singleton

or an empty set.

Assume that P∗ contains at least two distinct elements. Choose two dif-

ferent measures Q ∈ P∗ and Q′ ∈ P∗, and without loss of generality replace

the original measure P with

P :=
Q+Q′

2
, (5.74)

since P∗ only depends on P up to equivalence.

By construction, P ∈ P∗ and

ZQ =
dQ
dP
6 2. (5.75)
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Also, since X is a sigma-martingale under P∗ ∈ P∗, let

X = ϕ ◦ S ≡
∫
ϕdS, (5.76)

where ϕ is a strictly positive predictable process and S = (St)t∈[0,T ] is an H1

martingale under P∗ ∈ P∗, that is, supt||St|| is P-integrable.

Define a P-martingale (in what follows, we shall refer to P-martingale as

simply a martingale) U = (Ut)t∈[0,T ] as

Ut =
dQ
dP

∣∣∣∣
Ft

= E
(
dQ
dP

∣∣∣∣
Ft

)
. (5.77)

This is a uniformly bounded martingale with E(Ut) = 1. Moreover,

P(Ut 6= 1) > 0, (5.78)

since measures P and Q are chosen to be distinct.

Assuming that the filtration is right-continuous and complete, every mar-

tingale has a càdlàg modification. Consider a càdlàg modification of U , then

it is strictly positive and non-constant martingale with S and U ◦S both mar-

tingales. By integration by parts, this implies that the quadratic covariation

〈U, S〉 is a local martingale.

Suppose that we can find a non-negative martingale M = (Mt)t∈[0,T ] which

is not identically zero such that M ◦ S is a martingale and P(MT = 0) > 0.

Then we can define an absolutely continuous but not-equivalent martingale

measure P∗ by

dP∗

dP
=

MT

E(MT )
. (5.79)
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According to Lemma 5.1, this would imply that ZP∗ is not compact in L1(P).

Let us consider four exhaustive cases.

1. P (U0 6= 1) > 0. Then we can consider a set A = {U0 > 1} and take M

to be an almost-surely constant martingale defined as

Mt =
1A
P(A)

. (5.80)

2. U0 = 1 a.s., and ∆Ut = Ut−Ut− > 0 for all t ∈ (0, T ], that is, U only has

upward jumps. Since Ut is assumed to be not almost-surely constant,

there exists K ∈ (0, 1) such that

P
(

inf
t∈(0,T ]

Ut < K

)
> 0. (5.81)

Let τ be the first time at which Ut 6 K, and let τ = ∞ if this never

happens, then

P(τ <∞) > 0. (5.82)

Since Ut has only non-negative jumps, Uτ = K whenever τ <∞. Then,

the martingale M can be defined as

Mt = Ut∧τ −K, (5.83)

and it hits zero whenever τ <∞, which happens with positive probabil-

ity.

3. U0 = 1 a.s., P(∆Ut < 0) > 0 for some t ∈ (0, T ], and there exists a

predictable stopping time τ > 0 at which P(Uτ 6= 0) > 0. Then, since
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U , S and U ◦ S are all martingales,

E(∆Uτ∆Sτ | Fτ−) = E(∆(U ◦ S)τ − Uτ−∆Sτ − Sτ−∆Uτ | Fτ−) = 0.

(5.84)

As Ut is bounded by 2, we have ∆Uτ > −2. Also, since ∆Uτ is not

identically zero and E(∆Uτ | Fτ−) = 0, there exists an ε > 0 such that

P(∆Uτ > ε) > 0. (5.85)

By applying Lemma 5.4 to Rd+1-valued Fτ -measurable random variable

(1,∆Sτ ) and non-negative random variable 1+∆Uτ/2 with K = 1+ε/2,

there exists a uniformly bounded Fτ−-measurable random variable Y >

1+ε/2 and a non-negative Fτ−-measurable random variable X 6 Y such

that P(X = Y ) > 0, and

E(X∆Sτ | Fτ−) = E((1 + ∆Uτ/2)∆Sτ | Fτ−) = 0, (5.86)

E(X | Fτ−) = E(1 + ∆Uτ/2 | Fτ−) = 1. (5.87)

The martingale M can then be defined by

Mt = 1− 1{t>τ}(X − 1)/(Y − 1). (5.88)

Note that MT = 0 whenever X = Y , hence P(MT = 0) > 0. Besides,

the quadratic covariation

〈M,S〉t = 1{t>τ}(X − 1)∆Sτ/(Y − 1) (5.89)
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is a martingale, therefore, by integration by parts, M ◦ S is also a mar-

tingale.

4. U0 = 1 a.s., P(∆Ut < 0) > 0 for some t ∈ (0, T ], and Ut is quasi-left-

continuous (i.e., ∆Uτ = 0, a.s., for each predictable stopping time τ). In

this case there exists an ε > 0 and t ∈ (0, T ] such that

P(∆Ut < −ε) > 0. (5.90)

Let τ be the first time at which ∆Uτ < −ε, and let τ = ∞ if this

never happens. By Lemma 5.4, there exists an Fτ−-measurable Y > ε

and a non-negative Fτ−-measurable random variable X 6 Y such that

P(X = Y ) > 0, and

E(X∆Sτ | Fτ−) = E(−∆Uτ∆Sτ | Fτ−). (5.91)

Let V be the step process defined by

Vt = 1{t>τ}(X + ∆Uτ )∆Sτ . (5.92)

Then the quadratic covariation

〈V, S〉t = 1{t>τ}(X + ∆Uτ )∆Sτ (5.93)

is a martingale. Since P(η = τ <∞) = 0 for each predictable η, stopping

time τ is totally inadmissible. Therefore, it has a compensator V τ =

(V τ
t )t∈[0,T ], which is a continuous finite variation adapted process starting
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from zero such that V − V τ is a martingale. Consider the martingale

Nt = Ut∧τ + V τ
t − Vt, (5.94)

then 〈N,S〉 = 〈U, S〉τ − 〈V, S〉 is a local martingale. Also, ∆Nt = −X

and P(∆Nτ > −Y ) > 0. Since Y is Fτ−-measurable, there exists a

predictable process ξ with ξτ = Y . By replacing ξ with ξ ∨ ε, we can

suppose that ξ > ε. Consider the martingale

Ñ =

∫
ξ−1dN, (5.95)

then ∆Ñt = ξ−1
t ∆Nt > −1 and P(∆Ñτ = −1) > 0. Let M be the

solution to the following SDE:

Mt = 1 +

∫ t

0

Ms−dÑs. (5.96)

This is the Doléans exponential of Ñ and is given explicitly by

Mt = exp

(
Ñt −

1

2
〈Ñ〉t

)∏
s6t

exp

(
−∆Ñs +

1

2
(∆Ñs)

2

)
(1 + ∆Ñs).

(5.97)

As ∆Ñ > −1, we have Mt > 0. Also, MT = Mτ = 0 whenever ∆Ñτ =

−1, which occurs with positive probability. Since

dMt = Mt−dÑt, (5.98)

d〈M,S〉t = Mt−d〈Ñ , S〉t, (5.99)

M and 〈M,S〉 are local martingales, therefore, by integration by parts,

121



M ◦S is also a local martingale. By localization (replacing M by Mη for

a suitable stopping time η with P(η > τ) > 0), we can assume that M

and M ◦ S are both proper martingales. Thus, M satisfies the required

properties.

5.2 Computing expectations in the telegraph

market model

Consider the telegraph market model with Xt and Nt defined as in (3.67). The

purpose of this section is to provide an explicit (recursive) expression for the

conditional density pn(t, x) which allows to evaluate expectations of the kind

E (g(Xt, Nt)) numerically for a given function g(x, n).

Theorem 5.5: In the telegraph market model with processes Xt and Nt defined

by (3.67), for an arbitrary function g : [0,∞)× N0 7→ R,

E (g(Xt, Nt)) =
∑
N0

∫
R

g(x, n)pn(t, x)dx, (5.100)

where for all t > 0 and x ∈ R,

p0(t, x) = e−λ1tδ(x− c1t), (5.101)

and for all k ∈ N,

p2k−1(t, x) =
λ1 (φ1(t, x)φ2(t, x))k−1

| c2 − c1 | ((k − 1)! )2 e−φ1(t,x)−φ2(t,x), (5.102)

p2k(t, x) =
p2k−1(t, x)φ2(t, x)

k
, (5.103)
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with

φ1(t, x) = λ1
c2t− x
c2 − c1

, (5.104)

φ2(t, x) = λ2
x− c1t

c2 − c1

, (5.105)

and x ∈ (c1t ∧ c2t, c1t ∨ c2t).

Denote by Tj the time of the j-th jump of σ(t) and denote by τ j = Tj−Tj−1

the length of time between two successive jumps. Since σ(t) is a continuous-

time Markov chain, random variables τ j are exponentially distributed:

τ 2k+1 ∼ E(λ1), (5.106)

τ 2k ∼ E(λ2), (5.107)

where E(λ) is the exponential distribution with parameter λ.

Denote

Sodd
k = τ 1 + τ 3 + · · ·+ τ 2k−1, (5.108)

Seven
k = τ 2 + τ 4 + · · ·+ τ 2k. (5.109)

then

Sodd
k ∼ Γ(k, λ1), (5.110)

Seven
k ∼ Γ(k, λ2), (5.111)

where Γ(α, β) is the gamma distribution with parameters α and β.
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Without loss of generality, we assume that c2 > c1; the other case can be

handled similarly. Note that the drift of Xt is equal to c1 when T2j < t < T2j+1,

and it is equal to c2 when T2j−1 < t < T2j.

Hence, if Nt = 2k, we have T2k < t < T2k+1 and T2k = Sodd
k + Seven

k , thus

Xt = c1S
odd
k + c2S

even
k + c1(t− T2k) = (c2 − c1)Seven

k + c1t. (5.112)

Similarly, if Nt = 2k + 1,

Xt = c1S
odd
k+1 + c2S

even
k + c2(t− T2k+1) = (c1 − c2)Sodd

k+1 + c2t. (5.113)

By using the identity

{Nt = 2k} = {T2k 6 t < T2k + τ 2k+1}, (5.114)

we conclude that

p2k(t, x) = P ({(c2 − c1)Seven
k < x− c1t}∩{

Sodd
k + Seven

k < t < Sodd
k + Seven

k + τ 2k+1

})
. (5.115)

Finally, since Sodd
k , Seven

k and τ 2k+1 are independent random variables with

distributions Γ(k, λ1), Γ(k, λ2) and E(λ1) respectively, we obtain

p2k(t, x) =
λk+1

1 λk2
((k − 1)! )2

x−c1t
c2−c1∫
0

dz2

t−z2∫
0

dz1

∞∫
t−z1−z2

dz3 (z1z2)k−1e−λ1(z1+z3)−λ2z2 ,

(5.116)

By differentiating both sides of (5.116) with respect to x and computing the
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double integral explicitly, we arrive to (5.103). The expression (5.102) for the

density at the odd indices can be derived in a similar way.

5.3 m-th moment of the CEV distribution with

β = 1

Lemma 5.5: Let St be a CEV process with β = 1, as defined in (4.48). Then

for any fixed τ > 0

E(Smt+τ | St) =
m−1∑
i=0

αiS
i+1
t e(i+1)rτ

(
2r

σ2(erτ − 1)

)i+1−m

, (5.117)

where (α0, α1, . . . αm−1) is the coordinate vector of polynomial

pm−1(n) =
m−1∏
j=1

(n+m− j + 1) (5.118)

relative to basis {e0(n), e1(n), . . . em−1(n)}, with

ei(n) =
i∏

j=1

(n− j + 1), i = 1, 2, . . .m− 1. (5.119)

In order to prove the lemma, we shall use the fact that the conditional

density of a CEV stock price may be expressed in terms of power series (see

e.g.. [Randal, 1998]).

Denote by fτ (s) the conditional density of St+τ given St:

fτ (s | St) = κe−x−z
∞∑
n=0

xn+1zn

n! (n+ 1)!
, (5.120)
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where

x = κSte
rτ , z = κs, κ =

2r

σ2 (erτ − 1)
. (5.121)

Note that

fτ (s | St)ds = e−x−z
∞∑
n=0

xn+1zn

n! (n+ 1)!
dz, (5.122)

therefore

E(Smt+τ | St) =

∫ ∞
0

(z
κ

)m
e−x−z

∞∑
n=0

xn+1zn

n! (n+ 1)!
dz

=
(x
κ

)
κ1−m

∞∑
n=0

e−xxn

n!

∫ ∞
0

e−zzn+m

(n+ 1)!
dz

= Ste
rτκ1−m

∞∑
n=0

e−xxn

n!

(n+m)!

(n+ 1)!

= Ste
rτκ1−m

∞∑
n=0

gx(n)pm−1(n), (5.123)

where gx(n) is a probability mass function of a Poisson random variable with

mean x.

If we choose such α0, α1, . . . αm−1 that

pm−1(n) =
m−1∑
i=0

αi

i∏
j=1

(n− j + 1) (5.124)

and notice that

i∏
j=1

(n− j + 1) =


0 if n = 0, 1, . . . i− 1,

n!

(n− i)!
if n = i, i+ 1, . . . ,

(5.125)
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we can rewrite the expectation as

E(Smt+τ | St) = Ste
rτκ1−m

m−1∑
i=0

∞∑
n=i

αi
e−xxn−i

(n− i)!
xi

= Ste
rτκ1−m

m−1∑
i=0

αix
i

∞∑
n=i

gx(n− i)

= Ste
rτκ1−m

m−1∑
i=0

αi (κSte
rτ )i

=
m−1∑
i=0

αiS
i+1
t e(i+1)rτκi+1−m, (5.126)

which concludes the proof.
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[Lèvy, 1985] Lèvy, H. (1985). Upper and Lower Bounds of Put and Call Option
Value: Stochastic Dominance Approach. Journal of Finance, 40(4):1197–
1217.

[Li and Xu, 2008] Li, J. and Xu, M. (2008). Risk minimizing portfolio op-
timization and hedging with conditional Value-at-Risk. Review of Futures
Markets, 16:471–506.

[MacBeth and Merville, 1980] MacBeth, J. and Merville, L. (1980). Tests of
the Black-Scholes and Cox Call Option Valuation Models. Journal of Fi-
nance, 35(2):211–219.

130



[McGill et al., 2004] McGill, D., Brown, K., Haley, J., and Schieber, S. (2004).
Fundamentals of Private Pensions. Oxford University Press.

[Melnikov, 1979a] Melnikov, A. (1979a). On the theory of stochastic equations
in components of semimartingales. Matematichiskii Sbornik, 110(3):414–
427. In Russian. English translation: Mathematics of the USSR – Sbornik,
38(3) (1981), 381–394.

[Melnikov, 1979b] Melnikov, A. (1979b). Strong solutions of stochastic dif-
ferential equations with non-smooth coefficients. Teoriya Veroyatnostei i
ee Primeneniya, 24(1):146–149. In Russian. English translation: Theory of
Probability and Its Applications, 24(1) (1981), 147–150.

[Melnikov, 1983] Melnikov, A. (1983). On solutions of stochastic equations
with driving semimartingales. Proceedings of the Third European Young
Statisticians Meeting, pages 120–124. Catholic University, Leuven.

[Melnikov and Ratanov, 2007] Melnikov, A. and Ratanov, N. (2007). Non-
homogeneous telegraph processes and their application to financial market
modeling. Doklady Mathematics, 75(1):115–117.

[Melnikov and Ratanov, 2008] Melnikov, A. and Ratanov, N. (2008). On fi-
nancial markets based on telegraph processes. Stochastics An International
Journal of Probability and Stochastic Processes, 80(2):247–268.

[Melnikov and Romaniuk, 2006] Melnikov, A. and Romaniuk, Y. (2006). Eval-
uating the performance of Gompertz,Makeham and Lee-Carter mortality
models for risk management with unit-linked contracts. Insurance: Mathe-
matics and Economics, 39(3):310–329.

[Melnikov and Skornyakova, 2005] Melnikov, A. and Skornyakova, V. (2005).
Quantile hedging and its applications to life insurance. Statistics and Deci-
sions, 23:601–615.

[Melnikov and Smirnov, 2012] Melnikov, A. and Smirnov, I. (2012). Dynamic
hedging of conditional value-at-risk. Insurance: Mathematics and Eco-
nomics, 51(1):182–190.

[Merton, 1976] Merton, R. C. (1976). Option pricing when underlying stock
returns are discontinuous. Journal of Financial Economics, 3:125–144.

[Peng and Zhu, 2006] Peng, S. and Zhu, X. (2006). Necessary and sufficient
condition for comparison theorem of 1-dimensional stochastic differential
equations. Stochastic Processes and their Applications, 116(3):370–380.

131



[Randal, 1998] Randal, J. (1998). The Constant Elasticity of Variance Option
Pricing Model. MSc thesis, Victoria University of Wellington.

[Rockafellar, 1970] Rockafellar, R. (1970). Convex Analysis. Princeton Math-
ematical Series. Princeton University Press.

[Rockafellar and Uryasev, 2000] Rockafellar, R. T. and Uryasev, S. (2000).
Optimization of Conditional Value-at-Risk. Journal of Risk, 2:21–41.

[Rockafellar and Uryasev, 2002] Rockafellar, R. T. and Uryasev, S. (2002).
Conditional value-at-risk for general loss distributions. Journal of Bank-
ing & Finance, 26(7):1443–1471.

[Rogers, 1994] Rogers, L. (1994). Equivalent martingale measures and no-
arbitrage. Stochastics and Stochastic Reports, 3:523–527.

[Rudloff, 2005] Rudloff, B. (2005). A Generalized Neyman-Pearson Lemma
for Hedge Problems in Incomplete Markets. Proceedings of the Workshop
Stochastische Analysis, 241–250.

[Rudloff, 2006] Rudloff, B. (2006). Hedging in Incomplete Markets and Testing
Compound Hypotheses via Convex Duality. PhD thesis, Martin-Luther-
Universität Halle-Wittenberg.

[Rudloff, 2009] Rudloff, B. (2009). Coherent Hedging in Incomplete Markets.
Quantitative Finance, 9(2):197–206.

[Sarykalin et al., 2008] Sarykalin, S., Serraino, G., and Uryasev, S. (2008).
Value-at-Risk vs. Conditional Value-at-Risk in Risk Management and Op-
timization. Tutorials in Operations Research.

[Schepper and Heijnen, 2007] Schepper, A. and Heijnen, B. (2007).
Distribution-free Option Pricing. Insurance: Mathematics and Eco-
nomics, 40(2):179–199.

[Schroder, 1989] Schroder, M. (1989). Computing the Constant Elasticity of
Variance Option Pricing Formula. Journal of Finance, 44(1):211–219.

[Schulmerich and Trautmann, 2003] Schulmerich, M. and Trautmann, S.
(2003). Local Expected Shortfall-Hedging in Discrete Time. European Fi-
nance Review, 7:75–102.

[Shiryaev, 1995] Shiryaev, A. (1995). Probability. Graduate Texts in Mathe-
matics. Springer, 2nd edition.

132



[Shiryaev, 1998] Shiryaev, A. (1998). Essentials of Stochastic Finance. Fazis,
Moscow. In Russian. English translation: published by World Scientific,
River Edge, NJ, USA (1999).

[Skorokhod, 1961] Skorokhod, A. (1961). Studies in the Theory of Random
Processes. Naukova Dumka, Kyiv, USSR. In Russian. English translation:
published by Addison-Wesley, Reading, MA, USA (1965).

[Steinitz, 1913] Steinitz, E. (1913). Bedingt Konvergente Reihen und Konvexe
Systeme i. Journal fr die reine und angewandte Mathematik, 143:128–175.

[Steinitz, 1914] Steinitz, E. (1914). Bedingt Konvergente Reihen und Konvexe
Systeme ii. Journal fr die reine und angewandte Mathematik, 144:1–40.

[Steinitz, 1916] Steinitz, E. (1916). Bedingt Konvergente Reihen und Konvexe
Systeme iii. Journal fr die reine und angewandte Mathematik, 146:1–52.

[Tasche, 2002] Tasche, D. (2002). Expected Shortfall and Beyond. Journal of
Banking & Finance, 26(7):1519–1533.

[Xu, 2004] Xu, M. (2004). Minimizing Shortfall Risk Using Duality Approach
- An Application to Partial Hedging in Incomplete Markets. PhD thesis,
Carnegie Mellon University.

[Yamada, 1973] Yamada, T. (1973). On a comparison theorem for solutions
of stochastic differential equations and its applications. Journal of Mathe-
matics, Kyoto University, 13(3):497–512.

[Yan, 1986] Yan, J.-A. (1986). A comparison theorem for semimartingales and
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