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Abstract

Wireless sensor networks have become a very important tool for monitoring physical and

environmental conditions over a wide area. These networks are distributed collections of

small sensor nodes. Typically, sensor nodes collect data that must converge to a single

sink location, possibly across multiple hops. The data on the way to sink location can be

aggregated inside the network. This aggregation convergecast process requires significant

coordination between the sensor nodes in the selection of routes, and in the scheduling of the

times for data transmission. Both impose considerable restrictions on the communication

protocols.

In this thesis, we study problems of routing and scheduling in wireless sensor networks

when precedence and resource constraints requirements are present. Instead of looking for

a schedule and logical topology that have been designed for a generic network or traffic

demand, we study collision-free scheduling and logical topology solutions for applications

restricted by both constraints.

We propose a model for the aggregation convergecast problem using constraint satisfaction

to extract characteristics of optimal solutions and to expose the limitations of current solu-

tions in the literature. Using the characteristics observed, we propose the construction of a

logical topology that balances the effects of both constraints on the data collection schedule

length. A typical solution for the problem encompasses two phases, a initial aggregation

tree selection, followed by the node transmission schedule. We show that the scheduling

part can be modeled as a Mixed Graph Coloring, and we propose a scheduling solution.

Departing from the emphasis on schedule length (delay) minimization, we study the prob-

lem of throughput-oriented solutions, where the data collection rate is of higher importance,

instead of delay. We relax the restriction that all precedence between nodes must be sat-

isfied within a single collection period, and use pipelining to increase the data collection

throughput.
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Chapter 1

Introduction

1.1 Wireless Sensor Network Applications

Wireless sensor networks (WSN) are distributed collections of small devices. Each de-

vice is equipped with a processing capability to execute small applications, a wireless radio

transceiver to exchange information with other devices, and sensors to collect information

about the environment. Sensor network applications include military sensing, physical se-

curity, environment monitoring, building and structures monitoring, among others [29].

By their nature, wireless sensor networks have resource and performance constraints. The

nodes are usually battery powered, which imposes a severe energy restriction to the applica-

tions. The processor usually also has a limited processing capability. Wireless communica-

tion has its own limitations. Multi-hop communication may be required to compensate for a

node’s short transmission range, which increases the possibility of congesting the wireless

media.

These limitations demand an integrated design approach, a combination of algorithms and

protocols such that the use of scarce resources can be optimized toward a specific goal.

Therefore, customized solutions are desirable, instead of using solutions optimized for an

unspecified communication pattern [40, 77, 84] or a generic data demand [21].

Let us consider the case of monitoring a region subject to fast changing environmental con-

ditions, like when background radiation level increases, indicating the presence of radiation

sources [80, 90] or when a contaminant spill alert is triggered and its underground transport

has to be monitored [11, 42] (exemplified on Figures 1.1 and 1.2). Under these circum-

stances, a monitoring network has to be designed with specific requirements in mind. A
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minimum delay data collection may be necessary for analysis and rapid response; wireless

may be the only possible way to interconnect monitoring sensors to the collecting point;

very little or no mobility is required from the sensors, which are placed in predetermined

points on the monitored area or surrounding a possible toxic contaminant area; a contin-

uous data flow may be necessary to be collected for analysis; in-network aggregation of

sensed data (combination of flows of information in intermediate nodes before the collec-

tion point) may be required to reduce the amount of traffic and reduce the energy used in

the transmissions; different queries may be issued to evaluate the extent of affected areas

and any specifics of the hazard condition (ex. pH, redox condition in groundwater, etc); and

may not be necessary to know the exact reading of a specific sensor, but an average or the

maximum value over a region.

Figure 1.1: Factory Sensor Net

The same scenario may require an application with a different set of requirements and goals.

Instead of collecting data in the minimum amount of time, an application may be interested

in taking periodic samples of the monitored area, transmit them to a central controller,

where the variation of the observed condition are reconstructed and analyzed. The quality

of the reconstruction does not rest more on the collection delay, but on the throughput of

field measurement snapshots arriving at the central controller. Data aggregation can still be

used, however the system optimization criteria and requirements are different.

Using the previous scenario and applications as example, one could design an algorithmic

solution for data collection, using the same design for applications with different goals,

without understanding which constraints are appropriate for each application, and how the

outcome would be affected. This understanding is especially relevant for problems whose

solution encompasses more than one aspect, as is the case with network application, where
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Figure 1.2: The Movement of MTBE in the Environment
Taken from [1]

a joint routing and scheduling solution is required.

Similarly, one could also design a solution addressing only specific restrictions, without

efficiently combining another relevant constraint. This biased design leads to inefficiencies,

as one constraint has not been taken into account. This incomplete approach precludes

the overall solution from achieving its best performance. For example, a selected logical

topology may not work as well as it could, because it was selected to minimize the effect of

only one constraint.

The existence of suitable models, with comprehensive and clear constraints, is a necessary

tool to help design applications and evaluate their performance. Some research in wireless

sensor networks is restricted to formally defining the problem, in some mathematical form

(like Integer Linear Problem (ILP)), without comparing the model output with the output

produced by their proposed algorithm [26, 76].

The environment monitoring example presented before calls for distinct requirements: (1)

the use of some form of in-network data aggregation to decrease the amount of data trans-

mitted; (2) keeping the schedule length short, for the sake of quick application response, or

for the sake of collection throughput; (3) the need of a balanced routing and scheduling so-

lution, because of their interdependency. The importance of the all-to-one communication

pattern in wireless network applications, the incomplete understanding of the constraints re-

stricting data collection performance, and the challenge of balancing routing and scheduling

in a single solution raised our interest in aggregation convergecast. It clearly combines the

selection of a suitable logical topology (routing), with the selection of a feasible node trans-
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mission schedule (scheduling), while having to satisfy a set of different, and sometimes

conflicting, constraints.

1.2 Previous State-of-Art

We found some limitations on the literature throughout the course of our research about

aggregation convergecast applications. The main limitations are described next.

• Absence of suitable models

Even though some effort has been done in the literature to provide a mathematical

model [48, 76] for aggregation convergecast, studies fall short to effectively use the

proposed models. A thorough investigation of the problem using such proper and

complete models could show hidden characteristics, and expose how the outcome

of the aggregation convergecast would be affected in face of changes in the design

objectives.

• Incomplete understanding of constraints

A direct consequence of the absence of suitable models is an incomplete understand-

ing of how and, in which circumstances, each constraint influences the solution.

Hence, a solution that addresses only one constraint may lead to results far from

the best possible solution that a problem can offer; or, in circumstances where its

influence is smaller, another influential constraint is overlooked. One example of this

limited approach is the use of the precedence constraint (when a node only trans-

mits after has received from all its children) at expense of the resource constraint

(interference for wireless networks).

• Restricted framework to design solutions

The incomplete understanding of the constraints induces a restricted framework to de-

sign solutions. If the importance of a type of constraint is lessened, only frameworks

that accentuate the other constraint are used. In our problem, this had happened with

precedence and resource constraints. Likewise, if one component of a joint routing

and scheduling solution is given preference over another part, the design is restricted

only to this part of the solution. This bias can be seen in the solutions for aggre-

gation convergecast in the literature. Virtually all studies propose solutions based

on two phases approach, each phase favoring one of the components of the solution

(aggregation tree and transmission scheduling). The majority of the studies address
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the routing part first. No attempt was done to see the outcome of the problem if

the scheduling part is addressed first, and its impact on the results. Besides, as the

problem is partitioned in two phases, there is a possibility that each phase be mod-

eled separately, and studied as an independent problem, even though they are not

independent.

• No Use of Parallelism

The solutions found in the literature exploit any available opportunity to use spatial

parallelism of the transmissions as a form of increasing the throughput and reduc-

ing delay. However, the use of temporal parallelism, such as pipelining, is rarely

mentioned. Pipelining can be understood as a form of temporal concurrency, where

different nodes in a path toward the sink can transmit at the same time data from sep-

arate collection rounds. This form of parallelism has the potential of increasing even

more the application performance under certain circumstances.

Our research is a step forward in addressing these limitations. First, it proposes a perva-

sive model using Constraint Programming [33], to express separately each constraint. Such

model allows us to explore unclear aspects of the aggregation convergecast problem, and

highlights some logical topology shortcomings. Our study also contributes by extending

the classic conflict graph model [21] to attend the specific characteristics of the aggrega-

tion convergecast restrictions. Second, it addresses the effects of precedence and resource

constraints when non-conservative flows (when packets are aggregated or multiplied during

data collection) are present. We tackle both restrictions by balancing their influence on the

creation of a logical topology (aggregation tree). Third, our research expands the solution

frameworks by studying the effect of each restriction individually and their combination

on the logical topology and on the scheduling. Another approach followed to broaden the

solution options is by creating algorithms that address first the scheduling and subsequently

the routing. Finally, our research proposes the use of pipelining in aggregation converge-

cast, eliminating the requirement of having a single snapshot being completely collected in

a single schedule period.

1.3 Thesis Organization

We introduce in Chapter 2 notation, models, concepts and terminology used over the re-

maining of the thesis. We describe the concepts of in-network data processing, scheduling,
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logical topology and wireless interference. We reveal the restrictions involved in develop-

ing a solution for aggregation convergecast, and the two elements by which a solution is

composed. Criteria for evaluating results are presented in the end.

In Chapter 3, we model the routing and transmission scheduling problem for aggregation

convergecast in wireless sensor networks as a Constraint Satisfaction Problem with the

objective of obtaining the shortest possible schedule for a TDMA frame that allows the

complete collection of data to the sink. All transmissions required for a completed data

collection to the sink node are to be scheduled in a single TDMA frame. Constraints related

to the topology, to the interference, and to the application logic, as well as their relationships

are modeled. We compare the solutions found running our model in a constraint solver and

the solutions found by existing algorithms in the literature.

Chapter 4 is dedicated to the creation of a solution that combines precedence constraints

with the constraints caused by interference in shared wireless medium, expressed as re-

source constraints. In the first part, we propose an aggregation tree construction that is the

synthesis of a tree tailored to precedence constraints and another tree tailored to resource

constraints. In the second part, we show that the scheduling component of the aggrega-

tion convergecast can be modeled as a mixed graph coloring problem. In the mixed graph,

arcs represent the precedence constraints and edges represent the resource constraints. The

mixed graph chromatic number corresponds to the optimal schedule length. Bounds for the

mixed graph coloring are provided and a branch-and-bound strategy is subsequently devel-

oped. We derive numerical results using the branch-and-bound strategy. The results allow

a comparison against the current state-of-the-art heuristics for the problem.

In Chapter 5, we study the aggregation convergecast problem from a different perspec-

tive. In contrast to studies that attempt to minimize the data collection delay, we aim to

increase the frequency (higher throughput) of snapshots received at the sink. To achieve

higher throughput, we use a form of concurrent collection of multiple snapshots through

the network, also known as pipeline. The use of pipeline forces us to abandon the usual

restriction of requiring that all precedence constraint be satisfied in a single schedule pe-

riod. This restriction is employed throughout the aggregation convergecast literature. In

our solution, we opt for a scheduling formulation based on sink reachability constraints.

Our solution reverses the usual order of steps found in existing algorithms, and produces

a schedule before the construction of the logical tree topology. We compare our results

against an algorithm that uses precedence constraints, and against another algorithm that
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uses a variation of pipelining.

We conclude our thesis in Chapter 6. We present our contributions for knowledge advance-

ment in the aggregation convergecast problem. Among the contributions are some insights

that may require further investigation. The insights may open some exploration avenues

about new ways to construct an algorithmic solution. One of these avenues was explored

by Jakob’s work [60], with our participation. He addressed the problem of finding a time

efficient schedule and topology for aggregation convergecast in wireless sensor networks

by reversing the bottom-up to a top-down approach. After explaining the results of Jakob’s

work, we present future directions that our research may take.

Appendix A groups the notation, definitions and algorithms of Graph Theory used in the

thesis, serving us as guide reference and refresher to the reader.
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Chapter 2

Background and Assumptions

2.1 Requirements and Constraints

Sensor network limitations require that applications be efficient according to some design

objectives. The most critical objective is energy conservation. Other areas can be impor-

tant as well, like collection latency, throughput, sensing coverage and path redundancy. In

the case of the application presented in Chapter 1, there are two objectives that we want to

address closely: first, the collection of information must be executed as quickly as possible

(latency), and second, the collection must be performed as frequently as possible (through-

put). The priority of each one is dependent of the application needs. One common appli-

cation characteristic is the need for a continuous flow of information, instead of a isolated

and single collection. The need for a continuous flow of information demands that the data

be periodically sensed and collected.

Let us consider the specific scenario described in Chapter 1. In that scenario an application

issues different requests and receives the corresponding responses. The application requires

a combined design of logical topology and node transmission schedule.

It would be inefficient for the nodes to contact the collecting station directly for the re-

sponse, yet it is important that information from each node is collected. Therefore, a node

will need to transmit to one of its neighbors for its sensed information to reach the collect-

ing node (see at Figure 2.1). This many-to-one communication paradigm, where data flows

from many nodes towards a single point, is known as convergecast [35].

When the number of nodes is large, the amount of data generated might be voluminous,

demanding significant communication and processing capability. Consequently, methods
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for combining data at intermediate nodes are necessary for the reduction of the amount of

data that needs to be forwarded to the sink.

This scheme where data is combined at intermediate nodes is called in-network data pro-

cessing. This process allows intermediate nodes to execute (partially) this aggregation ac-

tivity. If the information flows are merged or aggregated, they will not retain their original

size. When information flows do not retain their original data volume we call then non-

conservative flows. This whole process of converging data to a single point and distilling

data on the way is called aggregation convergecast.

The execution of data aggregation, closer to the data sources, is a interesting way to reduce

data collection volume, especially when there are strong temporal and spatial correlation on

the sensed data. The use of aggregation convergecast may have a significant impact on en-

ergy consumption and network efficiency, because it reduces the number of transmissions,

increasing the expected network lifetime [43]. The reduction on the number of transmis-

sions also results in shorter schedules, because there are fewer packet transmissions to be

scheduled.

Figure 2.1: Convergecast Framework

In wireless sensor networks, the communication between two nodes is performed through

wireless media. Technological restrictions may not allow that two nodes access the wire-

less media at the same time. This limitation is due to the interference caused by a node
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transmission to other nodes not intended to be receiving this transmission. Interference is a

form of resource constraint that limits the solution of aggregation convergecast.

An application may also have to ensure that all nodes in the network have opportunity to

contribute with their sensed information without incurring into additional transmissions.

This requirement can be fulfilled by restricting the time a node can transmit to only after its

predecessors have already transmitted. This mechanism is called precedence constraint.

The aggregation convergecast problem can be simplified to the case of a single snapshot

(data collection from all sensors) to be completely processed in a single round, single-

round constraint. If the data collection must be completed in a single round, a reduction on

the number of time slots has the effect of decreasing the collection latency and increasing

the throughput.

However, the single-round constraint may be too restrictive for some applications. If the

objective of an application is to have the highest collection throughput, independent of the

collection latency, the requirement of having to complete a snapshot collection in a single

round must be relaxed, and a form of pipelining should be adopted. Pipelining can be

understood as a form of concurrency, where different nodes in a path toward the sink can

transmit at the same time. Pipelining allows that a new data collection begins before the

previous one has been finished, such that there are more than one data collection being

executed at the same time.

A trivial, but essential requirement present in any feasible aggregation convergecast solution

is that there must exist at least one path from each sensor node to the sink, otherwise the

communication between some nodes and the sink would not be possible. We call this

restriction reachability constraint. An aggregation tree naturally satisfies this requirement.

This requirement will be further discussed in Chapter 5.

Our thesis studies the use and interaction of these mechanisms: non-conservative flows, re-

source constraints, precedence constraints, pipelining and reachability constraints. These

mechanisms affect the selection of the logical routing topology and the scheduling of trans-

missions in an aggregation convergecast solution. Let us formally define them.

1. Non-conservative flows

The flow conservation property states that the total flow f out of a vertex u toward

any vertex v other than the source s or sink t is zero (using the skew property [32])
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∑
u∈V

f(u, v) = 0, v ∈ V −{s, t}. If the sum is not equal to zero, than we have a non-

conservative flow. When the sum is negative, there is more data exiting then entering.

If the sum is positive, there is more data entering the node than exiting.

2. Resource constraints

Resource constraint is defined as a restriction where a resource has limited capacity

to provide the service being requested. In our context, the use of wireless commu-

nication brings the possibility of different conflicts for the use of wireless media.

These conflicts cause failures which are summarized by the term interference. From

the point of view of communication (and our work), the most important failure is the

inability to receive. It happens when a message is not possible to be decoded by the

intended receiver.

3. Precedence constraints

Precedence constraint is defined as a restriction where an event can only occur after

another event or set of events have already taken place. Precedence constraint is also

called non-circular if a given event cannot be a predecessor of itself. In our context,

it means that a node only transmits after a precedence restriction has been satisfied.

4. Pipelining

Pipelining is a form of parallelism that explores the possibility of concurrent trans-

missions among nodes belonging to the same aggregation path. If nodes on a path

toward the sink is understood as serial stages in an assembly line, pipelining allows a

node (stage) to be scheduled (executed) as soon as its transmission (execution) does

not conflict with the aggregation (assembly) of the previous instance (product).

5. Reachability constraints

For a directed graph D = (V,A), the reachability relation of D is the transitive

closure of its arc set A, which is to say the set of all ordered pairs (s, t) of vertices in

V for which there exist vertices {v0, v1, · · · , vd} such that (vi−1, vi) ∈ A, ∀i 1 ≤

i ≤ d, [96]. In our context, we reduce the transitive closure to the arc set A′ of

ordered pairs (s, t = sink). We are only interested if each vertex is able to reach a

single special vertex, called sink.
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2.2 Solution Parts

The aggregation convergecast solution is composed of two parts: the routing part and the

scheduling part. The routing part is expressed by a logical topology structure, or the nodes

and links where the sensed information flows toward the sink. The scheduling part rep-

resents the selection of the time when each transmission event (communication from one

node to another through a specific link) takes place, in order for the sensed information to

reach its destination. Both parts are closely related.

2.2.1 Logical Topology

One crucial ingredient for a WSN application is a carefully selected logical topology. De-

pending on which is the objective: minimize the collection latency per round, or maximize

the data collection throughput, a specific logical topology may be more appropriate. The

connections of the logical topology have to be selected such that they favor the selected

objective.

(a) Tree-Based (b) Cluster-Based

Figure 2.2: Hierarchical Topologies

Most studies propose the use of hierarchical structures. A tree-based approach, illustrated

on Figure 2.2(a), is a classic strategy, based on a hierarchical organization of the nodes in

the network. Tree-based topology is the simplest way to aggregate data flowing from the

sources to the sink. It defines a preferred direction to be followed when aggregating data

back to the sink. In this approach, a spanning tree, rooted at the sink, is constructed, then, it

is used to transmit queries generated by the sink to the nodes and to transmit back responses

from the nodes.
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Trees can be constructed according to a variety of criteria. One of the most prevalent

schemes used is Shortest Path Trees (SPTs), where the hop-count from a node to the sink

is the minimum possible. It is exemplified in Figure 2.3(a). This approach is particularly

suitable to design aggregation functions and to perform efficient energy management. Of-

ten, optimal paths are calculated in a centralized way at the sink, by exploiting different

assumptions on the data correlation, and selecting the best aggregation points by means of

cost functions. Several works use this scheme [6, 24, 38, 75, 76]. From the point of view of

scheduling, the drawback of this scheme is that it only considers hop-count as the criterion

for creating a logical topology (precedence constraints), without regarding interference ef-

fects on the scheduling (resource constraints). An alternative is the use of non-SPT topolo-

gies (Figure 2.3(b), where the number of hop-counts from some nodes to the sink are not

minimal.

(a) SPT Topology (b) Non-SPT Topology

Figure 2.3: Tree construction criteria

The second common scheme is based on clusters, Figure 2.2(b). Cluster-based schemes

also consist of a hierarchical organization of the nodes in the network. However, nodes

are now subdivided into clusters. Special selected nodes, referred as cluster-heads (green

nodes in Figure 2.2(b)), are elected in order to disseminate data locally and to transmit

aggregated results back to the sink. Cluster-heads are frequently used to perform some
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control function over the members of its cluster. DAS and PAS [112, 113] are examples

of this scheme. Cluster-based topologies suffer from the same drawback of SPT-based

topologies; and even worse, they create a bottleneck at the cluster-heads. The combination

of precedence constraints and interference forces the serialization of transmissions from the

cluster members to the cluster-head.

2.2.2 Schedule

Scheduling is the process of assigning a specific time to an activity to be executed. It

can be periodic, meaning that after all activities are executed a new cycle starts again. In

the wireless sensor network context, it consists of assigning a specific time for a node to

transmit to another node.

In the absence of further requirement, a trivial schedule solution would be for one node to

transmit after another, sequentially. This would result in a schedule length n− 1. But WSN

applications generally require another design objective such as throughput maximization,

or network lifetime maximization. Such objectives preclude the use of this trivial solution.

Figure 2.4: Aggregation Convergecast with Precedences in a Single-Round

Formally, a schedule can be defined as a set S = T1, T2, ..., Tl, where Ti represents the

set of simultaneous transmissions executed on the time slot i, and l represents the length
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of the frame (or cycle). A schedule is considerate valid with respect to some interference

model if the model allows to schedule all transmissions from S without failure (i.e. without

collisions) [107]. This problem is NP-Hard [84]. Figure 2.4 depicts an example of schedul-

ing with single-round constraints, where all precedence constraints are satisfied in a single

period. The design objective is to achieve the smallest schedule length. Figure 2.5 presents

an example of pipelined scheduling, relaxing the single-round constraints.
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Figure 2.5: Pipelined Aggregation Convergecast

There are two common types of scheduling in the literature: Link Scheduling [8, 56] and

Node Scheduling [40, 85, 109]. In link scheduling, the activation of a specific undirected

link uv is the element used to define a transmission. In node scheduling, nodes are used to

define the activation, and at least one of their neighbors receives the transmission.

Some wireless scheduling studies add additional restrictions. In the absence of a specific

application to address, an abstract traffic demand is created, and the solution must fulfill

this demand. The scheduling then varies according to the demand definition.

Some studies try to obtain the highest possible throughput, using all links/nodes available on

the communication graph [14]. They do not consider any specific logical topology because

all links are supposed to be used. They also do not have a specific control entity to receive

all information collected.
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Other studies create a specific traffic demand, generally expressed in terms of arbitrary

source-destination pairs, or in terms of transmission rate, or in terms of amount of data to

transmit. Then, they search for the minimal possible schedule length l [22, 63].

These described studies have a common trace: the absence of a combination of resource

constraints (interference) and precedence constraints. In aggregation convergecast, these

requirements are present and restrict possible scheduling solutions. If the precedence con-

straints are not present, the scheduling problem becomes a classical graph coloring problem

[84], which has several heuristic solutions [41].

Another group of studies tries to obtain a solution based on a specific application and its

restrictions. They search for a schedule which optimizes a specific design objective. The

difference between this last group and the previous ones is the specificity of solution de-

manded by the application, instead of being a generic solution using all links and nodes or

to accommodate a uncorrelated traffic demand. We approach the scheduling from the point

of view of this last group.

2.3 Design Objectives

The data collection may have different objectives, depending on the application require-

ments. An application for the scenario presented in Chapter 1 can set the data collection

to achieve different design objectives: one objective can be to minimize the data collection

latency, and another design objective can be to maximize the data collection throughput.

It is also possible to design the system to improve both objectives together in a multi-criteria

optimization, or yet achieve first the best of a first objective, then try to optimize the next

one. The relevance of the objectives used in our thesis are described next.

• Latency Minimization

The minimization the data collection latency is relevant when an application is re-

quested to take actions based on deadlines, such as mission-critical and event-based

applications [59]. Minimization of latency may be attained by minimizing the sched-

ule length, however, it may depend of other of characteristics of the input network,

and also other restrictions.

• Throughput Maximization

Throughput maximization can be an important objective for large, dense networks
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and for applications that require efficient delivery of large amounts of data. This

objective can be characterized by the rate at which collected information can be de-

livered to the sink [78].

The most used method to minimize the data collection latency and to maximize throughput

is the minimization of the schedule length. Small schedule length translates into quicker

data collection. If a complete data collection must be achieved in a single period, both

objectives are optimized at the same time, otherwise, they are decoupled, and a smaller

schedule length increases the throughput, but not necessarily the latency. The schedule

length minimization is, by far, the most used method to achieve such objectives.

2.4 Models

2.4.1 Interference

The use of wireless communication brings the possibility of different types of radio com-

munication failures [109]. The first type of failure occurs when a node attempts to send

multiple messages at once, or it tries to decode multiple messages at the same time. From

the point of view of communication, however, the most important failure is the inability to

receive. It happens when a message is not sufficiently decoded by the intended receiver.

Every transmission involves a sender node u and a receiver node v. If there is a concurrent

transmission from a third nodew, then the radio waves emitted byw interfere with the trans-

mission from node u at receiver node v. The transmission quality is affected negatively. In

the worst case, the receiver node v is unable to correctly interpret the transmission from

node u. This is called interference. There are two widely accepted models to characterize

interference in a wireless network, namely, the physical model and the protocol model [94].

The interference model is important to specify the relationship between the routing topology

and the scheduling of the transmissions. The routing topology will influence/restrict the

scheduling space (when a node can transmit) by the model of interference as well as the

scheduling will influence/restrict the routing topologies (paths select to transmit information

to the sink).

Figure 2.6 captures the essence of the model. Figure 2.6(a), 2.6(b), and 2.6(c) are the cases

where there is some type of conflict. In Figure 2.6(a), the transceiver v can not transmit to

transceiver w and receive from transceiver u at the same time. Figure 2.6(b) shows the case
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Figure 2.6: Interference Model

where two transceivers u and w try to execute a transmission to the same transceiver v at

the same time, causing conflict. The transceiver v, in Figure 2.6(c), can not receive from

transceiver u if transceiver w transmits at the same time to transceiver z, because it causes

conflict. If in the three initial cases there is conflict, Figure 2.6(d) depicts a situation where,

even though transceivers u and w are in transmission range, they can execute transmission

concurrently, because the recipient of their respective transmission are out of range of each

other.

2.4.2 Network and Application Models

Let a wireless sensor network application be defined as an undirected connected graph

G = (V,E), where V represents the set of nodes and E represents the set of edges. Let

|V | = n be the number of nodes on the network and |E| = m be the number of links

wirelessy connecting nodes in the network. Let i be the unique identifier of each node, and

xposi and yposi its Cartesian coordinates. Each node i transmits with a power pwri. Let

s ∈ V be a central entity that coordinates all other nodes on the network. It is assumed that

s has full knowledge of the network in terms of node positions, transmission power, time

and application. The time is slotted.

Let S = {A(1), A(2), · · · , A(r), · · · , A(l)} be the schedule such that A(r) is the set of

active arcs −→uv ∈ E, where u represents the transmitter node and v represents the intended

receiver node during the slot r = {1, · · · , l}, where l represents the schedule length. Each

complete execution of the schedule S accounts for one period pj . The logical topology used

is defined by T =
⋃l
r=1A(r).
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All nodes have precise knowledge about time, such that each node u transmits exactly on

its allowed time slot r. There is no partial transmission or segmentation, such that every

transmission from node u to node v begins and ends during the time slot r. Each time slot

r has a duration of one time unit.

Each node i is composed of one transceiver capable of half-duplex communication. In

simulations we adopt the (Unit Disk Graph) UDG model, where all nodes operate at a

single frequency, at the same power level. The transmission range dtr is fixed and equal

for all nodes. When the distance between nodes u and v is duv ≤ dtr, node u can transmit

and be received by v, and symmetrically, when node v transmits it will be received by u.

The interference range is assumed to be equal to the transmission range. The only reason

for a communication failure is due to interference. We assume link activation model [28]

where interference only matters at the receiver node. The scheduling solution needs to

be collision-free at each intended receiver, without need of carrier sense or other conflict

resolution protocol. All nodes are static.

The time used for the execution of the in-network data processing operation is negligible.

The aggregation is executed during the time slot when a node is receiving a transmission.

At each period pj , each node i generates a new sensor datum. A complete network-wide

aggregation regularly is completed in one period pj since the first period (non-pipelined),

otherwise it is declared that a complete network-wide aggregation is completed using more

than one period pj (pipelined). Every node must transmit in one and only one time slot

during a snapshot collection.

2.4.3 Optimization Problem

The formal optimization formulation for the aggregation convergecast problem has the pa-

rameters listed in Table 2.1. It follows the formal description of the problem presented in

[76]. A optimization model for the pipelined aggregation convergecast problem is presented

in Chapter 5.

xt(vi)(vi, vj) is a boolean variable, which, if evaluated to 1, indicates that arc −−→vivj is active

and a transmission from node vi to node vj takes place at time t(vi); if evaluated to 0,

indicates that this arc is not active at time t(vi). The optimization problem is defined as

follows.
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Table 2.1: Aggregation Convergecast Parameters

n Number of nodes
vi Node i

vs Sink node
t(vi) Transmission time of node vi
r(vi) Recipient of transmission from node vi
l Maximum transmission time t (or schedule length)
Γ1(vi) One-hop neighbour set of node vi
xt(vi)(vi, vj) Transmission from node vi to node vj at time t(vi)

minimize l

such that:

∑
j∈Γ1(vi)\{vs}

l∑
t=1

xt(vi,vj) = 1 (2.1)

∑
j∈Γ1(vi)\{vs}

l∑
t=t(vi)

xt(vj ,vi) = 0 (2.2)

∑
j∈Γ1(r(vi))

x
t(vi)
(r(vi),vj) = 0 (2.3)

∑
j∈Γ1(r(vi)),vj 6=vi

∑
w∈Γ1(vj)

x
t(vi)
(vj ,vw) = 0 (2.4)

Restriction 2.1 enforces a single transmission per node, except for the sink node. Restriction

2.2 ensures that, once a node transmits, it can no longer be the recipient of any transmission

in the same period. Restriction 2.3 imposes that a node can not transmit and receive in

the same time slot (half-duplex). Restriction 2.4 express the requirement that can be no

interference at the receiver node. The problem formulated above has been proved to be hard

by Chen et al.[24], even if restricted to Unit Disk Graphs (UDGs). Therefore, proposed

solutions in the literature are heuristic approximations, or exhaustive search using some

combinatorial tool.
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Chapter 3

A Constraint Satisfaction Model for
Aggregation Convergecast

3.1 Introduction

In this Chapter, we consider the modeling of aggregation convergecast problem in wire-

less sensor networks. We express the problem constraints in a manner compatible with a

constraint programming solver, and extract solutions for small size instances.

Contrary to general purpose computing and networking systems, wireless sensor network

systems are usually conceived with a specific application in mind. The application is typi-

cally the measurement and reporting of certain physical quantities. Little re-configuration

takes place in the post-deployment phase. Generality and flexibility are sacrificed in the

interest of reduced cost. This is to no small measure because of the limited node resources.

In this spirit, wireless sensor networks usually form their own isolated and specialized net-

work, allowing us to develop protocols tailored specifically to the application running on

them.

There is the potential for several combination of paths to aggregate the data in the aggrega-

tion convergecast problem. The union of those paths can be represented by a spanning tree,

which we call the aggregation tree. Determining the spanning tree and its corresponding

optimal makespan schedule has been shown to be an NP-hard problem [24].

The existing approximation heuristics decompose the problem into two steps: a spanning

tree construction, followed by scheduling, using some heuristic [24, 76, 112]. Shortest Path

Trees has been the favorite aggregation tree. However, as of today, there has been no clear

indication as to whether SPTs could result in an optimal schedule. The difficulty of course
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for making any statement about the potential of SPTs is that the quality of the outcome

of all proposed approximations is a function of both the aggregation tree as well as of the

second stage, i.e., of the schedule construction heuristic (given an aggregation tree). In

other words, it has been unclear whether the SPT alone or the subsequent scheduling phase

is to be blamed when inefficient schedules are produced.

In this Chapter, we attempt to elucidate the tradeoffs behind the selection of the optimal

tree. To this end, we do not restrict the family of aggregation trees in any way, and we do

not perform any approximations, thus allowing us to observe if indeed the SPTs appear in

better, or even optimal, schedules than what the current literature produces. The evidence

suggests that the resultant aggregation trees is almost never SPTs and point to alternative

considerations that would be useful when constructing aggregation convergecast scheduling

heuristics.

This Chapter is conceived to present the aggregation convergecast problem in a standardized

Constraint Satisfaction Problem (CSP) form that ensures no misunderstandings about the

nature of the underlying optimization objective and constraints.

Section 3.2 presents an overview of Constrain Programming paradigm. It is followed by

Section 3.3, where we provide an overview of aggregation convergecast trees. Section 3.4

explains what are the variables and constraints used in our aggregation convergecast CP

model. Section 3.5 describes our findings using the model, and Section 3.6 provides the

conclusions.

3.2 Constraint Programming Overview

Constraint programming (CP) is a paradigm for solving combinatorial problems that has

roots on a wide range of ideas from artificial intelligence, computer science, databases, pro-

gramming languages, and operations research. Constraint programming is currently used

on many domains, such as scheduling, planning, vehicle routing, configuration, networks,

and bioinformatics [89]. Constraint programming is a paradigm where the idea is to specify

what the problem is by means of constraints rather than defining in detail the steps of how

to calculate the solution. Constraints are just relations, and a constraint satisfaction problem

states which relations should hold among the given decision variables. Once the problem

has been modeled, the search for solutions is left to a constraint solver.
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Constraint solvers take a CSP, represented in terms of decision variables and constraints,

and find an assignment to all the variables that satisfies the constraints. An method is used

that alternates search and inference. Inference consists of propagating the information con-

tained in one constraint to related constraints. Such inference (usually called constraint

propagation) is useful since it may reduce the search space. The search encompasses the

search of the solution space using techniques like backtracking or branch-and-bound algo-

rithms.

In the following, we give a short overview on some notation and definitions related to

constraint programming. Most definitions follow the ones used in [33, 89].

3.2.1 CSP Elements

A constraint satisfaction problem consists of:

• a set of variables X = {x1, · · · , xk}

• a finite domain set D(xi) of possible values for each xi variable

• a finite constraints set restricting the values that the variables can simultaneously

assume

The CSP elements allow the programmer to model a problem by creating variables, limiting

them to a certain domain, and defining relations between two or more of them in the form

of constraints.

Constraints

A constraint C on X is a subset of the Cartesian product of the domains of the variables in

X . C is a subset of D(x1)× · · · ×D(xk). The tuple (d1, · · · , dk) ∈ C is a solution of the

problem. The domain D(xi) of a variable xi is often a set of integers or an enumerated set

of values. Another possibility are set variables whose values are sets. Each solution assigns

the value di to the variable xi, for all 1 ≤ i ≤ k. We also say that the assignment of a

solution satisfies C. If C = ∅, then there exists no assignment that satisfies C.

A solution to a CSP is an assignment of a value d ∈ D(x) to each x ∈ X , such that all

constraints are satisfied simultaneously. Solving a CSP is to decide whether a CSP has a

solution or not, to find some solution of the CSP, or to enumerate all solutions. Often for
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a CSP, it is not enough to just find a feasible solution, but to find the optimum solution in

relation to a certain criteria. This leads us to the Constraint Optimization Problem (COP).

A very relevant COP is Constraint-Based Scheduling (CBS), described in [12].

Constraint Propagation

The limitations created by the constraints are implemented as propagators. Constraint

solvers, employ propagation, a process whereby values that do not hold for the constraints,

are removed from being possible values of the corresponding variables. The objective of the

propagation is to reduce the domain of the variables to either achieve a solved assignment

or fail.

Every time that a variable xi is assigned, or the domain D(xi) is modified, the propagators

associated to the modified variable are executed. The propagator checks if, with the reduc-

tion of the domain of xi, it is possible to prune the domains of other variables, meaning

that values from other domains can be removed without changing the set of solutions. This

process is called filtering. If a propagator is able to filter other domains, then this action

may trigger the execution of other propagators or another execution of the same propaga-

tor. This process is repeated until the domains reach a stable state or one of the domains

becomes empty.

In most cases, propagation alone is insufficient to solve a problem. Note that the result of

the propagation could be to fail, i.e., when one or more of the variables have no values left

in their domain. A problem is considered solved if each variable has exactly one value to

choose from. However, a problem can be distributable, if it is neither solved nor failed, or,

there are more than one possible values on the domain of the variables. To further reduce

the domain of a distributable case, branching is used. Branching is a way to reduce the

domains of the variables without losing accuracy by removing solutions. Branching takes a

copy of the variables, domains and constraints and adds a new constraint to it.

Search

The search techniques to explore the search space are backtracking search and local search.

A backtracking search performs a depth-search traversal of a search tree. A node fork-

ing represents alternative choices that are available to be examined to find a solution. The

constraints are used to trim forked subtrees with no solution. Backtracking is necessary to
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assure that, if a solution exists, it will be found. During the execution of the exploration pro-

cess, values are assigned to variables according to the rules defined by the branchers. This

process only deals with the choices created by the branchers. By using only choices desig-

nated by the branchers, a search strategy is generic and can be reused for other problems.

The variables are assigned one after another. Filtering takes place after each assignment. If

the domain of a variable becomes empty, a backtrack step is performed and the next search

node is checked out. This is repeated until a value has been successfully assigned to each

variable, or the domain of the first variable in the search tree is empty.

The most common tree traversal technique is depth-first search. One problem with the

depth-first search is, if a bad assignment is used in the initial stages of the search, then we

have to visit all nodes of the possibly huge subtree before the bad decision can be reverted.

One alternative is to use of Limited Discrepancy Search (LDS) [58]. LDS systematically

searches all paths that differ from the heuristic path in at most a small number of decision

points, or discrepancies.

Optimization

Constraint optimization problems are solved using a branch-and-bound search. Initially,

a depth-first search is performed to find a valid solution (d1, · · · , dk) to the underlying

constraint satisfaction problem. The corresponding solution value s = f(d1, · · · , dk) of the

objective function generates an upper bound for the solution. Now, a new constraint is added

to the set of constraints to enforce the upper bound just found f(x1, · · · , xk) < z. The

current solution is invalidated, a backtracking step is performed, and the depth-first search

continues with the additional constraint. If the new CSP is unsatisfiable, then (d1, · · · , dk)

is the optimal solution with value of z. The lack of a new solution ends the process. If

the new CSP has a solution, then we have a new upper bound and the process of adding

a new upper bound is repeated, until an unsatisfiable CSP is reached. The unsatisfiability

proves the optimality of the last valid solution. As the search for the optimal solution can

be quite long, it is also possible to define some timeout for the whole process, and get the

best solution that can be found within the given time.
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3.2.2 Gecode: Generic Constraint Development Environment

The described process takes place usually using some specialized CP solver, a highly op-

timized software for exactly this purpose. Several commercial and open source constraint

solvers, based on different programming languages, are available. Among the C++ based

solvers are: the widely known ILOG solver, from IBM [69], and the open source GEneric

COnstraint Development Environment, Gecode [92]. Gecode is the CP Solver used in

this Chapter, because it is free, well documented, and open for extension of its function-

ality. Gecode is very portable, written in standard compliant C++ and runs on a wide

range of hardware (32bit and 64bit) and operating systems (e.g., Unix/Linux, MacOS X,

Windows). Extensive reference documentation is available. Considering the performance,

Gecode seems to be very competitive even with commercial state-of-the-art solvers. Gecode

can be easily extended with new propagators (as implementations of constraints), variable

domains, branching strategies, and search engines. Gecode’s flexibility owes primarily to

the fact that it offers a variety of models for the formulation of constraint programs: as

domain constraints, as relation constraints, as distinct constraints. In Gecode, constraint

optimization problems are solved using branch-and-bound [31], or depth-first search. A

non-exhaustive list of constraints provided by Gecode are presented in Table 3.1.

Table 3.1: Examples of Gecode constraints

Domain constraints Constrain integer values and variable arrays to values from a given do-
main.

Relation constraints Enforce relations between variables and between variables and integers
values, like (>,<,=, 6=).

Arithmetic constraints Enforce arithmetic operations, like min(x, y), max(x), sqr(x) =
y, mod(y) = c.

Linear constraints Post linear constraints to a variable or array, like
|x|=1∑
i=0

ai · xi = c.

Counting constraints Count how often values are taken by an array.
Graph constraints Enforce some graph property using some variable. Example: circuit(x)

Bin-packing constraints Constrain how many items can be packed into bins.
Distinct constraints Constrain that integer variables take pairwise distinct values.

3.2.3 Modeling and Search Space Reduction

Modeling is the process of transforming problem requirements into a CP solver acceptable

and efficient format. This process can be described by a continuous improvement cycle,

which tries repeatably to answer certain questions:

• Which are the variables to represent the problem? This is the most basic question,
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which must be revised frequently, because often the first model is not the most effi-

cient.

• How to represent the constraints of the problem? A initial ILP representation might

help, but it can be improved using different propagators.

• Is there any relationship between the variables? Often, the problem particularities

may provide relationships that are not evident at first.

• What is the optimization criterion? The criterion depends on the design objective

selected.

• Is the branch heuristic selected efficient for the problem? Constraint programming

framework has a flexible search strategy. Some branching heuristics may have differ-

ent effects during the search.

Searching is the most time consuming part of finding a solution when using a CP model.

After a correct and stable model is obtained, it is necessary to find ways to reduce the search

space, and incorporate them into the model, or into the search strategy. Some intuitions are

presented below in the form of questions:

• Is there a more concise model representation, with less variables? It is not unusual to

realize that a variable can be eliminated because it can be obtained by the combination

of others variables.

• What are the variables’ lower and upper bounds? The variable domain may be elu-

sive. Frequently, the first bound selected is too loose. Some restrictions, intrinsic to

the problem addressed, can be applied. One way to obtain domain reduction is to use

deterministic bounds derived from other works. If an optimal solution is required,

it does not help to search in a solution space when it is known that better solutions

exist.

• What is the most efficient propagator for each constraint? A constraint does not have

a unique implementation. The selection of a propagator that better suits the problem

reduces the search time.

• Is it possible to reduce the solution space with new constraints? In some cases, re-

dundant constraints may prune the search space faster due the constraint propagation.

• Is the sequence of variables to branch compatible with the problem? The sequence
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of the variables to branch affects your search efficiency.

• Are there any equivalent solutions produced by the model? Equivalent or symmetrical

solutions waste time in the search process. Additional constraints may be added to

eliminate redundancies.

3.2.4 Constraint Programming in Networking

The main characteristics and techniques used in Constraint Programming are described in

Section 3.2. The use of CP in networking related studies is not so rare. Recently, CP

has been used to some degree to tackle network problems. In [74], CP is used to create

a declarative constraint solving platform for policy-based channel selection and routing

for multi-radio wireless mesh networks. It permits the specification of policy rules and

operation constraints for channel selection and routing.

Voekler [107] studies the problem of scheduling with topology control in wireless net-

works. He considers networks with fixed transmission power, and networks with freely ad-

justable transmission power. He uses CP as a tool for solving scheduling problems subject

to physical interference model. X-MAC [18] is a MAC protocol used for energy consump-

tion reduction of sensor nodes by controlling the use of the radio transceiver. It is studied in

[115] using CP to obtain appropriate parameters and to automatically adapt them to changes

in network conditions and application requirements. Resource allocation problems in wire-

less mesh networks have also been approached as CP problems [22]. Simonis [95] presents

a number of problems for network design, planning and analysis and show how they can be

addressed with CP solutions.

3.3 Aggregation Convergecast Tree

One typical example of aggregation convergecast is presented on Figure 3.1. A base com-

munication graph with the top node as the sink (where all sensed information should con-

verge) is presented in Figure 3.1(a). Figure 3.1(b), shows a solution using SPT. The number

next to the arrows represents the time slot when a link is allowed to transmit. This solution

needs a time frame length of 6 time slots. Even for this small example, it is possible to

obtain a better schedule, as presented on Figure 3.1(c), where the schedule length has only

4 time slots, but the solution uses a non-SPT topology as aggregation tree.
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(a) Base Graph (b) SPT Schedule (c) Optimal Schedule

Figure 3.1: Schedule solution for example 8-node graph.

Previous works use SPT as the aggregation tree. In [24], the algorithm SDA follows the

shortest data aggregation philosophy. It aggregates data along shortest paths towards the

sink, incrementally constructing smaller and smaller shortest path trees. The algorithm DAS

[112] constructs aggregation trees using connected dominating sets. The WIRES algorithm

[76] uses a heuristic to obtain a variation of the SPT that produces better schedules, however

it is still a SPT-based solution.

The number of the transmissions for a non-SPT topology will be the same as those of

the SPT, because the aggregation convergecast problem already minimizes the number of

transmissions (only one transmission will be performed by each node). However a SPT does

not inherently account for the interference caused by node transmissions which, as we will

see, impacts, as expected, the schedule length. So, it is preferable to select an aggregation

tree that also minimizes the effects of the interference, and this tree is very likely not to be

a SPT.

3.4 Variables and Constraints

The problem is modeled as an undirected graph G = (V,E), where V is the set of nodes

andE is the set of edges representing all communications links available in the transmission

range of the nodes. The number of nodes in the graph is represented by n. A fixed node

s ∈ V is designated as sink. The graph G and the sink node are the inputs for the CP

solver. LSP represents the number of hops of the longest shortest path to the sink. If each
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graph edge has weight 1, then LSP will represent the heaviest (across all nodes) shortest

path from a node u to the sink. In this model, node u represents any node ∈ V or the

transmitter node on a communication link, while v represents the receiver node. N(u)

represents the (one-hop) neighbor set of node u.

Table 3.2: Model Variables

Variable Size Domain Meaning
PP[u] n 1 · · ·n Parent of node u
RR[u] n 1 · · ·n Rank of node u
SH[u] n 1 · · ·n Schedule of node u
CC[t] n 1 · · ·n Parallel TXs on slot t
makespan 1 1 · · ·n Optimization criteria

The model to represent the aggregation convergecast is composed of several variables, de-

scribed in Table 3.2. The variable PP is defined for each node and represents the parent

of the node in the definition of the tree. Each node must have only one parent. Each node

transmits only once and only to its parent. The variable RR is defined for each node and

represents the number of hops to the sink using the selected tree. This variable is used to

ensure that loops are avoided. The variable SH is defined for each node and represents the

time slot in which the node transmits. The variable CC is defined for each time slot and

represents the number of concurrent transmissions in the slot. CC is used to optimize the

search process. The minimum time frame length is the final objective, so a minimization

process is necessary, i.e., not just the generation of a feasible solution. The optimization

criteria is represented by the variable makespan, which stands for the length of the TDMA

schedule. It is trivial to observe that the value of SH variables need not be larger than

n (the number of nodes) since this is the maximum number of time slots necessary when

no concurrent transmission are possible. By the same token, the values of RR, PP and

makespan are upper bounded by number of nodes n.

PP [u] = v ⇒ RR[u] = RR[v] + 1 (3.1)

PP [u] 6= v

{
u→ v /∈ E
u 6= sink

(3.2)

The above constraints are the topology constraints and have the objective of limiting the

communication graph, such that the final results is a spanning tree of the original graph,

rooted at the sink node. Constraint 3.1 specifies that the rank of the node u must be the
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rank of its parent node v plus one. Constraint 3.2 restricts the nodes that can be parent of

node u to only those which have a direct link to it.

PP [u] = v ⇒ SH[u] 6= SH[j]


j ∈ N(v)\{u}
u→ v ∈ E
v → j ∈ E

(3.3)

Constraint 3.3 captures the requirement that there can be no interference at the receiver

node, based on the link activation model [28]. As before, the restriction is only valid when

a specific link u→ v is valid (i.e., if the edge exists).

U V

J1

J2

K

J3

Figure 3.2: Types of interference

The Figure 3.2 shows the conflicts that are avoided between links that share the same neigh-

bor using this constraint. The link transmission u→ v conflicts with with link transmission

j1 → k because node j1 is neighbor of node v and its transmission would jam the reception

on node v, represented by the dashed line. The link transmission j2 → v is not allowed

because it not possible to node v receive two transmissions at the same time. The last con-

flict (representing the half duplex requirement), between link transmission u → v and link

transmission v → j3, is not restricted by the interference constraint, but we do not intro-

duce an additional constraint to handle it, since it is subsumed by an application constraint,

Constraint 3.7. Constraint 3.7 states that if a node is parent (like node v) of another node

(like node u), it should transmit after it (toward node j3), i.e., in a later time slot.

RR[u] = 0
PP [u] = u

}
for (u = sink) (3.4)

SH[sink] > SH[u] {u ∈ V \{sink}} (3.5)

SH[sink] > LSP (3.6)
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PP [u] = v ⇒ SH[u] < SH[v] (3.7)

This set of constraints is related to the aggregation convergecast application. Constraints

3.4 and 3.5 define the unique role of the sink node. It is the beginning of the rank count,

parent of itself, and it must be scheduled (this is a pseudo-transmission to itself acting as

the end delimiter of the schedule) after any other node on the tree. Constraint 3.6 restricts

the domain of the schedule of the sink node, by ensuring that it cannot be smaller than the

longest shortest path. Constraint 3.7 captures the requirement that a parent node can only

transmit after it has received transmissions from all its children.

CC[t] ≥ CC[t+ 1] (3.8)

The above constraint deals with the fact that there are multiple possible feasible solutions for

the same schedule length. The difference between them is not relevant to the optimization

process, but searching all solutions wastes a great amount of computation.

makespan = max(SH) (3.9)

Branching:
{
PP [u]
SH[u]

}
(3.10)

Constraint 3.9 defines how the schedule length is computed. Complementing the model, in

Constraint 3.10, it is indicated which variables must be branched, and the order for such

branching. The model only requires the branching of variable PP , which defines the tree

to be selected, and variable SH , which defines the schedule for each node.

3.5 Results

Using the model presented in the previous section, it is possible to obtain solutions for the

aggregation convergecast problem. Sample graphs were generated by randomly placing

nodes on a square region with constant and uniform transmission range, forming Unit Disk

Graphs (UDG). Groups of 10, 15, 20 and 25-node graphs were produced. On each group,

the graph density ranges from 0.250 to 0.425 approximately. The graph density is defined
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(b) 25-Node Graphs

Figure 3.3: Schedule Length Comparison
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Figure 3.4: Tree Size Comparison
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as the ratio of the number of links on the graph over the maximum possible number of

links (for a completely connected graph with same number of nodes). Using graphs with

different densities allows us to analyse scenarios with different levels of interference. Also,

the aggregation tree size is defined as
∑n

i=1 h(i,sink), where h is the number of hops from

node i to the sink node using the selected tree. That is, the aggregation tree size is the

sum of each node’s hop-count to the sink along the aggregation tree. It is trivial to show

that the smallest aggregation tree size for a graph is achieved by its SPT. A more complete

description of the graphs used is presented on Table 3.3.

Table 3.3: Computational results from random graphs

Nodes Density Degree Edges WIRES CP
10 0.2667 2.4000 12 5 5
10 0.2889 2.6000 13 5 5
10 0.3111 2.8000 14 5 5
10 0.3333 3.0000 15 6 5
10 0.3556 3.2000 16 6 5
10 0.3778 3.4000 17 6 5
10 0.4000 3.6000 18 6 5
10 0.4222 3.8000 19 5 4
15 0.2571 3.6000 27 8 7
15 0.2762 3.8667 29 9 8
15 0.2952 4.1333 31 7 6
15 0.3238 4.5333 34 8 6
15 0.3524 4.9333 37 9 7
15 0.3714 5.2000 39 8 7
15 0.4000 5.6000 42 9 7
15 0.4286 6.0000 45 9 7
20 0.2526 4.8000 48 9 8
20 0.2737 5.2000 52 8 7
20 0.3000 5.7000 57 10 7
20 0.3263 6.2000 62 9 7
20 0.3526 6.7000 67 11 7
20 0.3737 7.1000 71 11 8
20 0.4000 7.6000 76 13 9
20 0.4263 8.1000 81 11 11
25 0.2533 6.0800 76 11 7
25 0.2733 6.5000 82 11 9
25 0.3033 7.2800 91 12 10
25 0.3233 7.7600 97 13 10
25 0.3467 8.3200 104 11 10
25 0.3733 8.9600 112 13 12
25 0.4033 9.6800 121 13 10
25 0.4233 10.1600 127 12 11

Some of the existing (two-phase) aggregation convergecast scheduling heuristics are used

for comparison purposes. The Balanced Shortest Path Tree (BSPT) [76] is used as the

aggregation tree for all examples. For the second phase, three heuristic-based scheduling
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Table 3.4: Minimal Tree Size for 15-node graphs

Density WIRES SPT Size CP Min TS
0.2571 8 42 7 43
0.2762 9 48 8 49
0.2952 7 32 6 34
0.3238 8 36 7 36

6 41
0.3524 9 34 8 35

7 36
0.3714 8 34 7 36
0.4000 9 27 8 28

7 29

algorithms were selected: SDA [24], DAS [112] and WIRES [76].

CP solvers have the downside of spending a large amount of time to obtain an optimal

solution, mainly in the search phase. As the number of constraints and candidate trees is

related to the number of nodes and links, the time required for obtaining results can be

prohibitive. Therefore, the CP results presented may not be optimal, but nonetheless they

required fewer time slots than the heuristics produced.

The results obtained are depicted in Figure 3.3. Note that the results obtained using the

CP model are closer to the minimal schedule possible (expressed by the LSP, used here to

illustrate the lower bound for the convergecast scheduling problem) for the given graphs.

Figure 3.4 presents the tree size difference between BSPT, and the tree obtained from the

best result using the CP model. It is noticeable that tree size obtained with the CP model is

larger than the SPT, suggesting that it is not a good strategy to use SPT for this application.

Table 3.4 depicts the minimum schedule length for 15-node graphs possible to obtain when

we relax the tree size to be larger than the minimum possible size (SPT). Even though this

conclusion seems intuitive, it is remarkable that the algorithms in the literature continue

using SPT as base for their aggregation convergecast tree.

The difference between schedule length obtained by the previous aggregation convergecast

algorithms compared to better solutions from the CP model is related to the characteristics

of the tree selected for the aggregation path. Shortest path trees use the minimal number

of hops from a node to the sink node, independent of whether doing so might prove to be

detrimental to the scheduling phase. This is typically the case when some bottleneck node

is present on the graph, or specially when cliques are present. What we noticed is that SPT
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tends to use the clique internal edges to reach the nodes inside a clique because it produces,

in most cases, the minimal path length to the sink. However, when the clique–internal

edges are used, the nodes belonging to the same clique can not transmit in parallel. Even

worse, if all clique–internal links are directed toward a single node (because it is the shortest

path to the sink), the number of time slots cannot be reduced to less than the number of

nodes in that clique. The final effect is that the overall number of time slots on the schedule

cannot be smaller than the maximal clique on that graph.

Smaller schedules, found by the CP model, are possible by selecting links directed away

from cliques (not using most of the clique internal edges) or bottleneck nodes (lots of in-

coming edges), increasing the size of the tree in order to avoid the serialization of the

transmissions of nodes belonging to the same clique. This is the reason for the surprising

relation between the results in Figure 3.3 and Figure 3.4. Whereas the tree can be signifi-

cantly costlier (for example, the 25-node tree for 0.3 density presents the most pronounced

difference) a shorter schedule can be achieved, even if the schedule is shorter by a couple

of slots. One has to take into account that a couple slots difference might not appear as

a small difference in the absolute sense, but relatively speaking it can represents a 10%

(or even more) improvement over the schedule length produced by the best heuristic. Of

course, due to the computation needs of the constraint solver, we cannot confirm if a similar

proportional improvement is possible for larger networks.

Figure 3.5 presents the solution achieved with the WIRES algorithm (on part (a)) of 13 time

slots, and a solution obtained by the CP Model (on part (b)) of 9 time slots. The links with

arrow indicate the aggregation path and the number beside the nodes shows the time slot

when that node transmits to its parent. Notice how the clique in the upper right hand area

is being partly avoided and how longer paths are effectively used reducing the in-degree of

intermediate nodes in the aggregation tree.

3.6 Conclusions

We model aggregation convergecast scheduling as a Constraint Satisfaction Problem with

the objective of obtaining the shortest possible schedule for a TDMA frame that allows the

complete collection of data to the sink. Constraints related to the topology, the interference,

and the application logic, as well as their relationships are modeled. We observe that SPT

is very likely not the best choice for aggregation tree. While computational limitations
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(a) Tree and Schedule using WIRES, Tree Size: 43, Schedule Length: 13

(b) A solution from CP Model, Tree Size: 57, Schedule Length: 9

Figure 3.5: Graph 20 Nodes - Density 0.400
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do not allow us to derive results for large networks, the produced results provide valuable

insights as to the shape that the optimal schedules and corresponding aggregation trees

possess. Using non-SPT topologies that avoid the use of internal links to large cliques, has

the potential to produce shorter schedules, improve the number of concurrent transmissions

and hence the throughput of the solution. The advantage of topologies with longer paths

suggests that other restrictions, beyond precedence, are important to obtain closer to the

optimal solutions.
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Chapter 4

Augmenting the Two-Phase
Approach Using Convergecast
Restrictions

4.1 Introduction

We explore in this Chapter the aggregation convergecast restrictions, their influence and

how to use them for our benefit. A solution for the aggregation convergecast scheduling

problem must satisfy the many-to-one aggregation process (expressed by precedence con-

straints), combined with the impact of the shared wireless medium (expressed by resource

constraints). Both sets of constraints influence the routing and scheduling.

Several ways to aggregate the same data are possible, and each one of them may be thought

of as represented by a different spanning tree, which we call an aggregation tree. Leaf

nodes send their measurement to their parents. Interior nodes of the tree expect the results

from all their children, and then perform the aggregation operation on the values coming

from their children (and their own value) and finally send the aggregation result to their

parent. In short, aggregation convergecast adds precedence constraints (parents transmit

after receiving from all their children) to reduce overall traffic load. Additionally, due to the

nature of wireless media, a node transmission also interferes with neighboring nodes who

could transmit in the same time slot t. This restriction is termed resource constraint.

In the previous Chapter 3, we demonstrated that the selection of the aggregation spanning

tree is important to reduce the schedule length and, while an SPT contributes to obtain a

small schedule length by reducing the distance between the sink node and all remaining
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nodes on the network, it is unsuccessful in attaining the optimal schedule length. It is

therefore conjectured that we need to search beyond the shortest path criterion to construct

an aggregation tree. The inadequacy of SPTs is reinforced by the tree size metric (sum

of the path lengths from all nodes to the sink) of the optimal solution obtained using the

constraint satisfaction model of Chapter 3 which found the optimal aggregation tree sizes

to be consistently larger than the tree size of the SPT. Under the light of the observations

made in Chapter 3, all previous work in this area, that adopt SPTs, needs to be revisited.

Specifically, since Aggregation Convergecast Scheduling (ACS) can be viewed as subjected

to two types of constraints (precedence constraints induced by the aggregation process, and

resource constraints to express collision/interference avoidance), we can remark that SPT

is a topology that reduces the impact on the schedule length caused by the precedence con-

straints (by reducing the number of hops from any node to the sink). Alone, this approach

is inadequate for addressing the resource constraints. It is therefore instructive to balance

precedence constraints and resource constraints. Towards this end, we will define the other

extreme, i.e., a logical topology that captures the minimization of interference, and then

propose a synthesis between this and SPT to construct trees that balance the impact from

the two sets of constraints.

Additional to the nature of the spanning aggregation tree needed by ACS, it is necessary to

address the scheduling part. Previous work on ACS complexity characterization has demon-

strated that ACS is NP-hard [24]. Consequently, heuristics have been developed based on

the decomposition of the problem in two steps: a spanning tree construction (usually SPT),

followed by the slot-by-slot scheduling. As we will show in this Chapter, the scheduling

step (given a spanning aggregation tree) is an NP-complete problem in its own right. In fact,

it turns out that the scheduling step is a Mixed Graph Coloring (MGC) problem. Through

the relation of ACS to MGC and other related varieties of scheduling problems, we will

adopt corresponding solution strategies.

In this Chapter, we propose an aggregation tree construction suitable for aggregation con-

vergecast that is a synthesis of a tree tailored to precedence constraints and another tree

tailored to resource constraints. Additionally, we show that the scheduling component can

be modeled as a mixed graph coloring problem. Specifically, the extended conflict graph

is introduced, and through it, a mapping from aggregation convergecast to mixed graphs is

described. In the mixed graph, arcs represent the precedence constraints and edges repre-

sent the resource constraints. The mixed graph chromatic number corresponds to the opti-
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mal schedule length. Bounds for the graph coloring are provided and a branch-and-bound

strategy is subsequently developed from which we derive numerical results that allow a

comparison against the current state-of-the-art heuristic.

The rest of this Chapter is organized as follows. In Section 4.2 we introduce concepts

that will be used throughout the Chapter. In Section 4.3, we present how to obtain an

interference-aware logical topology, and how to blend it with another tree that minimizes

the precedence constraints to form a single convergecast tree. In Section 4.4 we show how

an aggregation convergecast scheduling problem can be represented as a MGC problem,

establishing that ACS is NP-complete given a spanning aggregation tree and leading us to

a branch-and-bound algorithm to search for the minimal MGC solution. By combining the

results about the construction of the convergecast tree and the branch-and-bound algorithm,

a series of computational experiments and discussion of their results is presented in Section

4.5. The most relevant works in this area are summarized in Section 4.6. Finally, the

conclusions of the Chapter are presented in Section 4.7.

4.2 Background Basics

We will frequently refer to the conflict graph view of the network. Essentially, a way to

achieve a conflict-free schedule is using conflict graphs derived from the topology (com-

munication) graphs [21]. Each vertex in the conflict graph represents a link in the commu-

nication graph, and each link in the conflict graph represents the conflict between two links

of the communication graph, which cannot be scheduled successfully (i.e., without result-

ing in a collision) in the same time slot. The basic idea of the conflict graph representation

is that every independent vertex set on the conflict graph can be scheduled simultaneously,

i.e., in the same slot. Therefore, the coloring of a conflict graph defines a valid schedule

[9].

However, a valid coloring of the conflict graph is insufficient for providing a valid solution

to ACS. The reason is that the conflict graph does not capture the precedence constraints

of ACS. To illustrate this limitation, consider Figure 4.1. Specifically, Figure 4.1(a) shows

the optimal schedule solution and the corresponding aggregation tree for ACS on a given

(physical topology) graph. The labels next to each arc indicate the arc’s id and its respec-

tive transmission timeslot. In Figure 4.1(b) we show the conflict graph corresponding to the

same physical topology as before, and a valid coloring of the conflict graph. The coloring
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Figure 4.1: Use of a conflict graph to create a schedule for ACS

alone does not provide a specific sequence in which all similarly colored edges are to be

activated. For example, suppose the (arbitrary) order is blue, gray, green, orange, light blue,

then the sequence of transmissions is as depicted at the bottom of 4.1(b). This sequence

violates the precedence constraints as it can be seen by the fact that transmission A4 is

scheduled before transmission A7. To overcome the limitations of conflict graphs, we will

extend the model, subsequently calling it the extended conflict graph, and we will treat it

as a Mixed Graph Coloring (MGC) problem in Section 4.4. In the same section, we show

that the aggregation convergecast scheduling part can be converted into a mixed graph col-

oring problem, which is a NP-Complete problem [87, 88]. With this model, it is possible

to see that ACS has the same restrictions (precedence and resource constraints) as schedul-

ing problems in other fields, such as Job-Shop Scheduling [101] and Multiprocessor Task

Scheduling [15]. We use our understanding of the problem restrictions (precedence and

resource constraints) to convey an enumeration process to search for the chromatic number

of a mixed graph. This process finds progressively smaller schedule lengths for ACS.

43



4.3 Topology Selection

4.3.1 Interference-Aware Aggregation Trees

Clearly, interference is a component that affects the schedule length, because long schedule

lengths may be necessary to accommodate transmissions without collision. We also note

that there always exist a trivial feasible solution to the scheduling problem: one where one

and only one node transmits in each time slot1. The question is if it is possible to obtain an

aggregation tree that accounts for interference in its logical topology to reduce the effects of

interference on the schedule. The answer has been partially explored in [109], which deals

with the problem of finding low-interference topologies, topologies that minimize interfer-

ence according to certain metric. There, two different interference metrics are presented:

an edge-based metric and node-based metric. The edge-based metric counts all nodes that

are within transmission range of either source or the destination nodes as the ones that may

suffer interference. This interference metric is illustrated in Figure 4.2(a). A second way to

represent interference is depicted on Figure 4.2(b), called node-based. This second metric

counts from how many elements a node n receives interference.

Both metrics are limited, from the tree selection point of view, because neither takes into

account the direction of flow. To this end, we adopt a new interference metric, more suitable

to ACS. The new interference metric accounts for interference that would be caused if an

arc −→uv is selected. This new interference metric is presented on Figure 4.2(c). Note that,

under this definition, interference is not symmetric, because the interference caused by arc
−→uv is not necessarily the same as the interference caused by arc −→vu. Formally, we have:

Xarc(
−→uv) = in degree(v) (4.1)

The rationale behind this interference metric is that the arc direction matters. When a highly

connected node receives a transmission, nodes in its vicinity can not transmit (neighbors are

“blocked” in that time slot). However, when the same node transmits, some of its neighbors

may also transmit. On Figure 4.2(c), if node v transmits to node w, node j can transmit

to node k. This difference was not captured in other interference metrics, because they

did not assume knowledge of the applications’ communication needs (i.e., where to send a

transmission next, that is, direction) but rather adopted a node-centered view. Furthermore,
1This solution happens to be the optimal in the special case of a completely connected communication

graph. However, in general, this is not the case.
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Figure 4.2: Interference Measurements

the traditional algorithms (Kruskal and Prim [32]) to obtain a spanning tree T from graph

G = (V,E) where the total weight is minimized, use an undirected graph. The total tree

weight is obtained by w(T ) =
∑

(u,v)∈T w(u, v). These algorithms are inadequate for

constructing the minimum interference tree (MIT) because the edge weight varies according

to the direction selected.

Consider a directed graph G = (V,A), where V is the set of nodes and A is the set of

arcs. Associated with each arc −→uv in A is a cost c(−→uv). Let |V | = n and |A| = m.

The problem is to find a rooted directed spanning tree, TD(V, S) where S ⊆ A such that∑
c(−→uv) for ∀−→uv ∈ S is minimized. The rooted directed spanning tree is defined as a

graph which connects, without cycles, all nodes with n− 1 arcs (each node except the root)

and has one and only one incoming arc. This formulation places the MIT construction in

the class of branching problems, also known as minimum cost arborescence [10, 50]. An

algorithm for solving this problem has been achieved independently by Chu and Liu [30]

and Edmonds [39], while Karp [61] provided a combinatorial optimality proof. An efficient
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implementation has been developed by Gabow et al.[46]. It is polynomially solvable [10].

Specifically, convergecast is an in-branching problem [10]. Therefore, a slight modification

on Edmonds’ algorithm is enough to obtain a MIT. The modification consists of changing

the interference measurement used as weight on each arc to be the in-degree of the arc

source. Upon termination of the algorithm, the resulting tree will be the transpose of MIT.

The algorithm pseudocode is presented in Algorithm 1.

Algorithm 1: Minimum Interference Tree
Input: Undirected Connected Graph G = (V,E), and source node s
Output: Minimum Interference Tree TMIT

1 STEP 1: GEDM ←− create a DAG such that:
2 (a) Transform each edge e ∈ E into two arcs, one in each direction
3 (b) Remove sink’s incident arcs
4 (c) Arc weight wuv = Xarc(

−→vu)
5 STEP 2: TEDM ←− Edmonds(GEDM , s)
6 STEP 3: TMIT ←− T TEDM
7 STEP 4: Return TMIT

Complexity Analysis

We note that, with respect to the run-time complexity of Minimum Interference Tree, STEP

1 part (a) is executed inO(|E|) because each edge should be changed; for part (b) the worst

case is O(|E|) when the initial graph is full mesh; and for part (c), each edge must have its

weight evaluated, which requires run-time of O(|E|). Therefore, the run-time complexity

of STEP 1 is O(|E|).

The analysis of STEP 2 involves the run-time complexity of Edmonds’ algorithm. Accord-

ing to Tofigh [104], Tarjan described an implementation of Edmonds’ algorithm in [102]

that runs in O(|E|log|V |). With a simple modification, the algorithm can run in O(|V |2),

which is more suitable for dense graphs. An implementation error is corrected by Camerini

et al.in [20]. Gabow et al.[46] give an O(|V |log|V | + |E|) implementation for optimum

spanning arborescence. The authors of [46] note that is not possible to improve on the time

complexity for any Edmonds’ algorithm implementation because the algorithm can also be

used to sort n numbers, and sorting n numbers requires O(n log n) time. Since it always

has to inspect every edge of the graph, we cannot expect to find a better run-time complex-

ity for Edmonds’ algorithm than O(|V |log|V | + |E|). Therefore, we will assume that the

run-time complexity for Edmonds’ algorithm is O(|V |log|V |+ |E|).
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Finally, STEP 3 is a trivial operation running in O(E). We conclude that the Minimum

Interference Tree has a run-time complexity which is dominated by the execution of Ed-

monds’ algorithm, i.e., O(|V |log|V |+ |E|).

4.3.2 Trees for Combined Interference and Precedence Constraints

Using the interference metric of Definition 4.1, we calculate the total tree interference cost

c(T ) =
∑
c(−→uv) of each tree presented on Figure 4.3. Each graph represents a different

logical topology organization. Figure 4.3(a) is a dominating set tree, Figure 4.3(b) repre-

sents a shortest path tree, while Figure 4.3(d) is a minimum interference tree. Finally, for

reference, Figure 4.3(c) is an optimal tree obtained through a constraint satisfaction model.

The tree total interference cost, according to Xarc metric, is presented below each graph.

The schedule length obtained by each logical topology follows nicely the tree total interfer-

ence cost, nevertheless MIT (on Figure 4.3(d)) is not the logical topology with minimum

schedule length.

Just by looking at the provided example, it should be clear that even if the total interference

cost is minimal, the schedule is not the shortest possible. A careful observation of Figure

4.3(d) shows that the long path from node F (or G) to node A is the cause of this longer

schedule length. The fact that a MIT (or minimization of resource constraint) alone does

not allow optimal solution is consistent with what happens when a SPT (or minimization

of precedence constraints) is used alone. The logical conclusion is that both constraints

must be addressed in a balanced manner, leading us to logical topologies that express a

combination of the characteristics of SPT (Figure 4.3(b)) and MIT (Figure 4.3(d)).

The search for a logical topology that has both, approximately the minimum cost and ap-

proximately the shortest paths from all nodes u to a root node is not new in communication

or circuit design [2, 27]. However, to the best of our knowledge, it has not been applied to

scheduling problems to reduce the schedule length, using an interference metric as cost.

One approach to obtaining a suitable logical topology is the construction of Light Approx-

imate Shortest-Path Trees (LASTs) from a given directed weighted graph, using the algo-

rithm proposed by Khuller [62]. LASTs approximate simultaneously the cost of a minimum

spanning tree (MST) and the distances of a SPT rooted at a source node, thus yielding a tree

with low total cost as well as a short distance to the source node. This kind of tree is also

called Shallow Light Tree (SLT). An algorithm to obtain such tree was initially proposed
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Figure 4.3: Tree cost using Xarc metric.

by Awerbuch et al.[7]. SLT minimizes simultaneously both weight and depth, combined by

means of a parameter.

Some modifications of the SLT algorithm are necessary to apply it to our context. One

modification is the addition of STEP 7 (of Algorithm 2), because we need that the arcs
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converge to the root (sink node). Another modification is regarding the α parameter. In

ACS, the important metric is the schedule length, which is outside the scope of the tree

construction algorithm. It is therefore assumed that the selection of α is performed for an

indirect purpose, i.e., based on the impact the constructed topology has on the subsequently

constructed schedule length (detailed in the next section). The α parameter forces, for a

given node v, to select the path PMIT
v s (i.e. path over the MIT) if the weight of this path

is not α-times the weight of the path PSPTv s (i.e. the corresponding path over the SPT). In

the context of our problem, it means that a path with smaller sequence of precedence is

preferable if the interference weight count of the path defined by the minimum interference

tree is more than α-times the interference weight count of the path using smaller sequence

of precedences. An algorithm sketch containing all the steps, from the initial undirected

graph to the final aggregation tree, is presented next, in Algorithm 2.

Algorithm 2: Aggregation Convergecast Tree
Input: Undirected Connected Graph G = (V,E), and source node s
Output: Aggregation Convergecast Tree TACT
1 STEP 1: Create a directed graph GD with arc cost cuv = Xarc(

−→uv)
2 STEP 2: Find the min cost arborescence TMIT from (GD, s, c)
3 STEP 3: Find the shortest path tree TSPT from (GD, s)
4 STEP 4: Find a preorder sequence of TMIT , using s as start node
5 STEP 5:
6 begin
7 H ←− TMIT ;
8 α←− parameter that controls the SPT vs. MIT tradeoff;
9 foreach node v in the preorder sequence of TMIT do

10 find a shortest-path PHs v in H ;
11 find a shortest-path PG

D

s v in TSPT ;
12 if c(PHs v) > α · c(PGD

s v) then
13 add all arcs in the path PG

D

s v to H ;
14 end
15 end
16 end
17 STEP 6: Find the shortest-path tree TSLT of H with root node s ;
18 STEP 7: TACT ←− T TSLT ;
19 STEP 8: Return TACT

Complexity Analysis

The run-time complexity of Aggregation Convergecast Tree is as follows: STEP 1 has

run-time complexity of O(|E|). Edmonds’ algorithm is used in STEP 2, and has run-time
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complexity of O(|V |log|V |+ |E|).

STEP 3 has to determine a shortest path tree in a directed graph. Its complexity is dependent

on the algorithm used to accomplish this task. The Bellman-Ford algorithm has a run-

time complexity ofO(|V ||E|) [32], while Dijkstra’s algorithm depends on how the priority

queue is implemented [32]. We will assume a run-time complexity of O(|V |2) [32]. The

preorder sequence required on STEP 4 is also of run-time complexity O(|V |2).

The dominant run-time complexity is STEP 5. Lines 7 is linear to |V |, i.e., O(|V |), while

Line 8 is constant O(1). Lines 10 and 11 both exhibit the same run-time complexity of

O(|V |2) because of the shortest path tree algorithm necessary. As they are inside the loop of

Line 9, their resulting run-time complexity is O(|V |3). Line 13 is not always executed, but

when executed, it has a worst case of O(|V |2). In total, STEP 5 has a run-time complexity

of O(|V |3).

STEP 6 implements another shortest path tree algorithm with a run-time of O(|V |2), and

STEP 7 has a run-time complexity of O(|V |). Therefore, the Aggregation Convergecast

Tree algorithm has run-time complexity of O(|V |3).

4.4 Scheduling Model

4.4.1 The Mixed Graph Coloring Problem

Let GM = (V,A,E) be a mixed graph, where V = {v1, v2, · · · , vn} is a non-empty set

of vertices. A represents the set of arcs, where (vl, vq) is an oriented arc from source l

to destination q. E denotes the set of edges, where [vi, vj ] represents an edge connecting

vertices vi and vj . N denotes the set of natural numbers. The number of vertices of GM is

|V | = n, where n ∈ N.

The function ϕ : V → N is called coloring of the mixed graph GM . The mixed graph

coloring (MGC) problem assigns positive integers to vertices of a mixed graph such that,

if two vertices vi and vj are linked by an edge [vi, vj ] then their colors have to be different

ϕ(i) 6= ϕ(j), and if two vertices vl and vq are linked by an arc (vl, vq), then the color of the

start-vertex has to be smaller than the color of the end-vertex ϕ(l) < ϕ(q). A k-coloring of

a mixed graphGM is a function ϕ : X → {1, 2, · · · , k} such that [vi, vj ] ∈ E, ϕ(i) 6= ϕ(j)

and for (vl, vq) ∈ A, ϕ(l) < ϕ(q). There exists a number of different ϕ functions. The

smallest possible number k is called chromatic number of the mixed graph GM , and it is
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denoted by γ(GM ). A coloring ϕ : V → {1, 2, · · · , γ(GM )} of the mixed graph GM is

optimal. A mixed graph GM must be acyclic, otherwise no proper k-coloring is possible.

The idea of mixed graph was introduced by Sotskov and Tanaev in 1976 [53].

4.4.2 ACS as a MGC

It is straightforward to notice the correspondence between ACS and MGC. The arcs of

the mixed graph can represent the precedence constraints and the edges can represent the

resource constraints among the transmissions. Additionally, a time slot in the schedule may

be represented by a color assignment, which, in the case of an arc, can only increase, and

in case of an edge, must be different. A precedence constraint corresponds to an arc in the

mixed graph. The union over all arcs forms a tree rooted at a single vertex, the sink node s.

As remarked earlier, the coloring of a conflict graph [9, 21] is inadequate because conflict

graphs lack the capacity to express the precedence constraints requirements of ACS. How-

ever, it is possible to represent ACS through mixed graphs derived from conflict graphs.

Specifically, when a link activation (expressed by a node in the conflict graph) is required

to be executed after another link activation (another node in the conflict graph), an arc is

introduced in a mixed graph to express this precedence. This new extended conflict graph

is the missing piece for a complete representation of ACS. In other words, the extended

conflict graph is a mixed graph.

An example of reduction of the ACS problem to a mixed graph is presented in Figure 4.4.

An aggregation convergecast tree is depicted in Figure 4.4(a). The link activations (arcs) of

the aggregation tree are labeled fromA1 toA7, and each time two nodes are in transmission

range, the possible interference is represented by a dotted line. The same labels used to

name link activations on the aggregation tree are applied on the vertices of the mixed graph,

Figure 4.4(b). If a link activation can only be executed after another (e.g. A4 can only

schedule after A7), this dependence is represented by an arc in the mixed graph. Dotted

lines in the mixed graph represent a constraint between two activations. An immediate

consequence of the mapping to MGC is that the ACS scheduling stage (that is, even if we

are given the aggregation tree) is an NP-Complete problem [87, 88].
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Figure 4.4: Reduction from AGS to MGC and Complete Edge Orientation.

4.4.3 ACS Bounds

Through its relation to MGC, we can provide some properties for ACS. The bounds pre-

sented here are applicable to the Strong Mixed Graph Coloring Problem [88]. A coloring
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exists if and only if the mixed graph GM does not contain any directed circuit (which is a

requirement trivially satisfied for ACS instances given that its logical topology is a tree).

The absence of directed circuits is a necessary and sufficient condition for a mixed graph to

admit a strong mixed coloring.

Let P be a directed path in GM . |P | is the number of vertices on this path, and n(GM ) the

number of vertices on the longest path P on graph GM . Let vi be a vertex in the mixed

graph. We denote in(vi) as the inrank of vi, which is the length of the longest directed

path in GM ending in vi. Likewise, out(vi) is the length of the longest directed path in

GM starting in vi. This is the outrank of vi. Also, the number of arcs incident to a vertex

vi ∈ GM is represented by ∆(GM (vi)). Next, we present some propositions applicable to

the aggregation convergecast problem.

Proposition 1. Let l(GM ) be the number of vertices on one of the longest directed path

in GM and ∆(GM ) the maximum arc in-degree of a vertex in GM . Then, γ(GM ) ≥

max{l(GM ),∆(GM )}

Proof. Different colors must be assigned to each vertex on the same directed path, con-

sequently γ(GM ) ≥ l(GM ). In addition, all arcs incident on the same vertex must get

different colors, otherwise a node could receive transmissions at the same time. Therefore

γ(GM ) ≥ ∆(GM ). Thus, γ(GM ) ≥ max{l(GM ),∆(GM )}.

Proposition 2. LetG0
M = (V,A, ∅) be a partial graph fromGM . If γ(G0

M ) is the chromatic

number of G0
M , or the length of one of the longest directed path in γ(G0

M ), then γ(GM ) ≥

γ(G0
M ). γ(G0

M ) is the lower bound and can be determined in polynomial time.

Proof. This proposition is a direct consequence of complexity results from Ries [87] and

Garey&Jonhson [49].

Proposition 3. The chromatic number γ(GM ) is equal or smaller to the cardinality of set

V . In other words, |V | is the upper bound of γ(GM ).

Proof. From [57] it is known that γ(GM ) ≤ γ(GcM ) + |V | − γ(GoM ), where GcM is the

mixed graph without orientations, and GoM is the subgraph generated by the set Vo consist-

ing of the vertices vi, which have at least one incident arc. However, ∀vi, vi ∈ V , therefore

V = Vo, and consequently γ(GcM ) = γ(GoM ). Thus, γ(GM ) ≤ |V |.
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4.4.4 Obtaining the Chromatic Number

Let us define the set Q = {1, · · · , n} as the set of transmissions of the aggregation con-

vergecast problem. In Figure 4.4(a) it would have been represented by a set of vertices.

The set of transmissions is partially ordered because of the precedence constraints of the

problem. The arcs in the extended conflict graph represent this partial order of the trans-

mission set. However, the partial order does not completely define a transmission schedule.

The definition is possible only after the precedence between vertices (or transmissions) that

are in conflict is resolved. That is, after we assign direction (converting them to arcs) to

edges in the mixed graph. Three possibilities exist for each edge. Namely, given an edge

represented by two vertices [i, j] ∈ E, either vertex i is scheduled before vertex j, or vertex

j is scheduled before vertex i, or the orientation of this edge is irrelevant because the or-

der was already established by the arcs (precedence constraints). The selection among the

three possibilities will be determined through an objective function (detailed later), which

we will call F . Therefore, the problem now is to find a feasible schedule to minimize the

value of the objective function F , by orienting the edges that admit orientation in the mixed

graph. For instance, the choice of the arc (i, j) defines the precedence of transmission i

over transmission j. An example of this process is presented on Figure 4.4(c), where the

green arcs represent the edges that were oriented, and the dotted blue lines represent edges

not oriented, because their orientation is irrelevant to the schedule.

Theorem 1. Let P (GM ) be the set of all digraphs, created by orienting each edge of the

mixed graphGM . The digraphGs ∈ P (G) defines a feasible schedule if and only ifGs has

no circuits.

Proof. This theorem is straightforward to derive because if a digraph has a circuit, it does

not define a feasible schedule. See also [101].

Let P̊ (G) be the set of all digraphs without circuits taken from the set P (G). Each digraph

Gs ∈ P̊ (G) defines a unique valid schedule of node transmissions. The task of obtaining

the chromatic number is now to select a digraph Gs whose objective function F (Gs) (the

chromatic number of Gs) attains the minimum value among all feasible digraphs Gs ∈

P̊ (G). The cardinality of the set P̊ (G) has an upper bound of λ(P̊ (G)) ≤ 2|E|, that is the

maximum number of combinations of edge orientations.

In essence, the process of obtaining a valid schedule from a mixed graph consists of remov-
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ing each relevant edge [i, j] ∈ G(M) and replacing it by the arc (i, j) or the arc (j, i). The

sequence of operations defines a sequence of transformations applied on edges. The proof

that such sequence of transformations generates a valid digraph is presented in [97].

Theorem 2. The digraph Gs ∈ P (G) defines a feasible schedule for ACS if and only if two

conditions hold:

1. It is the result of a sequence of transformations applied to the original extended

conflict graph;

2. The digraph Gs on the extended conflict graph contains no circuits.

Proof. As we have seen before, an extended conflict graph represents the constraints of

the aggregation convergecast scheduling problem, and Gs will be a valid schedule after the

relevant edges have been oriented.

4.4.5 A Branch-and-bound Algorithm

Next we define a way to select or search for a digraph Gs ∈ P̊ (G) that minimizes the

objective function F noting that a sequence of transformations T 1, T 2, · · · , Tω defines an

enumeration of all possible digraphsGs ∈ P (G). Each transformation consists of removing

an edge and introducing an arc on the mixed graph, such that, each transformation outputs

a different mixed graph GkM , where k = {1, 2, · · · , ω}. l(GkM ) may be different for each

k, as well as its chromatic number γ(GkM ).

To this end we wish to obtain a sequence of transformations such that a digraph Gs that

minimizes F can be found as fast as possible and, additionally, we avoid transformations

that could create a mixed graph GkM with cycles. We will define conflict edges sets in

increasing level of conflict, following the substance of the method outlined by Andreev et

al.[5]:

• Late conflict set (LC): [vi, vj ] ∈ LC if out(vi) = out(vj)

• Early conflict set (EC): [vi, vj ] ∈ EC if in(vi) = in(vj)

• Both conflict set (BC): [vi, vj ] ∈ BC if out(vi) = out(vj) and in(vi) = in(vj)

• Strong conflict set (SC): [vi, vj ] ∈ SC if out(vi) = out(vj) = in(vi) = in(vj) and,

vi and vj are in a critical path.
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Figure 4.5: Conflict Sets

It is easy to see that, if an edge [vi, vj ] belong to any conflict edge set, then its orientation

produces a circuit-free mixed graph GkM . The reason is that an edge is only in a conflict set

if it has the same inrank or outrank, on both incident vertices, and a circuit is only possible

if two vertices, with different inrank or outrank are connected.

The edge selection order is defined by the sequence of these sets. First we should select

edges in SC, then BC, then EC, and finally in LC. SC has the highest conflict level because

the orientation of an edge on this set will certainly increase l(GkM ). The next set, BC,

contains edges with two types of conflict at the same time. Finally, we selecte edges from

sets EC and LC. An example of the sets is depict at Figure 4.5.

A branch-and-bound approach is appropriate for the search of the optimal value of the

enumeration of the set P (G), using the lower and upper bounds described in Propositions

1 and 3. A branch-and-bound search node corresponds to a mixed graph GkM obtained

from a transformation T k. A search node can branch into up to two descendants, one for

each orientation of the conflict edge selected to be transformed to an arc. Each branch-

ing descendant corresponds to a different mixed graph, constructed by the addition of the

arc created by the orientation of the conflict edge. The two new mixed graphs will be

GM (V,Ak ∪ [vi, vj ], E\(vi, vj)) and GM (V,Ak ∪ [vj , vi], E\(vi, vj)). Ak describes the

current set of arcs of the mixed graph GkM .

The branching process stops if the conflict edge sets are empty. When no more conflict

edges exist, a feasible schedule for the problem has been found. In this case, the sched-
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ule length will be l(GkM ). Each transmission of the aggregation convergecast tree can be

scheduled at the time slot defined by in(vi) of the mixed graph GkM .

Assuming lopt(GM ) is the smallest schedule length found so far during the enumeration

process, and because each search node represents a specific lower bound l(GkM ) that can be

found in polynomial time (Proposition 2), we check, if the lower bound for the current node

is greater or equal to the smallest found so far, and if yes, there is no reason to continue

branching any further. This is because the addition of a new arc (from the transformation

process) can only increase the lower bound. This criterion constitutes an effective method

to prune the search space.

The exploration of the search tree can be performed in different ways. A simple one is

to execute a Depth First Search (DFS) where, after a search node is branched, the search

always continues in one of the branched search nodes, until a stop criterion is met. A second

method uses a sort of guided search, where the branch-and-bound algorithm tries to guess

what would be better branch to explore first, based on some heuristic. The complete process

is described in Algorithm 3.

Complexity Analysis

The Aggregation Convergecast Scheduling algorithm is composed of initialization steps

(Line 1 to Line 5) performed before the main search process (Line 6 to 24). The main step

of the initialization is executed in Line 1, where the TransformAggConvInstance function

creates the mixed graph GM . This function is composed of three parts, each one with a

particular run-time complexity. Initially it is necessary to create the mixed graph vertex

set VM using the aggregation Tree TAGG. As the number of edges of the tree is equal to

the number of vertices minus one, the run-time complexity of this first part is O(|V |). The

second part consists of creating the arc set AM from the precedences of tree TAGG. The

second part requires a run-time complexity of O(|V |2) because for each vertex V we must

check if there exists an arc with its neighbors. The worst case requires that we check against

all other vertices. The third part produces the set EM , which represents the interference

conflicts between the transmissions. In order to check the interference, it is necessary to

determine for each vertex in V , if its 1-hop neighbors have arcs coming from its 2-hop

neighbors. This operation has a run-time complexity of O(|V |3). Therefore, the run-time

complexity of Line 1 isO(|V |3). Lines 2 and 3 are simple operation executed in linear time

O(|V |). Lines 4 and 5 are simple operations requiring O(|1|).
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Algorithm 3: Aggregation Convergecast Scheduling
Input: Undirected Graph G = (V,E) and Aggregation Tree TAGG
Output: Schedule S
1 GM (VM , AM , EM )←− TransformAggConvInstance(G,TAGG)
2 UB ←− |VM | /* upper bound for schedule */
3 Ef ←− EM /* set of edges */
4 N0 ←− CreateSearchNode(GD(VM , AM ), Ef )
5 Q←− enqueue(N0)
6 while Q 6= Ø do
7 Nk(G

k
D, E

k
f )←− unqueue(Q)

8 Ranks←− CalculateInOutRanks(GkD)

9 if l(GkD) < UB then
10 CE ←− CalculateConflictEdgeSets(Ranks)
11 if CE = Ø then
12 if l(GkD) < UB then
13 UB ←− l(GkD)
14 S ←− GetInRank(Ranks)

15 end
16 else
17 ij ←− SelectHighestConflictEdge(CE)

18 Nk+1 ←− CreateSearchNode(GkD(VM , A
k
M ∪
−→
ij ), Ekf \ ij)

19 Q←− enqueue(Nk+1)

20 Nk+2 ←− CreateSearchNode(GkD(VM , A
k
M ∪
−→
ji), Ekf \ ij)

21 Q←− enqueue(Nk+2)

22 end
23 end
24 end
25 return S

From Line 6 to 24 we have the algorithm’s core enumeration process. The run-time com-

plexity depends on the maximum possible size of the search tree. As it is presented in

Theorem 1, the cardinality of the set P̊ (G) is upper bounded by λ(P̊ (G)) ≤ 2|E|, that

is the maximum number of combinations of edge orientations. Therefore, the run-time

complexity of this part is O(2|EM |), a clear exponential run-time complexity. The conclu-

sion is that Aggregation Convergecast Scheduling algorithm has a run-time complexity of

O(2|EM |).

4.5 Experiments and Discussion

A sequence of numerical experiments were carried out to explore both the aggregation tree

selection and the results derived from the branch-and-bound solver for ACS. We generated
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connected graphs generated for a fixed number of nodes n={40, 50, 60}, with varying

number of edges by varying the transmission range, txr, and specifically for txr={0.20,

0.25, 0.30} distance units, with the nodes placed in a square area with side equal to one

distance unit. A number of runs where produced for each parameter setting. The sink node

is randomly selected out of the n nodes. Using these input graphs, aggregation trees are

generated using α={1.00, 1.25, 1.50, 1.75, 2.00, 2.25, 2.50, 2.75, 3.00}. The α selected

range encompasses our interest zone: the most probable values for which the combination

of shortest path and minimum interference trees will produce short schedules. For the

branch-and-bound scheduling, we used a timeout of 3,600s (1 hour) of computation time

on a single processor of a Dual Core AMD Opteron(tm) 280 2.4GHz CPU. With the branch-

and-bound timeout value used, and depending on the input graph, in some cases all runs in

a group terminate, while in others no run can terminate within the given time. If a run could

not terminate in the given time, we report the best solution found up to the termination

of execution, noting that the optimal value could (given more processing time) have been

lower.

Figure 4.6 presents average and 95% confidence interval of the schedule produced by trees

generated using several α values. The points for WIRES correspond to the results of the

WIRES algorithm [76] given the same input, used here as a baseline of current state-of-art

solution for the ACS problem. The points for MIT correspond to the results of the use of

the Minimum Interference Tree (MIT), also used here for comparison purposes.

Figures 4.7 and 4.8 present the results of Tree Size and Interference Weight Count, as the

number of nodes, transmission range and α change. The average results of SPT and MIT

are also used for purposes of comparison.

Figure 4.9 presents the change of the schedule length as α changes with respect to the

schedule lower bound. The points represent the average schedule length for a given α.

4.5.1 Balancing Precedence and Resource Constraints

We explained in the beginning that the aggregation convergecast scheduling problem is

composed of two types of constraints, precedence and resource/interference constraints.

Therefore, we must balance both requirements to obtain results closer to optimal, based on

the control afforded to us by the α parameter. Figure 4.6 shows that there indeed exists an α

such that the combination of both sets of constraints produces a schedule length smaller than
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Figure 4.6: Schedule generated by each tree created using different α

the schedule length obtained when only one restriction (precedence or resource constraint)

is minimized. The results also show that there exists a valley around α’s optimal value.

This optimal α value depends on the input instance: the size of the network in terms of ver-

tices and edges (the more the transmission range the more the edges). The parameter that

seems to cause greater shift on the optimal value of α is the transmission range (hence, edge

density) because it captures the impact of interference, even though higher density can de-

crease the impact of the precedence component; while if the transmission range is smaller,

it will decrease the interference component, and increase the precedence component (i.e.,

longer paths), but not at the same rate. It is noticeable in Figures 4.6(a) to 4.6(i) that the
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Figure 4.7: Tree Size of trees using different α

best α shifts right (increasing in value) following the increased importance of the resource

constraint in dense graphs. On the other hand, in sparse graphs, smaller α produces better

schedule lengths. Therefore, for sparse graphs, SPT is a competitive solution, because the

weight of the precedence constraints is higher.

The effect of the different values for α on the tree size are shown in Figure 4.7 where the two

dotted lines indicate the average tree size of SPT and MIT. These are the limits expected

for the input parameters. The range between the maximum and minimum values do not

change a lot as the transmission range (and hence, density) increases, however it is clear

that the tree size will be smaller when there is a longer transmission range. Furthermore,
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(f) n = 50, txr = 0.30

250

300

350

400

450

500

550

600

650

700

750

800

850

900

SPT Average

MIT Average

●
●

● ● ● ● ● ● ●

1.00
1.25

1.50
1.75

2.00
2.25

2.50
2.75

3.00

Alpha

In
te

rf
er

en
ce

 W
ei

gh
t C

ou
nt

(g) n = 60, txr = 0.20

250

300

350

400

450

500

550

600

650

700

750

800

850

900

SPT Average

MIT Average

●

●

●
● ● ●

● ● ●

1.00
1.25

1.50
1.75

2.00
2.25

2.50
2.75

3.00

Alpha

In
te

rf
er

en
ce

 W
ei

gh
t C

ou
nt

(h) n = 60, txr = 0.25

250

300

350

400

450

500

550

600

650

700

750

800

850

900
SPT Average

MIT Average

●

●

●
● ●

● ● ●
●

1.00
1.25

1.50
1.75

2.00
2.25

2.50
2.75

3.00

Alpha

In
te

rf
er

en
ce

 W
ei

gh
t C

ou
nt

(i) n = 60, txr = 0.30

Figure 4.8: Interference Weight Count for Trees using different α

if the transmission range is kept constant as the number of nodes vary, the SPT average

changes little, while MIT average shifts significantly. Given the same number of nodes and

transmission range, the modification of the α parameter has an almost linear impact on the

tree size.

Figure 4.8 illustrates the influence of α selection on the interference weight count with

respect to two aspects. First, the gap between interference weight averages for MIT and

SPT topologies widens as txr increases. This effect is far less pronounced on the tree size.

The second one is (differently from the almost linear change on the tree size) a non-linear

impact on the interference weight when α changes. This last aspect means that a small
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(f) n = 50, txr = 0.30
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Figure 4.9: Comparison of average schedule obtained and lower bound for different α

variation of the α parameter is enough for a large variation on the amount of transmissions

that could be blocked (to satisfy interference constraints).

In the set of graphs presented in Figure 4.9, the lower line represents the contribution of

precedence constraints on the schedule length, understood as the baseline of what would

have been the schedule length if no interference (resource) constraints existed2. The upper

line is the actual schedule obtained through our runs. The gap between the lines represents

the contribution of the resource (interference) constraints on schedule length. Clearly, de-
2An alternative view of the same is that this line would represent the schedule length achieved if multiple

frequency channel transceivers were used by each node.
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pending on the value of α selected, SPT and MIT will be combined such that this gap is

somehow compressed, otherwise the upper line would just follow the lower line by a con-

stant distance, from the smallest to the highest α used. When the influence of resource

constraints is smaller, as it happens with small txr, the gap is small and constant. The

schedule average line follows closely the trend of the lower bound.

An important open question is what should be the ”best” value for α such that the schedule

is minimized, given a number of nodes, the location of the sink, their transmission ranges

and the area of deployment. A closed form for the optimal α has proved to be beyond our

abilities for the time being. However, two aspects may be used to confine the search for the

best α. The first is that the best α value is higher for higher interference weight. The second

aspect possible to explore is the presence of a single ”inflexion point” on the schedule length

around this best value. As soon as the trend of the schedule length decreasing as α increases,

we can be fairly certain that we have outside the range in which the optimal α is located.

These two aspects could be the basis of an “outer loop” for an iterative optimization strategy

the best α value can be found, and consequently, the optimal schedule length. Finally, we

remark a significant caveat: the timeout used for the branch-and-bound and the fact that

most instances did not fully terminate within the alloted time means that the absolute results,

especially for dense graphs, could change if more processing resources were allocated. This

could cause the best α to shift in some cases. Nevertheless, the results could only improve,

decreasing even more the schedule length.

4.5.2 Generalization of Aggregation Convergecast Scheduling Model

In Section 4.4, we explain how to model aggregation convergecast scheduling problem as

a Mixed Graph Coloring problem, and how precedence and resource constraints fit on this

model. In this part, we explain the equivalence of aggregation convergecast scheduling

to similar (with the same constraints) scheduling problems. The literature of aggregation

convergecast research seems dissociated of scheduling theory. An association is not found

in the literature and it was never addressed by researchers.

Scheduling Theory covers a vast literature [83]. Let’s focus initially in one well known

problem: the Deterministic Job-Shop Scheduling. A Job-Shop consists of a multi-stage

processing system where a set of machines M = {M1,M2, · · · ,Mm} has to process a set

of given jobs J = {J1, J2, · · · , Jn}. Each job Ji is composed of ni ordered operations

(O(i,1), O(i,2), · · · , O(i,ni)). Associated to each operation Oij is a processing requirement
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pij . A release time ri may be associated to the first operation of job Ji, indicating when this

job can start. Each operation Oij is associated to a set of machines µij ⊆ {M1, · · · ,Mm}.

Oij can be executed on machines in µij set. For the specific case of Job-Shop Scheduling,

all µij are one element set, indicating a dedicated machine to execute a specific operation

Oij . A technological route is a sequence of machines (Mi,1,Mi,2, · · · ,Mi,ni) that is used

to process the job Ji. Some conditions are assumed:

• At any time, each machine Mj ∈ M either processes one and only one job from the

set J or is idle.

• At any time, each job Ji ∈ J is either been processed by one machine from set M ,

or is waiting to be processed, or is already completely processed.

• The technological route for processing each job Ji ∈ J is fixed before scheduling.

The objective of the scheduling is to determine a sequence for the set of all operations L =

{L1, · · · , Lq} on the corresponding machines for which the value of the given objective

function F is minimal. A usual objective is to minimize the makespan. The example of Fig-

ure 4.10 presents a job shop of 3 jobs (J1, J2, J3) and 4 machines (M1,M2,M3,M4). The

job J1 is composed of operations {O(1,1), O(2,1), O(3,1)}, J2 has operations {O(2,2), O(1,2),

O(4,2), O(3,2)}, and J3 has {O(1,3), O(2,3), O(4,3)} operations.
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1,3

2,1

2,3

4,2
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4,3

3,2

Source Sink

1,2

J1

J1 J1

J2 J2 J2
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J3 J3

M1

M1

M1

M2

M2M2

M3

M4

Figure 4.10: Disjunctive Graph for Job-Shop problem

It is not hard to see that the job shop scheduling problem have also precedence and resource

constraints. The precedence constraints is defined by sequence of operations (O(i,1), O(i,2),

· · · , O(i,ni)) that each job Ji has to follow. The resource constraints is established by the

impossibility that a given machine Mj execute more than one operation Oij per time. This

machine/resource restriction is expressed by a Disjunctive Graph using a clique among all

the operations that must be executed by the same machine. In Figure 4.10, the set of jobs
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{(2, 1), (2, 2), (2, 3)} are all executed by machineM2. The Disjunctive Graph expresses the

same restrictions conveyed by the extended conflict graph (Figure 4.4) of the aggregation

convergecast scheduling problem.

Both, aggregation convergecast scheduling and job shop scheduling induce mixed graphs

which represent restrictions of each problem. In principle, both problems can be scheduled

by an algorithm similar to the branch-and-bound algorithm presented before. However,

each problem induces different mixed graph classes. For instance, each machine of the

job shop scheduling create disjointed cliques, representing the resource constraint of the

machine. Besides, each machine has no relation with another machine. In aggregation con-

vergecast, the resource constraint created by use of wireless media is blurred. An operation

in Job-Shop scheduling is associated to a single machine (µij set is unitary), which may

not be true for aggregation convergecast. Another different is that Job-Shop Scheduling

has disjointed technological routes. They are independent paths of precedence constraints

that only converge in the last step. By his part, Aggregation Convergecast precedence paths

forms a tree, merging different branches along the way, instead of only in the end. There-

fore, even though some similarities exist, both problems induce different mixed graphs.

The set µij of operation Oij is not necessarily unitary, but can be a subset of the machines

available. If more than one machine is required at a time by operation Oij , the problem is

called Multiprocessor Task Scheduling (MTS). A clarification is necessary. There are two

categories of MTS problems [55]: the first considers that a job needs to be executed by a

given number of processor simultaneously, but choice of the processor is open; the second

category imposes that every job requires a number of dedicated processors 3. Aggregation

Convergecast falls on the second category.

In [15], Brucker presents a classification for classes of scheduling problems. A prob-

lem can be categorized according to a three-field classification α | β | γ, where α spec-

ifies the machine environment, β expresses the jobs characteristics, and γ determines

the optimality criterion. According to this classification, the aggregation convergecast is

a MPTm|intree, pi = 1|Cmax scheduling problem. The parameters of this classification

is explained in Tables 4.1 and 4.2. Studies of this problem can be found in [3, 23, 36, 70].

An aggregation convergecast scheduling problem can easily be transformed into a machine-

job representation. The machine in the Multiprocessor Task Scheduling represents the con-
3The first problem is known as Pm|setj |Cmax, while the second is Pm|fixj |Cmax, [23]
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Table 4.1: Scheduling Class Parameters

Symbol Description
MTPm Multiprocessor tasks environment with m machines
intree The precedence relations between jobs forms an inward rooted tree
pi = 1 The processing time of a task is 1 (Unit-Time Processing)
Cmax The scheduling objective minimizes the makespan max{Ci|i =

1, · · · , n}, where Ci represents the finishing time of job Ji

Table 4.2: Scheduling Implicit Parameters

Symbol Description
β1 = ∅ No preemption is allowed
β5 = ∅ No deadline is specified for each job Ji
ri = 0 The release time of all jobs is assumed to be at the beginning of the

schedule
ni = 1 Each job Ji is composed only one operation {Oi,1}

flict for the execution of each task. This conflict is represented by the edges and arcs on

the extended conflict graph. An immediate equivalence is to transform each edge and arc

into an independent machine, as described in Figure 4.11. The number of machine can be

reduced by decomposing the graph into cliques, and naming each clique as a machine, as

done in Figure 4.12, and described in Table 4.3.

4.6 Previous Work

Several researchers have addressed the ACS problem [24, 38, 73, 76, 114]. The decomposi-

tion we adopt of ACS into an aggregation tree construction (using some heuristic) followed

by a feasible schedule construction (using another heuristic) is the sequence adopted by a

number of papers [24, 76, 112]. Typically, the tree construction is a form of expressing

precedence constraints with limited (if any) representation of the interference constraints,

while the scheduling stage expresses the impact of interference constraints. An explicit si-

multaneous use of both precedence and resource/interference constraints has not yet been

explored. The use of an SPT as the aggregation tree reflects the concern of minimizing

the effects of the precedence constraints on the schedule length, but it is oblivious to the

resource constraints.

We compared our approach with the recent state-of-the-art works in the literature, [76],

where the authors present a heuristic based on using BSPT (Balanced Shortest Path Tree)
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Task Machines Prec
A0 M3 ∅
A1 M1,M3 A0

A2 M1,M2,M6 A3

A3 M2,M3 A0

A4 M1,M5 A1

A5 M1,M4,M7 A3

A6 M2,M7 A3

A7 M4,M5,M6 A4

Table 4.3: Multiprocessor Task
Equivalence

as the aggregation tree. The idea is to select a SPT such that it balances the number of

children among the parents at each graph layer, whereby the number of children is a proxy

of the potential interference. While this approach has the potential to decrease the overall

interference weight, its restriction to particular SPT varieties precludes additional improve-

ment, given the SPT pathologies outlined in Chapter 3.

The combination of precedence and resource constraints with the objective of minimizing

the makespan through a merging of SPT and MIT trees (and therefore using more than one

criterion to optimize the aggregation tree) has been recognized by other authors as well. In

[51], a bi-criteria optimization [86] is used to combine SPT and MIT. The authors formu-

late the optimal aggregation tree construction as a bi-criteria optimization where, given a

threshold on the maximum node degree, the objective is to minimize the maximum number
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of hops (radius) of the tree. This problem is known as the Degree-Bounded Minimum Di-

ameter Spanning Tree [68]. Initially, a backbone tree is constructed by arbitrarily choosing

a local root from hexagon grid cells. These local roots are connected using a BFS (Breast

First Search) approach, starting from the sink node. This constitutes the SPT side of the

approach. After that, local spanning trees are created in each cell with the non-root nodes

such that in each cell no node exceeds a maximum degree ∆∗. The spanning trees are con-

structed using a edge weight similar to Xedge(e) in Figure 4.2(a) from Section 4.3. Even

though our work and [51] have similarities, the objectives are different. The objective of

[51] is to create a tree for a pipelined schedule, which removes the concern about prece-

dence constraints. Therefore, the radius of the resulting tree is not a decisive concern to

their objective. For comparison purposes, we run some simulations, using the scheduler

described in [52] on a set of input graphs.

Table 4.4: SLT vs. BDMRST (200 nodes, α = 1.25, single channel)

BDMRST
Schedule

SLT Schedule BDMSRT Ra-
dius

SLT Radius BDMRST Max
Degree

SLT Max De-
gree

14 16 28 13 6 13
13 16 16 17 6 9
16 18 18 17 8 13
15 17 26 17 6 8
12 14 23 14 5 9

The results on Table 4.4 show that for an α = 1.25 the tree created using BDMRST pro-

duces smaller schedules length. However, this results is for a pipelined schedule, where

precedence constraints do not exist. If precedence is a requirement, as in ACS, the schedule

length would be very different. The column with the BDMRST radius reveals a deep tree.

If this deep tree was used for ACS, the BDMRST schedule would have been at least as long

as the reported tree radius. Interestingly, it is possible to obtain a SLT similar to BDMRST

by determining a suitable value for α. For example, results for an α = 2.25 are presented

in Table 4.5.

Table 4.5: SLT vs. BDMRST (200 nodes, α = 2.25, single channel)

BDMRST
Schedule

SLT Schedule BDMSRT Ra-
dius

SLT Radius BDMRST Max
Degree

SLT Max De-
gree

13 11 24 26 7 8
15 16 21 28 7 14
12 11 26 22 6 6
13 13 27 25 5 8
13 11 23 24 6 7

In [76], Malhotra et al., alongside the introduction of WIRES against which we compared

the numerical results in the previous section, they also remark that for a given routing tree,
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the lower bound on the schedule length ismaxi∈V (ξi + hi), where ξi and hi are the number

of children and hop distance from the sink, respectively, for node i. A heuristic is used to

schedule transmissions from the nodes toward the sink. The idea is to rank all eligible

nodes in decreasing order of their weights (number of non-leaf neighbors). A higher weight

gives a higher relative priority to a node to be scheduled in the current time slot over other

eligible nodes. Such heuristic has the effect of releasing (transmitting) earlier the node that

is blocking more nodes from transmitting. It also creates a collision-free schedule.

In [52], Ghosh et al.address the multi-channel scheduling problem. Given a tree T from a

graphG, andK orthogonal frequencies, a frequency is assigned to each one of the receivers,

and a time slot to each of the edges in T , such that the schedule length is minimized.

The part of [52] relevant to our work for comparison purposes is the time slot assignment.

The authors opt for a greedy time slot assignment scheme for the whole network. The

deployment region is divided into a set of grid cells. Each cell needs γi time slots. If

the set of time slot γi represents a unique color, then the whole network can be schedule

using at most four different colors. As precedence is not required for the schedule, the total

number of time slots required is 4 times the maximum number of slots in any set. Other

works on aggregation convergecast pose different requirements than what we assume here.

For example, one group [37, 93] aims to perform aggregation convergecast scheduling,

but with variable transmission power, such that the original communication graph may

change. Another group [72, 112] seeks a distributed algorithm to execute the aggregation

and scheduling.

Finally, we point out the uniqueness in our approach of obtaining the MIT on the way

to producing the SLT. By adopting a “directed” link activation model (instead of a node

activation model) to capture the interference metric, we have formulated the scheduling

problem in a way specifically suitable to ACS. Our MIT topology differs from works such

as [13, 45, 108] where an initial minimum interference topology was attained by control-

ling transmission power. In ACS, the MIT is an overlay/logical topology whose selection

reduces the interference for the purposes of the schedule length. Conceivably, the MIT

may be constructed after a minimum interference topology (using transmission power con-

trol) has been first selected. However, our MIT algorithm is suitable for ACS compared

to flow-based minimum interference routing (where individual flows are preserved and not

aggregated) [44, 67], because, the aggregation implies non-conservative flow model, which

is clearly not the case with conservative flow-based minimum interference algorithms.
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4.7 Conclusions

The precedence and resource constraints were explored in depth. Existing solutions priori-

tize one constraint over another instead of approaching the problem as a case of bi-criteria

optimization. We propose a method to combine both constraints such that the resulting log-

ical topology is a synthesis of properties of a shortest path tree (minimum precedence con-

straint tree) and properties of a minimum interference tree (minimum resource constraint

tree).

Additionally, it is shown that aggregation convergecast scheduling can be modeled as a

mixed graph coloring. This led us to the definition of an extended conflict graph represen-

tation for the aggregation convergecast. Arcs represent the aggregation paths, and edges

represent interference conflict between two transmissions. The chromatic number and rel-

evant properties for the mixed graph are presented. A branch-and-bound method to obtain

the schedule length is developed. Extensive simulation results show that the right balance

between precedence constraints and resource constraints produces schedule lengths shorter

than current state-of-the-art heuristics can attain. We also observe that the aggregation con-

vergecast scheduling is focused to a single collection of all sensor data to the sink, and

hence centered on completing the collection in the shortest amount of time.
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Chapter 5

Pipelined Aggregation Convergecast

5.1 Introduction

The aggregation convergecast scheduling problem is concerned with determining the best

aggregation tree in terms of schedule length required to collect a single snapshot of data

from the nodes to the sink. Essentially, the output of aggregation convergecast scheduling

is a schedule of transmissions and a corresponding aggregation tree.

In aggregation convergecast, leaf nodes transmit their measurements to their parent nodes.

Interior nodes of the tree perform the aggregation operation on the values arriving from

their children (and their own value) and transmit the aggregation result to their own parent

node. The restriction of forcing parent nodes to wait for the results from all their designated

children to be received before they produce and transmit the aggregation result, is called

precedence constraint.

The solution approach used in most of the relevant literature is to decompose the problem

into two phases: the first one constructs an aggregation tree (i.e., determines the routing),

and the second determines the transmission time of each node (i.e., scheduling). Both

phases rely on heuristics. Two points are (sometimes implicitly) assumed: (a) that it is

necessary to define an aggregation tree first in order to obtain a schedule (the two phase ap-

proach), and (b) the (strict) enforcement of precedence constraints as having to be satisfied

within one schedule cycle.

Aggregation convergecast schedule has, thus far, been interested in a single (isolated) col-

lection of all sensor data to the sink, and hence focused on completing the collection in

the shortest amount of time. While this approach is desirable for some classes of applica-
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tions, it does not serve other applications, such as the continuously running data aggregation

queries. Continuously running queries may prefer the ability to collect frequent samples

from the entire sensor field, to allow a finer temporal reconstruction of the observed phe-

nomenon. Such applications demand higher sampling rate, i.e., a higher rate of snapshots

being collected per unit of time, and hence higher throughput data collection. In fact, we

may be willing to accept a longer lead–in time for the first snapshot to be collected as long

as the collections can be performed at a higher rate. To this end, we consider relaxing

assumption (b) mentioned in the previous paragraph.

Specifically, the solution proposed in this Chapter considers satisfying the totality of prece-

dence constraints over a timespan of multiple, consecutive, scheduling cycles. In contrast,

the characteristic of a single data collection cycle is that within each scheduling cycle a

single snapshot is allowed to be transmitted. Compared to previous schemes, our main idea

is to produce a short scheduling cycle. However, a single such cycle will be insufficient

to complete the data aggregation of a single snapshot of data from all sensors. Multiple

such cycles are needed to complete a single snapshot aggregation, but the upside is that

within a scheduling cycle, several data aggregation snapshots may be collected/aggregated

in parallel, i.e., a form of pipelining of many snapshots by interleaving their collection over

time.

The intuition is that pipelining should be possible because of the extent that spatial reuse of

the medium in a multi-hop wireless network is possible. This ”spatial” dimension can be

roughly thought as representing stages of a pipeline. An example of the benefits of using

pipelining is presented in Figure 5.1. The throughput of 1/7 (Figure 5.1(b)) without using

pipelining increases to 1/4 (Figure 5.1(c)) using pipelining. For example, in Figure 5.1(c),

node 13 cannot transmit the aggregation (for one particular snapshot) within a scheduling

cycle, as node 12 (which feeds 13) is set for transmit (in schedule order) after node 13,

hence the precedence constraint of 11 and 12 transmitting to 13 before 13 can transmit is

satisfied across two schedule cycles. The tree topology depicted in Figure 5.1 is, relatively

speaking, trivial to pipeline. As we will see in subsequent sections, our pipelining technique

applies to arbitrary connected graphs.

Our proposal involves the unconventional approach of constructing the schedule before

finalizing the exact form of the precedence constraints, i.e., before determining the data

aggregation tree, which in turn requires that the schedule construction phase guarantees that

every node can reach the sink. We compare our results using pipelining against a previously
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Figure 5.1: Throughput improvement using pipelining

proposed algorithm that also uses pipelining, as well as against an algorithm that, although

lacking pipelining, exhibits the ability to produce very short schedules. The results confirm

the potential to achieve a substantial throughput increase at the cost of increased latency.

The remaining of the Chapter is organized as follows. In Section 5.2, related work is pre-

sented. Section 5.3 contains the aggregation convergecast related definitions. The proposed
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algorithm is described and discussed in Section 5.4. Extensive simulations and consequent

results are presented in Section 5.5. Energy consumption is addressed in a separated part.

Finally, Section 5.6 concludes the Chapter.

5.2 Related Work

We consider three relevant aspects for the purposes of study in the current Chapter: the

relaxation of precedence constraints in a single cycle, the sequence (order of steps) to obtain

a solution (node scheduling first, aggregation tree later); and, the use of pipelining. With

respect to the first aspect, most works explicitly force parent nodes to only transmit after

they have received the transmission from all their designated children in the same cycle [76],

while other works use the same restriction implicitly [4, 111]. On the second aspect, to the

best of our knowledge, all previous algorithms decide first about aggregation tree, and later

about the node’s transmission time/schedule. On the third aspect, we did not locate in the

literature a solution proposing pipelining, except for [52]. Even though, Ghosh et al. use

pipelining, they first commit to an aggregation tree, and create a pipelined schedule over

this tree. We did not find a single work that jointly combines the three aspects mentioned.

Since the closest to our work is [52], we provide a summary of its operation. The ag-

gregation tree constructed is called a Bounded-Degree Minimum-Radius Spanning Tree

(BDMRST). The aggregation tree uses bi-criteria optimization to combine a Shortest Path

Tree and a Minimum Interference Tree. The optimal aggregation tree construction is for-

mulated as follows: given a threshold on the maximum node degree, the objective is to

minimize the maximum number of hops (radius) in the tree. Subsequently, the aggregation

tree is used as the basis for multi-channel scheduling. The WSN deployment area is divided

into a set of square grid cells. First, frequencies are assigned to receivers of the tree on each

cell, then a greedy time slot assignment scheme is employed for each cell. The scheduling

algorithm does not require the precedence constraint, instead, a pipeline is established for

the sink to receive aggregated data from all nodes.

5.3 Preliminary Definitions

Definition 5.3.1. Let snapshot st be defined as the union of the sensed values produced by

n sensors at a particular time instant t.
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Definition 5.3.2. The collection delay ∆c is the difference between the time t when a snap-

shot (sensing by all nodes simultaneously and across all nodes of the network) is taken and

the time when the sink has received all the data related to this snapshot.

Definition 5.3.3. Precedence constraint is the restriction that once a node transmits, for the

purpose of a particular single snapshot data collection, it can no longer be the destination

for any transmissions related to this same snapshot.

The way precedence constraints were captured in previous works resulted in significant

reduction on the solution space of possible schedules, because of only allowing solutions

where the collection latency, ∆c, (from snapshot “capture” to arrival at the sink) was the

same as the length of the schedule cycle, l. For pipelined aggregation convergecast we

introduce some additional definitions:

Definition 5.3.4. An aggregation convergecast employs pipelining if the sensors can be-

gin to transmit data of the next snapshot stk+1 before the previous snapshot stk has been

completely received by the sink.

Definition 5.3.5. Inter-snapshot delay δs is the time difference as perceived by the sink

between a snapshot stk and the next snapshot stk+1 being completely received.

The rate at which snapshots are created should match the rate at which they are delivered

to the sink. Hence, δs is a property of the particular schedule which, in turn, defines how

frequently the snapshots can be generated. Also, after an initial transient time where no

snapshot has completely been received by the sink, we reach a steady-state, whereby the

pipeline is kept utilized and reception of snapshots is periodically completed at the sink. It

is trivial to note (by contradiction) that in steady-state the inter-snapshot delay is equal to

the schedule length δs = l.

The purpose of pipeline is to have more than one snapshot propagating through the network

during each schedule period, and hence ∆c ≥ δs(= l), noting that in previous works these

three quantities were equal.

Definition 5.3.6. Aggregated Throughput C is the ratio of the amount of data of one snap-

shot over the inter-snapshot delay, C = n
δs

. It can also be understood as the rate of com-

pleted data snapshot collections per unit of time, as perceived by the sink node.

The solution strategy we advocate for pipelined aggregation convergecast, tries to reduce l

by constructing a “tight” schedule and subsequently constructing an aggregation tree that
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“fits” with the schedule. This inversion of order (compared to previous work on aggregation

convergecast) comes with particular requirements for what interference model can be used

during the schedule construction phase. Two such models are commonly used: node activa-

tion and link activation models [54]. It is commonly understood that in the node activation

model, when a node is scheduled to transmit, there should be no transmission by any of

its 1st and 2nd hop neighbors. The appeal of the node activation model is that we do not

need to commit who is the intended recipient (1st hop neighbor) of the transmission node,

i.e., it is a model that allows us to decide on a schedule before we decide on routing. This

flexibility comes at the cost of low throughput [54].

In the link activation method, an edge (without direction) or an arc (with direction) is what

is scheduled. In the case of an edge, no direction is designated. Then, it is necessary

to block edges up to 2 hops away from both vertices from being active at same time to

avoid collisions. This form of blocking is even higher then in the node activation model.

More useful is the case of directed (arc) link activation. In this case, the arc’s source node

transmits, and must be received in a collision–/interference–free manner only by the arc’s

destination node. Hence, arc link activation models achieve higher throughput than node

activation [54]. It comes also at a price. Namely, it is necessary to commit first to a desired

direction (routing) before deciding when an arc is active (scheduling).

In the proposed approach, because routing follows the schedule construction, we will not

use the link activation model and will opt for a node activation model with full knowledge

of the fact that doing so risks the reduction of overall throughput. As we will see in the

following, any such reduction is apparently compensated by the throughput increase gained

by pipelining.

In summary, we define the schedule S = {S(1), S(2), · · · , S(r), · · · , S(l)} be the se-

quence of concurrent transmissions S(i) taking place in slot i. S(i) is the set of nodes that

transmit in slot i, also called the set of active nodes in the i–th slot. Assume vj ∈ S(i) is a

node transmitting in slot i, we denote by avj the outgoing arc towards the sink of the trans-

mission of node vj . It follows that the aggregation tree is defined by T =
⋃
v∈V−{s} av.

In previous aggregation convergecast schemes, av was fixed by means of a pre-computed

aggregation tree, while in the pipelining proposed here, av is determined by a particular

spanning tree construction phase subsequent to the scheduling phase.

An additional complication of our approach is that the direction that sensed data can be
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forwarded toward the sink could be restricted by the interference due to scheduled trans-

missions. Hence, we need to incorporate some notion of interference’s impact during the

schedule construction. This is accomplished by enforcing a very mild requirement we call

the reachability constraint. It essentially states that no interference from scheduled trans-

missions is possible to disrupt the ability of any node in the network to have at least one path

from itself to the sink. Note that this property does not imply any optimality with respect

to such a path. However, as the reader may have noticed, long paths are not fundamentally

against our objectives because we are ready to accept increased latency in favor of higher

throughput.

Definition 5.3.7. A schedule S respects the Reachability Constraint if there exists at least

one directed path Pv s from each node v to the sink node s where each intermediate node

in sequence of the path can receive the transmission without collisions.

5.4 Pipeline Scheduling Algorithm

We have now all the elements necessary to propose a solution. The schedule is to be cre-

ated without paying attention to precedence constraints, but by merely ensuring that there

exists reachability between all nodes and the sink. The purpose is to create a short schedule,

which translates to high throughput. Once the schedule is completed, we produce the ag-

gregation tree (a guarantee exists that at least one such tree exists due to reachability being

satisfied) that exhibits the smallest possible collection latency cost. The described approach

represents a radical departure from previous solutions. Algorithm 4 shows our approach.

Initially, the input graph must be transformed into a directed graph, with two arcs per edge.

Another preliminary action is the removal of all outgoing arcs from the sink, because the

sink does not transmit. These actions are executed by the function TransfGraph in Line 1.

Line 2 selects an order by which the vertices will be processed. We consider three heuristics.

Each heuristic may employ multiple decision criteria. The first heuristic applies tree criteria.

The first criterion, (a), is to select the vertex whose outgoing arc has the largest number of

common neighbors between itself and the destination vertex. The rationale behind this

heuristic is to identify the vertices inside large cliques on the graph and schedule them

sooner, because they could remove more conflicting arcs (explained latter). As more than

one vertex may have the same number of common neighbors, the second criterion, (b), is

to give preference to vertices further away (hop distance) from the sink. The rationale is
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Algorithm 4: Pipelined Aggregation Convergecast
Input: G(V,E), sink
Output: T, sched

1: G′(V,A)← TransfGraph(G)
2: Vo ← OrderV ertices(G′)
3: for (i = 1 to |Vo|) do
4: reachable← false
5: sched(vi)← 0
6: while (reachable = false) do
7: reachable← true
8: sched(vi)← sched(vi) + 1
9: Ac ← ConflictArcs(G′, sched, vi)

10: reachable← Reachability(G′, Ac, vi)
11: if (reachable = true) then
12: G′ ← G′(V,A\Ac)
13: end if
14: end while
15: end for
16: for (j = 1 to |A(G′)|) do
17: w[arcj ]← SchedDifference(arcj)
18: end for
19: G∗ ← G′(V,AT )
20: TMCA ←MinCostArborescence(G∗, w, sched)
21: T ← (TMCA)T

to remove more arcs far from the sink first and leave the region close to the sink (where

all paths must inescapably converge) with more path options. If still there is a tie, the third

criterion, (c), selects first vertices of higher ID. The second heuristic is a variation of the

first one whereby the criteria of hop distance from the sink is applied first (criterion (b)), and

then the criterion of the number of common neighbors (criterion (a)), and then, in the event

of a tie, the order is decided based on higher ID (criterion (c)). Finally, the last heuristic

selects randomly a vertex order.

Once a vertex order is defined, the algorithm processes nodes following the order selected,

trying to assign each vertex to transmit at the earliest possible timeslot. This is executed in

lines 3 to 8. A vertex vi is taken from the queue to be processed. A tentative schedule for

node vi is stored in sched(vi), representing the slot index within the schedule cycle. The

boolean variable reachable is used to indicate if the sink node is reachable by all vertices

on the graph.

Once a tentative schedule (i.e., slot in which to transmit) is selected for vertex vi, it is
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time to verify if this selection does not break the reachability restriction. First, the algo-

rithm determines which are the conflicting arcs. Conflicting arcs are those that would not

be possible to be used because their activation would violate the primary or secondary in-

terference constraints. The conflicting arcs are determined by the function ConflictArcs in

Line 9. Clearly, the interference is applied here to restrict the paths available to reach the

sink instead of restricting the time slots available for vertex transmission.

Line 10 is used to verify if the removal of the conflicting arcs, identified in Line 9, would

break the reachability constraint. Function Reachability checks if the sink node is reachable

from each vi’s 1-hop and 2-hop neighbors.

Let Γ1(vi) be the set of vi’s one-hop neighbours, and Γ2(vi) the set of two-hop neighbours.

Let the set of nodes in vi’s local region (inclusive of vi) be defined as N (vi) = {vi ∪

Γ1(vi) ∪ Γ2(vi)}.

Definition 5.4.1. Convergecast Reachability is the property according to which all vertices

u ∈ V in the directed graph G′(V,A) can reach the sink node.

Lemma 1. A directed graph G′, which satisfies the convergecast reachability, maintains

this property when vertex vi is additionally scheduled, if and only if all w ∈ N (vi) can

reach the sink after vi is scheduled. This can be trivially verified by inspecting the reacha-

bility of the nodes in N (vi).

Proof. A vertex transmission only affects incoming arcs to the vertices in {vi ∪ Γ1(vi)},

because these are the vertices affected by the primary and secondary conflicts. An incoming

arc to Γ1(vi) comes from at most vertices in Γ2(vi). An interruption in a directed path

Pu = {−→uw,−−→w, z1,
−−−→z1, z2, · · · ,

−−−−−→
zk, sink} (starting in vertex u) also interrupts all directed

paths where Pu is a subset. Only vertices for which all their possible paths to the sink cross

vertices in N (vi) may have their reachability affected, as they would otherwise have an

alternative path that does not involve N (vi). Assuming that at least one vertex of its path

is in N (vi), then checking if all vertices in N (vi) maintain their reachability to the sink is

sufficient to guarantee that the remaining vertices in V also preserve their reachability to

the sink. The contrary is also true, because N (vi) ⊂ V . Therefore, a directed graph G′

maintains the convergecast reachability property by inspecting only whether the vertices in

N (vi) maintain their reachability to the sink subject to vi’s schedule.
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The reachability verification can be performed using Breadth First Search (BFS), based on

Lemma 1. Each vertex in N (vi) is selected as root. If no reachability violation occurs,

the tentative schedule is valid, and is committed. If the reachability restriction still holds,

all the conflicting arcs Ac, identified before, are removed from graph G′. The removal is

executed in Lines 11 to 13. If a reachability violation happens, no arc is removed, and the

same vertex vi is processed again with a new tentative schedule (at the next slot). If the

search for a schedule slot for vi without producing reachability violation turns up fruitless,

i.e., all slots thus far defined for the schedule have been exhausted, then the schedule length

expands by one slot (by virtue of Line 8) and vertex vi is trivially scheduled for transmission

in that slot.

Once a schedule is defined for all vertices, we need the aggregation tree, preferably one

that minimizes the delay. The intermediate result so far is a directed subgraph with the

transmission time for each vertex. Each vertex might have more than one path to reach the

sink node. After node vi transmission, the information content is only forwarded further to

the sink after node vi’s destination transmission. This slack time between the source vertex

u transmission and the destination node v transmission can be used to differentiate between

two or more possible candidates, say v′ and v′′, i.e., whether to use arc
−→
uv′ or arc

−−→
uv′′.

Therefore, we calculate the slack times for all nodes in Lines 16-18 and use them as the

weight of each arc. If the destination vertex is scheduled after the source vertex, the time

difference will be w[−→uv] = sched(v)− sched(u). If vertex v is scheduled before vertex u,

we make use of the fact that the information collection is periodic, and that the schedule is

periodically repeated. If the destination vertex has already transmitted in the current cycle,

the time slack lasts until v’s transmission on the next cycle. Therefore, the time slack will

be w[−→uv] = max(sched) − sched(u) + sched(v) + 1. Here max(sched) indicates the

length of the schedule cycle (in slots).

Each arc has now a weight expressing the time elapsed from the arc’s source transmission

to the time it is forwarded by the arc’s destination (or the delay associated to the “use” of

this arc). Our objective now is to find an aggregation tree that minimizes the overall delay.

How can such minimum weight tree be obtained? The traditional algorithms (Kruskal and

Prim [32]) to obtain a spanning tree T use an undirected graphs. Therefore these algorithms

cannot be directly used. The problem is related to computing a rooted directed spanning

tree. The rooted directed spanning tree is a graph which connects, without any cycle, all

nodes with n − 1 arcs (each node except the root) and each node has one and only one
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incoming arc. This formulation belongs to a class of branching problems, also known as

minimum cost arborescence (MCA) [10]. An algorithm for solving this problem has been

proposed by Edmonds [39]. The MCA algorithm is capable of obtaining a result even if the

input graph has cycles.
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Figure 5.2: Execution of Algorithm 4

More specifically, convergecast can be seen as an in-branching problem [10]. Therefore,
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Figure 5.3: Pipeline of Algorithm 4

a slight modification on Edmonds’ algorithm is enough to obtain an aggregation tree. The

modification consists in changing the direction of the arcs obtained after Line 18, using

the same weights obtained before. This operation is executed in Line 19. In Line 20, the

minimum cost arborescence algorithm is used and an outward tree is obtained. The last

step is executed in Line 21, and consists in reverting back the arc’s direction. In the end, we

have the schedule obtained in Line 15, and the aggregation tree obtained on Line 21.

An example of execution of the algorithm is presented on Figure 5.2. Figure 5.2(a) contain

the input graph with node IDs. The result of the first phase is depicted in Figure 5.2(b).

The number inside the circles indicates the timeslot selected for each node transmission.

The dotted arcs indicate the conflicting arcs removed during the schedule selection. Figure

5.2(c) represents the status after execution of Line 19, where the directed graph is ready to

be used by MCA algorithm. The number besides each arc indicates the time slack. The final

result of the pipeline aggregation convergecast algorithm is depicted on Figure 5.2(d). The

aggregation convergecast execution is depicted in Figure 5.3. In this example, one snapshot

propagation may span three schedule cycles (only two snapshots are shown in the Figure),

therefore, up to three snapshots are propagating at the same time through the network.
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The box of the sink node is depicted in gray because it does not actually transmit. Sink’s

presence on Figure 5.3 is provided to delineate when a snapshot is completely received.

5.4.1 Complexity Analysis

The run-time complexity of Pipelined Aggregation Convergecast is as follows: Line 1 has

run-time complexity of O(|V |). Line 2 may have different run-time complexity depending

of the heuristic used. The first heuristic ACSPIPE 1 is the more demanding, because it has

to transverse each edge of the graph and get the first and second neighborhood of each of its

endpoints in order to define how many common neighbors the endpoints have. Therefore,

its run-time complexity is O(|E||V |2). The second heuristic ACSPIPE 2 is executed in

O(|E| + |V |) because a BFS is enough to define which layer each vertex belongs to. The

last heuristic ACSPIPE 3 needs a run-time complexity of no more than O(|V |) to get a

random vertex. The vertex ordering, using weights from the heuristics, can be executed in

O(|V |2). The execution of ACSPIPE 1 heuristic represents the worst case. Therefore, the

run-time complexity of Line 2 is O(|E||V |2).

The scheduling part is executed from Line 3 to Line 15. Line 3 shows that each vertex must

be picked to be scheduled Thus, it is executed |V | times. Line 6 indicates that each vertex

may be rescheduled n times, until there is no conflict with the previous scheduled vertices.

The estimation of the magnitude of n is hard. However, we know that n ≤ |V |, because

|V | is the schedule length’s upper bound, or the maximum number of timeslots to be tested

on each vertex. Line 9 obtains the conflicting arcs surrounding vertex v. It is possible to

discover the conflicts inspecting v’s first and second neighbors and verifying their scheduled

time. Therefore, it is necessary at most |V |2 steps. The reachability verification, executed in

Line 10, can be done by BFS on O(|E|+ |V |). Line 12 is a simple arc removal, which has

a run-time complexity of O(|E|). The remaining lines of the scheduling part are executed

with run-time complexity of O(1). The worst case run-time complexity of the scheduling

part is O(|V |4).

The algorithm last block defines the routing part. The slack time, calculated in Line 16 and

Line 17, has run-time complexity ofO(|E|). Line 19 and Line 21 are simple arc inversions,

each one executed in O(|E|). The analysis of Line 20 involves the run-time complexity of

Edmonds’ algorithm, used to obtain the minimum cost arborescence. According to Tofigh

[104], Tarjan described an implementation of Edmonds’ algorithm in [102] that runs in

O(|E|log|V |). With a simple modification, the algorithm can run in O(|V |2), which is
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more suitable for dense graphs. An implementation error is corrected by Camerini et al.in

[20]. Gabow et al.[46] give an O(|V |log|V |+ |E|) implementation for optimum spanning

arborescence. The authors of [46] note that is not possible to improve on the time complex-

ity for any Edmonds’ algorithm implementation because the algorithm can also be used to

sort n numbers, and sorting n numbers requires O(n log n) time. Since it always has to

inspect every edge of the graph, we cannot expect to find a better run-time complexity for

Edmonds’ algorithm thanO(|V |log|V |+ |E|). Therefore, we will assume that the run-time

complexity for Edmonds’ algorithm is O(|V |log|V |+ |E|).

Based on the analysis of the 3 parts of the Pipelined Aggregation Convergecast algorithm,

setup and vertex order definition (Lines 1-2), scheduling part (Lines 3-15), and routing part

(Lines 16-21), the run-time complexity of our algorithm is O(|V |4).

5.5 Experiments

We evaluate our algorithm performance using a set of connected graphs generated by plac-

ing sensors in a square region of size 200 × 200. The sensor positions are uniformly ran-

domly distributed over the area. The sink node position is also random. Each node has

transmission range of R = 25, unless otherwise noted. We used sets of nodes ranging

from 200 to 800 nodes. Each point in the figures represents the average value for a set

of ten graphs with the same number of sensors. The error bars represent 95% confidence

intervals.

We implemented the three version of node ordering described in Section 5.4. The first

algorithm ACSPIPE 1 represents the ordering by common neighbor count first. ACSPIPE 2

indicates the ordering by farthest layer first, and ACSPIPE 3 is the random order.

We use WIRES [76] and BDMRST [52] algorithm for comparison. WIRES represents a

solution using aggregation convergecast without pipelining where all the precedence con-

straints are satisfied without a single schedule cycle, and it is designed using the traditional

two phase approach. BDMRST uses pipelining, but pre-selects an aggregation tree with

some characteristics. As BDMRST algorithm uses a multi-channel scheduler, we limit the

algorithm to a single channel.

Figure 5.4 shows the schedule length produced by each algorithm, while Figure 5.5 presents

the aggregate throughput. The collection delay is portrayed in Figure 5.6. The aggregation
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tree produced by each algorithm is characterized in Figure 5.7 by means of the maximum

node in-degree.

Figure 5.8 exhibits the tradeoff between throughput and delay by each algorithm. Similarly,

Figure 5.9 shows the relation between the schedule length and the collection delay. The

points on both graphs are average values of sets with the same number of nodes.

5.5.1 Discussion

It has been repeatedly observed that, in general, scheduling data transmissions on wireless

networks reveals tradeoffs between throughput and delay [79, 105]. The situation is no

different with aggregation convergecast. The impact of trying to minimize latency is clearly

seen in Figure 5.6, where WIRES exhibits the lowest data collection latency because of the

linkage between delay and throughput (one is the reciprocal of the other). This linkage

results in limited aggregate throughput, as shown in Figure 5.5. The removal of emphasis

from latency by means of allowing the precedence constraints to be satisfied over multiple

cycles expands the solution space. ACSPIPE and BDMRST can explore a larger solution

space and new tradeoff possibilities. The aggregate throughput improves, but collection

delay is penalized.

Networks with large number of nodes may have an additional limitation to achieve better

aggregated throughput. If the transmission range is fixed, the throughput is limited by two

factors: (a) in smaller and dense areas, the interference will constitute the major influence

to restrict a smaller schedule length, (b) for wider and sparse areas, with uniform node

dispersion, the number of hops from each node to the sink is the most influential factor on

the increase of the schedule length. In both cases, the number of time slots necessary tends

to be large, and the overall throughput will decrease. In both cases, the use of pipelining

may be beneficial, because more than one snapshot may propagate through the network per

time.

Precedence constraints are not the only element to restrict the solution space in our exper-

iments. The pre-selection of an aggregation tree with some predefined characteristics by

BDMRST’s (bounded-degree and minimum radius) also restricts the solution space. The

effect of bounded-degree is observed on Figure 5.7. The end result is a solution superior

to WIRES in aggregate throughput, but inferior to ACSPIPE. Besides, BDMRST’s collec-

tion latency is not significantly better than ACSPIPE’s (Figure 5.6). It is fair to say that

86



10

20

30

40

●●

●

●●

●

●●

●

●●

●

●●

●

●
●

●

●
●

●

●●

●

●
●

●

●
●

●

●
●

●

●
●

●

●●

●

200 300 400 500 600 700 800
Nodes

S
c
h

e
d

u
le

 L
e

n
g

th

Algorithm

●
●

●

ACSPIPE1

ACSPIPE2

ACSPIPE3

BDMRST

WIRES

Figure 5.4: Schedule Length

10

15

20

25

30

35

40

●●

●

●
●

●

●●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

200 300 400 500 600 700 800
Nodes

A
g

g
re

g
a

te
d

 T
ro

u
g

h
p

u
t

Algorithm

●
●

●

ACSPIPE 1

ACSPIPE 2

ACSPIPE 3

BDMRST

WIRES

Figure 5.5: Aggregate Throughput

87



200

400

600

●

●

●
●
●
●

●

●
● ●

●

●

●
●

●

●

●
●

●
●

●

●●

●

●●

●

●●●

●
●

●

●●

●

●
●

●

200 300 400 500 600 700 800
Nodes

C
o

lle
c
ti
o

n
 D

e
la

y

Algorithm

●
●

●

ACSPIPE 1

ACSPIPE 2

ACSPIPE 3

BDMRST

WIRES
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the intention of BDMRST’s authors is to use their solution in a multi-channel environment,

with enough frequencies to eliminate secondary conflicts. Therefore, the only obstacle to

improve schedule length is the tree radius (in which BDMRST shows better results than

ACSPIPE). If this condition (existence of enough frequencies to eliminate all secondary

conflicts) is not met, clearly BDMRST is limited, because it restricts the potential aggre-

gate throughput, without substantial gain in the collection latency.

An interesting behavior to notice among ACSPIPE heuristics is that the second heuristic

(that gives priority to vertices further away from the sink) presents a slightly different result.

After 350 nodes, the aggregation throughput (Figure 5.5) is inferior than the other two. This

fact is also reflected in the tree radius (Figure 5.12), where the tree depth is smaller. Even

with a shorter tree, the collection delay is not much better. The observation suggests that

the longer the tree radius, the smaller is the pipelining schedule. WIRES straight line shape

shown in Figure 5.9 is consequence of the previously proposed schemes, where ∆c = l.

We also observed that ACSPIPE presents a natural decrease of aggregate throughput when

the transmission radius increases (Figure 5.10). A larger transmission range increases the
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interference, consequently more time slots are necessary to overcome the contention, and

the collection delay will consequently increase (Figure 5.11).

5.5.2 Optimal Solution for Small Networks

We also evaluate the results produced by our algorithm against the optimal solution for small

networks. As the problem has two main criteria (schedule length and collection delay) we

search for a optimal solution that has, at first, the smallest possible schedule length, and

latter, among the solutions with the smallest schedule length, we selected the solutions with

the smallest collection delay. The result is described in Table 5.1.

The experiments used 10-node graphs, with a variable number of links (listed in the second

column of Table 5.1). The remaining columns describe the results for different circum-

stances, initially for the optimal solution (Optimal), then solutions using the first heuristic

for node order (ACSPIPE 1), and, finally, solutions using the second heuristic node order

(ACSPIPE 2). The last column lists the time spent on full search of the optimal solution.

Each algorithm is divided into two columns SCH and DLY, representing schedule length

and collection delay respectively. Both columns represent timeslot units.

The optimal results were generated using the Algorithm 4, but trying all V ! possible node

orders. The results shows that heuristic ACSPIPE 1 and ACSPIPE 2 produce schedule

lengths very close to the optimal. However, distance between collection delay of the optimal

solution and collection delay using the proposed heuristics suggests that there are some

room for improvement.

Table 5.1: Pipelined Aggregation Convergecast Optimal Solutions

Links Optimal ACSPIPE 1 ACSPIPE 2 T(sec)
SCH DLY SCH DLY SCH DLY

S0 31 7 7 7 14 7 7 909
S1 26 6 6 6 12 6 11 817
S2 24 4 6 5 11 5 10 660
S3 31 6 6 6 18 6 16 829
S4 27 5 6 5 10 6 11 713
S5 35 5 6 6 6 6 6 822
S6 21 4 6 5 9 4 12 517
S7 21 6 8 6 19 6 12 707
S8 16 4 5 4 15 4 11 417
S9 20 7 7 7 14 7 7 630
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5.5.3 Energy Consumption

Wireless sensor networks have resource constraints. Nodes are usually battery powered,

then energy storage becomes a major limitation for a long-lived sensor network operation.

The main source of energy drain is packet transmission and reception. Therefore, an algo-

rithm that produces routing and scheduling solution that requires lesser transceiver opera-

tions will preserve more energy. Even though data aggregation scheme is per se an efficient

energy saving scheme, the number of transmissions and receptions per node continues to

play a important role. As we are using data aggregation in all algorithms, this aspect will

not be our focus. We want to know which algorithmic solution produces a logical topology

and schedule that minimizes the energy use.

Several models capturing the energy consumption have been proposed [67, 106]. They

captures several aspects of problem. However, we want a simpler model where the influence

of the logical topology and schedule length over time are the only aspects present. We

designed a simplified energy model presented next.

E(vi, a, T ) = deg(vi, a) ∗ T

l(a)
(5.1)

Equation 5.1 expresses the amount of energy units spent by the node vi during T time slots,

when the algorithm a is executed. The execution of algorithm a produces a solution where

node vi has degree deg(vi, a) in the logical topology, and the schedule length is l(a) time

slots on each cycle. The energy used by node vi reflects the influences of logical topology

and schedule length. The interpretation is straightforward. Logical topologies with nodes

having smaller degrees may use less energy units for transmission and reception, because

there will be less receptions to be executed by the transceiver. However, a topology with

low-degree nodes may end up spending more energy units than a high-degree topology

during a fixed amount of time T if it is used more frequently (schedule part). The reason

why it might happen is because of a smaller schedule length. A smaller cycle requires that

a node transmits and receives packets more often, consequently using more energy.

Nodes with the smallest degrees are those who use the smallest amount of energy. They

are leaves in the logical topology. Leaves only spend energy for its transmission, because

they have no children to spend energy in the reception. The amount of energy consumed

by them over time is only dependent of the schedule length. By other hand, nodes with the

highest energy consumption are those with the highest degree.
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Figure 5.13: Relationship between Schedule and Maximum Node Degree

We are interested in the rate by which energy is spent over time by each algorithm. Accord-

ing to the energy model described in Equation 5.1, this rate is given by the ratio between

node degree (logical topology) and the maximum schedule length. For the sake of compar-

ison, we use nodes with the largest degree, because they express the energy consumption

rate that a node may have. The results are expressed on Figures 5.13 and 5.14.

Figure 5.13 presents the relationship between the two factors that influence node’s energy

consumption. Each point in the graph represents the average value of schedule length and

maximum node degree. The lines on each algorithm group is a linear regression of the

average values, and the shade represents the confidence interval of 95%. Figure 5.14 shows

the energy consumption rate for the maximum degree nodes on each algorithm, for different
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Figure 5.14: Energy Consumption Rate According to Node Density

node densities. The number near to each point is the average throughput achieved by the

algorithm on the particular node density.

The BDMRST algorithm has a constant maximum node degree (as designed), and the low-

est energy consumption rate among all protocols. Despite all that, the throughput is lower

than ACSPIPE. Our algorithm closely follows the topological characteristics of BDMRST,

with small maximum degree. This is a welcomed characteristic. This property is not ex-

plicitly encoded in the algorithm, as it is the case with BDMRST. In our case, it comes as an

intrinsic and attractive feature. ACSPIPE energy consumption rate is higher than BDMRST

because it is able to achieve higher throughput rate. Both protocols (BDMRST and AC-

SPIPE) decrease their energy consumption rate as the node density increases. WIRES
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presents a completely different dynamic. The selection of a logical topology that exclu-

sively addresses the influence of precedence constraints on the solution produces a different

relation between node degree and schedule length. The result is seen on Figure 5.13. The

final consequence is an increase on the energy consumption rate as node density increases.

For WIRES, the yielded logical topology (SPT) plays a big role on the energy consumption

results. Its emphasis in minimizing precedence constraints may also lead to longer schedule

lengths [99].

The use of pipeline definitely affects the energy rate required to execute a solution for the

aggregation convergecast problem. The algorithm we propose produces low node degree

topologies. Even though the energy consumption rate might be higher than other algorithm,

the rate is higher due to a higher throughput achieved, therefore, more node activity per

time.

5.6 Conclusion

This Chapter examines the influence of pipelining on the solution of the aggregation con-

vergecast problem. By expanding the satisfaction of precedence constraints over multiple

schedule cycles and by transferring multiple data collection snapshots in parallel, we are

able to attain higher throughput which is necessary for certain classes of sensor network

applications.

We propose a different approach to account for interference during the schedule construc-

tion phase. Specifically, it is used to account for the possibility that it restricts the paths

available from nodes to the sink but without committing to a particular spanning (aggre-

gation) tree. This is in sharp contrast to using interference with a given aggregation tree

to limit the time slots when a node is allowed to transmit. Essentially, the only limitation

for a node to be allowed to transmit in a time slot is to ensure that it does not preclude the

existence of a directed path connecting some other node to the sink. We call this restriction

reachability constraint.

We designed a new algorithm that uses pipelining and is based on preserving reachability

during schedule construction. We compared it with two other algorithms, one from the tra-

ditional two-phase (routing first, scheduling second) variety and another that uses pipelining

but with a pre-defined aggregation tree. Even though the proposed algorithm is not provid-

ing the optimal throughput, our approach is able to present solutions with high throughput,
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albeit at the cost of latency.

Under a different light, our work is nothing more but another expression of the well–known

tradeoff of throughput versus latency. It has been recognized that for fixed random net-

works, higher throughput can only be obtained at the cost of increasing delay [47]. In this

respect, the novelty of our contribution is in demonstrating how to structure the solution

space for aggregation convergecast scheduling such that the interplay of throughput versus

delay can be captured.
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Chapter 6

Conclusion and Future Work

In this Thesis we address the aggregation convergecast problem, when non-conservative

flows and precedence constraints are present, and when a pipelining approach is used. We

start creating a constraint programming model of the aggregation convergecast problem.

We reveal that, most of the time, the optimal aggregation tree has tree size greater then a

shortest path tree [99]. This revelation induces the need to search for an aggregation tree

that better captures the nature of the restrictions acting in the problem. We propose that

the aggregation tree should be the combination of a shortest path tree, which minimizes the

precedence constraints, with a minimum interference tree, which minimizes the resource

constraints [98]. Together, both trees form a shallow light tree, which incorporates and

balances both constraints. After obtaining this new tree, the next step is the selection of

a feasible and minimum schedule, using the aggregation tree obtained. We show that the

process to acquire the minimum schedule of a (directed) aggregation tree is a NP-Complete

problem, similar to Mixed Graph Coloring. We propose a mapping from the aggregation

convergecast problem to the mixed graph coloring problem. We named it extended conflict

graph. The extended conflict graph captures both precedence and resource constraints. The

extended conflict graph allows the search for the optimal solution using a branch-and-bound

algorithm. The results show that smaller schedules are indeed possible, if shallow light trees

are used.

Next, we take the risk of departure from the traditional requirements of aggregation con-

vergecast and drop the requirement that a data aggregation collection must be completed in

only one schedule cycle [100]. The departure is done exploring the use of pipeline in the

scheduling. Not only we remove the one period requirement, but also we invert the long

held approach of obtaining first the aggregation tree and latter the schedule. We investi-
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gate the possibility of selecting the schedule for the problem first and latter choosing the

aggregation tree. This inversion is possible because we introduce the notion of reachability

constraints, such that a schedule is only accepted if it respects the reachability constraint, in

other words, if each node can reach the sink node by at least one path.

6.1 Contributions

The most important contributions of this research are detailed below:

X Aggregation Convergecast CP Model

We model aggregation convergecast as a Constraint Satisfaction Problem to obtain

the shortest possible schedule for a TDMA frame that allows the complete data col-

lection to the sink in single period, without interference. We use constraints related

to topology, interference, and application logic, as well as their relationships. Our

model is efficient compared to other model implementations for wireless networks

available in the literature [21, 91].

X Insufficiency of Precedence Constraints as Unique Criterion for Optimal Aggre-

gation Trees

We observe that aggregation trees obtained exclusively by the minimization of prece-

dence constraint criterion (like SPT) is very likely not the best choice for an ag-

gregation tree. While computational limitations do not allow us to derive results for

large networks, the results for smaller networks provide us valuable insights about the

missing requirements to construct the optimal schedules and corresponding aggrega-

tion trees. The missing piece turn out to be the resource constraint criterion, origi-

nated from the wireless interference. Selecting non-SPT topologies, and avoiding the

use of internal links of large cliques, have the potential to produce shorter schedules,

improve the number of concurrent transmissions and enhance the throughput of the

solution.

X Algorithm to Balance Precedence and Resource Constraints in the Aggregation

Tree

We explore in depth the use of precedence and resource constraints. Existing solu-

tions prioritize one constraint over another instead of approaching the problem as a

case of bi-criteria optimization. We propose a method to combine both constraints

such that the resulting logical topology is a synthesis of the properties of a shortest
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path tree (minimum precedence constraint tree) and properties of a minimum interfer-

ence tree (minimum resource constraint tree). We derive the minimum interference

tree from the idea of minimum cost arborescence, and use a interference measure-

ment count as weight, while for the shortest path tree, we used a balanced shortest

path tree algorithm. The merge of both trees is executed using a modified version of

the Light Approximate Shortest-Path Trees, also known as Shallow Light Tree. The

final result balances the contribution of each requirement, such that the final tree is

closer to the optimal solution.

X Relation of Aggregation Convergecast Scheduling and Mixed Graph Coloring

We present the relation of Aggregation Convergecast Scheduling and Mixed Graph

Coloring problems. This relation allows us to show the complexity of the Aggrega-

tion Convergecast Scheduling. If an aggregation tree is given, the scheduling is yet

NP-Complete. Using this relation, previous common knowledge about Aggregation

Convergecast can be formally shown.

X Extended Conflict Graph Concept

The conflict graph is a representation derived from the topology (communication)

graph for the purpose of achieving a conflict-free schedule. The basic idea of the

conflict graph representation is that every independent vertex set on the conflict graph

can be scheduled simultaneously, i.e., in the same slot. Therefore, the coloring of a

conflict graph defines a valid schedule. Unfortunately, this representation is insuf-

ficient to produce an independent vertex set on the conflict graph because prece-

dence constraints have to also be satisfied. We widen the concept of a conflict graph

and create an extended conflict graph, which encompasses transmission conflicts and

precedence relations. Specifically, when a link activation (expressed by a node in the

conflict graph) is required to be executed after another link activation (another node

in the conflict graph), an arc is introduced in a mixed graph to express this prece-

dence. Consequently, it is possible to represent the scheduling part of Aggregation

convergecast, as a Mixed Graph Coloring problem.

X Branch-and-Bound Algorithm for Aggregation Convergecast Scheduling

We propose a branch-and-bound algorithm, based on an enumeration strategy, to ob-

tain the optimal solution of Aggregation Convergecast Scheduling. Using the pro-

posed algorithm, we demonstrate, through numerical results, that the convergecast

aggregation tree, balancing precedence and resource constraints, can achieve better
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quality results than the current state-of-the-art algorithms.

X New Paradigm for the Two-Phase Approach in Aggregation Convergecast

Traditionally, aggregation convergecast problem has being tackled by dividing the

problem into two phases: first, a routing solution (the aggregation tree) which es-

tablishes the direction of transmissions, followed by the scheduling solution. The

preferred scheduling process has been link activation model. We propose the inver-

sion of these two phases and the adoption of the node activation model. In this new

paradigm, it is not necessary to define first the logical topology and latter schedule

transmissions, instead, schedule precedes the selection of the aggregation tree. This

order inversion allows that interference restricts the directions (routing) that aggre-

gated information can follow in order to reach its destination. We show that the use

of node activation as a practical approach, being less computationally demanding

than link activation. The result of a node schedule selection is a subset of suboptimal

spanning trees, from whom it is possible select the optimal one. In contrast, the use

of link activation is more demanding because, in general, a communication graph has

more links than nodes.

X Pipelined Aggregation Convergecast Problem

We propose a variation of aggregation convergecast problem by relaxing the restric-

tion of having to satisfy all precedence constraints within one single cycle. The use of

a pipelined solution become possible by relaxing this restriction. This modification

on the problem formulation allows aggregation convergecast solutions with higher

throughput which are necessary for some classes of sensor applications. We define

pipelining similarly to an assembly line composed of multiple serial stages. A final

product must go through all stages. The construction of a new product can start on

the initial stages as soon as its execution does not conflict with the assembly of the

previous product, such that the assembly line can output a new product sooner than

the system latency.

X Algorithm for Pipelined Aggregation Convergecast using Reachability Constraints

We propose an algorithm for pipelined aggregation convergecast. The algorithm does

not require the selection of the logical topology in the first stage. Even though the

logical topology is not initially select, the final solution preserves low node degree, a

desirable topological property. We demonstrate, through numerical results, our pro-

posed algorithm performance versus the state-of-the-art solution of aggregation con-
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vergecast without pipeline, and also versus another pipelined aggregation converge-

cast where the logical topology is pre-selected. Even though the proposed algorithm

is not providing the optimal throughput, our approach is able to present solutions with

high throughput, at expense of some increase on delay.

6.2 Future Work

We present in Chapter 3 some evidence pointing out that SPT may not be the most suitable

aggregation tree to achieve results close to the optimal. The presence of cliques in the com-

munication graph also hinder SPT from creating a schedule with small number of time slots.

We must add that most algorithmic solutions in the literature [24, 48, 76, 110, 113], after

obtaining an aggregation tree, address the scheduling phase using a bottom-up approach,

where the leaves in the logical topology are scheduled first, removed from the schedulable

nodes, and a new set of nodes (taken from the new leaves created by the removal of pre-

viously scheduled leaves) are ready to be scheduled. This bottom-up approach privileges

lower layer nodes of the graph, scheduling them first. The two-phase approach is exten-

sively discussed in this Thesis. Routing and scheduling are not directly linked in a single

heuristic or process.

The aggregation convergecast has a natural propensity to be viewed as a all-to-one and

bottom-up problem. This view influences the heuristics proposed to address it. A differ-

ent problem may have a different perspective. A different view is found in Minimal Delay

Broadcast (MDB) [65, 82] problem. MDB has also a natural bias, however in the oppo-

site direction: it presents a top-down and one-to-all pattern, which tends to influence its

heuristics.

An evident work extension for our Thesis is to explore heuristics/algorithms for aggre-

gation convergecast using a broadcast perspective. Such perspective includes a top-down

algorithm and may combine routing and scheduling in a single heuristic. A top-down ap-

proach would create the aggregation tree and the schedule in a joint approach, relaxing the

assumption previously held that SPT create close to optimal solutions. This work exten-

sion was investigated and we had the opportunity to co-participate in its execution. This

work was developed by Matthias Jakob in his Master Thesis: Time-efficient Scheduling for

Aggregation Convergecast in Wireless Sensor Networks [60]. We briefly present his main

results and its consequences.
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The idea of the Jakob’s proposed Minimum Interference Network Topology (MINT) al-

gorithm is to create an aggregation tree concurrently to selecting the transmission time,

similarly to the way algorithms create broadcast trees. The algorithm starts with a single

node as the current tree. This single node is the root of a growing tree. The natural choice

is the sink node. The timeslot is set to one. Then, a candidate arc set is selected using arcs

pointing to not yet connected nodes. The current timeslot is greedily filled with candidate

arcs, if they do not interfere with previously scheduled ones. If further selection of arcs

for the current timeslot is restricted by interference, the slot counter is increased and a new

candidate arc set is obtained. The algorithm ends when there is no more arcs to be added. A

simple reversion on the timeslot numbers is required to get the actual schedule assignment

for aggregation convergecast.

We will only mention here the most successful strategy to select which candidate arcs will

be first to be activated in the current timeslot. The most successful strategy is a dynamic

one, where weights are attributed to each arc. The arc weight value is dependent not only

on properties of the communication graph (such as node degree), but also on the current

state of the algorithm construction. This dynamic and combined approach achieves the best

results. Block count is a dynamic strategy which directly evaluates candidate arcs in relation

to other candidates. This dynamic strategy is calculated as the amount of remaining arcs

that would be blocked if the arc is added to the current timeslot. The arc with the lowest

block count is added first, regardless if the arc has high or low source/destination degree,

or child count. Figure 6.1 shows the comparison between several dynamic strategies. The

low block count heuristic leads to the best results in comparison with other strategies. For

comparison purposes, Figure 6.1 also has the results for WIRES algorithm.

The short schedule length results obtained using the low block count dynamic strategy

produces a different tree shape than SPT: the outward fanning nodes, so characteristic to

SPT solutions, do not appear with such consistency as when SPT is used. This fact results

in a more homogeneous transmission distribution over the network. The low block count

heuristic reduces the number of arcs used by each node (node degree), and cause a longer

maximum path, as predicted by our results in Chapter 3, and also explored in Chapter

4. WIRES uses a form of SPT which balances node degree. However, the level of node

degree balanced achieved by WIRES is inferior than the balance achieved in Jakob’s work.

The reason is that WIRES balances only nodes in the same layer, not nodes in the whole

network. Figure 6.2 displays the node degree in the routing topologies of BSPT (used by
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Figure 6.1: Schedule Length for Dynamic Strategies and WIRES
Taken from [60]

WIRES) and MINT (used by Jakob’s algorithm). A larger point indicates a higher node

degree.

This work extension confirms our observations about the limitation of using of SPT. Free

from SPT limitation, this work explores a top-down approach to address the aggregation

convergecast, similar to algorithms designed to minimum delay broadcast problem. The

process resembles an outward arborescence process, which attempts to minimize network

interference in every step of the topology construction. The schedule is committed as the

tree is expanded. At the end of the tree construction, the schedule is reversed and the

aggregation convergecast solution is ready. This aggregation convergecast solution breaks

the insistence of two phase approach, where routing is addressed first.
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(a) BSPT-WIRES (b) MINT

Figure 6.2: Node degree in the Routing Topologies
Taken from [60]

6.3 Future Directions

X Real Setting Implementation

This Thesis assumes a number of simplifying assumptions to reduce the complexity

of selecting routing and scheduling for WSN applications. The new insights brought

to light about routing and scheduling can be used to experiment on network simula-

tors, or real settings. Real implementations avoid misleading or unrealistic conclu-

sions [64].

X Machine-Job Representation by Clique Decomposition

It has been shown on Chapter 4 that an aggregation convergecast scheduling problem

can be transformed into a machine-job representation. Multiprocessor Task Schedul-

ing is the model that allows a direct representation of the restrictions of the aggrega-

tion convergecast scheduling problem. A machine in MTS represents the conflict for

the execution of each task. This conflict is represented by the edges and arcs on the

extended conflict graph. An immediate equivalence is to transform each edge and arc

into an independent machine. The transformation can be executed by decomposing

the extended conflict graph into cliques [71, 103], and naming each clique as a ma-

chine. The transformation is not explored in our Thesis and can be used as bridge

between these two problems. Kramer et al.[16, 17, 66] have developed several algo-

rithm for scheduling MTS problems, which we have the potential to use to address
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aggregation convergecast problems.

X Pipelinization of Single-Period Solutions

There is a considerable amount of algorithms devoted to provide a solution for the

aggregation convergecast problem restricted to the case where a complete snapshot

collection must be executed in a single schedule period. It is not inconceivable to

imagine that schedules under single-period restriction could be pipelinezed. The

pipelinization would be the process of creating a pipelined schedule using as basis the

aggregation tree and the not-pipelined schedule, instead of constructing a new solu-

tion from scratch. The possibility of obtaining significant results from the pipelineza-

tion process is more likely in large networks, where the longest shortest path is likely

to have a large amount of hops.

X Pipelined Aggregation Convergecast Hardness

Aggregation convergecast problem has a singular characteristic of combining two

distinct aspects in a single solution: logical topology and scheduling. Chen et al.[25]

proposed an elusive proof for the case of aggregation convergecast when the prece-

dence constraints are confined to a single period. In [81], the authors provide a proof

for aggregation convergecast hardness, however it accounts only for the scheduling

part. It has being difficult to encompass in a single proof all aspects of aggregation

convergecast. The difficulty lays in trying to format the proof as a network design

problem [49], while it is also a sequencing and scheduling problem [49], or vice

versa. For instance, graph coloring can be reduced to several scheduling problems.

However, in the case of aggregation convergecast, defining the logical topology (or

the connection between two colored nodes in graph coloring) is also part of the prob-

lem. Pipelined aggregation convergecast is a variation of the original aggregation

convergecast problem, and it has the same difficult. A definitive hardness proof is

still open to be provided.

X Multiple-Radio Reception from MIMO Technologies

The use of MIMO (Multiple Input, Multiple Output) Technologies [19] promisses

performance enhancement. This technology may allow capacity gains over SISO

(Single Input, Single Output) when MIMO is used in spatial multiplexing fashion. It

could mean that single-radio nodes may cooperate on data transmission, or transceivers

that could receive multiple transmissions concurrently. The possibility of multiple re-

ception by the same node changes the model used on this Thesis, in particular in how
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interference is understood and modeled. The consequence would be the possibility

of schedules considering that a node may understand a transmission while receiving

another transmission not intended for himself.

X Multiple Phase Framework

A unified framework, composed of multiple phases: the request and the response

of periodic data collection of sensed data, can be considered. One example of this

framework is the dissemination of a request using some form of broadcast, and the re-

sponse, in the form of a aggregation convergecast. A combined framework, coalesc-

ing request and response phases, can be examined to see if it can provide scheduling

gains.
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Appendix A

Graph Theory Concepts

This appendix reviews the notation, definitions and elementary algorithms of Graph The-
ory, as they are applied in the context of this Thesis. The concepts follow the standard
understanding in the literature [34, 10].

Definition A.1. (Undirected) Graph
A graph is defined as a tuple G = (V,E) consisting of a finite set V of vertices (or nodes),
and a finite edge set E. An edge is a tuple e = [u, v] with u and v being distinct elements
of V . The edge set E defines a logic relation on V , and edges represent connections (or
links) between vertices.

Definition A.2. Directed Graph
A directed graph (or just digraph) D consists of a non-empty finite set V of elements called
vertices and a finite set A of ordered pairs of distinct vertices called arcs. We call V the
vertex set and A the arc set of D. We will often write D = (V,A) which means that V and
A are the vertex set and arc set of D, respectively. The order (size) of D is the number of
vertices (arcs) in D; the order of D will be sometimes denoted by |D|. The notations (u, v)
represent an arc from vertex u directed to vertex v.

Definition A.3. Simple Graph
Simple graphs are graphs or digraphs not containing self loops or multiple edges. A self
loop is an edge originating from and ending in the same vertex. Multiple edges join the
same two vertices. A graph containing these elements is referred to as a multi graph or
pseudo graph. If not stated otherwise, graphs throughout this thesis are considered to be
simple graphs

Definition A.4. Planar Graph
An undirected graph G = (V,E) is planar if there exists a mapping f which maps G to
<2 in the following way: each vertex is mapped to a point in <2 and distinct vertices are
mapped to distinct; and each edge (u, v) ∈ E is mapped to a simple (that is, not self-
intersecting) curve Cuv from f(u) to f(v) and no two curves corresponding to distinct
edges intersect, except possibly at their endpoints.

Definition A.5. Unit Disk Graph
A unit disk graph is the intersection graph of a family of unit disks in the Euclidean plane. In
a unit disk graph, there is an edge between two vertices u and v if and only if the Euclidean
distance between u and v is at most 1. Equivalently, each vertice is identified with a disk of
unit radius r = 1 in the plane, and is connected to all nodes within (or on the edge of) its
corresponding disk.
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Definition A.6. Path
A path is a sequence of distinct vertices P = {v0, · · · , vk} of a graph G = (V,E) with
edges [vi, vi+1] ∈ E for 0 ≤ i < k. When there is a path P between two vertices they
are referred to as connected by this path in G. The length of a path is the number of edges
of the path. The path between u and v with the lowest possible length is called the shortest
path from u to v. If P = {v0, · · · , vk−1} is a path and k ≤ 3, the the P ′ = P + [vk−1, v0]
is called a cycle. A directed path is a path of a directed graph, where a sequence of arcs
connects a sequence of vertices, always is the same direction.

Definition A.7. Connected Graph
A connected graph is a graph G = (V,E) where each pair of vertices of V is connected by
a path in G.

Definition A.8. Degree
The degree of a vertex u of a graph G is the number of edges incident to the vertex u. In
a directed graph D, the number of arcs in A, whose tail vertex is u is called out-degree,
while the number of arcs in A whose head vertex is u is known as in-degree.

Definition A.9. Clique
In an undirected graph, clique is a subset of its vertices such that every two vertices in the
subset are connected by an edge. A maximal clique is a clique that cannot be extended by
including one more adjacent vertex, that is, a clique which does not exist exclusively within
the vertex set of a larger clique. A maximum clique is a clique of the largest possible size
in a given graph. The clique number of a graph G is the number of vertices in a maximum
clique in G.

Definition A.10. Reachability
Reachability is the ability to get from one vertex in a directed graph to some other vertex.
For a directed graph D = (V,A), the reachability relation of D is the transitive closure of
its arc set A. Transitive closure is the set of all ordered pairs (u, v) of vertices in V for
which there exist a directed path from vertex u to vertex v.

Definition A.11. Tree
A tree is an undirected connected graph T = (V,E) without cycles. A tree can have a
special vertex, called the root of the tree, and is then called rooted tree T = (V,E, s).

Definition A.12. Spanning Tree
A spanning tree of a graph G = (V,E) is a subgraph T = (V,E′) of G where E′ is a
subset of E(G). Every spanning tree of G has exactly |V | − 1 edges and for each vertex
there is a unique path to the root vertice. A subgraph TD of a connected directed graph D
is a spanning oriented tree ofD if the underlying graph TD is a spanning tree in underlying
graph D. A subdigraph TD of a digraph D is an in-branching or out-branching if TD is
a spanning oriented tree of D and TD has only one vertex s of out-degree (in-degree) zero.
The vertex s is the root of TD .

Definition A.13. Arborescence
An arborescence is a cycle free directed graph where all vertices can be reached by a single
path from a root vertice (or all vertices can reach the root vertex). An out-arborescence
rooted at s is an oriented tree TD which is not necessarily spanning such that s ∈ V (T ) and
every vertex u ∈ {V (T ) − s} has in-degree 1. An in-arborescence with root s is defined
analogously.

Definition A.14. Shortest Path Tree
A spanning tree connecting each vertice u from a connected, undirected graph G = (V,E)
with a root s by the shortest possible path is called a shortest path tree (SPT). Analogously,
a Non-SPT is a spanning tree connecting each vertice u to the root s where at least one
path P (ui, · · · , s) does not have minimal length.
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Definition A.15. Breadth First Search
Given a graph G = (V,E) and a distinguished root vertex s, breadth-first search system-
atically explores the edges of G to discover every vertex u that is reachable from s. Search
starts at a root vertex s and continues breadth wise, which means that vertices are visited
with increasing level. The union of edges used for the breadth first search and the vertex set
of the graph result in a spanning tree of the graph where vertices are connected to the root
by a shortest path.
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