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C h a p t e r  1

IN TR O D U CTIO N

In previous studies of wound healing assessment, wound size measurement, 

wound border detection, and analysis of the colors within the wound site are 

commonly discussed. In this project, we attempt to retrieve some important 

parameters from the depth information of a wound that can provide strong 

indications o f wound healing. We then propose an experimental strategy to derive 

a formula (healing function) by using those parameters to estimate the perceptual 

assessments o f wound healing. In a previous study, Pan et al. [1] successfully 

proposed a similar experimental strategy to generate a model for estimating 3D 

perceptual quality.

In order to acquire the depth information on a wound, we use a simple technique 

based on the application o f structured light. When scanning with a laser light, the 

depth information can be computed from the distortion along the detected 

location o f reflected stripes [2], In this project, we use the Zoomage3D 

dermatological scanner (Figure 1), from Zoomage Inc., to scan wounds. Based on 

structured light vision techniques, this dermatological scanner can be used to 

obtain 3D close-up images o f a small area of the skin. It is able to generate two 

types o f images: (1) the texture image, and (2) the laser image. The texture image

1
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contains the texture of the scanning area, and the laser image contains the 3D 

depth information. By measuring the variations in each laser line, we can 

compute the depth o f the corresponding area in the texture image [3] [4]. We are 

then able to construct a 3D model of the scanned area by combining the two 

images. Figure 2 is a texture image of a scanned hand. Figure 3 is the 

corresponding laser image. A 3D model o f the hand can be constructed by 

combining these two images (Figure 4). In this dissertation, however, we will 

focus on understanding how humans judge surface variations from laser patterns. 

Thus, we will not use the 3D reconstructed images.

Figure V. Zoomage 3D 
dermatological scanner

2
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Figure 2: Texture image o f a scanned 
hand

Figure 3: Laser image o f a scanned 
hand
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Figure 4: 3D reconstruction from the 
laser and texture images o f a scanned 
hand

In this dissertation, we focus on the laser images since we are only interested in 

the depth information of a wound. In a laser image that is taken on a wound, the 

variations o f the laser line segments reflect the depth information of the wound. 

In order to obtain the depth information o f a wound, we need to distinguish the 

laser lines from the background, and retrieve the locations o f necessary feature 

points from the laser lines, which represent the variations o f the laser line 

segments. We then retrieve the relevant measurements that can give a strong 

indication o f wound healing, and derive a metric according to the statistical data 

gathered from evaluation experiments. In  our dissertation, once images are 

captured, computers can finish the process o f registration, segmentation, and 

feature extraction automatically. Although we only use artificial wound for 

testing, the program in our dissertation is ready for use by physicians to test real 

wounds.

4
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The remainder of this dissertation is organized as follows: Section 2 discusses 

background research. Section 3 reviews past work on wound healing assessment. 

Section 4 presents an adaptive approach for feature point extraction. Section 5 

introduces the experimental environment. Section 6 describes the experimental 

results, derives the healing function and discusses the reliability o f experimental 

data. Section 7 presents concluding remarks and future work.

5
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C h a p t e r  2

BACKGROUND

Computer vision performs an important role in computerized medical imaging 

applications. Its main objective is to extract useful information from image 

inputs that can later be used in these applications.

Image capturing is the very first step in computer vision. It can usually be divided 

into 2D and 3D image capturing. Since traditional 2D photographic methods 

have the disadvantage of projection errors arising from a naturally curved body 

surface being projected onto a flat image plane o f a camera, 3D measurements 

are preferred in many medical imaging applications. Currendy, the structured light 

vision technique is the most popular industrial vision technique for 3D image 

capturing. Compared to other techniques, structured light has the advantages of 

high accuracy and relatively low cost. A structured light vision system is usually 

composed o f three basic components: a laser projector to project a laser beam 

onto objects, a CCD video camera able to capture images o f the scene, and a 

computer that is connected to the camera and receives the images from it. The 

differences among these systems are usually based on the methods they use to 

form correspondences between camera pixels and locations in the projected 

pattern.

6
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McIvor et al. [3] describe how to calibrate a structured light system. The system 

used in this paper is based on the use of pinhole optical models o f the camera 

and projector comprising the system. The authors describe a m ethod for 

determining the parameters o f a 3 x 4 perspective transformation matrix (PTM) 

that is used for the transformation from 3D coordinates to 2D camera image 

plane coordinates. They show that the 3D data can be generated once the 

perspective transformation matrix for the camera and projector is given. Finally, 

they analyze the accuracy o f their calibration model. It shows that there are 

several sources o f errors existing in the model. For example, the linear pinhole 

optical model does not accurately model an actual physical lens system. They 

suggest that further investigations o f ways to reduce errors should be 

considered in their model.

McIvor [4] presents an alternative approach to interpreting the data from a 

structured light system, and demonstrates that this approach results in more 

accurate 3D information. Instead o f determining the position o f the stripe in 

3D space by finding the intersection o f the projected light plane and the back- 

projection o f the pixels forming the stripe’s image, this approach focuses on the 

transition between stripes and equates them with planes projected in an ideal 

structured light system model. It projects only the transitions that are extracted 

from the images using standard sub-pixel techniques. This differs from the

7
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more common m ethod that uses sub-stripe interpolation to estimate the 

projector coordinate at image pixel centers, and then back-projects them to 3D 

points. This method demonstrates that 3D data can be simply achieved by 

interpolation in 3D between the 3D transition curves. The results show that 3D 

data acquired by this approach is more accurate and smoother locally.

DePiero et al. [2] discuss the design issues, calibration methodologies, and 

implementation schemes o f a structured light vision system. They develop a 

structured light sensor called PRIM E (the Profile Imaging ModulE) and use it 

as a model for their detailed discussion. The PRIM E sensor is designed to scan 

continuously moving objects, and acquire vertical profiles o f range data in real 

time by detecting the laser light that is projected onto the objects. 3D Cartesian 

range data o f the moving object is acquired as the output o f this sensor.

Guan et al. [5] utilize the traditional phase measuring profilometry (PMP) 

method [6] and present a methodology to combine multiple traditional PMP 

patterns into a single composite pattern, in order to recover the depth data o f 

the moving or non-rigid object in real-time. The composite pattern technique 

has the benefit o f capturing video sequences at the frame rate o f the camera, 

and thus is well suited for real-time 3D reconstruction.

8
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Liska et al. [7] present an adaptive 3D acquisition system, based on structured 

light, to reconstruct the viewable surface of an object completely. In this system, 

objects are placed on the turntable so that multiple views o f the same object can 

be obtained. In order to reduce the light occlusions that occur because a ray o f 

light cannot reach the complete surface, as well as the camera occlusions due to 

part of the surface being invisible to the camera, two laser lights are used in the 

system. In order to solve the problem o f varying resolution in the surface facing 

the camera (which is due to the varying distance of object points from the 

rotational axis o f the turntable), they introduce a next-view planning technique 

that estimates the next sensor position, depending on the object’s surface 

structure. The next-view planning technique not only ensures they are able to 

obtain an optimal object surface resolution, but also reduces the computational 

effort in 3D surface reconstruction using a turntable.

Hall-Holt et al. [8] introduce a triangulation-based range scanning system for 

moving objects that returns dense range images in real time and derives the stripe 

boundary codes that allow range scanning o f moving objects. In order to design a 

stripe boundary code, a color that is either black or white is needed to be assigned 

to each stripe at each point in time, so that each boundary has a unique code over 

the sequence of four frames. They implement the system and show that complete

9
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models of rigid objects can be obtained rapidly and automatically, without the 

need for calibrated object motion.

Scharstein et al [9] devise a method that can be used to automatically acquire 

high-complexity stereo image pairs with pixel-accurate correspondence 

information, using structured light. A pair o f cameras and one or more laser light 

projectors that cast structured light sequence onto the scene are used in the 

method, which produces a pair o f images. Each pixel in the pair o f acquired 

images is uniquely labelled by using structured light, and correspondences 

between pixels in the two images can be established by finding matching label 

values. Two kinds o f structured light are examined in this paper: binary gray 

codes and continuous sine waves. Experimental results show that the gray codes 

can provide them more reliable estimates o f projector coordinates, due to the 

binary gray code’s higher insensitivity. They demonstrate that their method is 

suitable for stereo algorithm evaluation.

10
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C h a p t e r  3

REVIEW  OF W O U N D  H EA LIN G  ASSESSMENT

With the development of computer technologies and image processing 

algorithms, more applications have been developed for wound healing 

assessment. In order to accurately and effectively assess the state o f wounds, 

many applications have focused on wound size measurement, wound border 

detection, and analysis of the colors within the wound site.

3.1 Wound size assessment

Plassmann et al. [10] emphasize that accurate measurement o f the wound size is 

vital for judging the healing process. They first introduce the difficulties of 

measuring the volume of wounds, and then discuss the performance o f different 

volumetric measurement methods.

In their paper [10], the authors m ention that there are five major difficulties 

when measuring the physical size o f wounds. First, the definition o f a w ound’s 

boundary is very subjective. Different human observers may estimate a totally 

different measurement o f the wound boundaries for the same wound. Second, a 

wound is flexible: a slight movement may significantly change a w ound’s

11
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appearance, and a change in the patient’s position may significantly change a 

wound’s appearance. Third, some part of the wound may be invisible to the 

measurement machines, due to the natural curvature of the human body.

Fourth, volume definition o f some wounds is difficult since it is hard to 

reconstruct the original healthy surface. Finally, wounds such as abdominal 

wounds that are located in areas with a thick covering layer o f soft issue, may be 

difficult for volume measurement, since a cavity with a large volume may still be 

apparent even after the wound has healed completely.

The authors [10] then discuss the advantages and disadvantages o f different 

wound volume measurement methods in terms of accuracy, precision, and 

practicability in a clinical environment. There are three methods mentioned in 

their work: the practice o f filling the wound with saline, the production of 

alginate casts, and an image processing technique based on the structured light 

approach.

Volume measurement utilizing saline solution has been used for many years. This 

approach is straightforward [10]: the wound is covered with a thin layer o f plastic 

material, such as semi-permeable film dressing that is transparent, elastic, and 

adhesive; then the cavity between the wound and the plastic material is filled in by 

injecting saline solution with a calibrated syringe. The amount o f saline used to fill 

in the cavity is a direct measure o f the wound’s volume.

12
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Volume measurement using casts is similar to volume measurement using saline 

solution. Instead o f using saline, impression material is injected into the cavity of 

wounds. After the injected impression material is mixed with water and forms an 

elastic cast, the volume o f wound can be determined by measuring the volume of 

the cast.

Volume measurement using computer vision, as discussed in this paper, is based 

on the structured light vision technique, which is similar to the structured light 

techniques discussed in section two.

O f the three methods discussed in the paper, the structured light-based method 

is the most precise. However, a computer operator for the structured light 

measurement m ethod needs time for intensive training, and it is more expensive 

than the other two. The saline solution technique is easy to use and not 

expensive; however, the wound might absorb some of the saline, so it is 

inaccurate. In  terms o f real life, alginate casts are more preferable since they are 

more accurate than saline solution, easy to produce and inexpensive.

Plassmann et al. [11] introduce an instrument based on structured light to measure 

the wound areas and wound volumes. Before wound area and wound volume are 

calculated, the system operator must define the outline o f the wound by tracing

13
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its edge in the image without stripes, which is a semi-automated process. This 

process also introduces errors into the calculations. The original, healthy skin 

surface is reconstructed using cubic spline interpolation. The wound area is 

defined as the area o f the reconstructed surface, and wound volume is defined as 

the sandwich between the measured surface and the reconstructed surface. 

Experimental results show that wound size cannot be measured when the 

wounds are very deep and very small.

Plassmann et al. [12] further design a non-invasive instrument based on the 

structured light vision technique for measuring wound areas and wound volumes. 

The instrument is named MAVIS — Measurement o f Area and Volume 

Instrument System. Once an image is taken, an operator draws around the 

boundary o f the wound with a mouse cursor in order to provide the system with 

information about the wound boundaries. This information is then used for 

further calculations o f wound area and wound volume. As mentioned before, the 

authors define the wound volume as a sandwich between the measured surface 

and the original healthy skin surface, and use the cubic splines to interpolate the 

original healthy skin surface. In their experiments, they compare the performance 

o f the instrument with three traditional wound measurement techniques: rulers 

(for length measurements), transparency tracings (for area measurements), and 

alginate casts (for volume measurements). The results show that the MAVIS 

instrument is more precise than all of the rest.

14
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Jones et al. [13] introduce a new instrument to measure the dimensions and colors 

of skin ulcers and pressure sores. This instrument is based on the structured light 

vision technique. Since ulcers tend to heal from the base, rather than from the 

borders, volume measurements are helpful for the assessment of wound healing 

in ulcers. As mentioned previously, the structured light vision technique has the 

advantage o f high accuracy in wound volume measurement. In order to solve the 

difficulty o f original healthy surface reconstruction, the authors define the original 

healthy surface by a cubic spline interpolated between the surrounding areas o f 

healthy skin and the existing ulcer surface. After images are taken, they explain 

the procedure for locating the center o f the stripes, since that is the only 

information they need from the laser images when they calculate the area and 

volume of ulcer wounds. In their conclusion, they explain the factors that affect 

the precision o f wound dimension measurement. The instrument introduced in 

the paper has been used in two hospital clinics on patients that suffer with skin 

ulcers, pressure sores, and other skin wounds.

Tsap et al. [14] present a computer vision approach for burn scar assessment. 

Scars usually indicate successful wound healing. They are different from normal 

skins in several ways, including color, texture, size, and shape. Burn scar 

assessment can be utilized as an important factor in wound healing assessment. In 

this paper, the difference of elasticity between scars and normal elastic skin is

15
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utilized to assess bum  scars. Normal elastic skin allows almost unrestricted body 

movements, but with scarring, skin material properties change, and skin 

movement is restricted. In the skin model, a grid pattern is drawn on the region 

o f interest in order to observe the elasticity o f the skin when pulled. The authors 

present a set o f algorithms for objectively determining the elastic properties o f 

burn scars relative to the surrounding normal skin area [14]. By determining the 

elastic properties of burn scars, the success of the healing process o f wounds can 

also be defined.

Jones et al. [15] propose a semi-automated wound area measurement algorithm 

for measuring the area of leg ulcers. The algorithm adapts the active contour 

model that was first defined by Kass et al. [16]. Instead o f using discrete points, 

the active contour model in this paper defines the contour as a piecewise 

parametric curve using cubic B-splines, and uses the mini-max principle to 

adaptively regularize the contour according to local conditions in the wound 

image. The experiments in this paper show that this contour model produces 

higher-precision leg ulcer area measurements when compared to measurements 

made by manual delineation, in most o f the cases tested.

Krouskop et al. [17] present a non-contact wound measurement system that is 

based on structured light vision technique. They describe the device design of the 

system, which is similar to the structured light vision systems introduced in

16
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Section Two. They provide details o f image enhancement for the purpose o f 

improving the precision o f the system. They then introduce their wound area and 

wound volume calculation formulas. As mentioned before, in order to calculate 

wound volume, the original skin surface must be known, so a formula is 

presented for estimating the original skin surface. This formula assumes that the 

wounded part of the body is originally smooth and has only simple curvature in 

two orthogonal directions. In order to evaluate the precision o f this system, 

plaster molds with spherical indentations are used to represent various wounds. 

The experimental results show that the wound measurement system is effective 

for measuring surface area and volume of wounds.

3.2 Wound border detection

Zhang et al. [18] introduce an automatic radial search technique for border 

detection on digitized skin tumor images. This radial search technique is based on 

the technique described by Golston et al. [19]. It first estimates the tumor center 

by performing the average luminance projection of a tumor image along its rows 

and columns. Then it starts two rounds o f radial search based on the same tumor 

center. The first round is independent: the best-fit edge-detection method is 

applied for finding the reliable border points as seeds. The second round is 

dependent on the seed points from the first round, and the tumor border points 

are found, based on the simple prior knowledge that all the neighboring border 

points are close to each other. The experimental results show that the radial

17
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search technique described in the paper improves on model images and clinical 

skin tumor images where the technique o f Golston et al. [19] failed to find the 

correct border.

Schmid-Saugeon et al. [20] present a computer-aided diagnostic system for 

detecting pigmented skin lesion boundaries. The images are processed by the 

epiluminescence microscopy (ELM) technique, which use oil immersion to 

display the outer layer o f the skin in order to reveal m ost o f the pigmented 

structures by allowing the light to penetrate deeper into the skin. In order to 

prevent corruption o f images, and facilitate the subsequent segmentation and 

feature quantification steps, a hair removal algorithm is introduced to remove hair 

from images before a lesion boundary detection algorithm is applied. In the lesion 

boundary algorithm, the authors combine a segmentation technique and a 

boundary detection technique to detect the lesion boundaries in the images. The 

experimental results show that the lesion boundaries obtained by this computer- 

aided diagnostic system generally are better than hand drawn boundaries obtained 

by each physician alone.

3.3 Analysis o f colors within the wound site

Berriss et al. [21] review the recently published research into color image 

processing applied to skin wounds and lesions. There are two major applications 

in this field: assessments o f skin wound or ulcer healings, and the diagnosis of

18
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pigmented skin lesions. In  wound healing assessments, wound border detection, 

wound size calculation, and analysis o f the colors within the wound site are often 

very important. In diagnosis o f pigmented skin lesions, image-processing 

techniques such as edge detection, segmentation, and object identification are 

often used for the purpose of analyzing the size, shape, irregularity, and color of 

the segmented lesion. The authors introduce the work of several research groups 

in the area o f color image processing of wound healing, and emphasize that color 

image processing applied to skin wounds has advantages over human assessments 

o f wounds, since it is difficult for humans to analyze and compare color images 

of wounds.

Hansen et al [22] present a computer analysis o f tissue color to assess the severity 

o f wounds using color image processing. They use an animal wound model 

described by Kokate et al. [23] to simulate the human wound. The authors first 

attempt to develop a linear model that relates hue, saturation, and intensity to 

wound severity, but experimental results show that the model is not able to 

distinguish the severity o f wounds. They then develop a non-linear model relates 

hue and saturation with wound severity. The results show that tissue hue can be 

used to distinguish wound severity. The authors believe that the major benefit o f 

their system is its capability to accurately track the visual appearance o f the 

wound site over time, and they have developed the methodology to repeatedly

19
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quantify skin color, and then assess the utility o f the technique to evaluate 

wounds.

Ercal et al. [24] use an artificial neural network to diagnose malignant melanoma 

from color skin images. They define a set o f features that can be used to 

distinguish melanoma from three other types o f (benign) tumors: dysplastic nevi, 

intradermal nevi and seborrheic keratoses. The features include color 

characteristics of tumors, tumor asymmetry, and border irregularity, and later 

experiments confirm that color characteristics o f tumors play a crucial role in the 

diagnostic process [24], The artificial neural network is a feedforward neural 

network with fourteen inputs, including the three features mentioned above, and 

one output that indicates whether the tumor is malignant melanoma or not, using 

the back-propagation rule. The authors show that a high level o f accuracy in 

detecting malignant melanoma can be achieved in the experiments when using 

the artificial neural network.

Herbin et al. [25] propose a method o f skin healing assessment using true color 

image processing techniques. They define two indices derived from image 

processing techniques: wound area index and wound color index. Wound area 

index is a surface area index that is based on automated delineation o f wound. An 

optimal threshold value that is varied by interactively delineated wounds is used 

to decide whether a pixel is in the wound area or not. By combining the pixels

20
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that are in the wound area, the wound area index is computed. Wound color 

index is the mean chromatic green in the wound. It appears to be more 

appropriate to follow up color variations induced by healing among a population 

of healthy volunteers [25]. Since the two indices are not directly related to each 

other, the authors propose both o f these indices for the study of epidermal 

wound healing during clinical trials.

Bon et al. [26] define a healing function based on parameters obtained from 

digitized images o f wounds. They first examine the sixteen candidate parameters 

that might be useful for wound healing assessment: the means o f red, green, blue, 

luminance, chromatic red, green and blue, the standard deviations a R , g G , aB, 

g L , G r, G g , G b , and the number o f minima and maxima [26], Experimental 

analysis suggests that color homogeneity indicates healing better than does color, 

which indicates that the standard deviations o f luminance and color are the most 

relevant parameters in defining the healing function. The authors then build the 

healing function based on the nine parameters: g R , g G , g B , gL , G r, G g , G b , and 

the number of minima and maxima. Experimental results show that the curve of 

healing function is close to the healing curve o f patients.

21
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C h a p t e r  4

ADAPTIVE APPROACH FO R FEATURE PO IN T EXTRACTION

We can acquire depth information o f a wound by identifying the curvature 

changes of each (laser) line in a laser image taken of the wound. In  order to 

identify curvature variations, one way is to extract some feature points from each 

laser line, as shown in Figure 5 (red points in the figure). The locations of the 

feature points give us information on the 3D surface changes from the laser lines.

F igure  5: A portion o f a laser image

22
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A simple way to extract the feature points is to use a threshold to filter out all of 

the pixel points that do not lie on the laser lines. Since the pixel intensities vary 

for different laser images, we cannot apply a fixed threshold for all images. In 

addition, even in the same laser image, the pixel intensities may vary in different 

regions. Thus, instead of using global thresholding, adaptive thresholding is 

applied.

In our research, instead o f retrieving all of the feature points along each laser line, 

we generally define a distance o f N , and retrieve only the feature points N  pixels 

apart along each laser line. The reason we do not retrieve all o f the feature points 

is that we do not need all of the feature points in each laser line for the next step’s 

computation. Since the laser lines will not be straight if the wound surface is not 

flat, it will be difficult to retrieve the feature points horizontally, line by line. 

Instead, we start from the bottom up to retrieve the feature points in each laser 

line vertically, as shown in Figure 5. Each time we begin to retrieve the feature 

points from the bottom up, we need to define a threshold, so that pixels that are 

not lying on the laser lines will be removed. Since there are clear separations 

between the laser lines and the background in each laser image, we use the 

intensity histogram (Figure 6) to decide the threshold. The x-axis represents the 

pixel intensities from 0 to 255, and thejy-axis represents the occurrence o f each 

intensity value. Generally, there are two clearly separated peaks in the histogram,
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corresponding to the laser lines and the background. A suitable threshold for 

separating these two groups lies between the two peaks in the histogram. For 

example, in Figure 6 the threshold is 43.

Occurrence

Figure 6: Intensity Histogram
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C h a p t e r  5

EX PERIM ENTAL EN V IR O N M EN T

In our experiments, we chose a small area on the back of a human model to 

simulate a wound. Figure 7 shows the back of the human model. Figure 8 shows 

the small area on the back o f the human model that is modified to mimic a 

wound.

Figure 7: The back o f a human model
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Figure 8: The small area on the back 
o f a human model that is modified to 
mimic a wound

Plaster was added to the simulated wound in stages to simulate the process o f the 

wound getting worse. We then removed the plaster in steps to simulate the 

process o f the wound getting better. In total we took 11 images for the whole 

process. Each laser image contains 24 laser lines and has a resolution o f 2558 * 

3079 pixels, which is detailed enough for our experiments. Figure 9 shows one o f 

the laser images. The first o f the eleven laser images was taken when there was no 

plaster added to that area. So it was used to represent the best condition (the 

wound was healed). The seventh image was the last one taken during the process 

of incrementally adding plaster; i.e., the seventh one represents the wound in its
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worst condition. Figure 10 shows the image that represents the best condition of 

the wound. Figure 11 shows the image that represents the worst condition o f the 

wound. Except for these two images, the others were subjectively evaluated.

Figure 9: O ne o f the laser images
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Figure 10: The laser image that 
represents the best condition of the 
wound
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Figure 11: The laser image that 
represents the worst condition o f the 
wound

5.1 The preparation of the experiment

In the experiment, there were 9 laser images used for evaluation. These laser 

images were evaluated by 20 judges, all o f whom were graduate students from the 

Computing Science Department. To ensure the consistency o f the experiment, all
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of the evaluations were done on the same computer: a DELL desktop with 

1.8GHZ processor, 512MB ram, Geforce3 video card, and a 21-inch Trinitron 

monitor. The resolution o f the display was 1280 * 1024.

The judges were asked to rate the laser images by their assessment of the wound 

healing. Each laser image was expected to be assigned one o f the following 

ratings: the wound is in a very good condition (5), the wound is in a good 

condition (4), the wound is in a fair condition (3), the wound is in a bad condition

(2), the wound is in a very bad condition (1). Two more referential images were 

displayed side by side with the rating images for comparison; these two images 

were the first and seventh images as mentioned above. The first image was 

assigned a rating o f 5 and placed at the right side, and the seventh was assigned a 

rating o f 1 and placed at the left side. The judges were asked to compare the 

target (rating image) with the two referential images and assign it a rating between 

1 and 5. Figure 12 shows the interface of the program that was used by the judges 

to evaluate the images.
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Figure 12: Interface o f the Program

5.2 The background of the judges

In our experiment, the judges were expected to rate the laser images by their 

assessment o f the wound healing. Thus they needed to know beforehand what 

laser images were and how to relate the laser images to the real wound.

We prepared an introduction for the judges before they took the evaluation. In 

the introduction, we explained how the laser images were generated and the 

connectivity between laser image and its corresponding texture image. A laser 

image (figure 3) and its corresponding texture image (figure 2) were also shown to 

the judges to give them impression how to relate laser images to real objects. One
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reason that we chose all of the judges from the Computing Science Department 

is that they all had a thick background in computing science. All of the judges 

understood quickly. They would not start the evaluation until they were confident 

to make it.

5.3 The effect o f the temporal sequencing factor

In order to avoid the effect o f the temporal sequencing factor, the sequence of 

the 9 laser images was randomly generated so that no two judges shared the same 

sequence, and each judge made his/her decision independently. Only one object 

was displayed at a time to the judge.

32

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C h a p t e r  6

EX PERIM ENTAL RESULTS A N D  D ERIV A TIO N  OF A PERCEIV ED
H EA LIN G  FU N CTIO N

We divided the 20 judges into two groups, with each group containing 10 judges. 

The evaluation results from the first group are used for the derivation o f the 

perceptual metric, and the evaluation results from the second group are used for 

estimating the reliability of the experimental results.

In each group, the rating of each image is the average of the evaluations from all 

the group members for that image. Table 1 shows the results o f the image ratings 

by the first group. As mentioned above, the referential images (1 & 7) had ratings 

o f 5 and 1, respectively.
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Image list Group 1 rating

Image 2 4.6

Image 3 4.4

Image 4 3

Image 5 2.7

Image 6 2

Image 8 2.1

Image 9 2.9

Image 10 3.8

Image 11 4.1

Table 1: G roup 1 average ratings

Comparing the images with the experimental results from Group 1, when the 

laser images have more curved laser segments, the ratings o f the laser images are 

smaller, indicating the wound is in a worse condition. As explained in Section 4, 

we use feature points to track the curve changes in a laser line. Here, we define a 

curve slope for each feature point. For each laser line, all o f its feature points 

have an adjacent feature point at their left side except the leftmost feature point. 

In this experiment, therefore, we will ignore the leftmost feature points for each 

laser line. For all the other feature points in a laser line, we define the feature 

point’s curve slope as:
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Curve Slope -  | (j1 - j 0) /  (x, -  x 0)  | 

where ( x p j J  is the pixel location o f the feature point, and ('x0, y 0) is the pixel 

location of its adjacent feature point on the left.

Thus we can calculate the average curve slopes of all the feature points in a laser 

image as shown in Table 2.

Im age list Group 1 rating Average curve slope

Image 2 4.6 0.070

Image 3 4.4 0.078

Image 4 3 0.096

Image 5 2.7 0.106

Image 6 2 0.129

Image 8 2.1 0.115

Image 9 2.9 0.099

Image 10 3.8 0.092

Image 11 4.1 0.091

Table 2: Group 1 Average Ratings vs. 
Average Curve Slopes

It can be seen that when the average curve slope becomes larger, the image rating 

becomes smaller. Also, when the average curve slope is close to 0, the image
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rating is close to 5, indicating that the wound has healed. When the average curve 

slop is close to oo, the image rating is close to 1, indicating that the wound is in a 

very bad condition.

6.1 Derivation of the healing function

As mentioned above, we use image rating to indicate the healing condition o f the 

wound. When we define the healing function, we also use image rating to 

represent the healing condition. A suitable healing function should be the best fit 

o f the data in table 2, and it has two restrictions: the maximum value o f the image 

rating is 5 and the minimum value of the image rating is 1. Here we apply the 

least square method to retrieve the healing function.

The least square method assumes that the best fit curve o f a given type curve has 

the minimal sum o f the deviation squared (least square error) from a given set of 

data. Since we are not sure which type of curve will be the best fit, we will test 

several commonly used types below.

First, we will use a straight line to approximate the data in table 2. A straight line

has the form of y  — Cl -\- b x  , where x represents the average curve slope, y 

represents the image rating, and a, b are the unknown parameters. The best fitting

curve / ( * )  has the least square error, i.e.,
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n  =  2 b / - / ( * , • ) ]  = Z b i - ( f l + ^ / ) ]  = m i n -
;=1 i= l

In order to obtain the least square error, the two unknown parameters a, b need 

to yield zero first derivatives.

—  =  2 S b /  “ ( a +  &*,-)] =
1=1

=  2 Z jci [ y / - ( a + 6 jci ) ] = 0
i=l

After expanding and rearranging the above equations, the two unknown 

parameters a, b can be obtained.
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E y  2>2 - 1*

\ i =1 A i = l  J  V(=l J \ i =  1 J

"X*2 - E
i- 1 i- 1

"ẐHZ*] ' E y
-  v «=i ,i=l y V *=1

\ 2n i n

»X*2 rU >
/=i J  V *=i J

After calculation, we have the best fitting line:

y  = 5, 0 < x < 0.02696 

< y  = 5.685 -  25.405x, 0.02696 < x < 0.18441 

y  = \, x >  0.18441

Figure 13 shows the graph o f the best fitting line.

♦  Table 2 Data 

• — Best Fitting Line

Averaged Curved S lope

F igure  13: Best Fitting Line 
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Second, we will use a second-degree curve y  — a  +  u X  +  CX to 

approximate the data in table 2, where x represents the average curve slope, y 

represents the image rating, a, b and c are the unknown parameters. Again, the

best fitting curve / O )  has the least square error, i.e.,

n = 2 1y , ~  /(*,■ )f = S  U - (°+bxi + cx? )f = min •
i=1 ;'=1

In order to obtain the least square error, the unknown parameters a, b, and c need 

to yield zero first derivatives.

—^  = 2 V  [y ~(a + bx + cxf)] = 0 
da t r  

< ^ = 2Yjxb i  -  [a+bxi+cxf )]=0 

^  = 2 J X I #  -  [a + bxt + cxf)] = 0
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After rearranging the above equations, we can calculate the three unknown 

parameters. The values of the three parameters are: a=5.05866, b = 13.16885, 

c=313.29648. So the best fitting second-degree curve is:

'y = 5, 0 < x <  0.04610 

< y  = 5.05866 + 13.16885x -  313.29648, 0.04610 < x < 0.13676 

y  = l, x >  0.13676

Figure 14 shows the graph of the best fitting second-degree curve.

♦  Table  2  Data

Best Fitting Second- 
degree Curve

0 0 .0 5  0.1 0 .15

A verag ed  C u rved  S lo p e

Figure 14: Best Fitting Second-degree 
Curve
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Now we use an exponential curve y  ~~ A F  to approximate the data in table 2, 

where x represents the average curve slope, y represents the image rating, r and A 

are the unknown parameters.

Before we start to look for the best fitting curve / ( * )  , we need to simplify the 

format of the exponential curve first. First, we apply the logarithm operation on 

both sides of the formula,

log(y) = log(^)+ xlog(r)

Second, replace i°g<» with y  , logpl) with Cl y log(r) with b , so 

that we have a new format o f the formula, which is exacdy a format o f a line,

y' = a + bx

Following the steps above when we calculate the best fitting line, we can obtain

the values of Cl and b  , then we can obtain the values o f A  and f  . The best 

fitting exponential curve is:
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y  = 5, 0 < x < 0.03198 

< y  = 6.34559 x (0.00058)x, 0.03198 < x < 0.24794 

y = l, x >  0.24794

Figure 15 shows the graph o f the best fitting exponential curve.

6

5

ra
O'

1

0
0.40 0.1 0.2 0.3

A v e ra g e d  C u rv e d  S lo p e

♦  Table  2 Data

HB— Best Fitting
Exponential Curve

Figure 15: Best Fitting Exponential 
Curve

When we compute the best fitting exponential curve above, we don’t consider 

the restriction that the minimum value o f the image rating is 1 at the beginning. It 

is reasonable to put the restriction under consideration. In order to maker sure 

tha t the value o f  y will n o t be smaller than 1, w e use an o th er exponential curve

y  =  Arx + 1 to approximate the data in table 2, where x represents the
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average curve slope, y represents the image rating, r and A are the unknown

parameters.

Following the similar steps when calculating the best fitting exponential curve, 

we can have the following best fitting exponential curve with restriction:

j y  = 5, 0 < x <  0.03426 

[y  = 5.82378 x (l.7274 x lO"5)” +1, x > 0.03426

Figure 16 shows the graph o f the best fitting exponential curve with restriction.

A verag ed  C urved  S lop e

♦  Table 2 Data

Best Fitting 
Exponential Curve  
with Restriction

Figure 16: Best Fitting Exponential 
Curve with Restriction
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  r „ - { x - k ] f  / k 2
Last, we will use a Gaussian curve y  to approximate the

data in table 2, where x represents the average curve slope, y represents the image 

rating, It*,, k, and k2 are the unknown parameters.

Again, we need to simplify the format o f the Gaussian curve first. Apply the 

logarithm operation to both sides:

log(^) = log(£0) + \og[e~{x~k')21 kl

We can further extend the above formula, and have:

log(y) = log(A:0) -  (x2 -  2kxx + k 2)/ k2

Now we replace / ^ 2 with C , and have:

log(y) = -c 'x2 + 2 c k xx  + log(£0) -  c'k2

Replace l o § ( .y )  with y  , C with C , 2 C with b ,

l o g f c  )  — C k̂  with Cl , so that we have a format o f a second-degree curve:

y  = a + bx + cx2

44

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Following the steps above when we calculate the besting fitting second-degree 

curve, we can obtain the values of the unknown parameters, then we can obtain 

the best fitting Gaussian curve:

'y = 5, 0 < x < 0.05924 

< y  = 5.55498^M02882)2/0-00879, 0.05924 < x < 0.15159 

y  — 1, x > 0 .15159

Figure 17 shows the graph o f the best fitting Gaussian curve.

♦  Table 2 Data

—• — Best Fitting Gaussian  
Curve

A verag ed  C u rved  S lo p e

Figure 17: Best Fitting Gaussian 
Curve

When we use the Gaussian curve to approximate the data in table 2, we don’t put 

into consideration that the minimum value of the image rating is 1. In order to 

maker sure that the value of y will not be smaller than 1, we use another Gaussian
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  7 ~ { x ~ k \  ) 2 / t 2 , 1
curve y  ~  to approximate the data in table 2, where x

represents the average curve slope, y represents the image rating, k,l; k2 and k2 

are the unknown parameters.

Following the similar steps above, we can obtain the best fitting Gaussian curve 

with restriction:

y  = 5, 0 < x < 0.06397 

y  = 4.8469e-M '03156)2 / 0 00547 + 1, ,x> 0.06397

Figure 18 shows the graph o f the best fitting Gaussian curve with restriction.

b!
5 1

O)
c 4
(0
QL 3 -0)
o>
03
E 2 -

0.1 0 .2  0 .3

A verag ed  C u rved  S lo p e

♦  Table  2 Data

Best Fitting Gaussian  
Curve with Restriciton

Figure 18: Best Fitting Gaussian 
C urve w ith  R estric tion
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The curve that has the minimal sum o f the deviation squared (least square error) 

from the data in table 2 is considered as the best fitting curve. Table 3 shows 

the sum o f the deviation squared between different types o f best fitting curves. 

We can see that the best fitting Gaussian curve with restriction has the 

minimum sum of the deviation squared from the data in table 2, so it is the best 

fitting curve here.

Curve Sum o f the deviation squared

Best Fitting Line 2.52395

Best Fitting Second-degree Curve 1.01156

Best Fitting Exponential Curve 3.15233

Best Fitting Exponential Curve with 

Restriction

3.52028

Best Fitting Gaussian Curve 0.70695

Best Fitting Gaussian Curve with 

Restriction

0.64660

Table 3: The sum of the deviation 
squared between different types o f 
best fitting curve

Thus the healing function is:

47

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



y  = 5, 0 < x < 0.06397 

\ y  = 4.8469e+ -°03156)1 /000547 +1, x > 0.06397

Figure 19 shows the healing function curve with respect to group 1 results. We 

will use this healing function as an approximation o f the subjective healing 

evaluations.

Healing Function vs Group 1 Results

♦  Group 1 Results 

Healing Function

0.1 0.2 

A verag ed  C urved  S lop e

Figure 19: Healing Function vs.
G roup 1 Results

We also use Group 2 results to test whether the healing function is reliable. Table 

4 shows group 2 results. Figure 20 shows the healing function with respect to 

group 2 results. It can be seen that all the sample points from group 2 are 

distributed close to the healing function curve, similar to group 1.
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Image list Group 2 rating Average curve slope

Image 2 4.8 0.070

Image 3 4.4 0.078

Image 4 3.1 0.096

Image 5 2.7 0.106

Image 6 1.7 0.129

Image 8 2.3 0.115

Image 9 3 0.099

Image 10 3.9 0.092

Image 11 4.2 0.091

Table 4: Group 2 Average Ratings vs. 
Average Curve Slopes

Healing Function vs Group 2 Results

♦  Group 2 Results 

-■ — Healing Function

0 0.1 0 .2 0.3

A verag ed  C urved  S lop e

Figure 20: Healing function vs. Group 
2 Results
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6.2 Reliability of the observer evaluations

The derivation o f our healing function is based on perceptual evaluation results. 

Therefore, it is important to discuss the reliability of our perceptual evaluations. 

Guilford [27] states that reliability increases with the number o f judges 

(observers), and “reliability rating o f 0.90 can be obtained with 10 to 50 judges.” 

In our experiment, we have 10 judges in each group. In order to make sure that 

they have similar educational and professional backgrounds, we chose only 

graduate students in Computing Science. As mentioned in Guilford’s book, 

“the reliability o f measurements is determined by a self-correlation; repeated 

sets o f measurements are correlated with each other.” However, it is a difficult 

and time-consuming task to form groups for self-correlation, since an additional 

group o f judges for self-correlation m ust have comparable judging behaviour. 

This requires conducting extensive psychological behaviour tracking over time, 

which is beyond the scope o f our preliminary study. Instead o f computing 

correlation between similar judges, we will consider correlations o f the average 

evaluations o f the two groups o f judges. Table 5 displays the evaluation results 

o f the images o f the two groups.
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Image list Group 1 rating Group 2 rating

Image 2 4.6 4.8

Image 3 4.4 4.4

Image 4 3 3.1

Image 5 2.7 2.7

Image 6 2 1.7

Image 8 2.1 2.3

Image 9 2.9 3

Image 10 3.8 3.9

Image 11 4.1 4.2

Table 5: G roup 1 Average Ratings vs. 
Group 2 Average Ratings

In order to quantify the strength o f the linear association between the two 

groups, we need to calculate the correlation coefficient. Given the data in table 

5, the correlation coefficient is calculated by:

_ \
1 r - Yx — X

r -
n — 1

y - y  

v ,
Where n is the number o f the images tested, which is 9 here, x represents the

image ratings in group 1, X  represents the average value o f image ratings in 

group 1, Sx represents the standard deviation of image ratings in group 1, y
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represents the image ratings in group 2, y  represents the average value of 

image ratings in group 2, and Sv represents the standard deviation o f image 

ratings in group 2.

The correlation between the two groups is 0.881, which means there is a fair 

positive correlation. Although we did not follow the psychometric guidelines 

strictly, this still indicates that there is a strong association between repeated sets 

o f measurements o f a “similar” group o f judges, which leads us to believe that 

the reliability o f our study should be fairly high, possibly around 0.90.

Guilford also mentioned that: “ranking becomes difficult and irksome when 

there are more than 30 to 40 stimuli.” In our experiment, only 3 stimuli 

(images) were shown at a time to the user, and the total num ber o f stimuli per 

judge was 9. We thus believe that we used an appropriate num ber o f stimuli.
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C h a p t e r  7

CONCLUSIONS A N D FUTURE W ORK

In this dissertation, we proposed an experimental strategy for generating a healing 

function for wound healing assessment. We described how to extract relevant 

parameters according to the statistical data acquired from the perceptual 

experiment, and we applied the least squares method to generate a healing 

function that is based on the extracted parameters. The experimental results show 

that the perceptual evaluation results are reasonably close to the curve o f our 

healing function. We also discussed the reliability o f the perceptual evaluation 

results and showed that the reliability is fairly high.

For now we only concern the depth information of wounds in our healing 

function, in the future, we hope we can extend our healing function so that 

wound si2e, wound border and wound color are also considered when we build 

the healing function. Although we only use artificial wound to test our approach, 

it is ready for use by the physicians on the real medical images.
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