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Abstract

Sampled-data control theory is the mathematical foundation required for the anal-

ysis and design of sampled-data systems. An important assumption in the devel-

opment of conventional sampled-data control theory is that measurement sampling

periods are uniform. However, with the widespread use of networked and embed-

ded control systems it is not possible or practically feasible to have constant mea-

surement sampling periods. Consequently, the conventional sampled-data theory

needs to be re-evaluated before designing this class of control systems. Motivated

by this, this thesis develops mathematical approaches for the analysis and synthesis

of sampled-data systems with nonuniform sampling periods.

Two types of variations in sampling period are considered. For the first type,

we assume that the measurement is sampled irregularly but the input is updated

regularly. For the second type, we assume that both measurement sampling and

input updating occur synchronously but with nonuniform intervals. These timing

models are general enough to capture many different types of variations in sampling

periods.

Both state estimation and control problems are considered. For state esti-

mation, two types of filters are developed: a sampling period dependent for the

first type of variations and a robust one for the second type of variations. A

novel Markov model of the irregular sampling process together with the theory of

Markovian jump systems lead to the design of the first type of filter. The sec-

ond filter is designed by modelling the nonuniform sampling system as uncertain



feedback system with linear fractional transformation uncertainty. For the control

problem, a dynamic robustly stabilizing output feedback controller and a robust

H∞ controller are developed. Both controllers are designed for the second type of

variations in sampling period and analysis is based on modelling the nonuniform

sampling system as uncertain feedback system.

All theoretical development in this thesis is in discrete time and design con-

ditions are formulated as linear matrix inequalities (LMI’s). Many solvers, such

as the LMI toolbox of MATLAB, exist and can solve these convex optimization

problems very efficiently. Most constant-parameter filters or controllers designed

are easily implemented. The effectiveness of the proposed filters or controllers is

demonstrated using simulation results.
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Chapter 1

Introduction

1.1 Motivation

The field of control engineering deals with modifying the behaviour of dynamical

systems by manipulating their inputs, to make them work in uncertain environ-

ments. Advances in digital technology and the availability of low-cost microproces-

sors have influenced all areas of science and engineering; and control engineering is

no exception. Nearly all control systems constructed today are implemented using

digital computers and are referred to as computer-controlled systems or sampled-

data systems. Using computers to implement controllers offer many advantages

over analog implementation, such as, the controller can be easily re-programmed,

controller is a software program so changes in hardware components do not affect

it and delay can be handled easily.

P

KS H

w(t)z(t)

y(t)

y(k) u(k)

u(t)

Figure 1.1: Sampled-data feedback control system (solid line: continuous signals,
dashed line: discrete signals)
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Figure 1.1 shows block diagram of a typical sampled-data control system. In

Figure 1.1, P is a physical device or machine whose behaviour is to be controlled;

w(t) is the exogenous input which may consist of command inputs, disturbances

and measurement noise; z(t) is the signal to be controlled; u(t) is the control

input and y(t) is the measured output. The measurement y(t) is sampled by the

sampler S and fed to the controller K. The controller is an algorithm running

inside a computer, or a microcontroller, processes this measurement and generates

a control sequence. This sequence is applied to the input of the plant through a

zero-order hold device H. The time instants when the measurement is sampled

from the plant are called sampling instants and the duration between any two

consecutive sampling instants is called sampling period.

Sampled-data control theory is the mathematical foundation required for the

analysis and design of sampled-data systems. It has been well-developed during

the last two-three decades. Three approaches can be used for the controller design:

one is the continuous-time approach where a controller is designed in continuous-

time and implemented digitally; the second is the discrete-time approach where

the plant is discretized and a controller is designed in the discrete-time domain and

the third is the direct or sampled-data approach where a discrete-time controller is

designed for the continuous-time plant. References [3, 15] give a detailed treatment

of continuos-time and discrete-time approaches to the controller design and [9]

covers in detail the sampled-data or direct approach.

Sampled-data control theory is based on the assumptions that sampling and

hold devices are synchronized, e.g. using an external clock, and the measurements

are sampled periodically. Periodicity plays an important role in the discrete-time

and sampled-data approaches to controller design; we get linear time-invariant

models, by sampling in discrete-time approach and by lifting in sampled-data ap-

proach.

Recent years have seen a rapid development in communication, computation

and sensing technologies. This has opened up the possibility to design very large

and complex control systems by integrating computation, control and communi-

cation.
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Physical System

H1 H2 · · · HmS1S2· · ·Sn

Communication Network

Controller

Figure 1.2: Modern sampled-data feedback control system

Figure 1.2 shows a typical configuration of a modern sampled-data control sys-

tem. A distinctive feature of this configuration is that all information between the

controller and the plant is exchanged through a shared communication network.

Moreover, the sensors (S1, · · · , Sn) and actuators (H1, · · · , Hm) could be geograph-

ically separated from each other and could be independent nodes on the commu-

nication network. Closing the control loop through a communication network has

the advantages of reduced wiring cost and ease of maintenance and debugging;

however, it makes the analysis and design of control system harder [4, 30, 33, 86].

It may not be possible to guarantee constant sampling periods and synchronized

operation of the sampling and hold devices [84].

Timing problems also arise in other control configurations, e.g. embedded

systems, where a single computer is used to do many operations including the

control. The control task is scheduled along with many other tasks and there is

no guarantee of constant sampling periods [33, 77]. Other applications where it is

difficult to maintain a constant sampling period include cross-directional control

of paper machine systems [58] and brushless DC servo systems [81]

For the aforementioned configurations, if a controller is designed with the as-

sumption of constant sampling period, this could degrade the system performance

[67] and may even lead to instability of the closed-loop system [36, 38, 62]. This

motivates the development of sampled-data theory where aforementioned assump-
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tions of constant sampling period and synchronized operation of sampler and hold

are relaxed. In this thesis, we refer to the class of sampled-data control systems

with variations in sampling period as nonuniformly sampled systems.

Control systems where control loops are closed through communication net-

works are called networked control systems. Communication networks introduce

many imperfections, such as, data packet dropout, limited communication capac-

ity, in addition to the variable transmission periods. There have been a lot of

research activities in the control community for the analysis and design of such

systems. To learn more about networked control systems, see book [33] and survey

article [30].

1.2 Background

The interest in sampled-data control with nonuniform sampling periods can be

traced back as early as in 1957 with the PhD thesis of Kalman [34]. The recent

wave of interest in the context of networked control systems started with the work

of Walsh et al. [74, 75] and Zhang et al. [84–86]. The initial attempts used a

continuous-time Lyapunov function to derive sufficient stability conditions. Zhang

et al. [85] also showed that stability of the sampled-data closed-loop system can

be implied by the stability of the associated discrete-time system by using a Lya-

punov function that is decrescent at the sampling instants; they used a randomized

algorithm to search for such a Lyapunov function using a grid of sampling periods.

A drawback of this approach is that no matter how small the grid is, there is, in

general, no guarantee that the sampled-data system will be stable for all possible

variations of the sampling period. Improving upon the grid idea, Fujioka [19, 21]

took the robustness into account to guarantee stability for all possible variations of

the sampling period. The discrete-time system associated with the sampled-data

system is time-varying and uncertain because of uncertainly varying sampling pe-

riods: Fujioka viewed the variations in the sampling period as perturbations to a

nominal sampling period, modelled them as linear fractional transformation uncer-

tainty and used small-gain condition to guarantee robust stability. This approach

also opened up the possibility of using other robust control techniques. In [54, 55]

4



Feedback Control Systems

Sampled-Data Systems

Nonuniformly Sampled-Data Systems

Figure 1.3: Research context

a discrete-time approach using robust linear matrix inequalities was developed and

in [31, 32], a discrete-time approach using polytopic modelling was presented.

On the other hand, Fridman et al. [17] followed a delay systems approach.

The idea was to model the closed-loop sampled-data system as a continuous-time

one with a time-varying delay in the input. This approach was later improved in

[16, 46] to take into account the saw-tooth nature of the delay.

Experiments show that discrete-time approaches are, in general, less conserva-

tive than the continuous-time approaches. However, most of the approaches are

concerned with the state feedback stability analysis and stabilization problem only.

A more practical setup to work with is the control with output feedback. Also, not

all state variables of a plant are measurable in practice; therefore, it is important

to consider the state estimation problem. Moreover, control design that optimize

some performance measure should also be considered.

Figure 1.3 shows the context of this research. It falls under the domain of feed-

back control systems. The area of research is sampled-data systems with specific

focus on nonuniformly sampled systems.

1.3 Research Goals and Methods

As pointed out in the previous section, the research on sampled-data control with

nonuniform sampling periods is in its infancy. Many problems are still unsolved.

The main objective of this research is “to develop a unified theory for the analysis

and synthesis of nonuniformly sampled systems”. In order to meet the above
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objective, we set the following goals for this research:

• Most of the existing discrete-time approaches assume the availability of all

state variables of the system. In practice, it is not possible to measure all

state variables: Therefore, our first goal is to develop a state estimation

technique for nonuniformly sampled systems.

• Our next goal will be to extend the existing discrete-time approaches to the

more general setup of output feedback control and develop a stability analysis

and stabilization method with output feedback.

• Finally, we shall focus on developing a controller design method that takes

into account some performance measure of the closed-loop system.

Most of the theoretical development in this research will be in the discrete-time do-

main. Most of the existing discrete-time approaches assume the availability of all

state variables of the system. Our first goal will be to consider the design of a state

estimator to estimate the state of the system at nonuniform sampling instants. Sta-

bility is a fundamental requirement for the operation of any control system; hence

this problem attracts many researchers. In the next step, we shall consider the

dynamic output feedback stabilization problem. Another related problem would

be to consider the control design with some closed-loop performance specification.

Convex optimization methods have proved to be very useful tool for the analysis

and design of control systems. An important feature of these methods is that

many control problems can be formulated in a similar way. Many efficient solvers

are available that can solve problems of moderate size within reasonable amount

of time. In this research, we shall harness the power of these methods to find

numerical solutions.

1.4 Thesis Contributions

The research presented in this thesis and the major contributions that distinguish

it from other work are listed below:
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1. Developed a novel model to describe the nonuniform measurement sampling

process using a Markov chain.

2. Using the above model, a method is developed to design a state estimator to

estimate the state of the system with nonuniform measurement sampling to

minimize the H∞ norm of the estimation error system.

3. Using robust control approach, a discrete-time robust H∞ filter design pro-

cedure is developed.

4. Developed a novel discrete-time LMI-based approach for dynamic output

feedback stabilization with nonuniformly sampled measurements.

5. Extended the above-mentioned approach to include H∞ performance of the

closed-loop system.

1.5 Applications

The proposed mathematical techniques in this thesis are expected to be applicable

for a wide range of control systems affected by timing problems. Some potential

applications are listed below:

Networked and Embedded Control Systems [30, 33, 74]: In networked and

embedded control systems, the communication between different components

takes place through a shared communication network. While traversing

through the network, the packets may experience delays and even get lost.

Therefore, a uniform operation of the sampling and hold devices is not pos-

sible.

Web Forming Systems [37, 58]: In web forming systems like paper machines

and rolling steel mills, scanning sensors are generally used to measure the

cross-directional properties. The measurement time varies with the relative

speed of the scanner and the web, resulting in nonuniform measurements.

Brushless DC Servo Motors [57, 81]: In brushless DC servo motors the ro-

tor position is measured through an arrangement of proximity sensors and

7



the measurement time depends on the rotor speed. Therefore the position

measurements are nonuniform or aperiodic.

Event Driven Systems [29]: Nonuniform sampling is also employed in event-

driven systems where a signal is sampled only when it crosses a certain

threshold.

The analysis and design for the aforementioned applications can be carried out

within the framework proposed in this thesis. This list of applications is growing

with the new systems being developed that combine control, communication and

computation.

1.6 Thesis Outline

This thesis has been prepared as per the guidelines from the Faculty of Graduate

Studies and Research (FGSR) at the University of Alberta. The rest of the thesis

is organized as follows:

Chapter 2 collects the background material which we think is important to

understand the contents of the later chapters. It begins with a description of basic

setup of nonuniformly sampled-data control systems followed by a description of

the timing models we shall use in this thesis. We then list the problems that will

be addressed in the rest of the thesis. After that we give a survey of the existing

literature related to nonuniformly sampled systems. A detailed survey of the lit-

erature related to each problem is given in the introduction of each chapter. We

believe that this will facilitate partial reading of the thesis which is expected for a

lengthy document. One of the contributions of this research is the Markov mod-

elling of the nonuniform sampling process; therefore, we give a brief introduction

to the discrete-time Markovian jump systems. Most theoretical development in

this thesis is based on linear matrix inequalities (LMI’s). In the last section, we

give a brief review of LMI’s and their use in control systems.

Chapter 3 is concerned with the design of state estimators. A Markov chain is

used to model the nonuniform measurement sampling process and then using this

model a method is presented to design an H∞ filter. A sampling period dependent,

8



full-order filter structure is considered. Simulation results are given to compare the

performance of the sampling period dependent filter with a general time-varying

H∞ filter which indicate that the proposed filter is better.

Chapter 4 considers the robust control approach for the filter design. Using

a linear fractional model of the uncertainty, an algorithm is developed to design

a discrete-time, robust H∞ filter for the given bounds of variations in sampling

period.

Chapter 5 considers the stability analysis and stabilization problems. In this

chapter we develop the dynamic output feedback stabilization of nonuniformly

sampled systems. A constant-parameter controller is sought. We shall observe

that because of the multi-modal approach involved in the analysis, it is very hard

to develop LMI conditions for the controller design. Using a linearizing change

of variables, we are able to develop LMI conditions which we believe is another

important contribution of this reasearch.

Chapter 6 considers the design of a discrete-time robust H∞ controller for

nonuniformly sampled systems. Extending the stabilization of Chapter 5, the

controller design is formulated as a robust stability and performance problem which

is, in general, non-convex. We use a DK-type iterative procedure for the controller

design.

Finally, Chapter 7 gives a summary of the dissertation and then list some future

work.

9



Chapter 2

Preliminaries

In this chapter we provide the background material which is necessary to under-

stand the contents of the following chapters. We begin with an introduction to the

class of nonuniformly sampled systems which is the topic of this thesis and then

state the problems being addressed in this research. In the following section, we

give a literature review of the existing research related nonuniformly sampled sys-

tems. Since we follow a discrete-time approach to deal with nonuniformly sampled

systems, fundamental concepts of discrete-time approach to deal with conventional

sampled-data systems are reviewed. One of the contributions of this research is the

modelling of nonuniform sampling process using a Markov chain and address the

state estimation problem using the Markovian jump systems framework. There-

fore, the class of Markovian jump systems is also introduced. Finally, a review

of LMI’s is provided which form the main tool used to solve the problems in this

thesis.

2.1 Nonuniformly Sampled Systems

Consider the sampled-data feedback control configuration of Figure 1.1. Let P be

a finite-dimensional, linear time-invariant plant with state space model

ẋ(t) = Acx(t) +B1cw(t) +B2cu(t), x(0) = x0

z(t) = C1x(t) +D11w(t) +D12u(t)

y(t) = C2x(t) +D21w(t)

(2.1)

10
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Figure 2.1: Sampled-data feedback control under timing model 1

where x(t) ∈ Rn denotes the state of the system, w(t) ∈ Rm1 is the disturbance

input, u(t) ∈ Rm2 is the control input, z(t) ∈ Rp1 is the signal to be controlled or

estimated and y(t) ∈ Rp2 is the measurement vector. The matrices Ac, B1c, B2c

C1, C2, D11, D12 and D21 are assumed to have compatible dimensions.

The plant P is controlled with a discrete-time controller K where plant data

is sampled at non-equidistant time instants. Sampling periods can vary in many

different patterns. To have something specific to discuss, we focus on the following

two models for sampling period variations.

2.1.1 Timing Models

Timing Model 1. We assume that the input to the plant u(t) is updated at a fast

and constant period h, whereas the measurement y(t) is sampled with irregular

periods. We also assume that the measurement sampling instants coincide with

the input update instants: This means that the measurement sampling periods are

integer multiples of the input update period. Figure 2.1 shows a schematic of a

sampled-data system under this timing model.

Timing Model 2. Let {τk, k ≥ 0} be a set of uncertain and nonuniformly spaced

time instants satisfying

0 < hl ≤ τk+1 − τk ≤ hu <∞, k = 0, 1, · · · (2.2)
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Figure 2.2: Sampled-data feedback control under timing model 2

and

lim
k→∞

τk =∞. (2.3)

The measurement sampling and control updating take place at the uncertain and

nonuniform sampling instants τk. The only assumption about the sampling in-

stants τk’s is that the separation between any two consecutive sampling instants

is bounded by lower and upper bounds, hl and hu, respectively. A configuration

of the sampled-data system under this timing model is shown in Figure 2.2.

These timing models are general enough to capture many patterns for variations

in sampling period. Timing model 1 is useful in situations where a state feedback

controller is designed ignoring the variations in sampling periods. An observer or

a filter can then be designed to provide the state estimate at the control update

periods while the measurements are sampled at irregular intervals. Timing model 2

is more general. It naturally includes the case of sampling jitter. Timing models

where sampling period variations are assumed to follow a distribution can also be

considered as special case of this model.

2.1.2 Problems Addressed in This Thesis

The problems we consider in this thesis are as follows:

Problem 1. As pointed out in Chapter 1 and will also be highlighted in next section,

most of the existing discrete-time approaches consider the case of state feedback

only. Since, in practice, it is not possible to measure all state variables of the

12



plant, we begin with the design of a state estimator under timing model 1. The

state estimator is designed to minimize the H∞ norm from disturbance input to

estimation error. This problem is solved in Chapter 3.

Problem 2. Timing model 1 seems a bit restrictive because it assumes that the

measurement sampling periods are integer multiple of state estimation period. In

order to relax this assumption, we consider the design of a state estimator under

timing model 2 while still minimizing the H∞ norm of the error system. This

problem is solved in Chapter 4.

Problem 3. We then focus on the control design problem and consider designing a

dynamic controller such that the sampled-data output feedback control system is

exponentially stable under timing model 2. This problem is solved in Chapter 5.

Problem 4. We finally consider the γ-suboptimal H∞ control problem where we

target designing a dynamic controller such that the sampled-data output feedback

control system is internally stable under timing model 2 and the discrete-time H∞
norm of the closed-loop system from disturbance input to the controlled output is

minimized. This problem is solved in Chapter 6.

2.2 Survey of Existing Results

Early results on sampled-data control with variable sampling periods include [1, 2,

12, 34, 38]. Most early work assumed that sampling period variations follow some

pattern, e.g., sample periods vary in an interval and those variations are repeated

after that interval.

Recent interest in the context of networked control systems started with the

work of Walsh et al. [74, 75] and Zhang et al. [84–86], where they mainly devel-

oped analytical approaches and studied the stability using a continuous Lyapunov

function. Zhang et al. [84] showed that stability of the sampled-data system can

be implied by the quadratic stability of the associated discrete-time system, and

used a randomized algorithm to search for a discrete time Lyapunov function by

using a grid of sampling periods. A grid based approach was also used in [60].

Improving on the grid method, Fujioka [19, 21, 23] took the robustness into

13



account and proposed a stability analysis and stabilization procedure that could

guarantee stability for all possible variations of sampling periods. Fujioka’s is

a robust control approach; he views the variations in the sampling periods as

perturbations to a nominal sampling period and models these perturbations as

a linear fractional transformation (LFT) uncertainty. Robust quadratic stability,

and hence exponential stability of the sampled-data system, can be guaranteed by

a simple application of the small-gain theorem. This approach was later extended

to the output feedback stability analysis in [20] and the state estimation problem

in [50, 51].

Based on the robust control approach, other discrete-time approaches were also

presented. In particular, a norm-bounded uncertainty approach was presented in

[69–71], an interval matrix approach [39], a discrete-time approach using robust

linear matrix inequalities was presented in [54, 55] and an approach using polytopic

modelling of the sampled-data systems was presented in [5, 31, 32].

On the other hand, Fridman et al. [17] introduced a delay systems approach for

the analysis of nonuniformly sampled systems. The idea is to model the sampled-

data system as a continuous-time one with time-varying delay in the input. Then,

analysis and synthesis tools from delay systems can be used. The approach was

later refined in [16, 22, 46]. The approach has been applied for analysis and

synthesis for nonuniformly sampled-data systems in, e.g., [18, 72].

The H∞ filtering problem for conventional sampled-data systems using LMI’s

was considered in [27, 56]. For nonuniformly sampled system, an H∞ filtering

procedure was developed in [6] using a polytopic modelling of the error system

and in [72] using a delay systems approach. We develop two different H∞ filtering

schemes, one under timing model 1 and the other under timing model 2, and

develop LMI conditions that can be very efficiently solved using state-of-the-art

LMI solvers. We show the improvement over existing techniques.

2.3 Conventional Sampled-Data Systems

In this section, we review some fundamental concepts of discrete-time approach

to the analysis and design of conventional sampled-data systems. The contents of
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this section are mostly taken from [9].

2.3.1 Step-Invariant Transformation or Zero-Order Hold
Discretization

For any two sampling instants τ1 < τ2, the differential equation in (2.1) can be

integrated from time τ1 to time τ2

x(τ2) = e(τ2−τ1)Acx(τ1) +

∫ τ2

τ1

e(τ2−τ)AcB1cw(τ)dτ +

∫ τ2

τ1

e(τ2−τ)AcB2cu(τ)dτ.

Set τ1 = kh and τ2 = (k + 1)h

x[(k + 1)h] = ehAcx(kh) +

∫ (k+1)h

kh

e[(k+1)h−τ ]AcB1cw(τ)dτ

+

∫ (k+1)h

kh

e[(k+1)h−τ ]AcB2cu(τ)dτ.

The control signal u(τ) is generated by computer and is constant over the k-th

sampling period; we also assume that w(τ) is constant over the k-th sampling

period. Defining xk := x(kh), wk := w(kh), uk := u(kh) and using a change of

variables to simplify the second and third terms in above equation give

xk+1 = ehAcxk +

∫ h

0

eτAcB1cdτwk +

∫ h

0

eτAcB2cdτuk

Also, sampling the output equations and defining yk := y(kh) and zk := z(kh)

yields

zk = C1xk +D11wk +D12uk

yk = C2xk +D21wk

Therefore, the discrete-time system associated with the continuous-time system in

(2.1) is

xk+1 = Φxk + Γ1wk + Γ2uk

zk = C1xk +D11wk +D12uk

yk = C2xk +D21wk

(2.4)

where Φ = ehAc , Γ1 =
∫ h

0
eτAcB1cdτ and Γ2 =

∫ h
0
eτAcB2cdτ . If the sampling

period h is constant and known, the matrices Φ, Γ1 and Γ2 can be obtained using

MATLAB by the command (Φ,
[
Γ1 Γ2

]
) = c2d(Ac,

[
B1c B2c

]
).
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2.3.2 Controllability

Definition 2.1. The system in (2.4) is said to be controllable if for wk ≡ 0 and

every target time k1 ≥ n > 0 and every target vector v, there is a control sequence

uk, 0 ≤ k ≤ k1 such that xk1 = v, starting from x0 = 0.

• The pair (Φ, Γ2) is controllable iff

rank
[
Φ ΦΓ2 . . . Φn−1Γ2

]
= n

• The pair (Φ, Γ2) is controllable iff

rank
[
Φ− λI Γ2

]
= n for each eigenvalue λ of Φ.

• (Φ, Γ2) is stabilizable if there exists a matrix F such that the eigenvalues of

Φ + Γ2F are all inside the open unit disk.

• (Φ, Γ2) is stabilizable iff

rank
[
Φ− λI Γ2

]
= n for each eigenvalue λ of Φ with |λ| ≥ 1.

2.3.3 Observability

Definition 2.2. The pair (C2, Φ) is observable if the initial state can be computed

from the output sequence {y0, y1, . . .} for some sufficiently large k1.

• (C2, Φ) is observable iff

rank


C2

C2Φ
...

C2Φn−1

 = n

• (C2, Φ) is defined to be detectable if there exists a matrix H such that all

the eigenvalues of Φ +HC2 are inside the open unit disk.

• (C2, Φ) is detectable iff

rank

[
Φ− λI
C2

]
= n for each eigenvalue λ of Φ with |λ| ≥ 1.
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2.3.4 Stability

Definition 2.3. The discrete-time system is stable if, for wk ≡ 0, uk ≡ 0 and for

every x0, xk → 0 as k →∞.

Theorem 2.1. The discrete-time system is said to be quadratically stable if there

exists a symmetric matrix P̄ > 0 such that

ΦT P̄Φ− P̄ < 0.

Definition 2.4. The discrete-time system is exponentially stable if, for wk ≡ 0,

uk ≡ 0 there exist two scalars α > 0 and 0 < β < 1 such that

‖xk‖ = αeβk‖x0‖.

2.3.5 H∞ Norm

Let the closed-loop system corresponding to discrete system in (2.4) from the

disturbance input wk to the controlled output zk has matrices Φ, Γ, C and D.

For a given scalar γ > 0, the H∞ norm of the system can be computed using the

Kalman-Yakobovich-Popov (KYP) lemma.

Theorem 2.2. The H∞ norm is less than γ if there exists a symmetric matrix

P̄ > 0 such that the following matrix inequality holds:[
Φ Γ
C D

]T [
P̄ 0
0 I

] [
Φ Γ
C D

]
−
[
P̄ 0
0 γ2I

]
< 0.

2.4 Discrete-Time Markovian Jump Systems

Let {θk, k ≥ 0} be a Markov chain taking values in a finite set S = {1, ..., N}

with transition probability matrix P = [pij]i,j∈S. The transition probabilities pij

are defined as

Pr[θ(k + 1) = j|θ(k) = i] = pij, i, j ∈ S

with pij ≥ 0,∀i, j ∈ S and
∑N

j=1 pij = 1,∀i ∈ S.
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Consider a discrete-time hybrid system with N modes

xk+1 = Φ(θk)xk + Γ(θk)wk

zk = C(θk)xk +D(θk)wk
(2.5)

As usual, xk represents the state of the system, wk the noise sequence acting

on the system and zk the output of the system. We assume that all matrices

have appropriate dimensions and are functions of the Markov chain θk. This type

of dynamic systems where mode changes are governed by a Markov chain are

called discrete-time Markovian jump systems. For details about Markovian jump

systems, see [7, 10]. In the sequel, for notational convenience, we shall denote

the matrices associated with i-th mode as Φi = Φ(θk = i), Γi = Γ(θk = i),

Ci = C(θk = i) and Di = D(θk = i) for i ∈ S.

2.4.1 Stability

To discuss stability, we consider the following unforced system

xk+1 = Φ(θk)xk (2.6)

Definition 2.5. The system in (2.6) is said to be stochastically stable if for all

nonzero x0 and θ0

∞∑
k=0

E(‖xk‖2) <∞.

A necessary and sufficient condition to check the stability of (2.6) is given by

the following theorem.

Theorem 2.3 ([10]). System (2.6) is stochastically stable if there exist symmetric

matrices Pi > 0, i = 1, . . . , N that satisfy

ATi P̄iAi − Pi < 0, i ∈ S

where P̄i =
∑N

j=1 pijPj.
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2.4.2 H∞ Norm

Assume the discrete-time Markovian jump system in (2.5) is stochastically stable

and x0 = 0 and let Tzw denote the mapping from wk to zk . Assume that wk ∈

`2[0, ∞) where `2[0, ∞) is the space of square summable sequences with finite

‖.‖2-norm. The H∞ norm of Tzw, denoted as ‖Tzw‖∞, is defined as

‖Tzw‖∞ := sup
θ0∈S

sup
wk∈`2

‖zk‖2

‖wk‖2

.

The H∞ norm of Tzw can be computed by the following theorem [63].

Theorem 2.4. Assume Tzw is stochastically stable. It satisfies ‖Tzw‖∞ < γ if

there exist symmetric matrices Pi > 0 that satisfy[
Φi Γi
Ci Di

]T [
P̄i 0
0 I

] [
Φi Γi
Ci Di

]
−
[
Pi 0
0 γ2I

]
< 0, i ∈ S

where P̄i =
∑N

j=1 pijPj.

2.5 Introduction to Linear Matrix Inequalities

A linear matrix inequality (LMI) is a matrix inequality of the form

F (x) = F0 +
m∑
i=1

xiFi > 0 (2.7)

where x ∈ Rm is the variable and Fi = F T
i ∈ Rn×n, i = 0, . . . ,m are given

constant symmetric matrices. The inequality in (2.7) means that F (x) is positive

definite, i.e., vTF (x)v > 0 for all nonzero v ∈ Rn.

A wide variety of problems arising in systems and control theory can be for-

mulated as LMI problems. A feature of LMI problems is they can be solved for

several matrix variables. Moreover, structural constraints can be imposed on the

matrix variables. In some cases, LMI formulation for control problems remove the

restrictions associated with the conventional methods and aid their extension to

more general scenarios [73]. For details about LMI methods in control, we refer

the reader to [8].
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2.5.1 LMI Problems

Most of the LMI problems can be formulated in one of the three standard forms:

1. The feasibility problem

2. The linear objective minimization problem

3. The generalized eigenvalue minimization problem

Feasibility Problem

The feasibility problem consists of determining the variable x ∈ Rm such that

F (x) > 0. An example of feasibility problem is to verify the Lyapunov (or

quadratic) stability of a dynamic system.

Linear Objective Minimization Problem

The linear objective minimization problem is an LMI problem of the form

min
x∈Rm

CTx

s.t. F (x) > 0

where C is the vector of coefficients. An example of such a problem is the compu-

tation of H∞ norm of a dynamic system.

Generalized Eigenvalue Minimization Problem

The generalized eigenvalue minimization problem is of the form

min
x∈Rm

λ

s.t. F1(x) > λF2(x)

The generalized eigenvalue problem is quasi-convex with respect to the parameters

x and λ.

2.5.2 Some Useful Results in LMI’s

Here we collect some results that are useful while formulating problems as LMI

problems.
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Schur Complement

The LMI [
Q(x) S(x)
S(x)T R(x)

]
> 0 (2.8)

where Q(x) = Q(x)T , S(x) = S(x)T and R(x) depends affinely on x, is equivalent

to

R(x) > 0, Q(x)− S(x)R(x)−1S(x)T > 0 (2.9)

In other words, the set of nonlinear inequalities (2.9) can be represented as the

LMI (2.8).

Congruence Transformation

For a given positive definite matrix Q ∈ Rn×n and another real matrix W ∈ Rn×n

such that rank(W ) = n, the following inequality holds

WQW T > 0. (2.10)

In other words, definiteness of a matrix is invariant under pre- and post-multiplication

by a full rank real matrix, and its transpose, respectively. The process from Q > 0

to (2.10) using a full rank matrix is called congruence transformation.
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Chapter 3

Sampling Period Dependent H∞
Filtering∗

3.1 Introduction

State space is a very common framework for formulating analysis and synthe-

sis problems for complex control systems. Many state space control design ap-

proaches assume that all state variables are available for feedback and provide a

state-feedback control strategy. Practically, it is not possible to measure all state

variables of the plant, or it is very expensive to measure all the state variables

and a state estimator is designed to provide an estimate of the state or a linear

combination of the state variables of the system.

Two popular state estimators are the Luenberger observer [42–44] for the noise-

free case and the Kalman filter [35, 76] for the Guassian noise. An alternative to

Kalman filtering when the noise statistics are unknown is the H∞ filter [27, 64, 65].

In this chapter, we study the H∞ filtering problem for the sampled-data system

under timing model 1 as shown in Figure 2.1 where the input updating period is fast

and uniform, but the measurement sampling period is slow and nonuniform. The

state estimation problem for this class of systems has been considered in [37, 57]

and [81]. In [37], an oversampled Kalman filter is presented. In [57] and [81], a

Luenberger type variable sampling rate observer is designed. But, to the authors’

best knowledge, the H∞ filter design for this class of systems has not yet been

considered.

∗A version of this chapter has been published in [48]. A shorter version was presented in [47].

22



On the other hand, Markovian jump systems are an active area of research.

These are systems with discrete or continuous dynamics and a Markov chain, gov-

erning the transitions between different system modes. The behavior of these

systems is primarily determined by the transition probabilities of jumping pro-

cesses. The H∞ filtering problem for these systems has been formulated under

many different situations, and with known and unknown transition probabilities,

see for instance [13, 14, 82].

In this chapter, a novel approach is used to model the process of nonuniform

measurement sampling using a Markov chain. The resulting discrete-time system

together with the Markov chain is a Markovian jump system. A mode-dependent,

full-order H∞ filter is designed. The case of unknown measurement sampling

probabilities (or Markov chain’s transition probabilities) is also considered. It

is noted that Markov chains have already been used, e.g., in networked control

systems [68, 78, 80, 83], to model random networked induced delays; however,

their use to model the nonuniform sampling process is a new idea.

The rest of this chapter is organized as follows: Section 3.2 presents the formu-

lation of an H∞ filtering problem for a nonuniformly sampled system. Section 3.3

describes the main results for the analysis and synthesis of the proposed filter. Sim-

ulation results are given in Section 3.4 to show the effectiveness of the proposed

approach.

3.2 Problem Formulation

Consider the following discrete-time system

xk+1 = Φxk + Γ1wk

zk = C1xk +D11wk
(3.1)

where xk ∈ Rn is the system state, wk ∈ Rm1 is the disturbance input that belongs

to `2[0,∞), and zk ∈ Rp1 is the signal to be estimated. System (3.1) is obtained

through discretization of the continuous-time system in (2.1) with a fast period h

and uk ≡ 0, and is assumed to be stable and detectable. We make the following

assumptions about (3.1):
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Figure 3.1: State estimation with nonuniform measurements

1. The measurement from the system is sampled only at arbitrary (random)

instants σi, where 0 = σ0 < σ1 < . . . < σi, and is given by

yσi = C2xσi +D21wσi , yσi ∈ Rp2 .

2. The measurement sampling periods σi+1 − σi are integer multiples of the

fast period h but otherwise random, that is σi+1 − σi = (mi + 1)h for some

mi ∈ {0, 1, 2, · · · , N}.

The objective is to design an H∞ filter for (3.1) that provides an estimate of the

state after every fast period h while taking the measurement at random instants

σi. This scenario is depicted in Figure 3.1. As shown in Figure 3.1, the filtering

system operates at the fast period h, whereas, the measurement is sampled at

random instants σi, denoted by solid circles. The filter is required to estimate the

state at every instant denoted by a solid square.

Remark 3.1. We assume that the measurement sampling period is an integer multi-

ple of the fast period h, however, the system is still a variable sampling one because

the measurement sampling period takes values in the set {h, · · · , (N + 1)h}.

Let {θk, k ≥ 0} be a Markov chain with state space S = {0, 1, . . . , N}. We use

θk to model the process of nonuniform measurement sampling. The state transition

of the Markov chain is shown in Figure 3.2.

Let yk be the output of the system in (3.1) at fast periods. In Figure 3.2, M0 is

the state when a new measurement, yσi , is sampled and yk = yσi ; M1 is the state

if a new measurement is not sampled after h and the previous measurement, yk−1,
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Figure 3.2: State diagram of the Markov chain

is used; M2 is the state if it is not sampled after 2h and, yk−2, is used; and so on.

The state M0 corresponds to θk = 0, M1 to θk = 1, and so on.

Let P = [pij] is the transition probability matrix of θk, where pij = Pr{θk+1 =

j|θk = i}. Let αi be the probability that a new measurement is sampled after i-th

fast period; given that it was not sampled after (i−1)-th period, then, 1−αi is the

probability that a new measurement is not sampled. In terms of αi, the transition

probability matrix P can be written as:

P =


α0 1− α0 0 · · · 0
α1 0 1− α1 · · · 0
...

. . .

αN−1 0 0 . . . 1− αN−1

1 0 0 . . . 0

 (3.2)

Remark 3.2. An important issue with the use of Markov chain is the knowledge of

transition probabilities. While for some systems it may be possible to determine

them experimentally, for many, it may not be. An example of how to model these

probabilities for a networked control system can be found in [70].

Consider a mode-dependent filter of the following form

x̂k+1 = Af (θk)x̂k +Bf (θk)ỹk

ẑk = Cf (θk)x̂k +Df (θk)ỹk
(3.3)

where x̂k ∈ Rn is the filter state, ỹk ∈ Rp1 is the filter input and ẑk ∈ Rp2 is the

estimated signal. Af (θk), Bf (θk), Cf (θk), and Df (θk) are the filter parameters to

be designed. For notational convenience, we shall use a subscript i with the matrix

name when θk = i.
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Since the measurement from the system is sampled nonuniformly, the input

to the filter ỹk takes values in the set {yk−i : i ∈ S} depending upon the length

of the current sampling period. For example, if the current measurement sam-

pling period is h, then ỹk = yk and θk = i = 0. Define x̄k =
[
xTk x̂Tk

]T
,

w̄k =
[
wTk wTk−1 . . . wTk−N

]T
, z̃k = zk − ẑk, the error system will be

x̄k+1 =

[
Φ 0

Bf0C2 Af0

]
x̄k +

[
Γ1 0 . . . 0

Bf0D21 0 . . . 0

]
w̄k,

=

[
Φ 0
0 Af0

]
x̄k +

[
0 0

Bf0C2 0

]
x̄k−0 +

[
Γ1 0 . . . 0

Bf0D21 0 . . . 0

]
w̄k,

z̃k =
[
C1 −Cf0

]
x̄k +

[
−Df0C2 0

]
x̄k−0 +

[
D11 −Df0D21 0 . . . 0

]
w̄k.

However, if the measurement sampling period is not h, then ỹk = yk−1, θk = i = 1,

and the error system will be

x̄k+1 =

[
Φ 0
0 Af1

]
x̄k +

[
0 0

Bf1C2 0

]
x̄k−1 +

[
Γ1 0 . . . 0
0 Bf1D21 . . . 0

]
w̄k,

z̃k =
[
C1 −Cf1

]
x̄k +

[
−Df1C2 0

]
x̄k−1 +

[
D11 −Df1D21 . . . 0

]
w̄k.

In general for any i ∈ S, the error dynamics can be represented by the following

Markov jump delay system

x̄k+1 = Aix̄k +Adix̄k−i + Biw̄k,

z̃k = Cix̄k + Cdix̄k−i +Diw̄k,
(3.4)

where

Ai =

[
Φ 0
0 Afi

]
, Adi =

[
0 0

BfiC2 0

]
,

B0 =

[
Γ1 0 . . . 0

Bf0D21 0 . . . 0

]
, . . . , BN =

[
Γ1 0 . . . 0
0 0 . . . BfND21

]
,

Ci =
[
C1 −Cfi

]
, Cdi =

[
−DfiC2 0

]
,

D0 =
[
D11 −Df0D21 0 . . . 0

]
, . . . , DN =

[
D11 0 . . . −DfND21

]
.

The goal of this paper is to design a mode-dependent filter of the form in (3.3) for

the system in (3.1) such that the error system in (3.4) is stochastically stable and

has an H∞ disturbance attenuation level γ.

Remark 3.3. The error system can also be modeled as a delay free system by defin-

ing an augmented state. A conference version of this paper using the augmented

state approach can be found in [47].
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Definition 3.1. The error system in (3.4) is said to be stochastically stable in the

mean square sense if, for w̄k ≡ 0 and every initial condition x̄i, i = −1,−2, . . . ,−N ,

θ0 ∈ S, we have

E

{
∞∑
k=0

‖x̄k‖2
2|x̄i, θ0

}
<∞.

Definition 3.2. For nonzero w̄k ∈ `2[0,∞] and a given constant γ > 0, the

error system in (3.4) is said to be stochastically stable with an H∞ disturbance

attenuation level γ if it is stochastically stable and under zero initial conditions,

∞∑
k=0

E{‖z̃k‖2
2} ≤ γ2

∞∑
k=0

‖w̄k‖2
2

holds.

Remark 3.4. The assumption of zero initial conditions while defining the H∞ per-

formance index for LTI systems is a standard one in the control literature. This

makes the definition compatible to that using transfer functions. However, if we are

interested in the H∞ performance from nonzero initial conditions, then, assuming

x̄0 as the initial state of the system, it can be defined as:

∞∑
k=0

E{‖z̃k‖2
2} ≤ γ2{

∞∑
k=0

‖w̄k‖2
2 − x̄T0Rx̄0},

where R > 0 is a given weighting matrix for the initial state. The analysis and

synthesis equations for the filter can then be modified accordingly. An approach

to the H∞ filter design for Markov jump linear systems with a nonzero initial state

can be found in [13].

3.3 H∞ Filter Analysis and Design

This section presents the main results for the H∞ filtering analysis and design.

LMI conditions are derived to ensure stochastic stability and H∞ performance of

the error system, with or without the knowledge of transition probabilities. The

derivations in Lemma 1 and 2 are motivated by the results in [68, 82], however, a

Lyapunov functional dependent on sampling periods is considered.
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3.3.1 H∞ Performance Analysis with Known Probabilities

Lemma 3.1. Given a scalar γ > 0, the filtering error system in (3.4) is stochas-

tically stable in the mean-square sense with H∞ performance level γ, if there exist

matrices Pi > 0 and Qr,i > 0 for all i ∈ S and r ∈ Ψ = {1, 2, . . . , N} such that the

following matrix inequalities
−P̄i 0 P̄iÃi P̄iB̃i
∗ −I C̃i D̃i
∗ ∗ Υi 0
∗ ∗ ∗ −γ2I

 < 0, (3.5)

hold, where P̄i =
∑N

j=0 pijPj, and

Ãi =
[
Ai + ε0Ad0 ε1Ad1 . . . εNAdN

]
B̃i =

[
Γ1 0 . . . 0

ε0Bf0D21 ε1Bf1D21 . . . εNBfND21

]
C̃i =

[
Ci + ε0Cd0 ε1Cd1 . . . εNCdN

]
D̃i =

[
D11 − ε0Df0D21 −ε1Df1D21 . . . −εNDfND21

]
Υi = diag(Q1,j − Pi, Q2,j −Q1,i, . . . , QN,j −QN−1,i,−QN,i)

εi =

{
1, if θk = i
0, otherwise.

Proof. We first prove the stochastic stability in the mean-square sense for the error

system in (3.4). With w̄k ≡ 0, the equation in (3.4) becomes

x̄k+1 = Aix̄k +Adix̄k−i,

z̃k = Cix̄k + Cdix̄k−i.

Consider the following Lyapunov functional

V̄ (x̄k, k) = x̄TkPix̄k +
N∑
r=1

x̄Tk−rQr,ix̄k−r, ∀ i ∈ S, (3.6)

where Pi and Qr,i satisfy (3.5). Let ϕ(k) , {x̄k−i, i = 1, . . . , N}, then for θk = i
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and θk+1 = j, we have

E{∆V̄ (x̄k, k)} , E{V̄ (x̄k+1, k + 1)|ϕ(k), θk} − V̄ (x̄k, k)

= E{x̄Tk+1

N∑
j=0

pijPjx̄k+1}+
N∑
r=1

x̄Tk+1−rQr,jx̄k+1−r

− x̄TkPix̄k −
N∑
r=1

x̄Tk−rQr,ix̄k−r

= E{x̄Tk+1P̄ix̄k+1}+ x̄Tk (Q1,j − Pi)x̄k + x̄Tk−1(Q2,j −Q1,i)x̄k−1 + . . .

+ x̄Tk−N+1(QN,j −QN−1,i)x̄k−N+1 + x̄Tk−N(−QN,i)x̄k−N

= E{(Aix̄k +Adix̄k−i)T P̄i(Aix̄k +Adix̄k−i)}+ x̄Tk (Q1,j − Pi)x̄k

+ x̄Tk−1(Q2,j −Q1,i)x̄k−1 + . . .+ x̄Tk−N+1(QN,j −QN−1,i)x̄k−N+1

+ x̄Tk−N(−QN,i)x̄k−N .

Define ξk =
[
x̄Tk x̄Tk−1 . . . x̄Tk−N

]T
, then

E{∆V̄ (x̄k, k)} = ξTk (ÃTi P̄iÃi + Υi)ξk.

By Schur complement, (3.5) guarantees that ÃTi P̄iÃi + Υi < 0, this means that

the system is stochastically mean-square stable. For w̄k ∈ `2[0,∞)

E{z̃Tk z̃k} − γ2w̄Tk w̄k = E{(Cix̄k + Cdix̄k−i +Diw̄k)T (Cix̄k + Cdix̄k−i +Diw̄k)} − γ2w̄Tk w̄k

= ξTk C̃Ti C̃iξk + ξTk C̃Ti D̃iw̄k + w̄Tk D̃Ti C̃iξk + w̄Tk (D̃Ti D̃i − γ2I)w̄k.

Therefore,

E{z̃Tk z̃k} − γ2w̄Tk w̄k + E{∆V̄ (x̄k, k)} = ηTk φηk, (3.7)

where ηk =
[
ξTk w̄Tk

]T
, and

φ =

[
Ãi B̃i
C̃i D̃i

]T [
P̄i 0
0 I

] [
Ãi B̃i
C̃i D̃i

]
+

[
Υi 0
0 −γ2I

]
.

Inequality (3.5) ensures that φ < 0. Thus, from (3.7)

E{z̃Tk z̃k} < γ2w̄Tk w̄k − E{∆V̄ (x̄k, k)}. (3.8)

Summing both sides of (3.8), we get

∞∑
k=0

E{‖z̃k‖2
2} <

∞∑
k=0

γ2‖w̄k‖2
2 + V̄0 − E{(V̄ (∞)}.
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Under zero initial conditions V̄0 = 0, and E{V̄ (∞)} ≥ 0, therefore,

∞∑
k=0

E{‖z̃k‖2
2} ≤

∞∑
k=0

γ2‖w̄k‖2
2.

Thus, (3.5) is a sufficient condition to ensure stability and H∞ disturbance atten-

uation for the filtering error system in (3.4). This completes the proof.

3.3.2 H∞ Performance Analysis with Unknown Probabili-
ties

In this section, we establish a condition for the stochastic stability and H∞ perfor-

mance of the error system in (3.4) when the measurement sampling probabilities

αi are partially or completely unknown.

Lemma 3.2. Given a scalar γ > 0, the filtering error system in (3.4) is stochas-

tically stable in the mean-square sense with H∞ performance level γ, if there exist

matrices Pi > 0 and Qr,i > 0 for all i ∈ S and r ∈ Ψ = {1, 2, . . . , N} such that the

following matrix inequalities

Θi =


− 1
πK,i

PK,i 0 1
πK,i

PK,iÃi 1
πK,i

PK,iB̃i
∗ −I C̃i D̃i
∗ ∗ Υi 0
∗ ∗ ∗ −γ2I

 < 0, (3.9)

Θij =


−P̄j 0 P̄jÃi P̄jB̃i
∗ −I C̃i D̃i
∗ ∗ Υi 0
∗ ∗ ∗ −γ2I

 < 0, ∀j ∈ SUK,i, (3.10)

hold, where PK,i =
∑

j∈SK,i
pijPj, πK,i =

∑
j∈SK,i

pij, SK,i , {j|pij is known}, and

SUK,i , {j|pij is unknown}.
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Proof. Rewriting (3.5) as

∑
j∈SK,i

pij


−Pj 0 PjÃi PjB̃i
∗ −I C̃i D̃i
∗ ∗ Υi 0
∗ ∗ ∗ −γ2I

+
∑

j∈SUK,i

pij


−Pj 0 PjÃi PjB̃i
∗ −I C̃i D̃i
∗ ∗ Υi 0
∗ ∗ ∗ −γ2I

 < 0

= πK,i


− 1
πK,i

PK,i 0 1
πK,i

PK,iÃi 1
πK,i

PK,iB̃i
∗ −I C̃i D̃i
∗ ∗ Υi 0
∗ ∗ ∗ −γ2I



+ (1− πK,i)


−Pj 0 PjÃi PjB̃i
∗ −I C̃i D̃i
∗ ∗ Υi 0
∗ ∗ ∗ −γ2I

 < 0

= πK,iΘi + (1− πK,i)Θij

Inequalities (3.9) and (3.10) ensure that Θi < 0 and Θij < 0, for all i ∈ S and

j ∈ SUK,i. This implies that the system will be stable and will haveH∞ attenuation

level γ when the sampling probabilities are completely or partially unknown.

It can be observed that Lemma 2 is reduced to Lemma 1, when all the probabil-

ities are known. We also note that there is cross-coupling between matrix product

terms of different operation modes. This makes it difficult to use Lemma 1 and

Lemma 2 for the filter design. A slack matrix approach given in [82] can be used

to remove this coupling.

Lemma 3.3. Given γ > 0, the error system in (3.4) is stochastically stable with

guaranteed H∞ performance level γ if there exist matrices Pi > 0, Qr,i > 0 and Ri

for all i ∈ S such that the following matrix inequalities
Λj −Ri −RT

i 0 RiÃi RiB̃i
∗ −I C̃i D̃i
∗ ∗ Υi 0
∗ ∗ ∗ −γ2I

 < 0, (3.11)

hold, where Λj = P̄i for (3.5), Λj = 1
πK,i

PK,i for (3.9), and Λj = Pj for (3.10).

Proof. See [82].
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3.3.3 H∞ Filter Design

The following theorem gives sufficient conditions for the existence and synthesis of

a mode-dependent H∞ filter.

Theorem 3.1. Consider system in (3.1) with γ > 0 be a given constant. If there

exist matrices P1i > 0, P3i > 0, Q1r,i > 0, Q3r,i > 0, and P2i, Q2r,i, Xi, Yi, Zi, AFi,

BFi, CFi, DFi, for all i ∈ S, r ∈ Ψ, such that the following matrix inequalities
Π1 0 Π2 Π3

∗ −I Π4 Π5

∗ ∗ Ῡi 0
∗ ∗ ∗ −γ2I

 < 0 (3.12)

hold, where

Π1 =

[
Λ1j −Xi −XT

i Λ2j − Yi − ZT
i

∗ Λ3j − Yi − Y T
i

]
,

Π2 =

[
XiΦ + ε0BF0C2 AFi ε1BF1C2 0 . . . εNBFNC2 0
ZiΦ + ε0BF0C2 AFi ε1BF1C2 0 . . . εNBFnC2 0

]
,

Π3 =

[
XiΓ1 + ε0BF0D21 ε1BF1D21 . . . εNBFND21

ZiΓ1 + ε0BF0D21 ε1BF1D21 . . . εNBFND21

]
,

Π4 =
[
C1 − ε0DF0C2 −CFi −ε1DF1C2 0 . . . −εNDFNC2 0

]
,

Π5 =
[
D11 − ε0DF0D21 −ε1DF1D21 . . . −εNDFND21

]
,

Λzj ,

{
1

πK,i
PK,zj, if j ∈ SK,i

Pzj, if j ∈ SUK,i
, z = 1, 2, 3

Ῡi is the partitioning of Υi, and εi are defined in (3.5). Then, the filter parameters

achieving the desired γ are given by Afi = Y −1
i AFi, Bfi = Y −1

i BFi, Cfi = CFi and

Dfi = DFi.

Proof. Partition the matrices Pi, Qr,i and Ri in (3.11) as

Pi =

[
P1i P2i

∗ P3i

]
, Qr,i =

[
Q1r,i Q2r,i

∗ Q3r,i

]
, Ri =

[
Xi Yi
Zi Yi

]
,

and replace YiAfi with AFi, YiBfi with BFi, Cfi with CFi, and Dfi with DFi, to

obtain (3.12).

Remark 3.5. It is remarked that the analysis and design of an H2 filter can be

carried out on similar lines. The interested reader is referred to [10, Chapter 5] for

further details.
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Remark 3.6. To find the best H∞ performance index γ, set δ = γ2 and minimize

δ subject to (3.12).

Remark 3.7. We also remark that there exist other studies that consider filter-

ing problem with uncertainty in the measurement channel, such as filtering with

multiple packet dropouts in networked control systems [53, 59]. The uncertain

observations are modelled using a Bernoulli’s variable and the error system is a

stochastic system. The Bernoulli’s model can also be used to model the nonuni-

form measurement sampling process and the system can be modelled as a switched

system with two modes. It is note that the proposed Markov model is a generaliza-

tion of the Bernoulli’s model to N modes. Another advantage of the Markov model

is that by choosing different transition probabilities, the effect of longer sampling

periods can be effectively taken into account while designing the filter.

3.4 Simulation Results

Consider system (3.1) with

Φ =

[
0.2 0.05
−0.02 0.3

]
, Γ1 =

[
0.1
−0.2

]
, C1 =

[
0.5 −0.7

]
, D11 = 0,

C2 =
[

1 0.6
]
, D21 = 0.3.

In the first experiment we show how the H∞ performance of the proposed filter

measured by γ in (3.12) improves as the probabilities of the measurement sampling

periods increase. Assume the measurement is randomly sampled after h, 2h, or

3h, i.e., N = 2. The transition probability matrix for the Markov chain is

P =

 α0 1− α0 0
α1 0 1− α1

1 0 0

 ,
where α0 is the probability that the measurement is sampled after h, α1 is the

probability that it is sampled after 2h, given that it was not sampled after h, and

α3 is the probability it is sampled after 3h. Note that we set α3 = 1 to indicate

that the measurement will certainly be sampled after 3h. Figure 3.3 shows the

H∞ performance as a function of α0 and α1. It can be seen that the performance

of the filter improves as the probabilities approach to 1.
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Figure 3.3: H∞ performance as a function of α0 and α1

In the second experiment we show how the performance of the proposed filter is

affected when the measurement sampling probabilities are completely or partially

unknown. Let α0 = 0.8 and α1 = 0.9, the H∞ performance assuming different

levels of knowledge about the measurement sampling probabilities is given in Ta-

ble 3.1. It can be seen in Table 3.1 that as the knowledge about the probabilities

increases, the H∞ performance improves.

It is known that a general time-varying or steady-state H∞ filter can be de-

signed for the discrete-time system in (3.1). For that, we can write the system

in (3.1) as

xk+1 = Φxk + Γ1wk,

zk = C1xk +D11wk,

yk = C2(k)xk +D21(k)wk,

(3.13)

Table 3.1: H∞ performance with varying knowledge of α0 and α1

α0 α1 Minimum H∞ performance (γ)
0.8 0.9 0.2186

unknown 0.9 0.2269
0.8 unknown 0.2331

unknown unknown 0.2390
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where

C2(k) =

{
C2, if k = σi

0, otherwise
, D21(k) =

{
D21, if k = σi

0, otherwise
.

The time-varying H∞ filter is given as

x̂k+1 = Φx̂k +K(k)(yk − C2(k)x̂k),

ẑk = C1x̂k.

where K(k) is a time-varying filter gain which can be computed by solving the

difference Riccati equation associated with the time-varying system in (3.13). Sim-

ilarly, a steady-state filter can be designed by assuming that the measurement is

sampled after each fast period, i.e., C2(k) = C2 and D21(k) = D21, and solving

the algebraic Riccati equation associated with this system. The reader is referred

to [66] or [65] for details.

It is remarked that the proposed Markov jump model is more general than the

time-varying discrete-time model in (3.13). The Markov model can incorporate

naturally any knowledge about the measurement sampling probabilities. Secondly,

the parameters of the proposed filter are computed offline, which is important

for systems where computational resources are restricted such as networked and

embedded control systems.

Let the measurement sampling probabilities be α0 = 0.5 and α1 = 0.7. Using

Theorem 3.1, we can design a mode-dependent filter that gives an upper bound on

the H∞ performance as γ = 0.2276. For the same probabilities, the time-varying

H∞ filter gives an upper bound on the H∞ performance as γ = 0.2525.

Let wk = w1k + w2k where w1k = 2e−0.02k sin(0.1πk) and w2k is defined as

w2k =


−1.5, for 31 ≤ k ≤ 60

1.5, for 101 ≤ k ≤ 130

0, otherwise.

Figure 3.4 shows a comparison of the filtering error responses of the proposed mode-

dependent H∞ filter and the time-varying H∞ filter with zero initial conditions,

i.e., x̄0 = 0. It can be seen that the proposed filter attenuates the disturbance

more effectively.
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Figure 3.4: Filtering error response

We also did a Monte Carlo simulation with 100 runs to compare the perfor-

mance of two optimal filters. From the simulation data, we computed the average

of the maximum magnitudes of the estimation error for the mode-dependent filter

as 0.5334 and for the time-varying H∞ filter as 0.8862. We also computed the av-

erage value of the ratio of the 2-norms of the estimation error and the disturbance

input: 0.1970 for the proposed filter and 0.2846 for the time-varying H∞ filter.

This means the proposed filter performs about 30% better than the time-varying

H∞ filter.

In another experiment, we increase the measurement sampling probabilities to

α0 = 0.8 and α1 = 0.95 while keeping all other parameters the same as above and

redesign the filters. From the simulation data, we find the average values of the

maximum magnitudes of the estimation errors as 0.4694 and 0.7019 for the two

filters while the ratios of the 2-norms are 0.1816 and 0.2769. The performance of

the proposed filter is about 34% better than the time-varying H∞ filter. These

experiments clearly demonstrate the superiority of the proposed filter over the

time-varying H∞ filter.
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3.5 Conclusion

The design of a sampling period dependent, full-order H∞ filter for a class of

nonuniformly sampled systems is presented. The nonuniform measurements are

modelled by a Markov chain and the resulting filtering error system is a Markov

jump delay system. The existence condition for the filter is presented in terms of

LMI’s for the cases of known and unknown sampling probabilities. The effective-

ness of the proposed approach is demonstrated through simulation results.
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Chapter 4

Robust H∞ Filtering∗

4.1 Introduction

As discussed in previous chapter, many control algorithms are state based; however,

measuring all the state variables of a system is either not possible or feasible.

State estimators are designed to provide an estimate of the state variables. In the

previous chapter, we developed a method to design a sampling period dependent

H∞ filter. We considered the class of sampled-data systems where measurements

are sampled at nonuniform sampling instants; however, the state is required to

be estimated at uniform and faster instants. Assuming that the measurement

sampling periods are integer multiples of the state estimation, a Markov model of

the nonuniform sampling process led to the design of a filter using the Markovian

jump systems approach.

In practice, variations in sampling period can be more arbitrary and the as-

sumption that nonuniform measurement sampling periods are integer multiples of

the state estimation period may be restrictive. In this chapter, we relax this as-

sumption and aim at designing an estimator to estimate the state at time instants

synchronized with the measurement sampling instants. A linear fractional trans-

formation modelling of the variations in sampling period enable us design a robust

discrete-time H∞ filter.

The problem of H∞ filter design for discrete-time systems with uniform sam-

pling has been well-studied, see, for instance, [27, 79]. For the nonuniform sampling

∗A version of this chapter has been published in [51]. A shorter version was presented in [50].
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case, the H∞ filtering problem has been considered in [6, 72]. In [72], the prob-

lem is treated in continuous time using the input-delay approach. In [6], a robust

discrete-time H∞ filter is designed; the filter design, however, requires the solution

of bilinear matrix inequalities.

This chapter studies the filtering problem using a linear fractional transfor-

mation (LFT) approach and the filter design procedure is presented in terms of

linear matrix inequalities (LMI’s). This idea was presented by the authors in [50];

however, the scope of the analysis and design has been extended to robust perfor-

mance. In order to achieve robust performance, the H∞ norm of the error system

is minimized for both the disturbance as well as uncertainty channels. A DK-type

iterative procedure is proposed to apply fixed D-scaling to reduce the conservatism.

Simulation results and a comparison study with the existing result show that the

proposed approach is effective.

The rest of this chapter is organized as follows: In Section 4.2 we formulate the

robust H∞ filtering problem. Some preliminary results are given in Section 4.3.

The main results for the analysis and design of the H∞ filter are presented in

Section 4.4. A numerical example is given in Section 4.5 to demonstrate the effec-

tiveness of the proposed approach.

4.2 Problem Statement

Consider the sampled-data system configuration as shown in Figure 2.2 where P

is a stable, continuous linear time-invariant plant described by

ẋ(t) = Acx(t) +B1cw(t), x(0) = 0,

y(t) = C2x(t) +D21w(t),

z(t) = C1x(t),

(4.1)

where x(t) ∈ Rn is the system state, w(t) ∈ Rm1 is the disturbance, y(t) ∈ Rp1 is

the measured output, and z(t) ∈ Rp2 is the signal to be estimated. Ac, B1c, C1,

C2, and D21 are matrices of compatible dimensions. Note that (4.1) is obtained

from (2.1) by taking u(t) ≡ 0 and x0 = 0 for the filtering problem.

The measurement y(t) from the system is sampled when t = τk where {τk : k ≥
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0} is a set of arbitrary sampling instants with properties

τ0 = 0, and 0 < hl ≤ τk+1 − τk ≤ hu <∞, (4.2)

for given hl and hu. Note that (4.2) implies lim
k→∞

τk =∞.

Let hk denote the k-th sampling period, namely, hk := τk+1−τk, a discrete-time

equivalent of (4.1) at the sampling instants τk is given as

xk+1 = Φ(hk)xk + Γ1(hk)wk,

yk = C2xk +D21wk,

zk = C1xk,

(4.3)

where xk := x(τk), wk := w(τk), yk := y(τk), zk := z(τk), and

Φ(hk) := ehkAc , Γ1(hk) :=

∫ hk

0

e(hk−η)AcdηB1c.

Consider a discrete-time filter of the form

x̂k+1 = Af x̂k +Bfyk,

ẑk = Cf x̂k +Dfyk,
(4.4)

where x̂k and ẑk are estimates of xk and zk, respectively. Define x̄Tk =
[
xTk x̂Tk

]
and ek = zk − ẑk; using (4.3) and (4.4), the error system can be written as

x̄k+1 = Ā(hk)x̄k + B̄(hk)wk,

ek = C̄x̄k + D̄wk,
(4.5)

where

Ā(hk) =

[
Φ(hk) 0
BfC2 Af

]
, B̄(hk) =

[
Γ1(hk)
BfD21

]
,

C̄ =
[
C1 −DfC2 −Cf

]
, D̄ =

[
−DfD21

]
.

The goal is to design a filter of the form in (4.4) for the system in (4.1) such that

the error system in (4.5) is asymptotically stable with an H∞ performance level

γ > 0.

Definition 4.1. The error system in (4.5) is asymptotically stable if, for wk ≡ 0

and x̄0 6= 0, x̄k → 0 as k →∞.

Definition 4.2. For wk 6= 0, the error system is said to have an H∞ performance

level γ > 0 if

‖ek‖2 ≤ γ‖wk‖2.
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4.3 Preliminaries

In order to analyze the H∞ performance of the error system we give the following

lemma.

Lemma 4.1. Given 0 < hl < hu <∞, γ > 0, and the filter parameters Af , Bf , Cf

and Df , the error system in (4.5) is asymptotically stable with an H∞ performance

level γ if there exists a symmetric matrix P̄ > 0 such that the following matrix

inequality 
−P̄ 0 Ā(hk)P̄ B̄(hk)
∗ −I C̄P̄ D̄
∗ ∗ −P̄ 0
∗ ∗ ∗ −γ2I

 < 0 (4.6)

holds for all hk ∈
[
hl hu

]
.

This is an extension of the discrete, time-invariant H∞ filtering lemma [27] to

the time-varying case.

The difficulty in applying Lemma 4.1 is that (4.6) has to hold for infinite

many values of sampling periods hk ∈ [hl hu]. The challenge is to convert it to a

numerically tractable form.

In [21], Fujioka proposed a stability robustness idea to construct a grid G such

that if the matrix inequality in (4.6) holds for the finite number of sampling periods

in the grid, it will hold for all sampling periods in [hl hu]. We follow this idea to

test the condition in (4.6) for the filter design. For this, we need the following

lemma.

Lemma 4.2. The error system in (4.5) can be re-configured as in Figure 4.1,

where

Σ(h0) :

x̄k+1 = Ā(h0)x̄k + B̄1ξk + B̄(h0)wk,

ηk = C̄1(h0)x̄k + D̄1(h0)wk,

ek = C̄x̄k + D̄wk,

(4.7)
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Σ(h0)

∆(θk)

ξkηk
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Figure 4.1: LFT representation of the error system

ξk = ∆(θk)ηk, and ∆(θk) =

∫ θk

0

eηAcdη. The matrices in (4.7) are

Ā(h0) =

[
Φ(h0) 0
BfC2 Af

]
, B̄1 =

[
I
0

]
, B̄(h0) =

[
Γ1(h0)
BfD21

]
,

C̄1(h0) =
[
AcΦ(h0) 0

]
, D̄1(h0) = AΓ1(h0) +B1c.

Proof. Fix hk = h0 + θk, from (4.3) we can write

Φ(h0 + θk) = eθkAcΦ(h0) = (I + ∆(θk)Ac)Φ(h0)

and

Γ1(h0 + θk) =

∫ h0

0

e(h0+θk−η)AcB1cdη +

∫ h0+θk

h0

e(h0+θk−η)AcB1cdη

= (I + ∆(θk)Ac)Γ1(h0) + ∆(θk)B1c.

Re-write the matrices in error system (4.5) using these expressions and define

ηk = C̄1(h0)x̄k + D̄1(h0)wk to get (4.7).

The mapping from wk → ek is

ek = Fu(Σ,∆)wk = [Σ22 + Σ21∆(θk)(I − Σ11∆(θk))
−1Σ12]wk,

where {Σi,j| i, j = 1, 2} are the transfer matrices of the associated channels in

Figure. 4.1. To ensure stability in the presence of variations of sampling periods,

it is required that {Σi,j| i, j = 1, 2} be stable and

‖Σ11∆(θk)‖∞ < 1. (4.8)

One can easily find a scalar α such that α > ‖Σ11‖∞. Therefore, the system will be

robustly stable as long as ‖∆(θk)‖∞ ≤ 1
α

. Thus, in order to ensure robust stability,

we need to bound ‖∆(θk)‖. There can be many different bounds for ∆(θk), one

such bound is given in the following lemma.
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Lemma 4.3 ([40]). For a given matrix Ac ∈ Rn×n and t ≥ 0, we have

‖eAct‖ ≤ eµ(Ac)t,

where µ(Ac) is the logarithmic norm of A associated with the 2-norm, and is given

by

µ(Ac) = λmax

(
Ac + A∗c

2

)
.

For nominal performance, it is required that, in addition to (4.8), we have

‖Σ22‖∞ ≤ γ. A filter design procedure to achieve nominal performance was given

in [50]. For robust performance, it is required that, in addition to (4.8), we have

‖Fu(Σ,∆)‖∞ ≤ γ. (4.9)

4.4 Main Results

4.4.1 Analysis

In this section, we state the main theorem to analyze the robust stability and H∞
performance of the error system.

Theorem 4.1. Given h0 > 0, γ > 0, and the filter parameters Af , Bf , Cf and

Df , the error system in (4.5) is robustly stable for all hk ∈ H(h0, α) if there exists

a symmetric matrix P̄ > 0 such that (4.9) and (4.8) hold. Here α = ‖Σ11‖∞ and

the interval H(h0, α) is defined as

H(h0, α) := (h, h) ∩ (0,∞), (4.10)

where h and h are given as follows:

L1) if µ(−Ac) = 0, h = h0 − α−1,

L2) elseif µ(−Ac) ≤ −α, h = −∞,

L3) else h = h0 −
1

µ(−Ac)
log(1 + α−1µ(−Ac)).

U1) if µ(Ac) = 0, h = h0 + α−1,

U2) elseif µ(Ac) ≤ −α, h =∞

U3) else h = h0 +
1

µ(Ac)
log(1 + α−1µ(−Ac)).
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Proof. Take minimal realizations of the system in (4.1) and the filter in (4.4).

If matrix inequality (4.6) is satisfied, this means there exists a symmetric and

positive-definite matrix P̄ such that ρ(Ā(h0)) < 1. Since, Σij, i, j = 1, 2, have the

same A-matrix, they are stable.

The interval in (4.10) can be determined using Lemma 4.3 following steps given

in [21, Proof of Theorem 1]. What we show is (4.8) holds for all hk ∈
[
hl hu

]
.

We prove that (4.8) holds for all hk ∈
[
h0 hu

]
, i.e. for U1, U2 and U3 in (4.10).

The proof for L1, L2 and L3 for hk ∈
[
hl h0

]
can be similarly derived.

From Lemma 4.3, we have

‖∆(θk)‖ ≤
∫ θk

0

‖eAcη‖dη ≤
∫ θk

0

eµ(Ac)ηdη

when θk ≥ 0.

If µ(Ac) = 0, then

‖∆(θk)‖ ≤ θk,

and (4.8) will hold as long as

αθk < 1,

which is the case of U1.

Now, if µ(Ac) 6= 0, then

‖∆(θk)‖ =
eµ(Ac)θk − 1

µ(Ac)
.

Now, if µ(Ac) < 0, the right hand side in above equation goes to −1
µ(Ac)

when θk

goes to ∞. The condition in (4.8) will hold if

−α
µ(Ac)

≤ 1,

which is the case of U2.

Now, consider the case of µ(Ac) 6= 0 and −α
µ(Ac)

> 1. In this case, the condition

in (4.8) will hold for all θk > 0 if

α
eµ(Ac)θk − 1

µ(Ac)
≤ 1.

Since 1 + α−1µ(Ac) > 0 here, we get two cases:
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Case A: If µ(Ac) > 0, then

µ(Ac)θk ≤ log(1 + α−1µ(Ac)).

Case B: If µ(Ac) < 0, then

µ(Ac)θk ≥ log(1 + α−1µ(Ac)).

Therefore, we get

θk ≥
1

µ(Ac)
log(1 + α−1µ(Ac)),

which is the case of U3.

A direct use of Theorem 4.1 could be conservative because of the small-gain

type condition in (4.8). This conservatism can be reduced by using a multi-model

approach: Define a grid of sampling intervals hi > 0 (i = 1, 2, · · · , N), and apply

Theorem 4.1 for each hi. The error system will, then, be robustly stable with H∞
performance γ for all sampling periods given by

hk ∈
N⋃
i=1

H(hi, αi).

4.4.2 Design

In this section, we discuss the H∞ filter design.

Theorem 4.2. Given hi > 0 (i = 1, 2, · · · , N) and γ = diag(γ1, γ2) > 0, if there

exist symmetric and positive-definite matrices Z ∈ Rn×n, Y ∈ Rn×n, and matrices

F ∈ Rn×p1, G ∈ Rp2×n, DF ∈ Rp2×p1 and Q ∈ Rn×n such that the small-gain
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condition in (4.8) and the LMI

−Z −Z 0 0 ZΦ(hi) ZΦ(hi)
1
dξ
Z

∗ −Y 0 0 Y Φ(hi) + FC +Q Y Φ(hi) + FC2
1
dξ
Y

∗ ∗ −I 0 dξAΦ(hi) dξAcΦ(hi) 0
∗ ∗ ∗ −I C1 −DFC2 −G C1 −DFC2

∗ ∗ ∗ ∗ −Z −Z 0
∗ ∗ ∗ ∗ ∗ −Y 0
∗ ∗ ∗ ∗ ∗ ∗ −γ2

1I
∗ ∗ ∗ ∗ ∗ ∗ ∗

ZΓ(hi)
Y Γ(hi) + FD21

dξAΓ(hi) + dξB1c

−DFD21

0
0
0
−γ2

2I


< 0.

(4.11)

hold for all hi > 0, then the error system in (4.5) is robustly stable with H∞
performance level γ for all

hk ∈
N⋃
i=1

H(hi, αi)

with filter parameters

Af = −Y −1Q(I − Y −1Z)−1, Bf = −Y −1F,

Cf = G(I − Y −1Z)−1, Df = DF .
(4.12)

Proof. The LMI in (4.11) is obtained through a congruence transformation on

matrix inequality (4.6) with a fixed D-scaling, Dξ = diag(dξI, I). For that, we

take

P̄ :=

[
X U

UT X̂

]
, P̄−1 :=

[
Y V

V T Ŷ

]
where X, X̂, Y , and Ŷ are symmetric and positive-definite matrices. Define

J1 :=

[
X−1 Y

0 V T

]
,

and perform a congruence transformation on (4.6) with J = diag(J1, I, J1, I). From

the definitions of P̄ and P̄−1, we note thatXY+UV T = I andXV+UŶ = 0. Using

these relations, defining Z := X−1, F := V Bf , Q := V AfU
TZ, G := CfU

TZ,

and replacing hk with hi, we get (4.11).
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We have some remarks about Theorem 4.2.

Remark 4.1. The condition in (4.11) is based on ‖DξFu(Σ,∆)D−1
ξ ‖∞ ≤ γ that

applies a fixed D-scaling to the uncertainty channel. This is a very standard

approach for the robust synthesis problems [87]. The selection of the matrix Dξ

is a trial-and-error process. We select the value of dξ by performing a search on a

grid Gξ.

Remark 4.2. The condition in (4.11) redefines the H∞ performance γ as γ =

diag(γ1, γ2). This allows us to make a trade-off between the length of variation in

the sampling intervals (i.e. magnitude of uncertainty) and the H∞ performance

from the disturbance input to the estimation error.

Now we present a procedure for the filter design using Theorem 4.2 such that

[hl, hu] ⊆
⋃N
i=1H(hi, αi).

Procedure 4.1. Robust H∞ Filter Design for Nonuniformly Sampled Systems

Given 0 < hl < hu <∞, dξ ∈ Gξ and a large positive integer N0

0. Initialization: G ← {(hl + hu)/2}

1. if #G ≥ N0, stop without obtaining a filter. Here #G denotes the number of

elements in the grid G.

2. Minimize

(1− a)δ1 + aδ2

subject to (4.11) for all h′is where hi is the ith smallest element in G, 0 ≤ a ≤ 1

is the relative weight on the performance of the two channels, δ1 = γ2
1 and

δ2 = γ2
2 .

3. If

[hl, hu] ⊆
#G⋃
i=1

H(hi, αi),

The error system in (4.5) will be robustly stable with H∞ performance

γ2 =
√
δ2 with the filter parameters given by (4.12). Stop. Here

αi := ‖Σ11(hi)‖∞.
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4. Update G by

G ← G
⋃
{(Lj + Uj)/2}

for all j where Lj and Uj are determined so that

M⋃
j=1

(Lj, Uj) = (hl, hu)

#G⋃
i=1

H(hi,
√
αi),

L1 < U1 < L2 < U2 < · · · < LM < UM

are satisfied. Where M ≤ #G + 1. Go to step 1.

5. Search for a value of dξ in Gξ that minimizes γ2.

Remark 4.3. Step 1 in the algorithm is introduced to avoid numerical issues when

#G is too large.

4.5 Numerical Example

Consider the following parameters for the plant in (4.1)

Ac =

[
−b/J KT/J
−Kq/La −Ra/La

]
, B1c =

[
2
2

]
C1 =

[
0 1

]
, C2 =

[
1 0

]
, D21 = 0.

The values of the constants are b = 0.1Nms, J = 0.01kgm2/s2, KT = Kq =

0.01Nm/A, Ra = 1Ω, and La = 0.5H. This system was considered in [6] where

the authors designed a robust H∞ filter for hl = 0.001 and hu = 0.099 with H∞
performance γ = 1.8174. Following Procedure 4.1 with a = 0.9 and dξ = 0.512,

we can find a filter with γ2 = 1.2638 with grid G = {0.05}. The filter parameters

are

Af =

[
0.0960 −0.1632
−0.4189 0.7090

]
, Bf =

[
−0.0598
0.0559

]
,

Cf =
[
−1.9726 3.0004

]
, Df =

[
1.1157

]
.

Let wk = 2 exp(−0.01k) sin(0.02πk) and x̄0 = 0. Figure 4.2 shows a plot of the esti-

mation error and disturbance input. We observe that the disturbance is effectively

attenuated.
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Figure 4.2: Estimation error response

4.6 Concluding Remarks

This chapter presents a discrete-time, robustH∞ filter design procedure for systems

whose sampling periods vary between a lower and an upper bound. Re-configuring

the time-varying error system as an uncertain system with linear fractional trans-

formation uncertainty, a robust filter design procedure is presented. The designed

filter ensures robust stability and performance of the error system for all possible

variations of sampling periods within the given bounds. The effectiveness of the

approach is demonstrated through a comparison with an existing result.
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Chapter 5

Dynamic Output Feedback
Stabilization∗

5.1 Introduction

In this chapter, we focus on the control problem. Stability is a fundamental re-

quirement for the safe operation of all control systems. It is noted that most of

the existing discrete-time approaches pertaining to nonuniformly sampled systems

consider the case of state-feedback only whereas a more practical setup to work

is the output feedback case. A stability analysis problem with dynamic output

feedback controller was considered in [20] and a procedure was developed to find a

Lyapunov function to conclude the quadratic stability of the associated discrete-

time system and, hence, the exponential stability of the sampled-data system. The

purpose of this chapter is to extend the results of [20] to the synthesis of dynamic

controllers for nonuniformly sampled-data systems. It is remarked that the exten-

sion is not trivial as the approach uses a grid of sampling periods together with

robustness to conclude stability. The design variables are shared among all in-

stances of plant model and getting LMI conditions to design a robust controller is

difficult. Motivated by the linearization technique introduced in [28], a design pro-

cedure for dynamic output feedback stabilization of nonuniformly sampled-data

systems is developed. Numerical experiments show the effectiveness of the pro-

posed approach.

The rest of this chapter is organized as follows: In Section 5.2 the problem

∗A version of this chapter has been submitted for publication in [49]
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Figure 5.1: Nonuniformly sampled-data feedback control system

is formulated; the stability robustness analysis is given in Section 5.3. The main

results for the controller design are developed in Section 5.4 and, finally, simulation

results are given in Section 5.5.

5.2 Nonuniformly Sampled-Data Feedback Con-

trol

Consider a sampled-data feedback control configuration as shown in Figure 5.1.

Let P be a finite-dimensional, linear time-invariant plant with state space model

ẋ(t) = Acx(t) +B2cu(t), x(0) = x0

y(t) = C2x(t)
(5.1)

where x(t) ∈ Rn denotes the state of the system, u(t) ∈ Rm2 is the control input

and y(t) ∈ Rp2 is the measurement vector. The matrices Ac, B2c and C2 are

assumed to have compatible dimensions.

The measurement y(t) is sampled at uncertain and nonuniformly spaced time

instants τk, i.e. y(k) = y(τk), satisfying

0 < hl ≤ τk+1 − τk ≤ hu <∞, k = 0, 1, · · · , (5.2)

and

lim
k→∞

τk =∞. (5.3)

The control input u(t) to the system is generated using a zero-order-hold H syn-

chronized with the sampler S

u(t) = u(k), t ∈ [τk, τk+1)
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where u(k) is determined using a finite-dimensional, discrete, linear constant-

parameter controller K with state space model

xK(k + 1) = AKxK(k) +BKy(k)

u(k) = CKxK(k)
(5.4)

where xK(k) = xK(τk) is the controller state and u(k) = u(τk) is the controller

output. The closed-loop system is governed by

ẋ(t) = Acx(t) +B2cCKxK(k), t ∈ [τk+1, τk)

xK(k + 1) = AKxK(k) +BKy(k)

y(k) = C2x(τk), k = 0, 1, · · ·

(5.5)

The problem we consider in this chapter is as follows:

Problem: Design the controller parameters (AK , BK , CK) such that the sampled-

data output feedback control system (5.5) is exponentially stable for all sampling

periods hk ∈ [hl hu] where hk = τk+1 − τk is the k-th sampling period.

The stability of (5.5) can be studied in discrete time domain. For that, bring in

a zero-order-hold discretization of the plant P and define ξ(k) =
[
x(τk) xK(τk)

]T
as the state of the closed-loop system at the sampling instants τk, evolving as

ξ(k + 1) =

[
A(hk) B2(hk)CK
BKC2 AK

]
ξ(k),

= Φ(hk)ξ(k), k = 0, 1, · · ·
(5.6)

where A(hk) = ehkAc and B2(hk) =
∫ hk

0
e(hk−η)AcB2cdη. The following lemma from

[20, 85] establishes a connection between the exponential stability of (5.5) and the

quadratic stability of (5.6).

Lemma 5.1. Given the controller parameters (AK , BK , CK), hl and hu, the sampled-

data feedback closed-loop system (5.5) is exponentially stable if the uncertain discrete-

time system in (5.6) is quadratically stable, that is, if there exists a symmetric

matrix P̃ > 0 such that the following inequality

Φ(hk)
∗P̃Φ(hk)− P̃ < 0 (5.7)

holds for all hk ∈ [hl hu].
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Figure 5.2: Uncertain sampled-data feedback system

The condition in (5.7) needs to be verified for infinite many values of hk which is

numerically impossible. By exploiting the robustness, an algorithm was developed

in [20] to conclude the quadratic stability of (5.6) by solving (5.7) for a finite

number of sampling periods in a grid.

5.3 Robust Stability Analysis

In this section, we develop a condition for quadratic stability of (5.6) for given

controller parameters (Ak, BK , CK). This is achieved by viewing the variations in

sampling period as perturbations to a nominal sampling period and modelling the

perturbations as a linear fractional transformation uncertainty.

Lemma 5.2. Given a nominal sampling period h0 > 0 such that θk = hk−h0, the

sampled-data system in Figure 5.1 can be reconfigured as an uncertain sampled-data

feedback system as shown in Figure 5.2, where

G(h0) =

 A(h0) I B2(h0)
C1(h0) 0 D12(h0)
C2 0 0

 ,
∆(θk) =

∫ θk

0

eηAcdη, q = ∆(p)

C1(h0) = AcA(h0), D12(h0) = AcB2(h0) +B2c.

Proof. Fix hk = h0 + θk, from (5.6) we can write

A(h0 + θk) = eθkAcA(h0) = (I + ∆(θk)Ac)A(h0)
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and

B2(h0 + θk) =

∫ h0

0

e(h0+θk−η)AcB2cdη +

∫ h0+θk

h0

e(h0+θk−η)AcB2cdη

= eθkAcB2(h0) + ∆(θk)B2c

= (I + ∆(θk)Ac)B2(h0) + ∆(θk)B2c.

Defining q(k) = C1(h0)x(k) +D12(h0)u(k), the proof easily follows.

For given controller parameters, the uncertain system in Figure 5.2 reduces to

a feedback connection of an uncertain, time-varying operator ∆(θk) and a linear

constant-parameter system Σ(h0) = Fl(G(h0), K) = Ψ(h0)(zI −Φ(h0))−1Γ, where

Ψ(h0) =
[
C1(h0) D12(h0)CK

]
, Γ = [I 0]T and Φ(h0) as defined in (5.6). The

symbol Fl denotes the lower star product of G(h0) and K. The robust stability of

Σ(h0) can then be verified as a simple application of the small-gain theorem

α‖∆‖ < 1 (5.8)

where α ≥ ‖Σ(h0)‖∞. Therefore, stability robustness of Σ(h0) can be verified by

bounding ∆(θk). Many different bounds can be defined for ∆(θk), one such bound

is given by the following lemma.

Lemma 5.3 ([40]). For a given matrix Ac ∈ Rn×n and t ≥ 0, we have

‖eAct‖ ≤ eµ(Ac)t,

where µ(Ac) is the logarithmic norm of A associated with the 2-norm, and is given

by

µ(Ac) = λmax

(
Ac + A∗c

2

)
.

The quadratic stability of (5.6) can be verified by invoking the following theo-

rem.

Theorem 5.1. Given hi > 0 (i = 1, 2, · · · , N), Φ(hi), Γ and Ψ(hi), if there exist a

symmetric matrix P > 0 and αi (i = 1, 2, · · · , N) satisfying N matrix inequalities
P Φ(hi)P Γ 0
∗ P 0 PΨ(hi)

′

∗ ∗ I 0
∗ ∗ ∗ αiI

 > 0, (5.9)
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then (5.7) is satisfied with P̃ = P−1 for all hk ∈
N⋃
i=1

H(hi,
√
αi) where the intervals

H(hi,
√
αi) are defined as

H(hi,
√
αi) := (h, h) ∩ (0,∞), (5.10)

where

L1) if µ(−Ac) = 0, h = hi − (
√
αi)
−1,

L2) elseif µ(−Ac) ≤ −
√
αi, h = −∞,

L3) else h = hi −
1

µ(−Ac)
log(1 + (

√
αi)
−1µ(−Ac)).

U1) if µ(Ac) = 0, h = hi + (
√
αi)
−1,

U2) elseif µ(Ac) ≤ −
√
αi, h =∞

U3) else h = hi +
1

µ(Ac)
log(1 + (

√
αi)
−1µ(−Ac)).

Proof. See [20].

5.4 Robust Controller Design

In this section, we present the main theorem for the dynamic controller design. In

order to convert the inequality in (5.9) into design LMI, one can use the partitions

of P and P−1 as in [61]; however, the design variables appear as product terms

with plant parameters A(hi) and B2(hi). These nonlinear product terms need to

be absorbed somewhere to get LMI conditions. The following two properties could

be useful for that [28].

Property 1. For square matrices G and R of compatible dimensions with R being

symmetric and positive-definite, i.e., R > 0, the following inequality holds:

G
′
R−1G ≥ G+G

′ −R (5.11)

Proof. The proof follows from the fact that (G−R)′R−1(G−R) ≥ 0.

Property 2. For matrices H, G non-singular, symmetric Q and symmetric R > 0

of compatible dimensions, if the following LMI[
H +H

′ −Q G
′

G R

]
> 0 (5.12)
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holds, satisfy the constraint Q < H
′
G−1RG

′−1
H.

Proof. Applying Schur complement to the lower diagonal yields Q < H + H
′ −

G
′
R−1G. From (5.11), H

′
G−1RG

′−1
H ≥ H+H

′−G′R−1G, thus the result follows.

To convert the condition in (5.9) into synthesis LMI, partition the matrices P

and P−1 as

P =

[
X U

U
′
X̂

]
, P−1 =

[
Y V

V
′
Ŷ

]
. (5.13)

where X, X̂, Y and Ŷ are symmetric and positive definite matrices. Defining

T =

[
Y I
V
′

0

]
and performing congruence transformation on (5.9) with diag(T, T, I, I) gives

T
′
PT T

′
Φ(hi)PT T

′
Γ 0

∗ T
′
PT 0 T

′
PΨ(hi)

′

∗ ∗ I 0
∗ ∗ ∗ αiI

 > 0

where

T
′
PT =

[
Y I
I X

]
, T

′
Γ =

[
Y
I

]

T
′
Φ(hi)PT =

Y A(hi) + FC2 Y Li + FC2X
+V AKU

′

A(hi) Li


Ψ(hi)PT =

[
C1(hi) C1(hi)X +D12(hi)L

]
F = V BK , L = CKU

′

Li = A(hi)X +B2(hi)L

To recover the controller parameter AK , the term Y Li in T
′
Φ(hi)PT can be ab-

sorbed using the property in (5.12). Now, we give the main theorem for the

synthesis of dynamic controllers for nonuniformly sampled-data systems.

Theorem 5.2. Given hi > 0 (i = 1, 2, · · · , N), if there exist symmetric matrices

X > 0, Y > 0, Q > 0, R > 0, matrices F , L, M and scalars αi such that the
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following N + 1 matrix inequalities[
Q I
∗ R

]
> 0 (5.14)



Y I Y A(hi) + FC2 M Y 0 0 Y
∗ X A(hi) Li I 0 0 0
∗ ∗ Y I 0 C1(hi)

′
0 0

∗ ∗ ∗ X 0 XC1(hi)
′ + L

′
D12(hi)

′
L
′
i +G

′
0

∗ ∗ ∗ ∗ I 0 0 0
∗ ∗ ∗ ∗ ∗ αiI 0 0
∗ ∗ ∗ ∗ ∗ ∗ Q 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ R


> 0,

(5.15)

hold, then the uncertain discrete-time system in (5.6) will be stabilized by the con-

troller parameterized by

AK = V −1(M + Y G− FC2X)(U
′
)−1

BK = V −1F

CK = L(U
′
)−1

(5.16)

for all hk ∈
N⋃
i=1

H(hi,
√
αi) where the intervals H(hi,

√
αi) are defined in (5.10).

Remark 5.1. The matrices U and V do not appear in the LMI conditions in (5.14)

and (5.15). One of them can be chosen freely to satisfy V U
′

= I − XY . For

example, choosing V = V
′
= Y gives U

′
= Y −1 −X.

Remark 5.2. Even though Theorem 5.2 is developed using the linear fractional

modelling of the closed-loop system, it can be used for controller design for other

discrete-time models, such as the polytopic models [31, 32].

Proof. Note that (5.14) together with (5.15) ensures that R > Q−1 > 0, this means

(5.15) holds if R is replaced by Q−1. Also for each i, it is verified that
Q
0
0

(Li +G)
′

0
0

Q
−1
[
Q 0 0 Li +G 0 0

]
≥ 0. (5.17)
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Replacing R by Q−1, performing Schur complement w.r.t the last two rows and

columns of (5.15) and adding (5.17) after pre- and post-multiplying first row and

column with Y , we get
Y I Y A(hi) + FC2 M + Y Li Y 0
∗ X A(hi) Li I 0
∗ ∗ Y I 0 C1(hi)
∗ ∗ ∗ X 0 XC1(hi)

′ + L
′
D12(hi)

′

∗ ∗ ∗ ∗ I 0
∗ ∗ ∗ ∗ ∗ αiI

 > 0,

which together with the transformations (5.13) and (5.16) yields
T
′
PT T

′
Φ(hi)PT T

′
Γ 0

∗ T
′
PT 0 T

′
PΨ(hi)

′

∗ ∗ I 0
∗ ∗ ∗ αiI

 > 0

which is equivalent to (5.9).

Once we fix a grid of sampling periods, a controller can be designed using

Theorem 5.2. The following procedure can be used to generate a grid and controller

design.

Procedure 5.1. Robust Dynamic Controller Design for Nonuniformly Sampled-

Data Feedback Systems

Given 0 < hl < hu <∞ and a large positive integer N0

0. Initialization: G ← {(hl + hu)/2}

1. if #G ≥ N0, stop without designing a controller. Here #G denotes the

number of elements in the grid G.

2. Minimize

#G∑
i=1

βi

subject to (5.14) and (5.15), with αi replaced with βi, for all h′is where hi is

the i-th smallest element in G.
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3. If [hl hu] ⊆
⋃#G
i=1H(hi,

√
αi). The sampled-data closed-loop system will be

exponentially stabilized by controller parameters as defined in (5.16). Stop.

Here

αi := λmax(Ri − S
′

i(Qi − P )−1Si) + ε

where ε is a small positive number and

P =

[
Y V
I 0

] [
I 0
X U

]−1

,[
Qi Si
S
′
i Ri

]
=

[
Φ(hi) Γ
Ψ(hi) 0

] [
P 0
0 I

] [
Φ(hi) Γ
Ψ(hi) 0

]′
.

4. Update G by

G ← G
⋃
{(Lj + Uj)/2}

for all j where Lj and Uj are determined so that

M⋃
j=1

(Lj, Uj) = (hl, hu)\
#G⋃
i=1

H(hi,
√
αi),

L1 < U1 < L2 < U2 < · · · < LM < UM

are satisfied, where M ≤ #G + 1. Go to step 1.

Remark 5.3. The number N0 is introduced to avoid the numerical difficulties which

may happen if the sampling period is too small.

5.5 Simulation Results and Discussion

In this section, we give some numerical examples to demonstrate the applicability

and effectiveness of the proposed approach. The simulations were done on a com-

puter with Mac OS X (10.7.3), Intel Core 2 Duo 2.4 GHz CPU, MATLAB 7.13

and Yalmip [41].
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5.5.1 Example 1

Consider the following parameters for the plant in (5.1)

Ac =

[
0 1
0 −0.1

]
, Bc2 =

[
1

0.1

]
, C2 =

[
1 0

]
This plant was considered in [52] where a continuous-time observer-based controller

with sampled measurements was designed using the delay systems approach. An

anticipative controller was shown to stabilize this plant for hk ∈ [0, 0.976].

Using the proposed control design procedure (Procedure 5.1) with [hl hu] =

[0.1, 0.976], we can find a controller that exponentially stabilize this plant with

parameters

AK =

[
−0.7412 0.2696
−1.3114 0.7802

]
, BK =

[
1.7312
1.3192

]
, CK =

[
−0.1858 −6.0434

]
.

The search took 7.13 s with #G = 5, where #G = 5 denotes the number of

elements in the grid. To avoid unbounded solutions, we restricted the search for

the entries of X, Q and R to be less than 103. Next, we search for a controller that

could maximize hu. We can find a numerically reliable solution for hk ∈ [0.1, 2.7]s

within 37 seconds and #G = 32. In fact, controllers can be designed to tolerate

even larger variations in sampling period by relaxing the size of entries of X, Q

and R and with increased computation time.

5.5.2 Example 2

Consider the linearized model of an unstable batch reactor

Ac =


1.38 −0.2077 6.715 −5.676
−0.5814 −4.29 0 0.675

1.067 4.273 −6.654 5.893
0.048 4.273 1.343 −2.104

 B2c =


0 0

5.679 0
1.136 −3.146
1.136 0


C2 =

[
1 0 1 −1
0 1 0 0

]
Walsh et al. [74] verified the stability of this system for a given controller for hk ∈

[0, 10−5] when the loop is closed through a network. However, their simulations

revealed the closed-loop system stablity for hk ∈ [0, 0.08]s.
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Figure 5.3: Zero-input responses of controlled batch reactor

We use Procedure 5.1 to design a stabilizing controller for hl = 0.01 and hu =

0.08. We can find one within 12.43 s with only four elements in the grid. The

controller parameters are

AK =


0.2057 −1.1969 −0.6483 0.6621
0.1624 −0.3541 0.1845 −0.1749
−0.4482 −7.8337 0.2425 0.5180
−0.1179 −8.1502 −0.2873 1.0528

 , BK =


0.8282 1.3003
−0.0902 1.1779
0.4620 8.0967
0.1664 8.5772

 ,
CK =

[
1.0408 −1.3895 0.8838 −1.0210
3.1953 −0.6524 2.6950 −2.6282

]
.

Figure 5.3 shows 10 initial value responses for arbitrary initial conditions and

sampling periods taking values in the interval [0.01, 0.08]. We observe convergence

of all the states of the controlled system.

These examples show that the proposed design method is effective.
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5.6 Conclusions

This chapter developed a numerical procedure for the stabilization of nonuniformly

sampled-data systems via dynamic output feedback controllers. The analysis and

design were carried out in the discrete-time domain. Simulation results and a

comparison with the other approaches showed the effectiveness of the proposed

approach. Most of the existing discrete-time approaches dealing with nonuniformly

sampled-data systems consider the case of state feedback only. We hope that the

results presented in this chapter will help advance the state of research to a more

general and higher level with output feedback control. The work can be extended

in many ways, such as, control design with performance. Also, the analysis is based

on a single quadratic Lyapunov function approach, another extension could be to

use a switched Lyapunov function [26].
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Chapter 6

Discrete-Time H∞ Control

6.1 Introduction

In the previous chapter, we considered the dynamic output feedback stabilization

problem and developed a method to robustly stabilize the closed-loop sampled-

data system for all possible variations of sampling period. In this chapter, we

extend the stabilization method to include the performance of closed-loop system.

We use H∞ norm of the closed-loop system as a performance measure and develop

a discrete-time method for H∞ controller design. In the past, the H∞ controller

design for nonuniformly sampled systems was addressed using the delay systems

approach only. To the author’s best knowledge, discrete-time H∞ control of these

systems has not yet been considered. The problem is challenging because the

closed-loop sampled-data system is time-varying and aperiodic.

The H∞ control for nonuniformly sampled systems using the delay systems

approach was considered in [72] where a continuous-time controller with sampled

inputs was designed. The designed controller is time-varying when implemented

in discrete time, and dependent on uncertain sampling period. It is desirable

to design a controller that can be easily implemented. This paper presents such

a robust controller by following the discrete-time linear factional transformation

approach [21]. Sufficient LMI conditions are developed. The resulting controller is

guaranteed to maintain stability and performance for all variations of the sampling

period within the given bounds.

The rest of this chapter is organized as follows: In Section 6.2 the problem is
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Figure 6.1: Nonuniformly sampled-data feedback H∞ control system

formulated. The robust stability and performance analysis is given in Section 6.3.

The main results for the robust controller design are developed in Section 6.4.

Finally, a numerical example is given in Section 6.5 to demonstrate the effectiveness

of the proposed method.

6.2 Problem Formulation

Consider a sampled-data feedback control configuration as shown in Figure 6.1.

Let P be a finite-dimensional, linear time-invariant plant with state space model

ẋ(t) = Acx(t) +B1cw(t) +B2cu(t), x(0) = x0

z(t) = C1x(t) +D11w(t) +D12u(t)

y(t) = C2x(t) +D21w(t)

(6.1)

where x(t) ∈ Rn denotes the state of the system, w(t) ∈ Rm1 is the disturbance

input, u(t) ∈ Rm2 is the control input, z(t) ∈ Rp1 is the controlled output and

y(t) ∈ Rp2 is the measured output. The matrices Ac, B1c, B2c, C1, C2, D11, D12

and D21 are assumed to have compatible dimensions.

The measurement y(t) is sampled at uncertain and nonuniformly spaced time

instants τk, i.e. yk = y(τk), satisfying

0 < hl ≤ τk+1 − τk ≤ hu <∞ (6.2)

and

lim
k→∞

τk =∞.
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The control input u(t) to the system is generated using a zero-order-hold H syn-

chronized with the sampler S

u(t) = uk, t ∈ [τk, τk+1)

where uk is determined using a finite-dimensional, discrete, linear constant-parameter

controller K with state space model

xK(k + 1) = AKxK(k) +BKyk

uk = CKxK(k)
(6.3)

where xK(k) := xK(τk) is the controller state and uk := u(τk) is the controller

output. Assuming w(t) to be piece-wise constant, the zero-order hold equivalent

of (6.1) at the sampling instants is given by

xk+1 = A(hk)xk +B1(hk)wk +B2(hk)uk

zk = C1xk +D11wk +D12uk

yk = C2xk +D21wk

(6.4)

where A(hk) = ehkAc , Bi(hk) =
∫ hk

0
e(hk−η)AcBidη, i = 1, 2, xk := x(τk), wk :=

w(τk), zk := z(τk) and yk := y(τk). Defining x̄k =
[
xk xK(k)

]T
and using (6.3)

and (6.4), the dynamics of the closed-loop system at the sampling instants can be

written as

x̄k+1 =

[
A(hk) B2(hk)CK
BKC2 AK

]
x̄k +

[
B1(hk)
BKD21

]
wk

zk =
[
C1 D12CK

]
x̄k +D11wk

(6.5)

Our goal in this chapter is to design the controller parameters AK , BK and CK

such that the closed-loop system in (6.5) is internally stable and

‖zk‖2 ≤ γ‖wk‖2 (6.6)

for all sampling periods hk ∈ [hl hu] where hk = τk+1 − τk is the k-th sampling

period. The disturbance signal wk is assumed to be unknown but with bounded

energy, i.e. wk ∈ `2[0, ∞).
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Figure 6.2: Uncertain sampled-data feedback system

6.3 Robust H∞ Performance Analysis

In this section, we develop a method for robust stability and performance analysis

of (6.5) for given controller parameters Ak, BK and CK . In the sequel, we show

that the nonuniformly sampled-data system can be reconfigured as an uncertain

sampled-data feedback system by viewing the variations in sampling period as

perturbations to a nominal sampling period and modelling the perturbations as

linear fractional transformation uncertainty. The robust analysis and design tools

can then be applied.

Lemma 6.1. Given a nominal sampling period h0 > 0 such that θk = hk−h0, the

sampled-data system in Figure 6.1 can be reconfigured as an uncertain sampled-data

feedback system as shown in Fgure 6.2, where

G(h0) =


A(h0) I B1(h0) B2(h0)
C1∆(h0) 0 D11∆(h0) D12∆(h0)
C1 0 D11 D12

C2 0 D21 0

 ,
∆(θk) =

∫ θk

0

eηAcdη, qk = ∆(pk)

C1∆(h0) = AcA(h0), D11∆(h0) = AcB1(h0) +B1c

D12∆(h0) = AcB2(h0) +B2c.

Proof. Fix hk = h0 + θk, from (6.5) we can write

A(h0 + θk) = eθkAcA(h0) = (I + ∆(θk)Ac)A(h0)
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Figure 6.3: Uncertain closed-loop system

and

Bi(h0 + θk) =

∫ h0

0

e(h0+θk−η)AcBicdη

+

∫ h0+θk

h0

e(h0+θk−η)AcBicdη

= eθkABi(h0) + ∆(θk)Bic

= (I + ∆(θk)Ac)Bi(h0) + ∆(θk)Bic, i = 1, 2.

Defining qk = C1∆(h0)xk +D11∆(h0)wk +D12∆(h0)uk, the proof easily follows.

For given controller parameters, the uncertain system in Figure 6.2 reduces to

a feedback connection of an uncertain, time-varying operator ∆(θk) and a linear

constant-parameter system Σ(h0) = Fl(G(h0), K) as shown in Figure 6.3, where

Σ(h0) =

[
Σ11 Σ12

Σ21 Σ22

]
=

 Ā(h0) B̄1(h0) B̄2(h0)
C̄1(h0) D̄11(h0) D̄12(h0)
C̄2(ho) D̄21(h0) D̄22(h0)



Ā(h0) =

[
A(h0) B2(h0)CK
BKC2 AK

]
B̄1(h0) =

[
I
0

]
, B̄2(h0) =

[
B1(h0)
BKD21

]
C̄1(h0) =

[
C1∆(h0) 0

]
, D̄11(h0) = 0, D̄12(h0) = D11∆(h0)

C̄2(h0) =
[
C1 D12CK

]
, D̄21(h0) = 0, D̄22(h0) = D11.

The robust stability of Σ(h0) can then be verified as a simple application of the

small-gain theorem

α‖∆‖ < 1 (6.7)
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where α ≥ ‖Σ11(h0)‖∞. Therefore, stability robustness of Σ(h0) can be verified by

bounding ∆(θk). Many different bounds can be defined for ∆(θk), one such bound

is given by the following lemma.

Lemma 6.2. [40] For a given matrix Ac ∈ Rn×n and t ≥ 0, we have

‖eAct‖ ≤ eµ(Ac)t,

where µ(Ac) is the logarithmic norm of Ac associated with the 2-norm, and is given

by

µ(Ac) = λmax

(
Ac + A∗c

2

)
.

For robust performance, in addition to (6.7) it is required that ‖Σ(h0)‖∞ be

minimized. Therefore, the robust stability and performance analysis problem can

be solved using the scaled-small gain condition [61, 87]:

inf
Ds
‖DsΣ(h0)D−1

s ‖ (6.8)

where Ds ∈ R(n+p1)×(n+m1) is a scaling matrix with structure

Ds =

[
βI

I

]
The robust stability and performance can be verified by invoking the following

theorem.

Theorem 6.1. Given hi > 0 (i = 1, 2, · · · , N), Φ(hi), Γ(hi), Ψ(hi) and Υ(hi), if

there exists a symmetric matrix P > 0 and δi (i = 1, 2, · · · , N) satisfying N matrix

inequalities 
P Φ(hi)P Γ(hi) 0
∗ P 0 PΨ(hi)

′

∗ ∗ I Υ(hi)
∗ ∗ ∗ δiI

 > 0, (6.9)

then the closed-loop sampled-data systems is robustly stable with H∞ performance

√
γ for all hk ∈

N⋃
i=1

H(hi,
√
αi) where δiI = diag(αiI, γI) and the matrices Φ(hi),

Γ(hi), Ψ(hi) and Υ(hi) are defined as

Φ(hi) = Ā(hi), Γ(hi) =
[
B̄1(hi) B̄2(hi)

]
Ψ(hi) =

[
C̄1(hi)
C̄2(hi)

]
, Υ(hi) =

[
D̄11(hi) D̄12(hi)
D̄21(hi) D̄22(hi)

]
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and the intervals H(hi,
√
αi) are defined as

H(hi,
√
αi) := (h, h) ∩ (0,∞), (6.10)

where

L1) if µ(−Ac) = 0, h = hi − (
√
αi)
−1,

L2) elseif µ(−Ac) ≤ −
√
αi, h = −∞,

L3) else h = hi −
1

µ(−Ac)
log(1 + (

√
αi)
−1µ(−Ac)).

U1) if µ(Ac) = 0, h = hi + (
√
αi)
−1,

U2) elseif µ(Ac) ≤ −
√
αi, h =∞

U3) else h = hi +
1

µ(Ac)
log(1 + (

√
αi)
−1µ(−Ac)).

Proof. If the inequality in (6.9) is satisfied, then

P TΦ(hi)P − P < 0

holds for all hi ∈ G. Since all subsystems Σij, i, j = 1, 2 share the same Φ matrix,

they will be stable.

The disturbance attenuation factor δi is re-defined to allow trade-off between

the range of variations in the sampling period and the attenuation factor for wk.

The definition of intervals H(hi,
√
αi) follows similar steps as in [20] and is

given below. We show that (6.7) holds for all hk ∈
[
hl hu

]
. We only prove that

(6.7) holds for all hk ∈
[
h0 hu

]
, i.e. for U1, U2 and U3 in (6.10); the proof for

L1, L2 and L3 for hk ∈
[
hl h0

]
can be similarly derived.

From Lemma 6.2, we have

‖∆(θk)‖ ≤
∫ θk

0

‖eAcη‖dη ≤
∫ θk

0

eµ(Ac)ηdη

when θk ≥ 0.

If µ(Ac) = 0, then

‖∆(θk)‖ ≤ θk,

and (6.7) will hold as long as

αθk < 1,
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which is the case of U1.

Now, if µ(Ac) 6= 0, then

‖∆(θk)‖ =
eµ(Ac)θk − 1

µ(Ac)
.

Now, if µ(Ac) < 0, the right hand side in above equation goes to −1
µ(Ac)

when θk

goes to ∞. The condition in (6.7) will hold if

−α
µ(Ac)

≤ 1,

which is the case of U2.

Now, consider the case of µ(Ac) 6= 0 and −α
µ(Ac)

> 1. In this case, the condition

in (6.7) will hold for all θk > 0 if

α
eµ(Ac)θk − 1

µ(Ac)
≤ 1.

Since 1 + α−1µ(Ac) > 0 here, we get two cases:

Case A: If µ(Ac) > 0, then

µ(Ac)θk ≤ log(1 + α−1µ(Ac)).

Case B: If µ(Ac) < 0, then

µ(Ac)θk ≥ log(1 + α−1µ(Ac)).

Therefore, we get

θk ≥
1

µ(Ac)
log(1 + α−1µ(Ac)),

which is the case of U3. This completes the proof.

6.4 Robust H∞ Controller Design

This section is devoted to the robust controller design. Since the analysis conditions

involve an application of the scaled small-gain theorem, robust controller design is

based on a D-K type iterative procedure. Also, since the above theorem involves

a multi-modal approach, some nonlinear product terms need to be absorbed in

order to find a constant-parameter controller. The following two properties could

be useful [28].
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Property 3. For square matrices G and symmetric R > 0 of compatible dimensions,

the following inequality holds:

G
′
R−1G ≥ G+G

′ −R (6.11)

Proof. The proof follows from the fact that

(G−R)′R−1(G−R) ≥ 0.

Property 4. For matrices H, G non-singular, symmetric Q and symmetric R > 0

of compatible dimensions such that the following LMI[
H +H

′ −Q G
′

G R

]
> 0 (6.12)

holds, then Q < H
′
G−1RG

′−1
H.

Proof. Applying Schur complement to the lower diagonal yields Q < H + H
′ −

G
′
R−1G. From (6.11), H

′
G−1RG

′−1
H ≥ H+H

′−G′R−1G, thus the result follows.

To convert the condition in (6.9) into synthesis LMI, partition the matrices P

and P−1 as

P =

[
X U

U
′
X̂

]
, P−1 =

[
Y V

V
′
V̂

]
. (6.13)

where X, X̂, Y and Ŷ are symmetric and positive definite matrices. Defining

T =

[
Y I
V
′

0

]
and performing congruence transformation on (6.9) with diag(T, T, I, I) gives

T
′
PT T

′
Φ(hi)PT T

′
Γ(hi) 0

∗ T
′
PT 0 T

′
PΨ(hi)

′

∗ ∗ I Υ(hi)
∗ ∗ ∗ δiI

 > 0
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where

T
′
PT =

[
Y I
I X

]
T
′
Γ =

[
Y Y B1(hi) + FD21

I B1(hi)

]

T
′
Φ(hi)PT =

Y A(hi) + FC2 Y Li + FC2X
+V AKU

′

A(hi) Li


T
′
PΨ

′
(hi) =

[
C
′
1∆(hi) C

′
1(hi)

XC
′
1∆(hi) + L

′
D
′
12∆(hi) XC

′
1(hi) + L

′
D
′
12(hi)

]
Υ(hi) =

[
0 D11∆(hi)
0 D11

]
F = V BK , L = CKU

′

Li = A(hi)X +B2(hi)L

To recover the controller parameter AK , the term Y Li in T
′
Φ(hi)PT can be ab-

sorbed using the property in (6.12). Now, we give the main theorem for the

synthesis of dynamic controllers for nonuniformly sampled systems.

Theorem 6.2. Given hi > 0 (i = 1, 2, · · · , N), if there exist symmetric matrices

X > 0, Y > 0, Q > 0, R > 0, matrices F , L, M and scalars γi and µi such that

the following N + 1 matrix inequalities[
Q I
∗ R

]
> 0 (6.14)
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

Y I Y A(hi) + FC2 M Y Y B1(hi) + FD21 0
∗ X A(hi) Li I B1(hi) 0
∗ ∗ Y I 0 0 C

′
1∆(hi)

∗ ∗ ∗ X 0 0 XC
′
1∆(hi) + L

′
D
′
12∆(hi)

∗ ∗ ∗ ∗ I 0 0
∗ ∗ ∗ ∗ ∗ I D

′
11∆(hi)

∗ ∗ ∗ ∗ ∗ ∗ αiI
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗

0 0 Y
0 0 0

C1(hi)
′

0 0
XC1(hi)

′ + L
′
D12(hi)

′
L
′
i +G

′
0

0 0 0
D
′
11 0 0

0 0 0
γI 0 0
∗ Q 0
∗ ∗ R


> 0,

(6.15)

hold, then the closed-loop system in (6.5) will be internally stable with H∞ perfor-

mance
√
γ with controller parameters

AK = V −1(M + Y G− FC2X)(U
′
)−1

BK = V −1F

CK = L(U
′
)−1

(6.16)

for all hk ∈
N⋃
i=1

H(hi,
√
αi) where the intervals H(hi,

√
αi) are defined in (6.10).

Remark 6.1. The matrices U and V do not appear in the LMI conditions in (6.14)

and (6.15). One of them can be chosen freely to satisfy V U
′

= I − XY . For

example, choosing V = V
′
= Y gives U

′
= Y −1 −X.

Remark 6.2. Even though Theorem 6.2 is developed using the linear fractional

modelling of the closed-loop system, it can be used for H∞ controller design for

other discrete-time models, such as the polytopic models [31].

Proof. Note that (6.14) together with (6.15) ensures that R > Q−1 > 0, this means
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(6.15) holds if R is replaced by Q−1. Also for each i, it is verified that

Q
0
0

(Li +G)
′

0
0
0
0


Q−1

[
Q 0 0 Li +G 0 0 0 0

]
≥ 0 (6.17)

Replacing R by Q−1, performing Schur complement w.r.t the last two rows and

columns of (6.15) and adding (6.17) after pre- and post-multiplying first row and

column by Y , we get

Y I Y A(hi) + FC2 M + Y Li Y Y B1(hi) + FD21 0
∗ X A(hi) Li I B1(hi) 0
∗ ∗ Y I 0 0 C

′
1∆(hi)

∗ ∗ ∗ X 0 0 XC
′
1∆(hi) + L

′
D
′
12∆(hi)

∗ ∗ ∗ ∗ I 0 0
∗ ∗ ∗ ∗ ∗ I D

′
11∆(hi)

∗ ∗ ∗ ∗ ∗ ∗ αiI
∗ ∗ ∗ ∗ ∗ ∗ ∗

0
0

C1(hi)
′

XC1(hi)
′ + L

′
D12(hi)

′

0
D
′
11

0
γI


> 0,

which together with the transformations (6.13) and (6.16) yield
T
′
PT T

′
Φ(hi)PT T

′
Γ(hi) 0

∗ T
′
PT 0 T

′
PΨ(hi)

′

∗ ∗ I Υ(hi)
∗ ∗ ∗ δiI

 > 0

which is equivalent to (6.9).

A difficulty in applying Theorem 6.2 is how to select the sampling periods in

the grid such that if (6.14) and (6.15) hold for elements in the grid will imply that
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they hold for all hk ∈
[
hl hu

]
. In the following, we give a procedure to generate

such a grid for the robust H∞ controller design.

Procedure 6.1. RobustH∞ Controller Design for Nonuniformly Sampled Systems

Given 0 < hl < hu <∞ and a large positive integer N0

0. Initialization: G ← {(hl + hu)/2}

1. If #G ≥ N0, stop without designing a controller. Here #G denotes the

number of elements in the grid G.

2. Minimize

#G∑
i=1

a1αi + a2γ

subject to (6.14) and (6.15) for all h′is where hi is the ith smallest element

in G and a1 and a2 are the weighting factors.

3. If

[hl, hu] ⊆
#G⋃
i=1

H(hi, µi),

the sampled-data closed-loop system will be internally stabilized by controller

parameterin in (6.16) with H∞ performance
√
γ. Stop. Here

µi := λmax(Ri − S
′

i(Qi − P )−1Si) + ε

where ε is a small positive number and

P =

[
Y V
I 0

] [
I 0
X U

]−1

,[
Qi Si
S
′
i Ri

]
=

[
Φ(hi) Γ
Ψ(hi) 0

] [
X 0
0 I

] [
Φ(hi) Γ
Ψ(hi) 0

]′
4. Update G by

G ← G
⋃
{(Lj + Uj)/2}
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for all j where Lj and Uj are determined so that

M⋃
j=1

(Lj, Uj) = (hl, hu)

#G⋃
i=1

H(hi,
√
µi),

L1 < U1 < L2 < U2 < · · · < LM < UM

are satisfied, where M ≤ #G + 1. Go to step 1.

5. Search for the scaling parameter β to minimize γ.

Remark 6.3. The number N0 is introduced to avoid numerical difficulties which

may happen if sampling periods are too small.

6.5 Numerical Example

In this section, we give a numerical example to compare the proposed approach

with the delay systems approach. The design was carried out on a computer with

Mac OS X (10.7.3), Intel Core 2 Duo 2.4 GHz CPU, MATLAB 7.13 and Yalmip

[41]. The following parameters for the plant in (6.1) were considered:

Ac =

[
0 1
−16 4.8

]
, B1c = B2c =

[
0
16

]
C1 =

[
1 0
0 0

]
, D11=

[
0
0

]
C2 =

[
1 0

]
, D21 = 0.1

This plant was considered in [72] where three different continuous-time controllers

with sampled input were designed using the delay systems approach. Their type 2

controller uses a zero-order hold mechanism, similar to our controller structure

achieves an H∞ performance level γ = 339.8. It is important to note that their

controller is time-varying when implemented in discrete time.

Using the proposed control design procedure (Procedure 6.1) with [hl, hu] =

[0.1, π/25], we can find an H∞ robust controller with parameters

AK =

[
−1.2088 0.0456
−14.8297 −0.1877

]
, BK =

[
−1.9923
−10.8497

]
,

CK =
[
0.7193 0.8117

]
,
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that can achieve an H∞ performance level γ = 308.7116. The search took 7.098 s

with #G = 5, β = 37, a1 = 0.1 and a2 = 0.9.

We can not say that the proposed controller is better than the one in [72]

because we consider discrete-timeH∞ performance and the authors in [72] consider

continuous-time H∞ performance. However, it is obvious that being constant-

parameter, the proposed controller is easier to implement.

6.6 Conclusions

This chapter developed a numerical procedure for the robust H∞ controller design

for nonuniformly sampled systems. Because of the variations in sampling period,

the problem converts to robust control design. A DK type iterative procedure is

developed to design a controller that guarantees internal stability and H∞ perfor-

mance of the closed-loop systems for all possible variations of sampling period. A

comparison with the existing result is also given to demonstrate effectiveness of

the proposed approach.
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Chapter 7

Summary and Future Work

Because of the advantages offered by computers, most modern control systems are

constructed using digital computers, micro-controllers or microprocessors. The

conventional sampled-data control theory assumes that measurement sampling

and control updating occur at uniform sampling intervals which is a reasonable

assumption for many control applications. However, with the widespread use of

networked and embedded control systems, many control loops are closed through

a shared communication medium where constant sampling periods are not possi-

ble. If not taken into account during the design of control systems, variations in

sampling period can degrade the performance and can even lead to instability of

the control system.

Motivated by this, this thesis explores analysis and synthesis methods for

nonuniformly sampled systems. Two main approaches have been proposed in

the literature to address the analysis and synthesis of nonuniformly sampled sys-

tems. One is the delay systems approach where nonuniformly sampled systems

are modelled as continuous-time one with time-varying delay in input. The anal-

ysis and synthesis methods developed for time-delay systems can then be used.

The other is the discrete-time approach where nonuniformly sampled systems are

modelled as uncertain discrete-time system. The discrete-time methods developed

for nonuniformly sampled systems include the linear fractional transformation ap-

proach, a polytopic modelling approach and a robust linear matrix inequalities

approach. Numerical experiments in different references show that the discrete-

time approaches are, in general, less conservative than the delay systems approach.
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This thesis follows a discrete-time linear fractional transformation approach for

most theoretical development.

Sampling periods can vary in variety of different ways. To have something

specific to discuss, two types of variations in sampling periods were considered.

Firstly, it was assumed that the state estimation or control updating occurs at

fast and uniform time intervals but the measurements are sampled at slow and

nonuniform intervals. We called it Timing Model 1. Secondly, it was assumed that

both sampling and hold devices operate at nonuniform sampling intervals but are

synchronized and called Timing Model 2. To make Timing Model 2 more realistic,

sampling periods were assumed to be bounded by a lower and an upper bound.

These timing models were described in detail in Chapter 2.

In Chapter 3, a sampling period dependent, full-order H∞ filter was designed

with the assumption of first type of variations in the sampling period. The pro-

cess of nonuniform measurement sampling was modelled using a Markov chain.

The estimation error system together with the Markov chain was modelled as a

Markovian jump system and filter design was formulated as a convex optimization

problem. The effectiveness of the proposed filter over a time-varying H∞ filter

designed using the Riccati equation approach was demonstrated through simula-

tion results. An advantage of the proposed filter is it can be designed offline and

switching among different modes can be implemented at fast sampling period.

Chapter 4 developed a robust discrete-time H∞ filtering with second type of

variations in sampling interval. A constant-parameter structure was considered

which is advantageous from implementation point of view. The error system was

reconfigured as an uncertain discrete-time system with a linear fractional trans-

formation uncertainty. A concrete algorithm was developed for the filter design.

The algorithm can provide a filter in a finite number of iterations. A comparison

with filters developed using the polytopic and delay systems approaches showed

that the proposed filter is more effective in attenuating disturbance input.

Chapters 5 and 6 considered the control problem. Extending the existing

discrete-time approaches, Chapter 5 proposed a method to design a dynamic out-

put feedback controller. The designed controller has constant parameters and is
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easier to implement; it guarantees the exponential stability of the sampled-data

systems under Timing Model 2. Chapter 6 designed an internally stabilizing dy-

namic controller that also minimized the discrete-time H∞ norm of the closed-loop

system. The problem was treated as robust control design problem and a DK-type

iterative procedure was developed. Both the stabilization andH∞ control methods

employed a grid of sampling periods for controller design. Getting LMI conditions

with the Lyapunov matrix shared among different instances of the plant was not a

trivial task. A linearization scheme was used to formulate LMI design conditions.

All the mathematical methods in this thesis are developed in discrete time, and

design problems are formulated as LMI problems. Many efficient solvers exist that

can solve LMI problems of reasonable size in a finite time. A major advantage of

the designed filters and controllers is that they can be easily implemented. It is,

however, remarked that discrete-time approaches are not free from conservatism.

Discrete-time approaches ignore the inter-sample behaviour which may not be

desirable for many real-time control systems.

7.1 Major Thesis Contributions

This thesis is concerned with the analysis and synthesis of nonuniformly sampled

systems and the main contributions of this thesis are summarized below:

• Chapter 3 presented a novel Markov model for nonuniform sampling and

developed a method for a mode-dependent H∞ filtering design.

• Chapter 4 presented a novel robust discrete-time filter using the linear

fractional transformation approach.

• Chapter 5 presented for the first time a convex optimization procedure to

design a discrete-time dynamic output feedback controller that exponential

stabilize the sampled-data closed-loop system for all possible variations of

sampling period.

• Chapter 6 extended the stabilizing control method to minimize the discrete-

time H∞ norm of the closed-loop system.
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7.2 Directions for Future Work

There is still scope for further exploration. The following are some suggested areas

that could be pursued in future research:

• Switched Lyapunov Function

Most of the analysis results in this thesis assume quadratic Lyapunov func-

tions. In a recent study [25], it was shown that there is a gap between the

exponential stability of the sampled-data system and the robust quadratic

stability of the associated discrete-time system and exponential stability of

the discrete-time system, instead of quadratic stability, was used to imply

the exponential stability of the sampled-data system. The conservatism re-

duction was shown using a numerical example. The exponential stability of

the discrete-time system can be verified using a switched Lyapunov function

[11]. A difficulty with this approach is how to model the uncertain discrete-

time system as a switched system. One way is to let the switching happens

at the sampling periods in the grid; however, it dramatically increases the

computational burden as the number of sampling periods in the grid can be

large. In [24], a method is proposed to construct a bimodal switched Lya-

punov function for the state-feedback stabilization problem. The extension

to the general case of N -mode switching is still an open problem.

• Integral Quadratic Constraints

Since discrete-time system associated with nonuniformly sampled system is

time-varying and uncertain, most of the analysis results in this thesis em-

ployed a small-gain or scaled small-gain condition to conclude robust stabil-

ity and performance of the closed-loop system. The conservativeness of the

small-gain condition can be reduced by considering other conditions, such

as, the integral quadratic constraints. Integral quadratic constraints can be

used to formulate the analysis and design problems [45] .

• Sampled-Data Approach to Controller Design

This thesis followed a discrete-time approach to the filter or control de-

sign. The filters or controllers are designed using a discretization of the
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continuous-time plant. For the conventional sampled-data control, the asso-

ciated discrete-time system is time-invariant and the analysis and design are

much easier. For the nonuniformly sampled systems, the associated discrete-

time systems are time-varying and uncertain and a robust discrete-time ap-

proach can be used. A disadvantage of this approach is it completely ignores

the inter-sample behaviour of the system.

The sampled-data approach considers the discrete-time controller design for

the continuous-time plant. For the case of uniform sampling, the sampled-

data system can be lifted to an infinite-dimensional functional space and a

fictitious linear, time-invariant, discrete-time model can be used for the anal-

ysis and synthesis problems. For the nonuniform sampling case, we believe

that an uncertain discrete-time model can be used by following the idea of

nonuniform lifting [46]; however, the problem is much harder because the op-

erators associated with nonuniformly sampled-data systems are time-varying.

Another method is to use the linear differential inclusion formalism as in [32]

to develop design conditions using quasi-quadratic Lyapunov functions that

can consider the inter-sample behaviour as well.
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