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_“The: conventronaﬁ PID,yfeedback controller has been used by
1ndustry for years on a wrde var1ty ofi control ‘problems.

waever, there 1s an 1ncrea51ng number bf applrcat1onsawherew'l{
B -_"‘ \

an adaptrve controller would be~ dé51rable o tune the
% : . .
1t1a1 controller conStantﬁ suppl1ed by _thv,-uSer°',toi_,ﬂ

automat1cally retune the controller constants wnen. ptoces$ v§

7' operatrng cond1t1ons ‘change;:and/or o compensate for slow

“ +
s :
N :1 __',_

; changes in. process parameters.

-

cC

~

} Thrs thesrs describes a robust Self tunrng Feedback o
- Controller (SFC) that has the follow;ng characterrstxcs*“

1) ere mogt conventronal feedback controllers,‘rt 1s error

PR “ v e

drlven and dts srmplest form 5?5" structurally d_.-
:f”mathematrcally eqnal to the drscrete PID control 1aw. S

M drfxcatxons such as feedforward control Te easrly  ,

f 1ncluded

-’;3.. RN Yo : Lt

2) The problem tormul/taon rncludes unmeasured norse and/or

external drsturbances requzrrng only that they be bounded.?w*ifﬁF
3) It Jncludes a quadrat1c perfornance 1ndex wrth polynom1a1

'werght (frlter)lthe error lnput and/or werght

functrons ’toA

the control actron Thzs werghtrng also makes 1t poss1ble to

R
control open loop unstablh'and/or nonmfnrmum phase systems._;"_f;_

etpornt and f;fh:

4) It '1001Udessu-~~-1nternal< mod71,vof;_fhézxm

ﬁf#egternal drsturbances 80 thdt}lt 833°m°5 the prqpertles Of &

‘ﬁ‘frobust controller and:'an asymptotically track arbrtrary

1nputs desp1te changes and/or errors 1n system parameters.__Yﬁ;E'

r*athematlcalgspr°°f of global stabrlrty

_5) A formal




- 1nc1uded wh:ch guarantees that the I/O vectors: ~are :bounded'

i

P 4

A

‘_-;and' that he' norm ‘of- thef error between the optxmal

¢ ¥

parameters 1s a nonzncreasxng funct1on.‘

6) Parameter adaptat1on is turned on or> off automat1cally

and*normally off durzng perlods of steady state ogeratxon.".

»

. mzllxseconds.'_lt has been evaluated by 51mulatlon “and

;Hexper1mental | appl1cat10ns 'toi',the computer controlled

evaporator at the Unxversaty of Alberta thch~- s__equxpped

v4of *thef'var1ous deS;gn"and controller parameters plus a

’"__comparxson of the SFC(PID) versus Astromf and Wzttenmarkvs»

Clarke and Gawthrop s STC Mart1n Sanchez 5 APCS and a

"”conventlonal f1xed-ga1n PID controller. In the experxmental-

‘ V“studxes the PID versxon, ot the SFC performed better than'

,;fconventlonal PID and, 1n general

uﬁperformance further.3~lu7lﬁh7‘75f a”tfsfffﬁ' | 'i,fril

i.

better than r- equal

:ﬁnto fSTR, STC and APCS The subst1tut1on of an alternatxve

\

~

7lf;because 1t ean be 1nterpretted as a self tun1ng ver51on of

ifffthe conventxonal d’screte,z PID feedback controller and

ifffbe easxly extended 1nto \a more sophxstxceted form. 3,d7

3

"bvless than 50 ‘11nes of . FORTRAN and execute! in a few

'ﬁg;:parameter estzmat1on algorxthm would probably 1mprove i

’1 _‘HV L

controlf%eraramaters and the current est1mates of these®

The SFC algor1thm is stra1ghtforward, can ‘be’ coded in

3 .thh conventxonal 1ndustr1al 1nstrumentatxon. _ The tmain[-

~;empha51s durxng these evaluatlon runs was on\ an; evaluatiOn,[‘

| %ifllﬁrhe SFC recommendéd for 1ndustr1al appllcat1ons fﬁf”

injgwhen the need ar1ses and/or exper1ence suggests, the SFC Can G

. - - 0l
B R L O s
g . L TN
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.{. | Br Introductionland,objectiVBSn

1.1 Introduction‘-f N

ADurino _the past decade ‘or»so;'Vith the}aid of
v digital technologyf:_and. process _ control _ computers,.
'significant progress has been made in process contnol lnA

‘particular;A adapt1ve~ bontrglj>algor1thms have. . generated

_cons1derable 1nterest and many successful attempts have been ..

"'made.;‘ solve the: control problems 'for}' plants w1th |
completely unknown parameters. | n u

Of the’ varlous approaches to adaptlve control " the
'iself tunlng regulators [STR) [Astrom and wlttenmark 1973)

and"vthef model reference adapt1ve systems' (MRAS)d'
A . o

- [Landau 1974b] have been 'thef most wldely dlscussed' The ;"

uformer were or1g1na11y des1gned to solve stochastlc control'7
y problems based _on thev certa1nty equivalence pr1nc1p1e
‘whereas-MRAS' were based on. stabxllty analysxs, 1ce.:Lyapunov“
method (Parks 1966) and Popév s hyperstab111ty (Landau 1969)
;hand des1gned to solve the determ1n1st1c servo problem. In
‘jsplte ]of the1r dlfferent startlng poxnts ‘»has ﬁbeen;:'

: ecogn1zed recently that the “two - approaches have strong_'

fconnectrons as far as stablllty and convergence analys1s 1sa~"

-concerned [Egardt, 1979a, Ljung,f 1977b] and there aﬁ.i

’ »growlng effort to un1fy these two approaches_[Landau, 1982-fff

thgardt 1980 Narendra and Valavanl, 1979]

Overall stab111ty of the closed loop system 1s one ofijlyg‘

o the most 1mportant propert1es of adagt1ve control systemsfﬁh".

!

PR



both theoretlcally and practlcally and is closely related to
the analysxs of convergence.rFOr example, the convergencev
i results presented by Lgung (1977b) requlred a stahihityV

assumption _and for MRAS w1thout~ d1sturhances the,'sameh

- assumptlonA was requ1red to prove convergence of the outputh.
error [Feuer and Morse, - 1978 Narendra and Valavan1, 1981]
‘ Goodwzn, Ramadge and Calnes (1978 1980) presented r1goroush
: convergence proofs thhout any explrc1t stablllty assumpt1onn'

"for_jthe; determlnlstlc case"and also’ for the StGChaSt1C°

system (1981) Martln Sanchez,,Shah and Fisher (1981c) ,have _J-‘

f-alSQ‘v proveng stablllty 'andipconvergence.xof'kal adaptive’
7fCOntrollerlkin‘ the presence ofd boundedy disturbancés bvd.
1ntroduc1ng ; adaptatxon dead zone. Th1s result has'alsop
been extended to a’ more. general‘ case hy Martln_ﬁanchez
(1983) . " o o Lo
o The development work undertaien as part of th1s the51s
;dvaS“ restr1cted to adapt;ve controllerS' fOr whlch it was
poésrble to prove global stabllxty. At the present t1me ‘itv

posslble that, -f_r' g1ven appllcet1on, a different )

&

: adapt1ve mechan1sm mxght glve better peffvfmande«even though:y";

1t were not p0551ble to prove theoret1cal Sbagfipry fOr thatg[‘,*'

partxcular controller. However,rglven the‘ large amount of
'work currently be1ng done‘ on' adapt1ve syétems, ltf is:;'
expected that most adaptlve controllers w111 have assocxated :
7 stab111ty and convergence proofs and hénce select1on Wlll be”

made based ‘on performance character1st1cs rather_v than

'stab1l1ty con51deratlons. ;_‘vfi



Adaptlve' controllers have not been“vldelv adOpted in
:-industry even though stablllty and >convergenCef‘have* neen-
;:guaranteed5d theoretlcally and experlmental results _have,"

demonstrated the1r 'advantages ) over “conventlonal PID
tcontrollers. One key problem may be the unfam111ar1ty and.d
Q;compllcated structure of[dth adapt1ve controller. Slnce\
h contlnuous or7 dzscrete PID controllers are w1dely used to
'_Solve 1ndustrzal control problems 1n splte of the fact that:
'perlodlc,T manual retunlng is. requ1red 1n many appl1catlons'
f therg 1s conszderable :motlvat1on to develop an adapt1ve_
-algorlthm wh1ch automatlcally tunes .the: conventlonzl
_‘feedback controller. Some ad hoc self tunlng PID controllersﬂ:'
:have ) already . been | presented w1thout | stabllxty and,"h

convergence proof [Gawthrop, 1982 Isermann, '1981'* Cameronf
- :

and Seborg, 1982]. In 1981 levelra and Doralswamr\proposed'p"

"§° adapt1ve ' servomechan1sm controller-_'a‘ presentedf
.fstab111ty and convergence proofs. Although they d1d not show{
f‘how thelr controller could be structured as an adaptlve PID;
"system the S1m11ar1ty was noted by the auehor and served as
afa startlng p01nt for the development of the SFC controller.,d'

el e s . : B ,',. C e

1 2 ObJectlves 1i,a;7111*«77=1 i'f L ;,iﬂf'e"ffj?t1v-ﬂ

Based on the above cons1deratxons, the maln obJectxvel);‘fn'

]ofh th;s work was to develop a struqtually 51mp1e stable,f

adapt1ve° dontroller whlch could be used i place .gfdt.frl

dgconvent1onal PID controllers and would ellmlnate the manual"’_'=

E N

| tunxngrueffort and also compensate for changes ;inﬁ»tnéfjf"



‘7 of Alberta. -;”vfff Q~?""’,};

(RN

VQThe author d1d most of the software changes necessary forfj;fVF

PR
T St .

process It: was also hoped that gthe.~resulting adaptive*

. controller would go beyond szmple replacement for the

ba51c PID controller and serve as a ba51s .for_ evolutlonary

o 1ntroductlon f«of : features ‘such . i@neral performance -

1nd1ces, Lnternal<models, etc. into 1ndustr1a1 appllcatlons

N
e

'ﬁ? , The second bbjectlve zas to 1nvestlgate the effects of

var;ous de51gn parameters on overall system performance.
TblS "was' to be done byi S1mulatxon and exper1mental

[

appllcatlons to the pllot plant evaporator at the Unbver51ty

e e

The thlrd object1ve was to compare the derlved adaptrVe
controller ( theoretlcally ~and“f experlmentally With. the :?
self tun1ng controller (STC) e: adapt1ve predzct1ve

control system (APCS) and the convent1onal - PID controller._' :

Although it is not documented as part of thlS the31s,‘»-'.

thls prOJect 1nvolved 'a con51derable amount of practlcal

computer —control _eng1neer1ng “ due -to 'ithe" concurrentVV

- changeover .iﬁ the depantmental DACS Centre from an IBM1BGG§

computer to aﬁd;str1buted network of HP and DEC computers.,"‘u

- the s1mulat1on and exper1mental evaluatlons as well as} that

o requxred for support functzons such as plott1ng

Z'Tprov1de background 1nformat1on on adapt1ve controllers ‘d{fff;f

1 3 Structure of Theszs

Th1s theszs consxsts of e1ght chapters‘ The f1rst threeffff

iﬁthe; evaporator used to exper1mentally evaluate them.dﬁj;;af

'.O. er }.u

. ty -

Ry . . . : ». : . . o .':4 .




.-’

L conclus1ons in the precedlng threep-chapterS."The °Verall""'

D

‘Chapters ‘fourh through's1x descr1be the STR/C APCS and SFCi( s

controllers respectzvely Each. chapter has _'theﬁ same

“structure and contalns the relevant theory plus 51mu1at10n:

and exper1menﬁil results. These chapters follow En 1og1ca1

< o~

order but can be read 1ndependent1y Chapter seven focuses. -

on factors that are common ko all three classes and conta1ns
dxrect compar1sons of the three adaptxve contsiilers.~1t cana

also be read 1ndependently by thoseifamglxar w1th the fleld

A Y

but B isi 1ntended to supplement the materlal and thef-

» A

: concluszons and recommendatxons £or future work are g1ven 1n,~'

the last chapter. v
T _r.~__' S B LU :
e T ) TR o
PRI . D ‘
) - o . . v
R . R -0
\ : \ - ;
y .'—“ - ,o N =
-‘ - . . : ~ i —.
. N . ) : _v/ N L
I . ) —
. . a' . l' N , T - -~
P N i - ’ :, . "
- § - . PO
N . . A.. lv, :l", A y N B
L B kS BN -
T N . 2
' . ". . o . .
s j e
NS i
.. .-“ : ,.‘.’r




'2,‘Adaptive,cbntrolr

.

?.1 lntroduction , ) _" o "‘~;V/(; »
‘ 'ndaptive control systemsf were f1rst proposed 1n the;
late 19505 for use in autopllots to 1mprove the pérformance:
of a1rcraft over a wide rangelof“flight conditions. Th?‘
ﬂvearly systems were unSUCCessfula‘because the nhardware.wwasf
: poor.’and the ﬂassociatedh'theory was not adequate to fullyx
analyse‘the“systen stability or performance in‘the 1presence
VOf"noise.h }ortunately, lin‘.the 156Q’s;-there were severala
1mportant developments in -the;,control é‘area' Vsuch y“as-
stochastlc ‘control theory,’ state ,space analy51s, optlmal
control and stabzllty éheory, whlch are fundamental to “the '
:development of adaptlve control systems.f~Q". | S

Interest 1n 'adaét1ve control rev1ved yinh the:‘earlyj
”.seventles due to the 1mprovements in. control theory made 1np
"y51xt1es and the dramat1c progress 1n computer technology. A ~

‘j;large: number of adaptlve controllers nare developed [Astrom'
| *and W1ttepmark 1973 Landau, 197; . Mart1n Sanchez, 1974t
aﬁﬁMonopol1,t 1974 Clarke and Gawthrop, 1975‘ Feuer and Morse,f
M1978 Goodw1n et al 1978 Narendra and L1n, 1980} y"”
'v_f'Théf objectlve f thls_ chapter 1s to prov1de a. broad:'?5

0

overv1ew of the structure and key characterlstlcs f thlS bR
: R

;W’adapt1ve"; controllers.,-‘fér purposes of discuss1on the;y

-hadaptlve controllers have been cla551f1ed as 'dlrect'"'and;glﬂ;"

1nd1rect'h method_,.

"thers [Narendra“jnd Valavan;, 1979;1 g;elsselme;e;rv‘

R T

Thls method of cla551f1catlon has beenﬁ'fflﬁ



1982] in thedir articles and clearly identifies the two main
approachesﬁto adaptive control developed 1n the \1970'5.
However, the direct/indirect ciass;fication 1s not absolute
without 1its shqrgcomings.~Some authors, particularly those
in Europe have used the terminology 'implicit/explicit' in
place of ‘'direct/indirect' [Astrom, 1981]. Furthérmore,
SeVéral investigators [(Ljung, 1978; Egardt, 1879; Narendra,
1980] have shown that from the pd&nt of view of stability
analysis this classificatgonA into - direct and indirect
methods is somewhat artificial since the stability analysis
for- both classes of controllers is very similar and in some
cases identical. However, despite\ its shortcomings the
direct/indirect qlassifica{ion .has been used in ‘the
following sectién since it 1is historically‘ accurate,
intuitively appealling and clearly identifies some of the
key concepts used in the later chapters. This is followed by
a review of some of the key referncess dealing with parameter
estimation and stability in adaptive systems. |

Additional publications dealing with specific features
of STR/STC, APCS and sfc a;sfﬁfferenced in chapters four,

five and six respectively. £

2.2 Types of Adaptfve Controllers

The d1rect and indirect approaches to adaptlve control
have a common startlng point as an ordlnar; feedback control
loop containing the process plus an adjustable’ regglator';

mechanism [Figure 2.1]. However,. the direct and indirect

o



adjustment
mechanism

Yo ' ‘
-—~<:>—’{ regulator process
(+) ' -

[(—)

l

Figure 2.1 General Adaptive Control System

approaches to confro ler design are based on different
methods. In the dir method, the controller is designed
using stsbility ﬁrfnciples, for example, ’Lyapunov'sv second
method [Péfks,' 1966 ; .Monopdli, 1974; Moréén éndzNarendra,
1578] and Popov's hypérstability [Landau, -1973]: In the
indirect method " it 1is designed bqsed on thé ﬁeparation

principle [Egardt,‘1979; Astrom, 1970]).

2.2.1 Indirect Adaptive Control
The concept ofladépﬁive COntfol‘o:igiﬁated with Kalman

(1858) who even attempted to implement it using a speCiél‘
pﬁrpose_computef. However, the  theory baﬁd“ the Atechnology
were .sof pocr ‘that_thégcontroller(pérformance was nét véry

successful. As a result,-tﬂé aréa of adaptive :coﬁtrol was

essentially dorﬁant ‘uhtil ‘the late 1960Fs. itvwés revived
and extended to include stochastic aspects by,Petérga (1970)_

but it was .thé péber‘by Astrém_and,wittenmark-(1973) that

generated widespread practical interest in the. subject

-



[Narendra and Valavani,

1979].

Their work led

directly to

-practlcal app‘lcatlons and classified the problems involved

)

" with the adaptive scheme.

The

' Billings '(1981) presents a

book edlted by

good. overview of

‘state of this area of adaptlve control..

The 1nd1rect method

can be thought of as.

two loops as shown in Figure 2.2.

N

Harris and

the current

composed'of

control

parameter
estimation j

process

‘design
. outer
loop
Yo -u
regulator.
inner

.loop

]

Figure 2.2 General Strutture of\\ndirect Method"

‘The inner loop acts like an ordlnary, ‘linear feedback loop

_ However,. the parameters‘vf the regulator are ad]usted by a

second, or ouser, loop. The-outer ;oop consists of parametef

\estlmatlon ‘and control de51gn.

In the parameter

estimation

'routlne ~a .new set of process parameters for a linear model

¢

w1th a prespec1f1ed structure is recur51vely estimated -based

on the ,measured ‘input

control .design step provides '@ new set of

the ‘feedback control

estjmates.- There - have

PN

s and

law cafcu;afea

‘been

'outputs of the process. The |

many ° diffefenf

coefficients for

using ‘the parameter

"indirect"
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algorithms proposed by ‘different authors usiné aiffereﬁt
combinations of;pafametef estimation and a design methods.
In -fact, it s relatively easy to proégse'a new adaptive>
,_controf algérithm in this wéy, waéverzit. is difficult to
proVef whigh combination is best b#, to establish the
perférﬁance and stability charaéteristics  0£ Va given
~ controller.
) There ‘are numerbué schemes that have beén uéed iﬁ _thé
estimafion of parameters of a ‘linear model\[Astrémjané
Eykhoff, 1971; Eykhoff, 1976;~Eykhoff,'.l981]. Each method
has its own strong and weak po;nts aﬁd‘in_general there 1is
no absolute 'cri;erion ‘to . select .‘the best pa;émgger
'estimation alggfithm,, The seIQCtiqnz'should bé’néttonly a‘? )
feflection of the type of-précess, the ‘kind 'qf disturbance
and the ,control.ﬂdeéign"bqt‘ 31$° cdnsider: convefgénce,'
’ coﬁ&gréeqce_rété'-and'<computation effért{-'Sevefal. pépeqs
- compare various -estimation algorithms and try to give
guidelines for choosing aﬁ .algbrithm Lsé;fdis, - 1974;
iSermann _etval,"i974; Graupe_ét'ai,_1980; Rurz‘et_al, 1950,
,'isermann,‘1980; Morris et al., i982]. Some. péopertieS“ of
'pagaheter . estimétion Aschgmés. are bfiefiy aiécusséd iﬁﬁ
section 2;3; ; | | | | V

The 'indirect method is,very;flexible with respect. to’
control laq design:‘ Givéh- an’ estimate of the moaél'
patamétérs -the design”‘block',can "ipcorégpate almost any
:techniqhe. to -generate ‘néw. control péfaméférs . for - the
fegulator' block,':The_ mosf commonly uSedfdésigh;féghniques}

@



" measured outp

are minimum variance control [Astrom«and Wittenmark,‘i973],

linear quadratlc Gaussian [Clarke and Gawthrop, 1975] and

pole-a551gnment [Wellstead et al., '1979a, 1979b]. -The;

¢

m1n1mum var1an§e self tuner is based on m1n1m1zatlon of -the

t. variance and has a structure and propertles

similar to a dead-beat-controller. ance no a¢count is taken.ﬁ

of the control effort requ1red exce551ve control s1gnals

. A i _
may be generated and in some cases the closed loop can be

'unstable.' The 1dea of m1n1m151ng a performance’index_with

weighting on the output and-input variables is introduced in

the LOG self-turner. This algorithm vtherefore'lincludes

B track}ng as well as regulatory control, In'the‘third method-

the controller is designed so that the closed loop poles are.,;

placed at prescrlbed locatlons while™ -zéros are’ in their

open-loop positions. ThlS has been extended to cover the '

-placement of . zeros in arbltrary locat1ons [Astrom and

'wittenmark,'1980],

The indirect methOd is also called the fexplicit‘Af

N

‘self-tuning regulator since thei process is 1dent1f1ed-'

exp11c1t1y and then the 1dent1f1ed model parameters are used
as ‘a basis for design of the controller. Slmllarly the
direct method discussed in the'next section, 1is sometlmes'

called ,‘any "impljoitf " method fbecauSei the 'controller

parameters or.control'action is‘calculated directly and ‘the

‘orocess- parameters are 1mp11c1t 1n the procedure, i. e. are

ga‘ Lo

. not exp11c1tly avallable.'. ' n3~,'[‘»' SR | {



2 2.2 Direct Adaptlve Control

Th;s method 'was suggested by whltaker et al in 1958 to

improve aerospace control appllcatlons It was 1ntended

o pr1mar1ly for servo problems hav1ng t1me varylng propert1es
" The" early schemes based on- senslt1V1ty funct1ons (MIT rulelk

were total fa1lures in the "sense {of stab111ty In the‘

mid-1960s Parks (1966) des1gﬁed a con%roller based.’on

'LyapunOV's second method whlch also farled to establlsh the

asymptotlc stabxlxty and 1ncluded dlfferentlatxon of output'
‘jerror* which 1s undesrrable in pract1ca1 appl1catlons due to.’:_
 the . effect of noise. ‘The flrst problem was solved by Morgan;?

” .,and Narendra (1978) ‘and- the second by Monopol1 (1974) using -

_the' augmented error concept. But .one of the most 1mportant

”contrlbutlons in th1s area vas made by Landau ‘L1974b) ~who

‘,1ntroduced Popov s. hyperstablllty conCept 1nto the de51gn of .~

, adaptrve»_mechanlsms. The dlrect adapt1ve methods have

already been~ exten51Vely surveyed [Landau, 1979 Narendra

- and MODOPOII. 1980 Parks et- al 1980] The dlrect methodsh’“J

-are generally con51dered as a s1gn1f1cant advance over the'

1nd1rect methods because some of the condltlons on. parameter |

«;convergence can "be’ relaxed and becaUSe the 1mplementat1on is

‘~A51mpler..i' .

. '(;-xv .,

}-:fu There Qare bas1cally three d1fferent structures w1th1n.i"
"1the d1rect approach e parallel ) serles parallel and»~:
‘"ilserles depend1ng on the conflgurat1on of the reference modelf

‘f,and the process [Landau, 1979] The most pOpular structureff*'

) . - - . . e
L= . o - 3 E . . . . /

is the‘parallel confrguratlon;5o£t€q,ca11.the output errorﬂ;;.7

.t . M. - " . ,“," . ) .‘



reference - - - ‘
" model o Y
outer .~ . : -adaptive e A0
loop. . ity | mechanism |=t——o %) :
(+)
Ye. lbi , , U - Ly
: s | regulator |———= process — ———
inner ‘. 3
loop - ] )

”jFigure'2;3.StruCture”of ParalleluKdaptive"COntrol

. method" when USed for 1dent1f1cat1on. The parallel scheme as -

shown in Flgure 2.3 cons1sts of a feedback control 100p._‘

f.;,(lnner loop) and an adaptzve mechan1sm (outerv loop) Thé[“

ma1n features are. 1) it-has a reference model wh1ch defxnes

'the servo dynam1cs, 11) it d1rect1y calCulabes the regulatord
'-f‘s1gna1 'or_ parameters u51ng 'the output general1zed error'

:whlch is the dlfference between the output of the reference

"’model and the output of the process, 111) the 1nput and thef,-

| ;‘loutput of the process are not exp11c1tly made avallable to

' .‘}the adapt1ve mechan1sm.

The.reference' model : spec1fred by 'the user lahd:f[

_ prece1ves fthe same de51red 1nput value*.as the feedback _

,l‘regulator. Its output :i the reference slgnal that the'}r

process output should follow. The adapt1ve mechan1sm must be.-;

’ de51gned so as to make the general1zed output error zero;¢ g

"-;Most work 7on; d1rect adapt;ye contrbl methods has.been o
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concerned w1th des1gn1ng theLadapt1ve mechanlsm.‘ ‘f ‘ \,.

:The' early -adapt;ve mechanlsms were based on Lyapunov .
fpnCtions [Parks, v1966] However, | hecausev of output'”
'_feedbaok p it -waa: drfflcult V;b prove . complete_agymptotic
atability In 1974 Monopol1 1ntroduced the augmented error
: concept ~and’ fpresented a d1fferent1at0r free adaptive
"controller based on the Meyer Kalman Yacubov1tch ‘lemma but

could ‘not prove stablllty, In the same year Landau (1974)

-”used hyperstab111ty theory [Popov, 1963] to de51gn a stable.

2 3 Parameter Estlmat1on

The estlmatlon algor1thm 1s the key to good performance
{and overall stab111ty find any adapt1ve system.‘ It also‘f:
‘vdeterm;nes the convergence po1nt and 1ts rate whlch is very
__impbrtant; when 'tracklng varlatlons in process " dynamics
and/or env1ronmental changes. o | r | o )

The fleld of parameter est1mat10n andr identification'
‘g has' developed rapxd y durxng the&past two decades and there-:
"?fare a mult1tude of papers dzscu351ng 1ts aspecte, [Eykhoff
1974,» 1951-‘ Soderstrom yet 1978 Landau;.is?s ‘LJung,

]1977a,.1977b 1981- Isermann, 1981] The~main a1m " of 'thisy

"‘Zsect1on 1s to ontllne the propertles and general problems of

7%

.':“the” est1mat1on algor1thms whlch are commonly used .fin, ’

w:f_adapt1ve systems.

The most 1mportant problems 1n parameter estlmatlon are?f;.

how to determ1ne 1f the parameter estlmates converge and how°
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to'.control or characterlze the convergence rate. There are
}two_methods.‘generally'.used in analyslng the stochast1c
vcpnvergence' ,of parameter estimators; the ordinary
_dszerentlal equatlon method of ‘Ljung (1977a, 1977b)' and '
.‘generallzed martingale convergence method of Solo (1979) &15'

LR

1977 Ljung proposed a set of ord1nary dlfferentlal equat1ons

_ which describe. th frajectory of parameter estlmates and
showed that only stable,'~ statlonary - points of  the
'dlfferent1al equations are possxble convergence p01nts of.

-~ the est1mator. He also showed that p051t1ve realness of the

3system n01se equatlon ;Iis__a necessary cond1t1on for
convergence One dlsadvantage of thlS method is that the set,
of dlfferential equatlons éan not be solved analytlcally'
However it can be’ used “find .the stable and unstable
-parameter reglon by numer1ca1 search [Dumont and ‘Belanger,.
:1978].: A f mart1ngale convergence theorem wasf used by
'.@ternby (1977) Gawthrop (P§80) and Goodwln et'al (1981).
‘Sternby proved consxstent convergence of the least squares
| est1mator u51ng the martlngale convergence and Gawthrop used
» «1t to f1nd the stabzllty and convergence ‘condxtlons for‘ ab
'.;“self tunlng algorlthm [Gawthrop, 1979] | o

| The analy51s of parameter convergence for a stochastlc'
3process ,is much more complxcated when the process 1nput is
?7generated by an adapt1ve feedback loop. Only a _few, authorsp'
:--have, proven the stablllty and ‘the. parameter convergence oﬁ
“';stochast1c systems [Goodwxn et al., 1981- Martln Sanchez t.“

"’a;.} 1981c] Detalledvdlscusslonsware glven,1n section 2:4."
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The most widely used parameter estimation algorithms

have the following form;

B(k+1) = 6(K) + K(K)-£(ke1) T (2.1)
P, (k)®(k+1) ‘

K(k+1) = (2.2)

- k(k+1)+¢ (k+1)P (k)P(k+1)
. - o

P,(k+1) = ——— [P, (k) - K(k+1)d"' (k+1)P (k)] (2.3)
: k(k+1) :

Mk+1) = Aoh(k)+ (1=ho) - _ (2.4)

Where | (t) ‘is"a5 vector’of parameter‘estimates calculated
from the process 1nputs and outputs, e(k) is the pred1ct1on
. error _calculated us1ng ‘thel_estlmated model K(k) is the
estlmator galn vector, *Q(tl is a .vector ,containing.'thel
process ~1nput . output and the’predittiOn error sequehcés;“

P (k) 1s the covarlance matrlx and A(k)l'is a forgetting 2'

“ffactor.. If an ordlnary RLS is- applled to 1dent1fy processes

havrng correlated or coloured norse the’ estlmated parameters

are b1ased ThlS b1as 'can7 be avorded by using recursrve, o

_'generallzed least squares (GLS) l,recur51ve ;extended ‘least .~
' squares . (ELS) h‘recurszve instrumental 'variable (RIV)

recur51ve max1mum llkllhOOd (RML), etc. In addltlon to b1as, .

o there aref other problems - assoc1ated w1th parameter‘

'-‘estlmatzon -forl adapt1ve . control purposes. Baszcally,

est1mat10n and‘ idehtification theory assumes per51stent.

Al

:,exc1tat1on of the 1nput 51gnal to the process in order‘ to

:’i.,estrmate the neCessary parameters. In controlled systems or:“

,"“"-
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low-~noise= syStems[ ‘e;g; ~chemicai processes,'there is no
guarantee that the process will be \perturbed “enough to
permit valid parameter r,estimation.-Mo‘re,specificall.y,b"fc;r
systems with 1on input,ekcitation the norm of the_covariance
matrix P,.(k), \and hence the gain K(k), tends towards zero-
much faster than the parameters converge towards the true or'
optlmal, values ?when the forgettlng factor is unxty (A(0) =1
and \o=1). Therefore, the estlmaJeG(k) tends to a constant
vector even if there is a iarg error. This can be avoided
by 1ntroduc1ng an extra perturba ion 51gna1 e.qg. :PkBS,“ or
.by 1nflat1ng the covarlance ‘psing the forgetting»factor.

A constant. forgetting fac'or is . verv usefu1‘ when
estrmating‘ trme-varying paramete s 51nce it is necessary’to
- discount old data. However, if it‘@s”‘used foru a"constantm

Vparameter system great care should be taken when choos1ng_
-the forgettlng factor. The use of a forgett1ng factor ‘w111‘

-

gave fast convergence durlng the 1n1t1al stage of parameter
&

estlmatlon even for time- 1nvar1ant processes. However,' when
the process is well controll d by the converged parameters

no information about the process can be -obta1ned~ from the

1nput and. output data., Durlng thrs perlod the covar1ance ;:

" Py (k) from equatlon (2 3) and hence Tthe ga1n vector'“K(k)

Swill grow exponentlally This phenomenon results in "blowup

,,orf“burstrng 'of the parameter estlmatorr Large- gains..wrll-‘;

. then lead to large changes 1n the parameter estlmates eVen

though the predlctlon error is small and 7thei closed loop .

_systemg mayr,become unstable.' In some. cases, the estrmator
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windup :can result ln .the: covariance matrin P (k) 1051ng
posltive definiteness and conseguently' its 51gn1f1cance

There.,are sereral. methods to avoid thlS estimator blowup
problem. The f1rst way IS to nodlfy the covarlance matrlx at
each 1teratlon such that it holds 1ts p051t1ve def1n1teness
[Morrls et al, 1982] or to put l1m1ts on each element of the
covarlance “matrix. - The second 'is to ‘ese a vvar1able
forgettmg factor $as in equat1on (2.4) [Cordero and | M'a_y‘ne,
198; Fortescue et 'al; 1981]. Note the Alk) in equatlon

converges to unlty The thlrd opt1on 1s to freeze the

parameter adaptatlon when the dev1at1ons in the 1nput and

. output varlables are small. Using a constant scalar -in place

"vof the covar1ance is also one p0551b111ty, Wthh perm1ts the

" comb1natlon ~OE7 equat1on - (2 1) andf (2 2) » Such a

hhflcatlon wlll rGQHce the computatlon time cons1derab1y
} expense of convergence rate. o
,fhe‘iﬁitia¥ parameters,. 6(0), are Qerf imP°}ta“£iihlthe‘
‘flthaﬁvthey"deternine*the'perfOrmance duringrthéLStartGp‘
‘ge,"convergence tzme, the convergeﬂ?e p°1”t and in sdme

pes the closed loop ~stab111ty : When the proceSSw is.

fknown, the 1n1t1a1 values for the parameter estlmates may :
ta1n 51gn1f1cant errors. Moreover the adapt1ve controller

is1gn is based on: the certalnty equ1valency pr;nc1ple, that B

&the“ conttol algor1thm 51mply accepts fhe . current

FE

estlmates,' Whlch m1ght 'have llttle value fo purposes of
control calculatlon,, and~-_ignores, the1r | ncerta1nt1es -

l{AStﬁom,,,1951; Harris'»andy;ﬁlllings;_ 1981].~ The 1n1t1al
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’.‘unknown parameters ma§ result in the 1n1t1al control . action
belng undeflned or (the varlatlons in the process i/O'f

- ‘variables be1ng unacceptable [Isermann 1981] 'in the actuall.-
appllcatlon of adapt1ve control ‘this can be: av01ded by us1ng
parameters obtained by off- 11ne Ldentlflcatlon or background
parameter estlmatlon done whlle the process 1s operatlng
under ‘a non adaptlme control system |

‘e

2.4 Stabiiity. ‘

The block d1agram for mostyclosed loop adaptlve control
systems can be 51mpl1f1ed to a block dlagram conta1n1ng only
a linear t1me 1nvar1ant feedforward block and a. nonlineatal

,.e"t1me vary1ng feedback block (F1gure 2 4).

: 7——-<§>4 . "~ linear
o - .~ block -
, o e - -
a\i ] N
: ‘nonlinear:

block -

',Figufeez,ifsfmpiitiedpadéptivevControl‘FeedbackiSystem’”j

. - ) E "
~ . | . . . . -
- . - : o
AR "-_ . . c . : .

.:_‘The' stab111ty analy51s 'ofv‘this k1nd of systemr called a.
Letov bure problem has been of great 1nterest and several
.,stab;llty -tbeo;;es have been developed analQSe thlS B
'j_naaiihéArj,g}éiem; ;fOr example, _ Meyer Kalman Yacubovatch

.

S
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‘(MKYl- lemma andw Popov's hyperstability theorem '(1963);
input}output stability [zames, 1966a;- 1966b].  The
'traditional way .of analysing the Stablllty of adaptive
systems 1s Lyapunov's second method which makes use of MKY
"_lemma. TIn th;s,nanalys1s dlsturbances are excluded [Parks?
~l966*vﬁonopoli, 1974] Asymptotlc stabll1ty was not treated
.rlgorously untll Narendra and Lin (1980) who establlshed thel
-global ;;ympotlc stab111ty for tne deterministic discrete
tadaptlve system '.l | ;'l‘,” - ’ | T‘ | |
?.\Inputfoutput stabillty methods [Wlllemsf} 1970, 1976;
'Desoer and ;Vldyasaéar) 1975]) are morey:appropriage than
lLyapunov'szmethOd'in'the‘ sense = that ‘disturbances can' be
con51dered and systems corrupted with noise can be analysed.
‘mTwo theorems are 1nvolved in the1 analysxs, the small—galn

theorem and the pa551v1ty theorem [Youla, 1959; B1katt and
/

Prada}, 1971; Estrada and " Desoer, o 1971 Desoer¢ 'and

'Vidyasagar;< 1975; Martin- Sanchez et al 1981b] Gawthrop- -

(1979) used thls method’to explojt the spec1al propertles of
a self tun1ng controller |
d The hyperstablllty concept was. 1ntroduced to ‘design a
;1model reference adaptive system bf‘Landau (1969 1972, 1973;
‘1974a; 1979).-He des1gned adaptlve systems such tﬁati'the '
transfer function‘_of ya‘linéar System is str1ctly oositiye
real and the nonllnear system satlsfles ‘the. Popov =1ntegral.
1nequa11ty or pa551v1ty cond1t10n Therefore, the resultlng.

closed loop system becomes hyperstable L ;' y" o
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There are some importaﬁt details to be considered 1in
the stability enalysis of parameter adaptive systems. The
control objeetive of reéucing the contol error or tracking
error to zero must be achieved using finite control input.
Hence t%e stability analysis has to show ,that the process
inputs and outputs are bounded for all time and since these
are functions of the adapted parameters the stability proof
is“complex._ This problem 1is even more difficult when the
system is exposed to stochastic noise. Ljung (%979) showed
thaf the‘ positive realness 1is the key condition for the
parametee convergence df;Ta stochastic system but | the
boundedness of ‘input and output variables was\‘not
considered. This difficulty remained unanéwered for several
years. Very receﬁtiy rigorous and complete stability proofs
were given’gy Narendra and Linl(1980), Goodwin et al. (1978,
1981) and Martin-Sanchez et al. (1981c) enddMartin—Séhchez
(1982). Narendra and Lin developed a stability analysis for
model reference systems under the‘ assumption of - no
unmeasurable disturbances. However, the iatter two cases
‘provide stability proofs for panameEEépadapt?ve stochastic
as-well as deterministic systems. Goodwin et al (4981)
\\\assumed that £%¢ disturbances ‘were colored noise (more
precisely the outbut of ‘a linear stable filter whose input
is a martingale difference sequence). The martingale
convergence theorem [Solo; 1979] and the ’positive—reai
functions [Hitz and Anderson, 3%69] were used to esﬁablish

"that the inputs and the outputs are_.‘sample, mean square
1

Y
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bounded and the control objective 1is also mean square
bounded.-gMartin-Sanchez required only a rather flexible and
practical‘ assumption on the stochastic. d;sturbances to
establish stability‘ and convergence, 1.e. all- that “was

required 1s that the diéturbances ‘be a bounded .sequence.
Under thié_ assumption Ma;t}h—Sanchez et al (j981c)‘Pr0ved
that the control error asymptotically converges within that
disturbance uncertainty (theiéohtrol error‘converges to zero
for the deterministic system) with the input and the outpgt
bounded.. They ~also showed that the norm of the estimated
parameter error vector is a nonincreasing function. In.other

words the point of parameter estimates in vector space never

moves away from the true point.

2.5 Conclusions

One of the prime objectivés of this work was to develop
a practical, adaptivé contrqller for ‘which it wbﬁla'bé
possible to derive geheral proper;igs, .such as stébility,
rather than bgie conclusions pur€ly an application—dependént
reéults, Therefo:e‘ because of previous work .  at the
‘University of Alberta;‘ and becausé at the time this work
started it was tﬁe only approach that permitt;d a étability
proof for stochastic systems; ig\:ij decided to study'énd
extend the APCS approach. | “

The ° STﬁ/C, WAPCS ‘and  SFC systems are discussed in

chapters four through six respectively. The ' next chapfen:
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describes the computer controlled pilot plant wused to
evaluate the different control schemes and its performance

.using conventional PID feedback control.



3. Background for Experimental Runs

This chapter describes the process equipment and

control , instrumentation that was used to experimentally

evaluate the different adaptive controllers.

3.1 Description of Equipmert

The process equipment used in this study was the dougle‘
effect pilot plant evaporafor in the bepartment.of Chemical
Engineering, University of Albe:té.jlts‘fifth—order, linear,;
state space model was also uSed:for simulation studies.

The double effect evaporator has been described. iﬁ
‘ detail in [Andfe, 1966; Jacobsoﬁ, 1970;- Newell, 1971; Fisher
and Seborg, 1976j. The schematic flow diagram of the
equipment 1is sthn in Fiqgure 3.1; The symbqls and steady
state operating conditions ére given in-Appendix A. The unit
. operates at a normal feedrate of 2.27 kg/min of three
pefcent acqueous' triethylene. gl&dol (TEG) solution. The

first effect is a natural cﬁfculaéion calandria type unit
' wlth 32 eighteen inch by 3/4 inch OD tubes and the second
effect 'is' an externally forced c1rculat10n long tube unit
with three one inch OD by six foot tubes.\The second effect
is 6perated under vacuﬁh‘ and utilizés the first éffe;t
overhéad vapor as avheatfhg medium to concentrate the first
effect bottom stream. | | | B

The Evaporatdr is equipped with indﬁsifial,felgcffonic

instrumentation for about fourteen control loops and the

24
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reco:dlng of voVer' twenty tempetaturest— An':in41ine"‘,
refractometer’is ueed;to measure productficoncentration “1in
real time. The evapotator had been.interfaced to the IBM
1800 control computer but in 1978 Ke. computet system of the'
Data Acqu151t1on,. Control ~and Si lation (bACSl,Center in
the Department of Chemical Englneerlng at the Unlver51ty of
Alberta wae‘Achanged to 'a dlstrlbuted network of digital
; computers. The network includes ‘three HP/lObO digital
computers, d1sk torage- units, and sevetal‘LSI-11{s.

Slnce 1978 the evaporator has been monltored and’ 'conttolled_

by the HP/1OOOJcomputer and an LSI-11 m1croproce550r which =~

is interfaced tZ the proCéss All the utility prooramé that
had been 'deVe oped for the IBM 1800 were rewr1tten to fit
1nto the new chputer system |
Dur1ng noqmal operat1on ‘the evaporator 1s mon1tored and
requlated by a means of eight ’computer control loops and
seven local analog conttollers. The computer controlf;d'
evarxables are the product conce/}éatlon Cc2, the flrst effect';
holdup w1,. the second effect holdup wz the water: flowrate
and\the triethylene glycol (TEG)-solut1onfflowrate As shownv
in Flgure 3. 1 C2 W1 and wz are cascaded to the steam flow,
: the f1rst effect bottoms B1 and the second effecf bottoms BZ '
» respect1vely he feed flo;rate and its concentratlon arej‘
ratlo controlled us1ng the water flowrate and the »solutlon:
‘h flowrate., ~The;ﬁ conventlonal _ PID control strategy- ish
1mplemented through the Dlstrlbuted Slmulatlon and 'Cdntrolog'

(DlSCO) package developed in. the Department of Chem1caln
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'Engineering under Dr. Flsher s superv151on [Brennek 1978].
. The control logg,of prlmary 1nterest 1n this work is the
cascaded, Cc2/S. loop whlch was’ used to evaluate the adaptlven

'-controllers.‘ The . otber j,loops. ,were closed using a
;_”conventional,APlﬁ control_algoritnm. | |
_3 2 Evaporator Model

Several models of the ~double effect‘eVaporator have

: been developed in’ previoesf‘studfes [ﬁewelli19714’ wilson;
1974] | They range from a tenth order, nonllnear state space

model to a f1rst~order transfer funct1on model The‘ models.

.'ﬂare *fully descrlbed in [Flsher and Seborg, 1976]. In tne

”slmulation portion of“thisveork the'fevaporator model 'osed

.Gas :the‘ flfth order, llnear, stochastlc state space model
4;der1ved from the llnear1zat10n of materlal and heat balance;
reqqatlons. The stochastic n01se term was obtalned by a time
-serres'analysis of-eXperimental data [Kogekar, 1977). The
drscrete, tochastlc model 15 g1ven in Appendlx A

A f1rst .or second order evaporator ‘model in the form of'
a transfer functron 'between ‘the steam flowrate and-the
'd product concentratlon is- de51rab1e to calculate the initial -

parameters that are requ1red to start the varlous adaptive

controllers. The transfer £unct1on model has the form,

" ca(s) . R oexp(-Tus)

3 ‘ - ";(3;1).
s(s) . (Tys * 1)(Tys # 1)



Three different models were developed based on experimental,

open loop, step response data from the evaporator.

‘1)'First orderpmodel
o - 2.965 : ’ .
G(s) = — - _ (3.2)
46,955 + 1 = S

2) Firsthorder plus time delay model
- . 2.24 exp(=2.5s) o -
G(s) = — = S (3.3)
28.55+ 1 A. . A - ES .

3)‘Second order model
- 2.965 o S
G(s) = ~—— . — L (3.4)
: (46.93s-+ 1)(.0044s + 1) :

Y

The model . parameters of (3.2) and (3 3) were identified by
the nonlinear regression procedure of Deshpande .and Ash
- (1981)  and those of pk3 3) were obtalned from the process .
',reaction'curve analysis. Slnce the second t1me constant of
the“ ‘second ordér' model 1s close to zero the second order
-(model is. v1rtually the same ‘as the flrst order model w1thout
‘tlme delay Note that the process ga1n and the tlme constant*,
_of (3. 3) are sxgn1f1cantly dlfferent from those ofu equatlon
-l(3 2) . However figures 3.2, 3.3 and 3 4 show the agreement,
':'between these models andj the ‘exper1mental datar 'Sdmilarf
rivarxatlons' of . the process galn and t1me constant have been
observed 1n the deveIOpment of a 51mp1e evaporator model by

. Nieman L1971). Note, as_ 1nd1cated by Nleman, the proceSS{
S F ' T S a
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gain of the evaporator is not 1inéar.and7-the abdve models

. be valid over a limited operatlng range (e.g.. for

?;oatxon the steam flowrate Qas 1ncreaSed by
fépercent of, its steady state value.). If more
;Tdata (i.e. a longer duration. runs) were used
;éﬁeter 'identifieation it 1is pOssibie~ that the
‘jagsteady’stete gains would be-in. closer. egreement;
.;; in this study of adaptive_-Controllers ‘it was
:ierea particolarly important to.have a ‘good  fit,-oyer
An1t1a1 part of the process tran51ent.;. » |

‘3.1 -compares’:the derlved models abovee'Vith
models of the seme klnd with respect to process
'gaiﬁn ?d process time constants ‘All moaeis are expressed in

.terms of varlables nomal1zed around the steady state values

' -/xx'.s,f

Table 3.1 Comparfsoh gifthe evéporator-models

order | T, | eTg' 1 Ty ° K - | reference

st - | zs;oe | 0.0 ;§1~ »oLop»|‘§z;o4}‘1tﬁe§eil'
st ] 28.5'_1‘0.0 BN | 2.24 | Eqn. (3 3)
st " 47.0 | 0.0 ‘¢|t 0.0 | 2;97-'|'Eqn (3. 2) L
2md ] 4.0 | 1.85 | 0.0. [ 2.62 | Nieman "
2nd | 46.9 | 00084 | 0.0 | 2.87 | Egn.(3.4)

. Note : K is the dimensionless process gain



- 33

:'The,second order model\in equation (3.4) 1is quite,comparable'
'with’tnelNieman's model. In thlS work the first order ‘nith
time-delay model and the second order model were used to
1n1t1allze the parameters of the adaptlve controllers When
these' models falled to give a sat1sfactory response, the
time series model given by Kogekar(1977) and the- dlSCf re -
transfer function model obtalned from the fifth- order state
‘space model [Chang,v 1975] were alio ' con51defed . when
selecting  the 1n1t1al | conditions for STR. and APCS
(unwelghted) algorlthms - o |
1) Time series moedel f - | f
c2(z" ') ;o:oéizg-’,+ 0;01639;'2 ' ' ’

- = — ——— - | . (3.5)
S(z7') 17— 1.7z7' 4 0.7022°7 - L

2) Discrete transfer function model

c2(z"')  0.014z""-0.0002z"2~0.009z > o
, - - = — v e - A 3.6) -
4 s(z7')  1-2,32z" '+1.71%27%-0.388z"°

3, 3 Sampllng Interval 7"&
| The ch01ce of sampllng 1nterval plays a very important,
:role in dlscrete control ~algor1thms. It 1nfluencesrthe'
’tlme delays and locatlons of the dlscrete system poles and
'zeros and /fhereby he’ closed loop control performance A
general rule for chogpung an optlmal sampl1ng t1me 'is' very?‘
lefflcult to formulate slnce 1t should reflect the process

: dynamlcs, the external dlsturbance characterlstlcs, the_p

cde51red .control performance and so on. In general, a long'



sampling time’impairsfthe overall control perEQrmance mainly
.due toﬂthe loss ofl5ystem information: On the other hand, a
,short sampllng tlme usually gives better performance at the
expense of large excur51ons of the manlpulated varlable. For
adaptlve'systems the performance of the estimation algorlthm~

- must also be considered.

There are several rules " for selecting the sampling-

time, suggested in the current” literature [e.g. Isermann

1981] 1f the frequency spectrum of the error signal is

known, the sampllng t1me can be chosen‘ in acCordance';with
- ' : :

Shannon;s sampllng theory

e

T, <1/ e

.where w i s the maxlmum frequency of the error 51gnal that

can be detected by the sampled data controller. For the.ilfw

frequency process the follow1ng range can be used o

/16w, < T-.'-."<"1/8<;)"n' R R ¢ 1Y DI

v \ : Y

where wn' is. the elgenfrequency or nékyz'astreqUency~of‘thegi

'.closed system 1n cyeles/tlme [Isermann

e £

A

&

Another - criterion for n. ovlerdamped “priocess with

timefdelay, Td,vis given'by'

(9N k?

34
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T,/8 < T, < T,/4 | (3.9)

-

[

or in terms of setting time
T,./12 < T, < T, /6 - (3.10)

where T,, 1is the 95% settling.time of the step response
[Isermann 1981]. Note that these last ‘two rules do not agem
to be good for the evaporator. When the dominant time
éonstan%~of the process[ T, 1s known, the following range
has been suggested? to ensure the satisfactory performance

[Verbruggen et al., 1975].
T, < 7/10 | S (3.11)

As mentioned before, for sampled data control sytems, a
long sampling interval deteriorates the control performance.

Thus when the control performancegésvof primary 1mportance

AN
b s

the sampling time, should be as fall as possible. However,

it can not be arbitrarily small beéause a small sampling
time_-ﬁelatiye to the dominant time constant of the pfocess
may result inAthe overall system being very oscillatéfy or
in extreme cases actually unstable. This mainly stems from
the fact that the locations of poles énd Zeros bg a 'discrete
transfer function are determined by the samplingbtime. In

other words, a small sampling interval produces small
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numeratof coefficients in the transfer function and results
in zeros close to the unit circle in z-plane, which is the
set of the «critical stability points. A small \leadihg
coefficient 1in the numerator . of thé discrete ;ransfer
function gives rise to aﬁother problem in the application of
the minimum variance type adapﬁive controllers. The
following example illustrates the effect of 5ampling time on
the locations of poles and.zeros in z-plane.
|
Example 3.1: Consider a process de§cribed by the second

order with time-delay.

K exp(-Tys) :
G(s) = o (3.12)
' (Tys + 1)(Tzs + 1) S

,
Z-transformation, assuming zero-order-hold, would produce

the following form.

, (bo + byz ') z°* ‘ S
G(z ") = : ‘ ' (3.13)
(1 + a,z”' * a,z°?) ‘ '

‘The coéﬁficienfs'were' calgglatéd w;th different sampling
,timés for theJNieman's é;aporator model wﬁere K is 2.62 and
T,, T, 'and T, are 44.0. mins, 1.85 .mins éﬁdjv.zerb
'resﬁectively. Taﬁle 3.2 showé thz;effegt of sampling time 6n

the discretization and hence poles and zero of the model:



Table 3.2 Effect of sampling time on the discretization

T, | Ca., a; | bo b, . | =zero | pole

.5 | ~1.7519 |.7546 |.0037 |.0034 | -.9105 |.9887 |.7632
1 ] -1.5600 |.5694 |.0134 [.0111 | -.8291 |.9775 |.5824
2 | -1.2948 |.3242 |.0456 |.0314 | -.6889 |.9556 |.3392
3 | -1.1317 |.1846 |.0880 |.0506 | -.5748 |.9341 [.1976
4 | -1.0282 |.1051 |.1359 |.0656 | -.4825 |[.9131 [.115]

5 | -0.9596 |.0598 |.1865 |.0761 | -.4079 |.8926 |.0670

Note : sampling time T, is in minutes

This shows that b, geté smaller and the poles and zero ‘move
closer to the unit circle as sampling time decreases. The.
first coefficiént of the numerator, by, 1s closéiy reléted'
to sensitivity in some adaptive controllers, e.g. STR and
APCS. In these-coptrqllérs,.the gain 1s pfop@rtignal to tﬁe
inverse of b, and hence small values of b, may geherate‘éh
exceséive control signal which may cause closed -loop
6scillafién»  and/or | stébility probieméu in an actual -
.applicatibn. Thepéfore, in'some“éases increasing sampling
»time_lhelps ;stgbilize the overaillsystem resbbnsef However,

excessively long. sampling times will give slugéiéh or ‘poor

© control due to loss of process dynami¢s.
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A sampling time for adaptive control ofwtpe évaborator
was chosen based Onvthg above ghidelines and then confirmed
by experiﬁental tests. The experimental results showed tha;
a 64 sec sampling timé, as'feébmmehded by Newell(i971) and
used in most of prgviousitontrol study, was satisfactory but:
that 128'sec‘was .aiso reasonable as far as the oufput
performance was concerned. On thé other hand sampling ‘times
longer than 180 sec'reéulted .in siuggish ‘control without
improving .closed, loop\stability. Some experimental résults.’
are included in later chapers along with the evaluation of

each adaptive controllér.

3.4 Experimental Procedure

In order to compare the e#perimental results of the
“adaptive Coﬁtrollers STé; APC§ and SFC and the conventional,’
PID COntrollef  the operating condifioﬁs were kept the same
for all experimental ruﬁs;,Before'starting eacﬁ éxperiméntal
run the evaporator was operated at the normallsteady'state
iusing‘-multitloop PI control. The superyisory control
program; i.e. ﬂADCO§{  was initialized after an~appro§riate
period of -time (usually 20'minutes) and a feed disturbance
or a setpoint }change in théinproauct concentration was
ihtr§duced. ADCON, ;hich contains four control »algorithms
STC, ‘KPCS, SFC and discrete’PIb, was initialized by fe§ding
a-data file which conﬁaihed' all (tﬁe necésééry éoh;foi
pa:ameters.“:After_ ‘inifiaii;ationiﬁu’DCON performed ‘;hev
specified control action every saﬁpling-, ihtervél " as
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determined by the scheduler segment of DISCO. The control
signal calculated from the supervisory program ADCON was put:
intoithe setooint'of the blSCO'activity (individual control
looc), e.g. steamlcontrol loop. The experimental data, 1.e
the evanorator i/o uariahles andl_the adaptlve .controller
parameters were. stored into a disk data file by a separate

data acquisition prOgram for later plofting.

3.5 Conventional PID Control
| The conventional, continuous PIDrcontrol- algorithm’ is
. part of the standard DISCO package and has been sutcessfully
used to control the major control loops of ,the_fevaporator.
The main purpose of this part of -the work was to investigate
the dynamlcs of the p1lot scale,r double _effect evaporator
using PID controllers and also to obtain- conventlonal bID
control results which can be used for comparlsonl ;1th .the
performance of the adaptlve controllers | | |
As-a f1rst stec in tuning the PID settlngs, ‘the first
order model w1th deadtime, equation (3.3) .was used and the

cogﬁespondlng~PID constants- were calculated based on ‘the IAE'

technlque [Mlller .et ‘al., 1967] where the PID parameters

.~ are chosen such that the integral of absolute error (IAE) is -

~.m1n1m1zed The follow1ngs are ‘the varlous PID settlngs.
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| © PID PI ‘ 2 5

KC | 5.042 4.413 4,037
.| 6.063 9.614 o

te -] 1.076 - 0.0 0.0

The controller output, u(t), is usually expfessed in terms

of the controller setting above and the control error e(t).

by = o o T

N 1 o delt)
u(t) = KCle(t) + — Je(t) dt + 74
_ T ' - dt

v

] _ : (3.14)

The equivalent discrete PID controller can be easily derived
by introducing - discrete intégration for the - érrér

integration and when the trapezoidal rule is wused equation

(3.14) can be expressed as.follows.

. doe(k) + gre(k-1) + gse(k=2) e
ul(k) & ———— ‘ (3.15)
o ‘ ' (1_ - Z'l_’) . -

The. constant parameters,. g, are exbressed‘in terms of the

,Uéoﬁtinudus poﬁtroller settings and the sampling time T; by

\
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QO- = KC (14’ 'STI/Tl+ Td/T.sA)
Qi = -KC (1 + 2r,/T, + .B7,/1,) . (3.16)
q: = KC (14/T,)

The equivalent discrete PID constants for the evaporator are

therefore glven as follows,

©

| e B - B
Q0 | 10.88  4.64  4.037
q, | -15.48  <4.18 -+ -4,037
q: | 5.42 0.0 0.0

From eQUeE}On l3.16) when'rg ishset to zero the controller‘
‘becomes PI. and - S0 on. ‘These dlscrete controller constants
were used as startlng ‘values for PID tunlng and also as 'the
1n1t1al parameters for adaptlve control 1;e..SFC, ‘ |

..In thls study feed flowrate changes edual' to .+20i of
its"steady‘ state value were 1ntroduced as dxsturbances for
regulatory control and product concentratlon changes equal
to +10% of the. steady state operatlng value were 1ntroduced

- for- the'. servo control | exper1ments These ‘external

disturbances are the ones tradltlonally used in control

Ry stud1es on the evaporator so the performance of the adapt1ve

' controllers can also be compared wlth the prev1ous results..
For - the exper1mental tests using: SISO adaptrve controllers,

fo control of C2 the first and‘the;secondWeffect‘holdupSf

Ime &
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o

W1 and W2, were controlled by the conventional P and PI
controllers with the following controller constants. Note
that these holdups are cascaded to their own outlet flow

rates as shown in Figure 3.1,

|- Wi © Bl | W2 . B2
KP | -0.08 | -10.0 | -0.40 | -30.0

KI | 0.0 | 0.03 | 0.0 | 0.08

The firsf effect holaUp Qas not tightly controlled in ordef
to cut down the intéractiqn betWéen.the first,effeqt holdup
and the product'COpcéntration but the second effect holdub.
was controlled close tovits steady state operating 'value

because of the small size of the cyclone separdtor.

Before app;ying.adaptive'ééntrollefs to fhe cﬁntrél of
" the éoncentratibn an éffért was made to f}ﬁd comparable PiD
;contrdl'reSﬁlts;"First. df  alI, as partAAof the tuning
procedure, proporﬁioﬁa;'cohtrol was uéed-toAinvestiéatg the
‘;éyéporatof dynéhiésiland' aiso: to check ‘the prgvfously
obpained qunstéhts.a For,.thése purposés.diécrete; éonstént
PID control was jmplémented'gs;a ﬁaft_ of the subervisofy.
’ coﬁtfoL program ‘for» thé: e&épota;or, Figure'3;5~shdws the
tesuiﬁjwhén the proportional édnstaqt" Qas- G.Q.. Note the
-largé__offset  in C2. LThﬁs;..thé cohs;ant’ was gradudliy'
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A\ |
fncreased' until the ultimate gain was found. Figure 3.6
shows the proportional controller performancerwhé% the gain
was 10.0, which vindicateé the critical oscillation. This
~experimentally obtained ultimate gain was cbmparabie‘to the
correspondihg ultimate gains.obtéined'from the Bode plot of
the evaporator models,'equationS‘(3.3)‘and (3.4), where the
critical values were 9.1 ‘and 11.1 respéctivély. The;g
proportional control ;esults also reveal ‘the sensitivity of

£

the double eﬁfect evaporator ta the relaiiveiy‘sméll changes

4

in qontrollér gain. o 'f i
The~ conventional PID tuning and exbefimeqtél‘fuqs were
done using~DISCO,'ifé}:tﬁé continuoué" vérsion u@f‘:bongtant
PID ‘?Qnttoliers was 1mplemented »énd ﬁtpe_ ¢Qnt;Ql‘aétion
~¢alcﬁléted was bésed’:on engineering units rathef',ghah'
Qiﬁensioﬁléss values. During the tuning bf PiD constants 1t

7

-was found that inclusion of derivative action. gave Qery
6sciilétory: dyhamic; .and-‘made;‘it -diffiéult to”tung‘the
fconsﬁants.v(This may explain why the'previbus studies_'were
mostly basea,fbn'PI.control‘[Newell, j971; KQOn~and_FisherL
1974; Oljver et al., 19741) .,Therefofe}_iﬁ.this stﬁdy, I
cont;ol. was also dsédvfor the concentraﬁion/steaml;oop and
the cprfesponding,ﬁoﬁtrollet' EQefficienés vete éareﬁully
tuned to minimize ;he‘sdm of absoluﬁe coﬁffbi érfor\ana also
“to give a roﬁuét'réspénsé,‘ﬂeré}‘théfQId'PIa’;onstants “were.
luséd; inA.thé_,paréméter“‘fuﬁing prééedu;e -'as Qeli a§‘thef

W

- constants in the previous section. The followind'vélﬁqs are
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among the best for the master loop (c2) and the slave loop
(steam) ahd Figurgv3.7 shows the control performance using

tBese value;lﬁith a 20% step feed flow disturbance.

,
» o 4
| c2-loop | S-loop

KP | 0.120 | 10.5
KI | 0.001 | 0.1

As mentioned before the evaporator was very sensitive to the
: . . o~ '(\

‘choice’ of "controller gain. For example,  when the
’ - . ‘ o .
proportional gain was increased from .12 to .15 the
A " -

corresponding C2 gesponse;started to oscilla;e as shown 1in
Figure 3.8 and, furthermore, for é 10% setpoint change the
response was not satisfactory.. (Note the KP of .12 and .15
above differ.fromvthe values of 6 and 10 used in Figure 3.5
and 3.6 mainly dueato the fact that they are used 1in a
“contnol law that works with normalized, dimensionless
~yariablés; i.e. the dffﬁerence‘bethen the_program ADCON and

- DISCO)



4. Self-Tuning Regulator and Controller (STR/C)

4.1 Introduction

The PID control scheme is one of the most widely used
feedback strategies in the process industry. Typically,
controller settings are set by 'experience' or 'tuned' after
the control system has beén installed usingqtime*consuming,
trial-and-error procedures. 1f process conditions ghange
significantly, then the controiler must be retuned in order
to obtain satisfactory control. On the other hand. adaptive
control systems automatically adjust controller settings and
thus 'self-tune’ themselves to compensate for wunanticipated
changes {n the process or the environment.

It is only during the last decade that such self-tuning
or adaptive controllers have attracted significant
attention. The idea of self-tuning or adaptive systems was
conceived a$ early as 1958 by Kalman (1958) and laterng a
different form by Chang and Rissanen (1968) and Peterka
(1970). An important step forward was made by Astrom and
Wittenmark (1973) who proposed the uée of a minimum variance
controller. Since then the method has . been extended by
’_Clarkevéﬁé;ﬁawthrop (1975) to 1include control coéting or
weighting. Significant numbe r oF other modifications have

been made to fender the‘-algoriphms more praCfical and

<

-

robust.
In the following sections a literature review

limited “form) has been wundertaken to highlight t

49
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developments in the self-tuning control area. The practical
aspects of 1mplementing such controllers are discussed in
the subsequent sections followed by an evaluation by

simulation and experiment of these contro}lers on the

4 | |
pilot-scale double effect evaporator. f

4.2 Literature Survey

)

This survey is done 1n an almost‘chronoﬂogical manner
highlighting the main results and methods that have appeared
in the litérature unde: the heading of STR/C. - &

s
. * B ¥
The 1dea of self-tuning was o

3

;;ginafly proposed by
Kalman(1958). The theory was revived and extended -by
Peterka(1970) who used the Astrbm-Bohlin model and recursive
least squareé (RLS) to identify its model parameters. Under
some conditions he found that the parameters converged to
lthe mﬁnimum variance controller. Astrom and Wigﬁenmark(1973)
formulated the current seifﬁtuning regulator and made 1t
practical. They showed two important properties of thé STR.
First, 1f the parameter  estimateS\uconverge then the
autocévariance of the output and the crosscovariance between
the 1input and the outpu£ fend'to,zérd when the correlation
tiﬁe is greater than the system dead time, and secondly that
the controller converges to the minimum vé%iance contfoile:
that could be 'obtained from the -known process modél.
Borrison(1975, ~1979) extended the STR to MIMO systems. Some

further improvements have been - suggested by Keviczky and

Hetthéssy(1977) and the corresponding MIMO controller has
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been .applied to a cement plant [Keviczky et al., 1978];.The
objective of As;rom and ﬁi;tehmafkfé STR is‘thf minimizatidh
of +the wvariance of the proceés output at eéch'sampling

instant. The-objective can be justfied in‘ many .regulatory
applications but 1t is not appropriate>fo; general éontrol
problems because an excessive control action may be"
generated and = cause closed loop instabilitf. Also,

nonminimum systems  cannot be >hand1ed properly. In 1878
Clarke and Gawthrop pfeSented- a generalized self—tunér
called the self—funing.controller (STC) . Ciarke and Gawthrép
introduced a simple guadratjc cost function and then derived
an implicif self-tuﬁér so thaf the controller_parametérs are
estimated directlyi The cost functioh includes a sgtpoint
modifier as well as a term to ﬁénaiize coqtrol effort. The
control weighting solves ' two brbblem§ éssociated with the
original self-tuning regulator. Firstly, it can be.,used' to
eliminaée vthe large excursions 1n control actions and to
control the transient résponse_of.the clos§d  loop systeﬁ.

Secondly ‘it can also be wused toAhandle~nbnminimﬁm phase

systems. In éhe 'freatment of nonminimum phase sysgems
Astrom(1974) has proposed a simple cost func;idn'and Ast;bmr
and Wittenmark(13974). have suggestedlthé use of polynbmigl-
factorizatiph to cancel out the nonminirium zenos: Gawth:ob
(1977)  extended  fﬁe \earlier STC ﬁo"a case’ whgré' the

I

weighting functions could be transfer‘functions-instead of

polynomial terms and made some’ 1nteresting 1nterpretations

of this general STC. For example, 1t can bé interpreted as a

g



52

mode 1 followiAQ scheme, conventional controller compensation
(e.g. PID type Q~Qeighting), etc.

The STC éf Clarke‘and_Gawihrop has’been generalizedvby
Morris et al. 1977, 1981) to be robust, reliable‘Aand
practical for acguai épblications; ‘TheyA introduced a
‘discrete PID type"compensator for the ;ontrol weigh;ing‘
function and model following schemes for the setpoint
tracking problem. This cohtfdller has been applied fo th;
control of a distiliation éolumn .[Morris et al., 1981].
Furthérmore,~'they' extended the controller to handie
multivariable s&stems héving the same numbeéiof inputs .and

-

outputs. In this scheme a multivariaple s?stemxis’rgdqcéd fo
a nuﬁber‘of single loops. The iﬁteractioh terms are treated
like measurable disturbances and thé system:'is‘ decoupled
Qsing\ feedforwérd type ~ compensation. This  .approach
eliminates many involvéd matrix (operatibns. Extension ‘bf
Clarke and Ga;thropfs STC tor - the mutivapiable'éase wés
presénted‘by Koivo.ir 1980. His work can also be conside}ed
. as an extensioﬁ of Borrisoﬁ's selfftuner\(197§, 1979)‘to
handlevnonminimum‘phase gyStems. In Koivo's .appfbach tﬁé
;eighting functions included in the purformanée index are :
‘pplynomial matrices and the c?ntroller pafgmeﬁers dérivéd,by
Borrison's analysis are estimated by a RLS method in
square-root formv [Peterka; .1970].A An explfcit MIMO
. self—tuﬁing controller has been lsuggesged by Wong and
Bayoumi (1981), where the cohﬁfoller Structqre.is“the"samé

as the Koivo's method"but‘;he process parameter matrices
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. instead. of the controller parameter -matrices are estimated

to pfédict‘ the process outputs. In this manner the
requirement of the equal number, of iﬁputs and oﬁtputs 1s
removed. |
o

STR/C 1is baséd on opfimal control law and predictive
control theory which requirés that the process time'delay as -
well as the structual order of the model  be specified a
priori. It has been argued by‘Wélistead et al. tﬁat pfocess
time- delays can be estimated as a part of the process
dynamics:and that the optimality of STR often results ;n
large closed loop gaihé such that the cpntrol:gction becoﬁes
unacceptably largeffrom the application point of view.‘ They
have .deéigned “an explicit selfjtuner_'ierhed:. a pole
éssignment self-tuning regulatof. ‘In this self-tuner the

process dead time need not ‘be -given expliéitly and the

closed loop poles are -forced to be placed ét prestribed

locations while the zeros remain at their.. open loop

positions [Wellstead et:al., 1979%a, - 1979b; - Wellstead and

’

Zanker, 1979]. Note that the minimum variance self-tuner is
a  stochastic analog of an optimal discrete " dead-beat
controller. The pole ‘assignment scheme 1is a detuned

>

controller which abandons optimality'by-fofging'the’poles to

.specified 'locations. However, in actualVappiications‘where
excessive control action may cause stability problems it can

‘be ‘used to -achieve moderately ‘satisfactory and robust’

)

.control performance. This pole placement scheme. involves
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»

mége caiculations than an implicit self-tuner. The pole
assignment self-tuning regulator, has a%$o been extended té
cover tracking and regulation ‘[Wellstead et al., 1979b;'
Astrom - and' Wittenmark, 1980] and mulivariable systems

[Prager and Wellstead, 1981].

Most self-tuners are based on discrete modelsAaﬁd
discrete controller  design. One  disadvantage  of
discretization of continuous process is that even for
minimum' phase systems diécretization can result in
nonminimum phase cha;actefistics due to a‘particular choice
of the sampling timé:or fractional part of a fime,delayl, To
.'0vercome this problem Géwthrop(1980)alpf0po$ea the hybrid
self-tuner which is the combihatiénl of a continuous-time
' model énd ‘a digcrete4time adaptive controller. In this way
theAsa@pling rate can be fast for the identification of the
continuouys-time model and relatively slow for -the control
‘law. He derived -a 'confinuous form rwof self-tuning PID
c%q;rol}er using the hybrid self-tuner wunder ’spec}al

',coﬁditionS'[Gawthrop, 1982]. . .

There are numerous applications of  STR/C - for the
lcontrq;.df.various systehs. Theiareésfhave béén,:exténsivély
cévered,bnyieusQn(1980),;Parké et ai.‘(1980)'and Hérris and;
‘Billings(1981). More tecent‘applicagions,.ofA‘STﬁ/Cl,can be
found in the aQailable proceediﬁés of 1983;1FACV;orkﬁﬁopAgh
Adaptive Systéms -and ;the l1983‘:pr0ceedings: of .fhe, Yéle

: . : - . '&-, .
iR

¥
it
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workshop on adaptive systems.

Stepility and asymptotic convergence are deeirable
properties _of an adaptive controller. 16’ genecal, th§
pe;formance of the‘paremeter est;matiOn algo;ithm depénde on
the feedback control -law' which _‘inevitably introduces
‘non;inearity and time-varying chenacte;istics to the
aralysis  of the ( edeptive controlier. Stability and
convefgence_ of 'STR -neve been henristicaily discussed by
,qung and wiftenmark infche earl§ stages of STR development
(y974). Using ordinary differential equations to describe
the oerameter tfajectory they showedlthat the STR does noc
converge for a .general noise structure. The convergenCe
problem related to self-tuning control has been discussed by
Astrom et al.(1977), 1In 1977 Ljung proved that positivel'
realness for the noise equatlon is essential for convergence
of ‘S?B but stab;llty of tne cloeed loop system has_not been
considered - at all [Ljung, 1977a; Egardt, 1978]. -Using
‘inpu;—output ' stability L{Zames;196§a;. Willems, 1976;
Vidyasagar;19781} small gain theocem'[ﬁesoer and Vidyasagar,
'1975] .andr‘martingeie theory; Gawthrop(1979) has derived
cstabili;y- condltlons fori STC - and shown that stablllty
'Emplies convergence with probabllty one of the mean- SQUare
‘prédiction'efror to the sma@lest value achlevable by the -
1 control law.. Rigorous; mathematfcal proof of stab1li£y and
convergence of a class of STR has been establlshed recently

‘ by Goodw1nece£ al. - (1978, 1981) and Martln Sanchez et al.

LR
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(1981c) ‘using rather simple adaptive mechanisms and some

.conditions on the stochastic disturbance.
4.3 Theory

In this section the underlying theoretical formulation

of Clarke and Gachrop's STC will be discussed.

. 4.3.1 Derivation of STC
Consider the following discrete, ARMAS representation

of a SISO process.

Az Dy(k) = Bz ulk-d) + L(z"")v(k=g) + Cl(z" !)§(k)
| (4.1)
Le

wﬁeqe z°' is the backward shift opera?er. A and C are monic
. polynomials in z-' and the first coefficient - of polynomial
B(z ') is nonZefo, bo¥0.iThe terms y(ﬁ), u(k), v(k) and £(k)
are the process output' control | inpﬁt deterministic
disturbance and zero-mean whlte noise sequence respectlvely
The process is assumed to be of order r.w1th a time-delay
of 4 sampllng ‘1ntervals and a disturbance deiay of g
sampllng 1ntervals. It is also assumed that the unmeasirable
disturbance 'is‘ a statlonary process with ratlonal spectral
den51ty The STC controller is designed to minimize the

Y »
quadratlc cost functlon.
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4

J = E{[P(z ")y(k+d)-R(z "Iw(k)]*+[Q" (z ")u(k)]?} (4.2)

where E{} 1s the statistical expectation operator. w(-) is

the reference or setpoint sequence and P, R and Q are

rational polynomials in z°', 1.e.,
polync ' —
P.(z ")
P(z ') = - , etc ®
Ps(z")

When there is no weighting on the control actlon, 1.e.
Q'(z"')=0, and the process outpﬁt .and the setpoints are
weighted by unity, the cost funétion reduces to the variance
of the error: between ‘the outputcand the se;poinf and the
resulting controller basea on this cost function is the
ﬁinimum variance (MV) self-tuning requlator of'Astrém. Hefe,
a more general case, i.e., the Self-tuning dontroller of

[§

Clarke and Gawthrop will be considered. .
/
/

In order to be able to minimize the cost function J at

[
A

time k, P(z ')y(k+d) must be expressed in terms of past and
‘present process 1/0 data. Rewriting the process eduation

,(4.1) in the form of.weighted predicted output gives
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. PB PL PC
Py(k+d) = — uflk) + - vik+d-q) +
A A A

t(k+d) (4.3)

For. simplicity the argument (z ') has been dropped. The
stochastic disturbance term can be expanded in terms of
future disturbances and disturbances up to and including

time k using the following identity [Astrom, 13970].

P, (z)C(z) | z°F(z) o |
- = Glz) 4 (4.4)
P,(z)A(z) - Pu(z)A(2) :

where na 1is the order of polynomiai A(z '), etc., and

polynomials G(z-') and F{(z ') are defined aé;

1

G(z)

i

i + g,z + s o+ gd_T.z"'

F(z)

fo + qu + e 4 f,,._,'Z"‘_' (4-5) .
\‘ 1,’.‘ , . . ] ’ .
ni = max (na'+ npy,’, nc + np, -~ d + 1)

Substituting equations (4.4) into (4.3) to separate past and

future unmeasurable disturbances gives;

-, Pp*B ' PacL
Py (k+d) = ——— u(k) + ——— v(k+d-q) +
Pa-A Py*A | .
. @ F
. \ ——— £(k) + GE(k+d) (4.6)
. Pg-A ‘ ' .

€ o
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The past and presént stochastic disturbances §(k-1), 120 can

~ be reconstructed in terms of known process 1/0 data from
. . : . -

-

equaﬁion (4.1);
t(k) = — y(k) - '— u(k-d) - — vik-g) - 4T
C " ' T

Replacing £(k) in equation (4.6) by (4.7) and using the.

" 1dentity egquation (4.4) gives the weightedl output of the

process.
: F(z™ ") S B(z ')G{z ") .
P(z" ")y(k+d) = — y(k) + = . ulk)
- Py(z=')C(2" ") . . Cc(zY)
| Lz Gz ") . : -
- vik+d-q) + G(z ") (k+d) (4.8)
c(z ") : .

Defining the Optimum prediction of the weighted output to 'be

y*(k+d/k) the best prediction in "~ the sense of a Wiener
% ’ , -

process can ‘be-obtained from the conditional expectation of

‘eqﬁation (4.8).

F(z-') B(z ')G(z" ')

y* (k+d/k) = —— y(k) -+ u(k)
L Pefz-")C(z" ") . Cl(z7') ‘
L(z-')Y6(z ') , :
N v(k+d-g) . (4.9)
C(z™ ") , \ -

Equation (4.8) can now be written in. terms of the predicted
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output;
P(i")y(kfd) = y’(k*d/k) + Glz ")E(k+d)y (4.10)
Note that y"(k+d/k) and GGZ")E(k+d) are orthogonal because

of the uncorrelation assumption and the prediction accuracy

can be measured by the variance of noise;

i}
—
+

Vo]
— N
+
3
Ve

a
~
Q
(V]
[f =3
~

E{[Gt(k+d)]?}

where o? is the variance of the white noise ((k),i.e.,’

E{E(KIE(K)} = o2.

Note that the predictidn accuracy decreases as  the system

time-delay increases.

¥ Now, because the value of y"(k+d/k) can be predlcted at
tlme -k the performance 1ndex J can g@éeggressed 1n terms of
‘present and,past process 1/0 data.

g%* E{[y k+d/k) . Rw(k) 7 Gz(k+d ]i + [0 u(k)] } (4.12) -

: ‘Assuming the termfGE(k+d) is unCor?elated with the',preSent"
and’ past values of y(k-i}, u{k-i) and v(k-i) for i20 and
using equation " (4.11), "then the above‘;equation can_ be

.) I
rearranged as;
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J = E{[Q'(k+d/k) - Rw(k)]? +_[Q'ukk)]2}

+ 02(1 + g2 fv...'+ gi:y) A (4.13)

The conditional performance function J can be minimize

setting its partial derivative with respect to the «current

contrel law u(k) to zero, i.e. 3J/0u(k) = O,VQr,

y*(k+d/k) - R(z-")w(k) + Q(z - Mulk) = 0. . (4.14)
where 0Q(z" ') = goQ'(z ')/bo, has been redefined. Now,
.convert this  scalar function, equation (4.14), " t6 a

controllér:oUtput function, ®*(k+d/k), as follows;
$* (k+d/k) = y*(k+d/k) - R(z ")w(k) + Q(z ulk) (4.15)

Similarly the eguivalent function for the actual weighted

output ‘can be defined as;

#(k+d) = P(z )y(k+d) - Rz~ "w(k) + Q(z" "Ju(k) - (4.16)

: ) '\> o
“'and it can 'be written using equations (4.10) and (4.15) as

" follows;

@(k+a)-=io*kk+d/k).+ Gz~ g (k+d) L o (417)

By comparing-équatibns (4.15) and (4.14) phé qontrbl écﬁién
~at time k can. bév calculated such - that the 'd45§epwaheada

i
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EY

predicted controller output function, &*(k+d/ 1s set to

zero.
u(k) = 0 '(z" ) I[R(z" wl(t) - y*(k+d/k)] | (4.18)
By substituting the predicted, weight output of the
process, eguation (4.9) into,equafion (..18)Athe control law
~establishes a 'stochastic controller/ for a knan parameter
process. For unknowh parameter process y*(k+d/k) is é;sumed.
to be 1in linear regression form and its parameters,are
estimated by a least squares schehﬁﬁusing the = process I/O
information. .Combination of the stoéhastic contfol iaw,
equation (4.18) and an esﬁimation algorithm for the
parameters of the bfedit%ﬁon model equation (4.9), forms tﬁe
self-tuning controller [Clarke and Gawthrop, 1975,1979]. In
other words STC 1s a controller that can be appligd to

’

control a process with a known model structure but unknown

3

parameteré; In order to simplify the analysis polynomials

E(z-') and D(z" ') are defin%% as'folloys} .
R ' -
= B(z)G(2) = eo + ez + +<+ + e,z . (4.19a)
= L(2)6(2) = do *+ dyz + ++n+ dpz" - (4.19b)
)

' S _ : b .
where nj and nd’ are the order of polynomials E and D
, | o ‘ S
respectively, and vectors 68(-) and X(-) are(introduced}

B + ¢
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. .
0, = [fq, -+ f,.,,60, - en,,do,“’ Anuw,Ci,t " Casl
X'(k) = [y'"(k),-+- y' " (k-n1),u(k), -+ ulk-nj),
\ v(k+d-q), -+ v(k+d-g-nd),
Syt (k+d=1/k=1), -+« —y*(k+d-nk/k-nk) ]
where y'(k) = y(k)/Ps(z '), 1i.e., the filtered process

output and. the superscript 't' denotes the transpose. Then
‘the predicted, weighted output of the process can be

expressed as;

y*(k+d/k) = ©,'X(k) (4.20)
3
Recalling equation (4.10), the actual weighted process

output P(z ')y(k+d) can be written as
Py(k+d) = O©,'X(k) + G&(k+d) N (4.21)

If G(z '")E(k+d) is uncorrelated white noise, i.e., G(z ') is
a constant, theS‘RLS techniques caﬁ be applied to éstimate
the parameter vector @%ﬁ In general this is not the case and
the use of ordinary linear least gquares’may résult in

‘biased estimation. However, it has been shown by Clarke and

Gawthrop (1975,1979) that the predicted, wéighted output can

be replaced by . its estimated values in the actual —__
. \

calculation and the estimated, weighted output can - be
VRS

defined as; )T
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Y (k*d/k) + e(k+d) = yT(k+d/k) + Gf(k+d) (4.22)

"where €(-) is assumed to be uncorrelated random seqguence and

the estimated weighted output 1s given as;

Y (k/k=d) = @' (k-1)X(k-d) (4.23)

[\
Then the linear least squares identification techniques can
be used. Rewriting equation (4.21) in terms of the estimated

. o . -
welghted output of the process gives;

Pz ")y(k+d) = 8'(k-1)K(k-d) + (k)  (4.24)

where 6(k) is the estimation of ©, and X(k) is the same as
X(k) but the elements of y*(+) are replaced by their

estimated values, y7(-).

/

/

Another way of igp&éﬁentatiog of STC is to express the

scalar controller output function ®*(k+d/k) in linear form
\

and then to combine \$t, with the corresponding actual

controller output function, ¢(k+d),. to gqgive an- equation

similar to (4.24) . by using equations (4.15) and (4.17).

Derivation of the regression form of the actual ~controller

output function is very similar to the above and gives,
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{

 (s.25)

$(k+d) = 87 (k)R(k) + (1-C)$"(k+d/k) + e(k+d)
where &" (k) and K(k) are of appropriate dimension and e (k)
is the estimation error which is a random Sequenée. The
control law can be calculated by setting ¢*(-) to zero.

3

Details are 1n Clarke and Gawthrop(1975,1979) or Morris et

al.(1977).
Now, the model parameters, whether théy are for the
weighted process output or the =controller perfofmance‘

function, can be estimated by means of RLS algorithms. |

t

6(k-1) + K(k)[P(z;‘)y(k)—G‘(k—f)X(k—d)] (4.36)

B(k) =
' P.(k)X(k-d) ,
K(k) = — (4.27)
p o+ X' (k-d)R, (k)X (k~d)
_ P.(k)
P, (k+1) = [1T - K(k)X'(k-d)] ———— (4.28)
. ‘ : P :

wvhere K(k) ig the estimator gain vector and P.(k) 1s the
covariance matrix of the estimaﬁed parameter- normalized with
reSpeét to the noise variance o2. It is a symmetric and
positive definite matrix. I is the identity matrix. p
denotes the) foréetting factor for tracking sléle time

varying process parameters.
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The above RLS routine gives a new set'of parameteré at
each control 1nterval and the welghted output of ‘the process

can thus be calculated
{

g (k+d/k) = B (OK(K) ‘ | (4.29)

Tha ;ontrol law of equatioﬁ'v(4.18[ cah be reaiized by
replacing y*(k+d/k) by its estimate §”*(k+d/k)
4.3.2-Di$cussion‘of STR/C

In.the minimﬁm.variaace tfpe STC, i.e. with.Q(z ') = 0,
the leading coeffiaiént, eo, of polynomial E(z"') plays a
crucial role in the control performancé and also in the rate
of parameter convergence. Fof e*ample, if it is very small
the contrel 'ac£ion will.'be excessively‘large which will:
‘normally givg'ﬁaSt parameter convergeace but may rasult ;in
an oscillatory or even unstable tespénse.'ln the origina1' 
~STR of Astrom the leading coeff1c1ent, called 'scaling factor
'Bg, was fixed reasonably1c105e to its true value to provide
parameter convergence' to their true Tvalpes and optlmal'
control (and also to eiim;nate the posaibility of division
. by zero). Fixing thé écaling.facto; to an arbitrary value
can be just{fiad for  the case waén the dasired dutputfis
. zero since even if on@ parameter is flked the tontrolj law

can Stlll achleve the control ob]ectlve'
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-~ B8, 'X(k) =0 ' S - | . (4.30)

where B is any positive scalar constant. In other words 1f
one parameter 1is fixed the other parameteré will be scaled

and identified accordingly and once the parameters have

converged they would have a common factor. However, when the

desired output is not equal to'zero fixing one parameter may
| result in an offset unless it is fikea to its true yalué.
Therefore, for the égnerél,case, such as STC and APCS no
'éfstem parameters, including the first céefficient of
polynomial E(z"'), are fixed. fhe leading coefficient is
adapted ‘to account for the change -of the prooéss and
disturbance dynamics. When this coefficiéﬁt is .veryA small,
which méans a large controller gain, 'its adaptation,
however, may lead to serious stability:problems. This effect
has been illustrated in the simulated and experimental study

of the evaporator in_thelfollowing sectiéns;
. The RLS estimation algorithm, eqﬁatién-(4.26) through

(4.28) with p=1, is derived based on thé minimiaation'of the

loss function, , . .
k _ S . - »
L =2 e2(i) ' o (4.31)
i=0- o

* : £

Where (i) 1is the equation: error, and the recursive.
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calculations . are started with initial values of €(0) and

\

P (0). The initial values of the parameters are frequently

picked with no knowledge of the process'andrﬁence:in‘order

4 . A L
to increase the rate of parameter éonvergence. the 1nitial

\

. . : o .
covariance matrix  P,(0) 1is set to a very large diagonal

matrix, say 10001 to 10,0001. The large covariance matrix

¢

‘denoting poor ' initial parameters: gives rise ‘to large
variations in parameter estimates which in turn results 1in
poor controller performance because, of the certainty

equivalence design principle of STC.

'The:performanCela? STR/C depends upon the effectiveness
of the parameter ‘estimator. For the RLS with a. unit

forgetting. factor, if there is no~pefsistent excitation .in

he’pfocesé I/O'data, the convergence of pafameper es;images
cs ysually mUch slower than the . norm of the cevariance
matrix P, (k), and hence the egtimator galn ;vector K(g),

4

tends towards zero. Thus, even\kg.thbre is a large error in
5 '9
the parameters, the estimator can nvt'adjust .the parameters

to the1r optlmal or true values. For practlcal appllcatlons

the STR/C should also be  able “to perform the - parameter 

tracking for slowly time- varylng processes. To ach1eve th1s

it

result, the covarlance shrlnklng must be avoided. One 51mple

method. is _to modlfy the ba51c RLS such that.the %ata,\

AT

;recently obtained are weighted more than the 0 g;“ %4

Thls
can be’ mathematlcally formulated - by

exponentlally welghted loss functlon [Eykoff 1974].



' ,time—invariant précesses which are not properly excited‘ or

/

I
i
4
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k
L =L p* "e?®(i1) , O<p<1 : (4.32)

&

The RLS based on this minimization ends up with the same set

of equations (4.26) to (4.28). Here, a forgettiné_ factor‘ o

of less than. unity enables the estimator to forget or
discount the old process information and also .improves the

convergence rate by inflating the covariance matrix at each

sampling time. For.instance, in order to'calcy%aie how méhy_"

past data should be remembered before discounting to a% of

its original value, the fbllowing relationship  can be

‘applied; \
log(a/18Q) - ‘ N
k = ‘ : . : {4.33)
log(p) -

The covariance .will. bge -inflated p°* times. However, for
.are operating at steady state: ihe"weightedl RLS will
"grédually lose the valuable infdrma;idn ‘¢collected 'inn the
,past and be-dominated. by uncorfelated'l/o_data, i.e. noisé,

In this case the covariance matrix will gradually ihcreasg

ina'value"and finally‘the estimation élgorighm will blow up

«

(estimator windhp)-lead@ng'tola large variation of parameter

:

. estimates.. Closed-loop _instability ' as well as numerital

prOBIEms caused 'by losing thef’positive «dgfiniteness"of

- covariance- matrix may _immediatély  follow. To prevent the

-
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¢ ’
estimator from @inding up under low syStem,excitation ana
disturbances, several ad hoc remedies have been éuggested
[Iﬁermann,19é1a]. One obvious way 1is to freeze the
estimation algorithm during periods of low excitation
depending wupon the variance of the process output. Another
way is to modify the covariance matrix at each confrol
interval to retain its‘positive definiteness and/or to put
upper and lower 1bounds ‘ﬁof diagonal .and gff—diagonal
elements on the matrix [Morris et al., 1982], in which-'case
the résultfng matix elements no longer® stand for the
parameter estimates' Va;iance (diagonél)— and covariance
(off—diagonai). Third is to introduce a variable forgetting
factor [A;bért and sittler, 1966; Fortéscue et al., 1981],
‘which 1s a modification of the fixed forgetting factor. In
this scheme #fhe forgetting factor is chosen iﬁ such a way
that a prespecified information critq;ion is' kept <constant
-at each éampling time. When thefé 1s no change in the
 ‘procéss'variables the forgetting factor approaches uniJ} so
that no process infbrmation is 1lost. Although it may
sometimes be impfactical, introducing _extfa disturbance
signai"Sch Ias :wﬁite noise or PRBS is another method of

~avoiding the estimator windup or = parameter bursting

phenomenon,
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4.4 Implementation of STC .

Just as with conventional controllers, the performance
of STC is very strongly influenced by the choice of design
parameters. It could be arqued that most of the 1initial
parameters for the STC are relatively easy to choose and the
control loop is comparatively insensitive to theilr values.
However, to give superior control performance and
feliabilit§ a STC controller also needs to be 'tuned'. In
the following section the parameters of the STC which must
be.known before the control algorithm starts, wili be

-

discussed from a practical rather than theoretical point of

< view.

I
- ..
. _ N .
-4.4.1 Initial Parameters '
5 . The ‘implicit STC 1is designed based on the known -

structure of the process model. The order of controller
polynomials, ni, 'nj and nd 1s thus directly'related‘ to ﬁhe
model ~structureé‘and can be given in terms of the;number.of
model parameters:

N

ni = max(np, + nc - d + 1, na + ﬁpd) X

A K I ’ . i

nj =nb+d-1 - - : (4.34)
nd = nl +d - 1 |

The total number of parameters to be estimated js as

follows; . » ' |
o - _ﬂirp
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no

ni +nj) +nd +nk + 3, 1f nl®0

ni * nj + nk + 2, if nl=0 \ (4.35)
NS
In fact the selection of a process mddel.profoundly affects
the control performance as well as the convergence of: the
parameters.- When a model \is Sought'thete‘are, of course,
many cohsideratoﬁs such as~ a1 priori knowledgé' about the
process, its usage, complexity of the system, etc. Clearly,
the model can not be chosen entirely arbitrarily.
Furthermor®, the real system‘is guitegoften far more complex
than can be actuaily représented by a linear mathematical
model. Thé "Best' desgriptién of a particular physical
‘system can be found by trial and error. To put it’ somewﬁatv
differently, the practiéal ptoblem in modelling reduces to
that of‘finding an approximate deécviptiogiraﬁhét than that
of determining the exact equation. Itghas been shown that 1f
the _exactl_structure _model is emﬁﬁoyed iébe.: parameter
éstimates converge to thelr true values as the estlmatlon
time.éoes to . infinity [Ljung,_ 1978] and gthat the STR

..

"~ achieves = the opgfmaxyiperformancg of the corresponding
C Y " '
minimum vai ce‘poutrol;gr [L]ung, 1977b] However, the

conVergence of parameters ‘to their optlmad values may not be

useful in pract1cal~s;tuat1ons where the chosen model is not
o coet . S ' .
able to. describe the system dynamics for.a given set of
. . SIS N J

data, In thlS case _it is usgally -more reallstlé to bg

-content w1th a. su1table, approxlmate model e.g. 2nd\ot 3rd
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~order ‘model. Since the approximate model convérges‘to the
‘local optimum'the performance of STR/C with fpis model will
become suboptimal instead of optimal. | |
Initial values‘of* parameter vestlmates ‘é(k) must be
given before .turning on the.STR/C,algorithm. The initial
~values are very important in the sense that they deterﬁine
the trajectory of the estlmated parameters and so the final
stationary points [Ljung, 1977a). 1f the process to be
' controlled is completely unknown the controller parameteré
at'e frequeni®ly 1n1t1allzed by zero values ekcept the leadrng
coefficient of polynomial ~E(z;‘), which should be given a
reasonable value reflectlng the process gain or-dynamics. As
‘has been.‘discussea in sectioa 4;3.2'a7poor choice of the
initial parameter set may glve‘unacceptable I/O ‘variationsl
during the transient state ’and result 1n unstable closed
loop response. In'a'ﬁractlcal.application STR/C should thus
not take any control action on C}he”~oroce551during the
initial étaée whén the start-up parameter values 'are poor.
Well 1dent1f1ed parameters should therefore lbe abplied
1n1t1ally or ‘background estlmatlon should be done with ‘the_
process under .the control of a conventlonal controller 5uoh
as.PlD before‘startlng the selﬁ—tuner [1sermann, 1981a] For
lrcohtrol of rhe~ double_ effect évaporator ‘the; cho1ce of
initial parameter values was based on the opeﬁ—loop response
experiments describad in chaptarbthree. =
. : . ;’ .

14
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4.4.2 Parameterlgsfimation Mechanism .

The parameter estimation algorithm is the centrél part
of all parametef adaptive control schémés. There aré many
different estimgtion technigues ﬁhat have been used with
,adaptive con£:ol algorithms[Saridis, 5974; Isermann et al.;
1974 ; Ku;z et al., 1980; Morris et al., 1982].' |

- The .RLS method is one of thé most popular and powerful
tecﬁniquéslfdr parameter éstimatiohiuor identification Aof
unkbownkparametér«s§st§ms: This techniQue'is, of course, not
perféct. &t usually g;ves biased estimation Qhen the system
is‘exposed‘tq nonwhite noise and also, as has been discussed
in séction“4.3.2/ has nﬁmerical deficiencies when used ‘as
.par; of adaptive schemes‘for,long térm regulation of lightly
excitedro} lbw noise Systems. Howev;r;vthe 2RLS gives fast
and stable parametgr"cthergeﬁée co péfed to extended of
‘gehé;aiizeé least squares and is siﬁple:_tojuihplement thaa

oc variations of RLS

the. max;mum likelihood- or other-ad
such as "factorization methods, = in frumentail‘ variabie
.technique, etc.b Thé ngﬁerical VproblemSQ e}é. covariancg
.shriéking and estimator”windup‘cgn be'préVehted in most case
by ihtroéﬁcing' é:forgéttingL(discoutiﬁg) factorjhnd making
o;her'ad hoc'Qa}iationéﬂ In this simulation and exbérimental
Sﬁgdiés"thEQOrdinary‘ﬁLS_ésﬁimdtor with a foféef@ing factor

Y
\

" has been used.



4.4.3'Weighting Functions
~-1) The Q—Weightihg‘Function
The original STR of Astrom and wlttenmark (1973) takes ‘
the forﬁ' of a .dlscrete t ime dead beat controller and the‘
corresponding control signal often oscillates v1gorously
hitting the -upper and .lower phy51cal bounds and in some
cases there'prodpces serious stability ’problems. However,
penalizidg' the control 'effort by_introducing Q-polynomial .
weighting-improves'the coatrol oerformance and also the
closed loop stability.[Clarke aqd Gawthrop, 1975, 1979]. It
1s easily seen from equatlons (4.~)v'(4 ) and (4.18? that
the closed loop dynamics can be modlfled by the choice ofv
Q-polynomial, i.e. the closed loop _characterlstlc equatg%m.
is\ . ’ »» ' : z
! ‘ .
(z7")a(z" 1) + B(z"') = 0 t B (4.36)

@2

«®

’

when P(z"') is unity. The l6cation of closed ~loop poles can

be manipulated by choosing Q to be ‘a scalar constants
‘ ’ 4"(?

-3

‘Although‘ a scalar welghtlng fa&tor can make the closed loop'
response stable the output of the process usually results 1n .
a steady state offset This is apparent from the controller
output fuction equation (4.16l’when'g(z“) and R(27‘)"are

v

unity and Q(z")i?’a,tonstant A, i.e.
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y(k) = w(k-d) ‘“ku(k). | e (4.37)
Y
"The' steady etate offset can be eliminated'by‘careful ehoicej
'ofp \Q(z:‘). The simplest way is to introduce a‘ pu??
integfator: i.e.”Q(zf¢)= A(1-z”);‘Howe§er, this m;§ impair
, oo . ;
tue overall stébility and:‘detetioréte g%e transient
resbonse. A more .useful design of‘Qéi“) weighting is one
where its inverse takes the form‘of'e diserete conventionain

. -

PID compensator:

- lao ta,z7 '+ azz ?) :
‘Q' 1 (Z' 1') = (4.38)
' ' : (1-2z- ") ' ’ .

Then, from the control .law"equation (4 8), u(k) is
calculated accordlng to the conventional FID law actlng on"

the d—step-ahead.control error.

*

|
u(k) = 0(k=1) + (ao*a,z" '+azz"2)e~(k+d/k) (a.39)

where e’0k+d/k),; wlk)-y*(k+d/k). Because of'the. robjstness

of . PID control thls approaq_xzzfyee,,good sel ffuning:
propertles as well as. av01d1ng tg_:xﬁpbiem of stea y“ state,
offset. Hewever the, correspondlng cdefficieﬂb@‘-in ‘the
o DA » ,
Welghtlng functlon must be “tuned befofe"{start%hg vconffol
actlon. Thls algorlthm becomes a dlscrete conventlonal PID;

;

by 51mply puttlng the measured output of. the proces&f{;;Eeadf

t

%
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of the predfcted output.

2) The P4Werghting Function |

‘The STR’control law attempts to make the process oetput
| equel ’tb the d-Step-eheed reference vaihe in a single'stép.
I1f a sudden or sgep change in setp01nt occurs,. such ‘control”
policy may - result in large excurswns of' the_ "process'
pvariahles espec1ally dur1ng the _‘1n1t1a1 part _of' the
transient The transient response of the process to a sudden‘
setpoint change can be 1mproved by 1nclud1ng in the control -

design a reference model ‘Whlch generates. the ‘optimal

‘traJectory for the setpornt change [Gawthrop, 197 .. The

butput of the proceSS"ls ngen from equatlons (4+18) and
(4.10) if the Q-we1ght1ng is not consrdered _ | | R
¥ ‘
y(k) = ——— [Rw(k-d) + Ggk-d)] + - —-{(4.40)"

P(z"')

. .}
in‘ other words the output tends to follow the output of the'
reference msbel R(z")/P(z “1) . whosé input 1s “the delayed
,‘setpo1nt w(k-d) The pP- we1ght1ng 15 qu1te comparable ‘to the ;h

' reference model of the MRAS, where ‘th dlfference 'ﬁ;tween

the process output and the reference model output is used to

des;gn the pdeptlve_ control __a [Landau,, 1973] Anotherkp"

‘ 'jmportent‘ point ‘to ,note w1th the P welght1ng is that the

A

;unmeasurable system noise G£dk) 'is- also f1Ltered by

"1nverse.~ Therefore, the de51gn_:of_the‘PrWelghtIng.should‘f

-
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avo1d the possibility of -unstable response_ caused for
A

ise. typxcal desxgn

examg}e by~de£§erenc1at1ng system‘

' procedure would be as follows If the plant t\\be/fontrolled

s assumed to be second order w1€H‘a domlnant t1me constant
& ) . .
then the reference model should also be of at most. second

Lo

order but with un1ty §§Lady state gain 'and an iopen 1oop'

.response that i§ faster ~than that of the processr-The'

)

"correspondlng P(z- ') can be found by dlscret1z1ng the closed

} loop cont1nqu; transfer functlon with .zero- order hold e.qg:

when R(z ")=1,

AQ
\-———_——-’——. = Z{ -——--———’—-—-} . T'< Tl1 "
P(z-') - (Ts+1)? s

g

'If the t1me constant T?'is too large system- information7f

'contalned in the -noise ﬁsequence will be flltered out and

;_-some d1fflcu1t1es will arise in Qhe, parameter estimation,
\\_ . .

,e.g. slow convergence‘ : T 'j} f

-3) The R-we1ght1ng Funct1on d LN

.Another way of mod1fy1ng setpo1nt changes to- 1mprove'

the tran51ent response is to ‘use the poiynomzal R(z™'). This
y . .

t polynom1al. ca‘..be des1gned n COnJunCtlon wlth thefpkzikkf
filter. ‘AS:'discussed. in the "previous sectign, p(z-ff‘
L 'Wéighfing .médiffééj both” the . setpoint Tand'the;stochastic"
"9Qi$§ térns_agddaspa result the-parametervestinat§on mA§rrb¢,'

'degradedgéfhistan berpreuentethwhile.stillfhaVing the;same

| . ) g . i ST
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|

‘viewpoints discussed above.

- desired setpo1nt trajectory, by putting R(z""') equal to the

B

“desired model and settxng P(z") equal to unlty,,

A

‘The STC derived in ‘section 4.3 has been 1mplemented to .

apply ‘real time processes reflecting. the practicai

£

4.5 Simulation Study -
| The , objective wof the simo}ation’,study~was\firet-to;

investigate the,properties_of STR/C in a series of simulated

applications-to the double effect evaporator and secondiy to

eXplore guxdel1nes for the control of the pllOt scale double ‘

¢ -

effeigb- evaporator ~ at the Un1vers1ty of Alberta. The-

[}
’- 4

exper1mental equipment and the control object1ves . are

- .

descrlbed in chapter three. -

~ As dlscussed 1nasect10n 4 4 the ch01ce of initial and

des1gn:h parameters dlrectly 1nfluences the‘ control -

tS,

perfofmance df STC In the next sect1on the effect of the e
L

follovlng 1mportant parameters is demonstrated by 51mulat1on,

i

runs'

.ij)fModel order

2) Ch01ce of 1n1tlal model parameters |

“3)'Evaluat10n of RLS est1matlon 1aw-- partlcularly the ﬁ”f,

| effect of the covar1ance matrlx and the forgettlng ﬁ“-”

f-;factor on 1ts performance
4))Ch01ce of welghtlng functlons, P and Q, in the

;~performance 1ndex/’///‘

<

A summary of the STR/C sxmulat1on runs isf‘giVEnp‘Ln:!Tabiey/_
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4.1;; These simulation runs were desxgned to comparable to
the APCS runs in chapter five and the SFC runs in chapter
six. Note that these runs are not 1ntended as a complete»or

,ft independentaevaluatxon— £ STR/C/ The overall results based

on 51mulated and exper1menta1 applzcat1ons are°summar1zed rn g

the last sectlon of th1s chapter. S n

4 5. 1 Hodel Order DR “i N . |
. The ch01ce of process model order for STR/C determ1nes
l“ the controller structure and the - number of paramed{rs to bé""

estxmated and mUSt be specrfied before 1mplem@ntat1on. ‘!n S
- th1s 51mulat1on study three dlfferent process models were };

\u‘i

: evaluated' flrst second and thlrd order models. F1gure 4, 1,

l

4. 2 and 4 3 show 51mu1ated evaporator responses when*the‘s=

E

process model in STR/C was. assumed to be f1rst, second .andj"

t
l

| thlfd ‘OFdef respect;vely (The evaporator sxmulatxon disfﬂr
lways based on the f1fth order lxnear state space model) |

;sorf each case the dead t1me was assumed to be zero. Fxrst;fi
order approxlmat1on f the‘ eéapOrator leads, to ' largellﬁ
sustalned fluctuatzons 1n the process varzables. Note that;fi
~’i*the controller structure for thrs case corresponds to 51mplepd
proport1onal control only and the results 1n Figure 4 1 o
sugges that the overall loop galn 1s too hxgh 1Use of thlrd{ff

order model results in: a more oscxllatory response tlgp the}ﬂf

second order case. Thxs can be explained as follows As thejf}
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"converée. The convergence mechanlsm Es fmore‘€;mpl3cated

Jid -

,'NL_) )
_second order model was the best ch01ce for co trollxng

-

g%gorator in the sense of adaptab111ty and . SUl.abllltY of

model, | ;Hl, . S

. . . _ AN -
'x4 5.2 In1t1al uodel Parameters L o NN
The 1n1t1a1 model parameters of - STR/C can be éhosen\x} \
: N
wzth .zeYo or 11ttle a pr1or1 tnowledge of process dynamxcs.,f\

«

 However\\poor 1n1t1al parameters usuallyl result in poor SN
cogtrol ,Qergsrmancea,.-ngFF” that x~as "them tlmef since

\ 'inicfslization '(startupﬁif“‘ rthe. adapt1ve~, controller
‘.1ncreases the effect of the 1n1t1a1 condxt1ons on the system o

| performance decreases, 1. e.tby its véry nature -an adqptxéeﬁ
‘controller is more strongly 1nfluenced i:y recent perfo.rmance_ Vf
vthan by old' 1n1t1a1 cond1txons. Therefore some operators,l
1part1cular1y those startlng up an 1ndustr1al appl1catxon,'
n‘prefer to 1n1t1alxze the adapt1ve controller by runn1ng the\

fv'f

| process under _manuaf‘\(or f1xed: parameter)v control and
fouxdentxfy1ng fg: necessary 1n1t1a1 parameters 'nforf;tne;.x 9
fadapt1ve - controller on-llne. Q However, ;_“n order iho, ‘

'Flnvestlgate a large number of factors experlmentally 1n thzsf;

\.;study ‘vas necessary SpeC1fy"'reallst1c A1n1t1alg;?ﬁvf
perameters and conduct relatxvely short runs, e. g. less‘\pan;;37ff

LRSI

three hours.7:‘,.7.
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JV«4 5. 3 Parameter Estlmatxon Law

In the precedlng sectlon the 1n1t1al parameters nwere;:-
Vall set - to zero except for the first coeff1c1ént of theff
input polynomial; i.e. ‘eo. Large dev1at10ns in C2 were

observed in each case. This is-mainly due to the certainty3

l ‘ »

'_effect of' the. dlsturbance‘ on C2 and the varlance of the

manlpulated slgnal The choxce of 1n;t1al lparameters as

obtalned from’ an open loop model \equat1on (3.2),. is shown

IR

reduced but the fluctuatlons 1n control actlon still remaln;}"

the same and the osc1llatlons 1n Cc2 appear 'to' 1ncrease in -

‘h_}magnltude after about 90 m1nutes.,F1gure 4 5 and 4. 6 use a
" second order model whose 1n1t1al parameters were‘ obtalned

~ from marméopen loop model equatlon (3 4) and a tlme se’1es‘,

satlsfactory output regulatlon‘ but the control actlon 1s

brst1ll unacceptable. Note that the control of C2 'ln’ Fzgure

.'.(.

4 5v - qu1te osc1llatory whlle the feed was at 1ts hlgher.

1evel The control vaf i

STR such asfa_pole a551gnment technlque or by welghtlng thef;ﬁ

shown xn sectlon 4 5 4 }‘vfﬁ;_ﬁ"ir"f',ﬂ,' s hl”f' SR

As descrlbed 1n sectlon 4. 4 the estlmatlon y

law 1s one of the most 1mportant elements of

control system. In thls STR/C study a RLS scheme was chosen,fd.fﬁ

1n F1gure 14(4.. mhe dlsturbance "i C2 is 51dﬂ§f1cantly

' equ1valency prlnC1ple. Several runs were made to reduce the :

n model'h'equation (3-5) respect1ve1y. Both cases : gave.’

nde can be reduced by u51ng detunedh}.:

‘(control act on 1n the quadrat1c performance '1ndex ‘as'risf

y],adaptlvej?y}
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. ‘ b
and the effect of the <choice of the initial covariance

1
matrix and forgetting factor were investigated.

\

- I
™

|
(1) ‘Covariance_matrix:_lt i% well known that if the ih}tial
parameters are poor then a large positive defihite symmetric
matrix as the initial chgice of the covariance matix, e.g.
10,0001 - 10001 results in fast parameter convergence. The
choice of the initial covariance fnatrix denotes the degree
of uncertainty #n the choice of the initial pérameters.
“Figure 4.2 shows the rfspons;'when the initial cov;riancé
was 1000I and Figure 4.8 shows/thé correépondjng parameter
convergence, These results are compared'with small initiai
c0variénce case, e.g. 101 i%l’ Figure | 4.7 and 4.9
respectively. As expected, the 1ar§e initial covariance
maérii ‘ach;eves parameter convergence in‘_‘almdét 20
iterations (cf.\Eigﬁre 4.8) and the effect of thé step down
disturbance is nhot noticable (Figure 4.2). On the bther haha'
when P,.(0)=101 (cf. Figure‘ 4.7)’ the parameters do not
cgnverge fast "enough. Thub, . the process I/Q variables
.fluctuated, whichtgave very@good dynamic pfocess inﬁérmation
fof identification. However, the norm. of the covariance
matrix,.,agg ‘hence the gain'yector K(k)q éfeinot.big enough
ts update the pérameté;s{';hich reéultgiih ‘éqof cont;giier
perfbimancé. Figure 4.4 and 4.10 .shéw‘phe effect of the
coQariance matrix 66 the identified .initial parameters,
where = the ?coVQriancé matiix is I and 101 respectiVely. The

1

initial parameters are obtainéd.from-the second order open

-
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. loop ‘plant model, equatlon (3 3) In F1gure 4.4 there ”is}_a
)fsl1ght offset due to the step dlsturbanCe in. feed flowrate.

Thus, the parameters d1d adapt to’ ellmlnate thlS offset (cf

' -Flgure 4, 11) .8, "fo is -slrghtly -1ncreased and € is
‘-decreased The decrease' in"ea‘.wasi very 51gn1f1cant.-ff

_In1t1ally it vas 0 0353 but after 90 m1zztes converged tO‘TV

0. 01 This. small value of eo results 1n hi galns and hence

_oserllatxons .durlng 'the correspond1ng durat1on~mof the -

L4

"-response. The run 1n Flgure 4.10 shows the effectm.of‘ the

‘..

'_estlmator w1ndup. The large varzatlons ‘n' process"f/o

P

'.3,var1ables 1n F1gure 4 10 are due ,to the effect of large~

Vchanges. inf_the parameter‘ estlmates at apprQX1mately t=303fﬂf

minutes as shown in EigUre 4 120 The est1mator w1ndup_.

"Q;matrinhrat' that p01nt. The h1gh1y - 1nflated parameterﬂtir
i'estmates are no longer useful for pred1ct1ng the evaporator;
‘.output and consequently the process output has n ;offset.j;
-The' est1mator does attempt to reldentlfy the parameters butf:
: the covar1ance matr1x has shrunk after the fxrst dxsturbnade;d
X so that the parameter est1mates can not change at all (cf N

AFlgure 4, 12) even “in ,.the presence of negatxve step?4lf?f

'drsturbance.
NN

f(2) Forgettxng Factor°‘As has been dlscussed 1n the prev1ous;§§77“

}*parameter estlmates have converged Th15 can be noted lnrfrihi

| '7“resu1ts from large;-diagonal~.elements‘“ofh theQFovarxance_f;

.‘ihpexamples the covarzance matr1x of the RLS estxmator can,f“ﬂ'

v 'become very small in terms ;of, 1ts norm even before theQ{{?*f
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Figure 4 wahere theje is. sm 11 offset in the outp“

_by adaptlng the(parametersf

e haVe'any‘ effect -durlng

98

presence of a p051t1ve step ‘1stUrbance lin feed flowrate

‘The parameter estlmator ‘trigs to compensate for thlS offset

ut the norm of the covarlance~

"matr1x and hence the adapt1Ve gain have - hecome too small to

}pft1al phase~;of th »-feed ,

‘the
dlsturbanCe To solve tHls an exponentzal forgettlng.

factor term of 95 that contznuOusly dlscounts old data 'was'

' 1ntroduced inA the parameter estlmation law (cf. equat1ons_
"3'4 26 to 4v28) The result is shown .in Flgure 4,13 where the

'»offset 1s el1m1nated at the cost of more fluctuations in the

process I/O varlables and large var1at1ons of the parameter'“

‘estlmates (cf F1gure 4 14) F1gure 4 15 shows the parameterp

. devlatlon when the forgetnxng factor 1s set to- 99 .A the"‘

(

forgett;ng factor is decreased the process var»ables become o
_4»more osc111atory. For .the evapOrator 'appllcat1on xt vas

.found that a choxce of forgett1ng factor slxghtly less than

N :
unity, §¢Y' .99 ,,995- wasy_sufflc;ent to prevent the :

cobariénce | matr1x  “from iShrinkinngor loosing” pos1t1ve¢;
”fdef1n1teness.~pif"thef forgettlng faCto; ;fis“7 ;99.1 then_
ﬁfapprox1mately 160 data points shohid"be ’rémembéfed; to -

',“”dlscount the fxrst data poxnt to 20% of 1ts< or1gznak Yalﬁe;vh

ﬂﬁg:}(cf.iequat1on (4 33)) 'th?u ;f'; 1“]<~:l~ e

’f724 5 4 we;ghtzng Functions

SRS

the present s1mu1atxon study 1t has been shovn that

'°35a1though h desxred performance ._fﬂﬁetﬁé' product

i ¢
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Aol
: -

| concentretioh;féé, centge achiEVedfhosihg the éTﬁ ihf“thep‘;
preéenoe(ofmiééi'step.Changes in feed;flowrateg the varﬁahce'
' -Ain’the‘manipuiated,variable_is undesifab%y latge ahd in fact
" the control ﬁaction is’.aimost' of a bangfbané'type,'This
excessime' control ection causes closed loop ;stehiiity
> problems when applbegv to the actual eéaporatort fh this
sect1on the use of weighting functlons,'P(z ') end Q(s'?)‘
'ih- the _‘quadratic petformance 1ndex is 1nvestxgated to
B resoive theé problem ot vigotous- control actlon -w1thout
1mpar1ng ‘the o\tput performance.' | - t;% |
Several Q(z") funct1ons were trled 1nclud1ng ~constant.
weight1ng and pure 1ntegra1 actlon. Pure 1ntegral we1ght1ngx
st111 ‘gave osc1llatory reSponse but. the control act1on ,wes 
) smoothed s1gn1f1cantly ~ The reason~for the-ose;llat1ons is
explalned 1n the experlmental sectlon .to* tolioﬁ. 'Fihaiiy
-jGEQE;') »1n form of a PID wezght1ng term was cons1dered Thls’}f
achieved the de81red control objectlve satlsfaqtor;ly.o
Figure i‘4 16 and 4, 17 show ‘the effect of thef Q(z;f)

wexght1ng. As can be seen »from 'the flguﬁés the control -

N

erformance. These vesults are dlrectly Jcomﬁafable w1th.

those obtalned w1thout Q welghtlng in the preceﬁlng sectzon,;'

': o e. 9. F1gure 4, 5 4. 6 etc.4 .“.e.7f5i‘§‘7¢{g§{¢;fm‘
;;' | The P(z‘ )- and R(z“) welghg1ng 1s for servo controlkfhj.
:'i_; and the effect ofthe P(Z“) (1~'82") shown i. Figure
4 18 wh;ch 'h; be~ compared wath the base oase,‘1 e.hh;f

P(z")zt 1n Flgure 4 19 The varxatlon of steam in the baseq;:“

s1gna1 rs dramatlcally smoothed w1th ﬁhe.hreésonable C2 's"
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case is mogé'§évere than with P(z ') Qeighting. As a result
of these simuiatibn runs, it was concluded that Q-weighting
1s necessary to get the desifed control performance oh the
evaporator and PI/PID Q-weighting is one of possible design
functions. | .
4.6 Expefimentél Study

In the previous section the propérties of éTR/C‘ were
investigated~ in a series of simulation runs. Based on the
experienée obtainéd in these sfﬁulation :uns'fhe STR/C was’
applied to the experimental control« of the pilot scale
double effect evaporator. The—expérimgntal procedure as well
as the computer-controiléd evéporator system is described in
chapter three. This section presents the experimental
results obtained ﬁsing STR/C in detail and the general
conclusions. are 1included in the last section of this
chapter. A summary of the STR/C expgrimental runs conducted

is presented in tabular form in Table 4.2.

4.6.1 Experimental Evaluation of STR

The experimental evaluatio.’gﬁysTR on the pilot plant
evaporatq%b verified. some of éﬁe results observéd in the
simulation study but in most cases the éxperimental
performance was sigﬁificantly worse. Application of the STR
to the evaporator in the presence‘of a'step change in feed
disturbance caused excessive manipulation of the steam

flowrate and as a result the closed loop system became
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oscillgtory and then unstable. One such result 1is
illustrated in Figure 4.20. In an attempt to> resolve this
sikuation various experiméntal runs were conducted: control
'of_ the evaporator with longer éampling ‘time (128sec,
1805ec); with different model order; with identified initial
parameters; and with several different covariance‘ matrices.
The <choice of process model order was varied from‘firSt‘to
third 6rder and the initial model parameters, which ére the

most significant variables in determining the pérfprmance of
the STR adaptive céntroilér, were based ‘d; 'the:'followihg
models. . I _ | . L

1) Time domain modelﬁ’(equationé (3.2), (3.3) and (3.4))

2) Time se}iés.quel (equation (3.5)). | |

3) Fifth order state épéée model (eqﬁation (3.6))

4) Model obfained bfibackg:0und identificatién with RLS
All these approaches résulted_ inv'unsatisfactér} response
similar to the one shown"in Figure 4.20. Chané observed
similér evaporator fésponses and’wés~‘unable to démbnsrate
satisfactory control of the evaporator using .the STR
algorithm. One reason for the_uhstabie,éséillation -is’ that
the -leadihé @cgefficient, éb,' of "deYnomial,_E(z}‘) in
equatién (4.18) (Néte if there.is. no timedelay e§=bo),'ist
small .signify&ng' a high g&iﬁ oria father senéifﬁxe system;
Secondly ;hé highly'ihteracting nature of the evaporator -
output with réspect.to=othé;\input:and butpﬁt:intérmediary
 variables is_anothe; cause of’cdnt;ol difficglties. Thi$ mgf' '

be explained physically  as :follows:liin Figure 4.20 the
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product concentratzon c2 dgops ibecause of “thé.ipositive'
‘change in feed flowrate, Whlch also causes the 1ncrease in
the f1rst effect holdup,_w1, and bottoms flowrate, BI. \Now,}

fthel steam »flowrate _1ncreases to compensate the feed

dlsturbanCe according to STQ control law. However, 'thei
:contfol actlon is. too drastlc because of the small value of.
€0 Once the output overshoots the deszred value the steam-h
flowrate--decreaSes 'sharply agaln due to the small eo. When
the steam rate 1s low the f1rst effect holdup is?.1ncreased--
'due»;top reduced b01l1ng f- glycol solutlon and hence the

:f1rst effect bottoms B1 1ncreases as well When. the steam,
flow -is/ 1ncreased B1 is. decreased for the same reason.‘In
‘thlS way the flrst effect bottoms, B1; osczllates or changes

_1809 out' of phase w1th the steam behavlour affecting thef:

product concentratlon c2. Thus, if steam fluctuates, all the(If

pevaporator . varfables‘.‘start ‘05c1llat1ng This phy51cala"
'1nterpretatlon together u1th the: grahpzcal demonstratlon Sin
'Flgure 4 20 expla1ns the hlghly 1nteract1ve nature of theff
'evaporator.,‘~ % o | ‘ | d‘_
From the_ experlence ga1ned from the above exper1mentsV,

vthe 1mportance of the controller galn, 1/eo,, became c&ear.:'

.¢he effect of eo 15 shown in Flgures 4 21 and 4 22 where e°_3a1

;is”xncreased from 0272 based on equatxon (3 5) to .1 and 2p:15

’respectlvely. o n F1gure3 4 21 after one and half hours eof

iaga1n decreased (through RLS 1dent1f1cat1on) 0267 <Ahd;,.

hhence ;the var1ables once agaln began to osczllate towardsffv‘

./. M

,the end Of the run., As -f 1ncreases thef response fs'Jf



11;1.
) stablllzed but has a blgger offset (Flgure 4 22),”Note that
1ncre331ng T is the same as_ ;ntroduc1ng a eOnstant
;Q—weighting in STC. | :
}Theﬂn-oVeraIl - conclusion from theae ‘ serieeFA_ofo
':e&periment%i runsJiS»that STR control of the ‘evaporator"'
resulted-"in-unSatisfactory control .It wonld-seemzthat some
@form of smoothzng on the manlpulated varlable (for example
'through approprlate Hcontrol welghtlng) would dresultx'in
"hftmprerd control. Thie iS‘the-subJect of d1chSsion.'in ‘the
. follontng.section."'f: y | | |
._4 6 2 Experxmental Evaluatxon of STC
A gzrles of runs were conducted usxng the more general
fver51on of Clarke and Gawthrop s STC (1977) to evaluate the
‘tperformance of ‘this controller'd on~'the pllot ’scale'
d.evaporator. The ob3ect1ves were to ver1fy ;the.’51mulat1on
_results ‘and experlmentally demonstrate the 1nfluence of. ‘the.
’Tevarlous de51gn parameters on the controller performance.- inh
"vtthe rema1n1ng part of- th15 sectlon the follow1ng 1tems Q1ll;“
'h,be dxscussed followed by a set of conclus1ons.d“. |
1) The cho1ce and effect of we1ght1ng functlons Q(z f)?"’
" and P( ) on the performance of the STC | ,—
2) The cho1ce and. effect of model order and inltlal model_
parameters on the performance of the STC h -

3) The choxcerof desxgn parameters for the RLS est1mat1on>u“'“

i law- covarlance matr1x and the forgett1ng factor



51) Q and P welghtxng Functxons- F1rst of all to ellﬁinate -
the offset and also reduce the éxcessive control effort
integral_Q4weighting-wasllntroduced, i.e. Qfz ")=X( -z '),
In‘ Fzgure 4.23 Q(z")--8(1-z"5‘ and e,=.2 were used The
offset is gradually reduced but the response is. osc1llatorxk
In“flgure ‘4;24, where Q(ZT‘) was .2(1- z") and €, equal to
.. ,ioffset is feduced howeVef dthe, reSponeé is eventuelly
even more osc1 latory The reason for the closed loop system
1nstab111ty can- be explalned as follows. the closed loop-"
stablllty of the STC 1s-dependent'upon~thejroots of equatlon‘
(4 36) in sect1on 4.4.3. From “the time series evapOrator
: ~model on. wthh ‘the - 1n1t1al pacemeters"of the above
cexperimenFS-were based;*the locatlocs;of-'closed, loop - pole‘;

',afeccalculated asfeﬁfchction of A'and shoWn'id'Téble 4.3:'

Tableﬁ4;3.CloSed-Loop Poles gf»gg EQéporetor‘Model

%‘;d,l? e élosedjloop’pole‘locatiohs'(3'poleS)“
RN ry l[»r?' T (complex conjugate pa1r)//’
0.1 .e714 | ,7612 % .76903
1.0 'e188 . | . .9974 % .33253
5,0 .6758 1.0030 + .1632F ° -

10,0 - x .11873

.6889 * | . 1.0010 & .

';"jAs %”iﬁtreaseétthe*closed*looﬁrCOmblex'poleé'migrate ﬁowardf'

R the unlt clrcle and’ evently out51de It wh1ch leads to

'dfflnstablllty Thls analy51s suggests é_ smalier A\ at . the,f

";expense of a exce551ve control act1on (Fzgure 4 24)
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l_‘Srnce 'the'.integral type of Q?weighrihé coeld nor'
_elihinate "_the ,»offset and stab1llze the responser
“'satlsfactor1ly, PID type and PI eype Q- welghtlng as referred
toﬂ‘in ,sectlon 4, 4 3 lcf. equatlon (4 38)) was 1ntroduced°
w1th P and R being set to unlty The coeff1c1ents of the PID
type Q polynomlal were set to values of the discrete PID

. eongtantsegiﬁen}fn Chapter rhree;vi.e. |

ST %

o : (10.88 - 15.48z" ' + 5.42z7%)
Q ' (z7") = ‘ ————
' .o (1ﬂ'_- z™ ')
The response based on thls wexght1ng functlon showed large
'osc1llatlops even" though the slmulatlon result (Flgure 4.18) -

--,;sfactory. Therefore7 tuning qux.the | -Q-weighting

:rs'?wéer.reQUireQZ The PID type Q-weighting needs
_ﬁredietioh error than PI tYpe‘veighting-and proved

Q'Sitive' to }the change of = coefficient 'in the

_omlal Furthermore its performance d1d not prove to_.
;tlrely satasfactory; In contrast PI type Q- welghtlng'
fatlsfactory response and" its tunlng "(runs RT2013 ;14{»{
plotted)) by suitable ch01ces of proport1onal galn

fintegral tine yielded the folloving 'best' weighting

: ('34.:5‘ - 2 92"‘)

(1 * oz ‘)
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‘With this Q—Qeighting‘function‘the'effect of model order;
_initral. model parameters and the RLS design factors were
' inuestigated individually.
2) Model order and 1n1t1a1 model parameters' In Flgure 4.25
‘a second order model was used with the ab0ve Q—welghtlng‘
factor and Figure 4 26 represents the correspondlng resylts
obtalned us1ng a thlrd order model These results comfirm
the ‘s1mu{at10n results that a second order model performs
‘better than a th1rd order model | |

Slnce the inltlal model parameters are 1mportant to the
control performance. the’ effect’ of the 1n1t1al model’
"parameters was examlned u1th the PI form of Q welghtlng
: Flgure 4.27 the" 1n1t1al parameters were calculated based ~on.
‘the‘°f1rst_ order time delay model, equatlon 3. 3) and in
Eigure 4,25 the corresponding initial parameters were:
,vobtained from ‘the second:order curve-fitted modeihfequation
(3. 4) The first order ‘model resulted’in a blgger dev1atlon
in the product concentratlon. Note that the number of
parameters to ‘be estlmated is flve and four for the \flrst
forder and the second order model respectlvely.. |

These exper1menta1 'runs 'show. that‘ a second order
\

:pred1ctlon model performs better than a flrst order or. thlrd
"‘order mode for a short term regulatlon ‘off the evaporator,f"

-_whlch ver1f1es the 51mulatlon result.p ‘,,w; L S
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3) Initial covariance matrix and a forgetting factor of RLS
estimation law: Because of the sensitivity of the evaporator‘
to paraméter variatibns, the effect of the initial
covariance matrix was restricted to small values, i.e. 0.11
and 1 indicating goéa confidenée in the choice of 1initiédl

parameters. The effect of 1large values of the covariance.

matrix could " not be evaluated due to poor - control
. . -
-

performance. Figere 4.28, 4.29 and 4.30 il}ustra;e the
contr&l perfofﬁance with the initial covérfance matrix set
to 0.1I. These runs, especiallvaigures.4:28 and 4.29 can be
compared with Figurei4.27 ana 4.25 respectively wheré the
initial covariance is set to I. In both cases the control
performance is worse with the initial covariance set at 0.1I
resﬁlting from siéwef parameter adaptation. |
The simulation study showed that a constant forgetting
factor generated more oscillatory I/0 variations due to the
inflation‘of the covariance matrix. ‘Similar effects wege
‘observed in the actual application to the pilot plant
evaporator. ?igure 4.31 shows the efféct of a fcdhstant'
forgetting factér (p=.95) .and_ the resulting ésciliatory-
_ response as éompaced. to the result  with no (or unity)
forgetting . factor case in 'fiéure 4.25. ‘Foru,loné-_term'
regulatioﬁ of the evaporator a variable fofgetting factor i$
'rééBmmendéd._' a o ’ : ’; © 'vug .
'4)‘Setpojnt‘tracﬁidg: The-wagighting‘ygs‘ also applifd in
‘thé.,PI.'formuxto ‘examine_ robustness to setpoin;_cbanges;‘

!
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‘Flgure 4 32 is a response to +?0% setp01nt changes and the

-—

‘de51red performance was achzeved Note that the STC w1thout

Q wezghtlng can not handle any setpoznt changes.'
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4.7 Conclusions
. In . the simulation study, STR gave satisfactory output
performance éven with poor. 'ihitial_- parameters . and

conditions. ver, this was at the expense of excessive

control variance fwhich . would not ' be acceptable in any

prqctical épplic tion. : - 1

2. 1In the exp€rimental study the large control variance

under 'STR control ~could not}be_eliminated by qhanging'thé_
sampling time, model order; initial model parameters or the

- design constants of RLS.

3. The coﬂtrbl-variance WES'redQCed to é_ aesited level by
imposing  yeight%nq coqstfaints.in'the.pérformance index of
‘the éelfftuning ﬂqohtrolier. Specifically, the PI type -
' Q¥weighting:,resul:ed in the _désired 'perfogménce and was
robust wiﬁh téspéct'to tﬁe-choiCe"of initial_pafameters' anq

. external  diétﬁrbdnéés. This'facility to weight the control
-or iraqk&hg é:ro;' aﬁdl'ihe control GariableA‘iS' a Vgry

important one from a practical point of view. -

_4;”The.ch§icé of a secoﬁd order.modgl structuréjpfpved.to-bé'
most";satisfaétbiy_ for a shdrﬁ'-term Eoﬁﬁrol of -Egé
evaporator;‘This could haVe been due'to'é'céﬁbinafion"of' a
~ better &$bdél' fit 55-'_wéll"as 'féwériiparémetefsv fOfi'

~identification as compared to a~thi;d:prder‘model;,



5{ Simulation by itself, is not.'a

evaluating STR/C cont;ol«\of  the

evaporator response and the value of

are significantly

different

experimental studies.

&

n
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satisfactory means of .
evapératof. The overall

the "design parameters .

the simulation versus



5. Adaptive Predictive Control System (APCS)

;ls an adaptive controller designed to control
L;lnvariant but | unknown parameter - systems
5tto \{b0unded' stochastlc noise -and unmeasurable
@Ees,.However,.this scheme can also be applled to a"
::eral class of contfol problems 1nclud1ng slowly
lslant and nonllnear processes. The adaptlve mechanlsm

!

bis  the key feature ‘to this adaptlve'controller’ls .

tim

whi
' extr; ‘iy s1mple to 1mp1ement. Therefore, from the practlcal
poiotf ?f v1ew, APCS is an’ attractlve, reallstlc controller.
:In theihleld of adaptlve control one of the: 1ong> Stahdinoa
fquestioffahas.been,‘"Do parameter adapt1ve controllers whlch
Yield ; l‘otlcally'stable closed 'loop ,systems- actually .
| exist? .“linear “tiheéiovariaht systems’" “The real

51gn1f1cance of APCS is "in render1ng ohe' of the first

aff1rmat1ve answers to this questlon. In'other words; APCS

” guarantees that the - outputs 'ofg the proceSS n. QUQStIO"Zl,:A'

asymptotlcally follow the 'de51red' output sequence for all“p
'1n1t1al states, and achleve fthe:-control.-objectlves”_wzth.”

,bounded'1nput.sequences. f ;f"',.l" .

The de51gn of APCS is. based:'on pthe‘ follouihg three_”'
';pr1nc1ples proposed by Martln Sanchez(1974 1976a;3l976b)"
| The control vector is chosen at each tep‘Aso? that theh:.
7pred1cted output is equal to the des1red output vector. .
o . Lo SRR :

| 1'2'9
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2..Thenesfimated parameters‘are updated_in_‘order to solve
the predlction problem, l.e. minimizatlon'of the prediction
T error. Therefore,»they.are ,noty Aln general, required'\to
”Converge to the actual process parameters.

3. The de51red output vector 1s chosen- at each step by a
'ldrlver 'block\ to belong to,'a de51red process 0ut t:
ﬁtrajectory that satlsfles a spec1f1ed performance crlterlon.
The‘ schematrc dlagram O(\APCS is shown in Flgure 5.

} ;where these pr1nc1ples are Qonceptually presented as a block

dlagram. The control block performs exactly as descrlbed in
the-first pr1nC1ple, It_the des1red output i$ constant, i,é;-V"
~ regulatory /control, the control etforts.are'calculated}SUCh
;thatthe'effectsf'ot disturbances ~are offset. by -control
actlon.;_Inc this case’ the calculatlons are 51m11ar to the"
STR The estlmator block est1mates .the parameters :of- the -
adapt1ve predlctlve model based on the process I/O data in
:Vsucg a way that the predlct1on error, i;e. the error between
the:‘.actual : process output and thej_model. outputj cis o
.imininlaed. The predlct1on modfl is generally a llnear,a

vector difference_ equatlon butvthe order of the model need
"not to be the ‘same as that -of the real process This 1mp11es
‘that the 1dent1f1cat10n problem of - optlmal control theory is

‘replaced by an estlmatlon problem Note aiso that the ch01ce:

of ,the_ adaptlve pred&ctlve model affects the steady state*ﬁ

control perﬁormance as well as the tran51ent response when:_[

R the” bas1c APCS algorlthm 1s used e. g a poor model could}.

"result in offset in;}the‘ controlled varlable. »The third
. - s ) B S o 1

-
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. briefly states the 'dfiver block' wﬂich can be 1nterpreted
~4 as an extenslion to the traditional concept of the 'reference
model' . or P-filtering of STC for servo control. At each
sampling time the driver block, based on an operator
speci@ied setpoint vector for a future sampling time,
generates a desired process output vector which. belongs to
the optimum process output trajectory that satisfies a
specified performance index. In addition, an appropriately
designed driver block can also provide a basis for handling
problemé such as nonminimum phase systems. In this study the
evaluation of designs 1including the driver block is

excluded. It is assumed that 1t gives a bounded desired

output at -each sampling time.

5.2 Literature Survey

In His doctoral tﬁesis published in 1974,
Martin-Sanchez introduced the concept of predictive control
and combined 1t with a rather simple parameter adaptive

algorithm. The thesis 1is i@éspanish but an overview of APCS
’ﬁ}[:‘?\/

was published in Englishé?@y Martin-Sanchez (1976a). An
extension to these ré;ults g% handle MIMO processes with
time-delays together with the general principles’bf the APCS;
method, was filed as an US patent by Martin-Sanchez in 1976,
.The algorithm was designed based on Popov's hyperstability
criterion (1963) and a Lyapunov basegf gradignt, error
" correcting method [Nagumo and Noda, 1967} Mendel, 1973]. 1In

1978 Goodwin et al. preéented an adaptive control algorithm
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using predictive control for discrete, MIMO, deterministic
s&stem§ and included a mathematical proof of global
stability and cohvergence. It 1s interesting té note that
'fér the case of delay-free discrete systems, th¢ ‘projection

algorithm I' proposed by Goodwin et al.fis identical to the

APCS scheme suggested formerly by Martin-Sanchez (1981),

Extensions to the original doctoral work have also been
made to include the driver block concept [Martin-Sanchez,
1977). Basically the driver block transforms the extergally
specified - setpoint value into an ‘internal, thsi;ally
realizable value in such a way that a specified performance
index is minimized. However, the main theoretical extension
wés published in papers by Martin-Sanchez, Shah and Fisher
(1881c) and Martin;Sanchez (1982). 'In the early ‘'work on
APCS, Martin-Sanchez (1974, 1976a) showed the convergence of
the tracking error of the APCS algorithm wusing the
hyperstability theory and the passivity condition. However,
stability, 1in the 'sensé that‘conyergence 1s athieved_with
bounded I}O sequences, was not rigorously proved. 1In 1981
Martin-Sanchez, .Shéh- and Fisher published the mathgmatiéal
prdof' of convergence and stability = under reasonable
assumptions on the. process - and its' uﬁmeasurablé
disturbances. This was accomplished'fhrough the'modifiéa;ion.
of the original adaptive mechanism fo include an adaptation-~
on-off criterion. This result has been furthe; exfended to

cover general time-delay systems [Martin-Sanchez{\1982].
o \\ !\\
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'Recently, Goodwin et ai. f1981)' also :présenteal a
globally ;onvergentvadaptive'control schem; ‘for discrete,
M;MO, stochastic processes. However, from the practical
. point of view,‘APCS.appears to be more flexible in the sense
that the ‘disturbance condition is more moderate . and,
further, thg APCS adaptive scheme turns on and off when
necessary, -i.e. depending onAwhetherAthe control error is
~within or outside a'épecified bound, whereas the scheme of
Goodwini-et al. reduces its estimator gain continuously‘so

that 1t eventually stops adaptation after a certhin period.

This will be discussed in detail in the discussion section.

There have also been successful applications of APCS

to: the control~ of the highly nonlinear F-8 aircraft

[Martin-Sanchez, 1978)}; & distillation column which is
nonlinear and has relatively long time-delays
[Martin-Sanchez et al., 1983]; a mechanical blood pressure

control ‘system; simulation of several chemical .processes
[Martin-Sanchez et al., 1981b]. Some of ' these applications

are discussed in the paper by Martin-Sanchez et al. (1983).

5.3>Theory.A

This theoretical overview éf APCS thequ is based on
the paper by Martin-Sanchez(1982) whiqh,descriges a 'bésic
APCS}, i.e. one without a driver block, but includgs theQ

stability and convergence proof.

i
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5.3.1 Derivation of APCS

Let the actual process shown in Figure 5.1 be described

by a discrete, multivariable, ARMA representation.
Y,(k) =e|o¢,(k‘d) +e‘U,(k—d) + E(k) (5.1)

where
s}

$,(k-d) = [y, (k=d) -+, u,"(k-@-1) ---,

z,'(k-@) ---, w,"'(k-4d) ---] (5.2)

i.e. a vector of past\values of the actual ptoCéss 6utput
vector, y,; control input, u,; for éeherality, other prbcess o
variables) z,; and external variables in.the vector,'ﬁ,; The
input and output vectors are-assumed»to;be of dimension ﬁ.
The dimension of ¢, dependé on the as;umed order of the’
process representation.vlnﬁéger d denotes the gthé process
time~delay including sample kdela&. E(k) repfesents the
efféct of unmea;hred disturbances on.the process out:’put:.'e,-o
and O, are the procesé ﬁsfameter matrices to be estimated.

‘.
L}

The available measured process variables differ from
the actual values due to measurement errors plus noise,

etc., i.e,.

(k) = y, (k) + ny(k) Ty

u(k) = u, (k) + nu(k) . . O (5.3)
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and the corresponding measured ¢ now becomes;

¢(k) = &,(k) + Ne(k) (5.4)

= [y‘(k) S ut(k-1) }.., z' (k) —-;,w‘(k) ...]

where N®(k) is the noise component of &(k). Substitution of

(5.35 éndA(5.4) into the model equation (5.1) gives;
y(k) = 6¥(k-d) + A(k) (5.5)

where
e = [8,,,8,] = process parametér matrix
$'(k-d) = [®'(k-d), ut(k-d)] = proceés 1/0 vector

\ N$* (k-d) = [N®t(k-d), nu'(k-4d)] =>noi§e vector = |
a(k) = ny(k) - ©-N¥(k-d) + £(k) -  ,, : L (SKG)

A(k) is refered to -as the pérturbation vectqf;-

& R R _ | \ .

\
\

The description in (5.5) can be wused to represent a\\
general «class of stableFinverse~ processes. The unknan
parameter métrix, e, is'gdap;ively estimatea by the APCS
estimation algorithm described below}‘ fir§t, let. the a -
priori'estimation, ?(k|k-1), of thé ' process output y(k),‘.
based on the estimated'parameters,'9(k-1), at time;k-l; be

defined as;
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§(k[k=1)"= 8(k-1)¥(k-d) o (5.7)

- . L, . O o
Then, the corresponding a priori estimation error 1s given

by;

y(k) = §(k|k-1)

e(k|k-1)

L

y(K) = B(k-1)¥(k-d) | (5.8)

where the parameter estimates ‘are updated by the following

recursive relationship.

4

“a, (ke (k[k-1)#(k-d) y
(i=1,n)(5.9[

9.(k) = 91(k‘1) + ’
| 1+ a, (k) (k=d)¥(k-d)

where 8,'(k) is the ith row of the.prntess paraneter matrix
B(k),‘ and e;(k]k-1) 1is the ith compnnent-of é(klk—1). The
nonnegative scalar constants a; (k) (i=1,n),n as »défined
:Bélbw, provide 'the. means for stopping or continuing
parametef adaptation which is essenﬁial ifor the proof - of

stability.

‘ i)v'a%(k) = 0'if and only if 7 ‘
Iej(k{k-1)|'5 A},(a;o,Afd,k)-S 2A}¢,< @ .(5.10)
‘where the function A}, is defined as: ' ‘

\

2 +2g(K)¥* (k-a)¥(k-d)

A1, (g(k), AT, k) = Ave (5.11)

| 2 + g(R)¥* (k-d)¥(k-d)
with 0 <a;o< ®, and Ay 2 By = max |AL(K)]  (5.12)
. | 5  0<kSe N

P



138

In the .above 'eqdatiOns Ai(k); A.; and A,, are
respectivély-fhe ith components of the vettoré a(k), 4,
and 4,; where A, ié‘an estimate‘bf'a constant, uppef
bound Onvthe'ab;olute value of the perturbétion vector
for all k, and An-is the‘minimum value of this upper

bOUﬂd. ) . L]

ii) 8io < a(k) <. .d(k)lé é., < = if and only if
| e (k|k- 1)] > Alg(a o,n ,d,k) 204 S (5.13)
WAEre a;d(k)wgs defined as follows; . - |
(1) aielk) =a, e - I T 9
if e, (k|k~1)| > Bl g(a;y,B;4,k)
._whépe funct;on A.,(a‘,,Aid(k) iéfgiQen by (5.11).

211e;(k|k-1)| -8,

(2) él,§k) (5.15)

[2A,d te (k|k-1)|]¢ {k- d)w(k -d)

lf A.d(ajo,Aid,k)<|ei(k|k"1 |<A;d(a'i11Ai‘dr )

- Then, for all: nonzero a;(k) . the fbllowing inequality 1is
- féllowed [Martln Sanchez. gt él., 1981c; Martin-Sanchez,

1982},
e (k[k-1)] 2 Alulalk),a,,k) O (5.16)

'CbnséQUently;f along the solutlon of the adaptive algorlthm
'def1ned by equatlons (5 7) to '(5‘15)', the adaptatlon of
~~6 (k) will ‘be stopped at t1me k i. é. 8:(k) w111 be equal to .

‘.‘9 (k 1) 1if the absolute value of the ith compOnent of the a
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>
priori estimation errof, e (k|k-1)]% ﬁs'leﬁs than or equal
to A:,(a;o;A{d,k). If the adaptation is not stopped the
error cqrfeéting factor éi(k) can be choéen in an interval
greater than a selécted value a;, and less than or equal to
- aialk), which-have been defined iﬁ such a way that condition
(5.16) is ‘satisfied. The reason for this definition‘is
clarified in the stability proof by_Martin—Sanchez (1982).

The 'predictioﬁ y(k+d|k), at time k, of the proéésé
oﬁfput at time k+d, is given by; -

B (k¥ (k)

7 (k+a|k)

18

8o (K)¥(K) + 8, (k)u(k) (5.1

Iwhefe 6o(k) and 6,(k) are estimates of the actual process

métricesbeg'énd ej, and
oK) = 180(Kk), 8,(K)]
Thé ﬁo;responding p;edict?on error ;s
l"fe'(k\+.c.1|k‘i)‘v=-'y(kk+c‘.i)’.—:nj(k’:d]k‘) - | 4
' The‘control Qectog u(k). can be‘icalculated to make ‘the
Ipredicpedd Qu;put»,f(E+d|k) equal to th; aesired.oqtpgf,

yQ(k+d),,which is‘prescribed’ by the operator ‘or " by the

Loutput of the driver block. B N
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b

u(k) = 67" (k) [ys(k+d) - Bo(k)¥(k)] : (5.18)

<

In this control.laﬁ g;lculétion‘ 1t is assumed. that the
number of outputs is equal to the number of inputs and 6,(k)
is assumed to be .nonsinbular. It ﬁas been shown by
Martin-Sanchez et al. (1981c) that 8, (k) §an alQayg be made
noﬁsingulaf by selecting an appropriatg‘vset of' a; (k)
(i=1,n).A } |

The céntrol or tracking error, e(k),rwhich is equal to

the prediction error, e(k|k-d), is defined as; -
e : .
elk) = y(k) - yalk) . ‘. (5.19)

Equations (5.7) to (5.18) describe the basic APCS algorithm.
‘The important properties of APCS Tincluding stability and

convergence will be discussed in the following section.

- ' ) .
5.3.2 Stability and Convergence Analysis
| The  stability and convergence of APCS have been

established underfthe following conditions; = *':}-

i) An 'uppe;“bbund ~on the dimension of the process
‘parameter métrix.ahd ;;hé pfocesslltime-deléy; d, are
: knoﬁn. | |
ii)vThg'ﬁéf;urbatidﬁ vector Akk) in equati66  (5.6)  1§
bounded; Two}cases are ¢0nsidered$

(1) The géneral stochastic case where a: constant
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upper bound, A,, on the absolute value of &(k). for
all k is known and - .

B,4-0im = &, where §,>0 for i=1,n and

An = max  |A(K) | | (5.20)
O<k<o

A(2) The deterministic case where | €9

(k) = A, = A, =8 = 0 | (5.21)

'iii) The desired process output at time. (k+d) is known
at time k and bounded, i.e.

| lys(k+d) ]| < .>\2-<‘m, v ok
iv) The seqﬁence-{llw(k)ljf\is unbounded if and only if

there is a subsequence {k,} %uch that

(1) lim ||#(k,-d)|| = = and ‘
k, = N
(2) Jlyk) ]| >« |#(ko-d) || - a2, V k.

where a;‘ahd a, are finite scalar constants. This is
‘a standard result “for MIMO, ARMA, stable-inverse
pfoceéses of the form equation (5.5), whe}e'the_l/o
vectop'does hot include vector 2 and w, matrix 8, is
nonsingﬁlar and {A(k)} is bounded. If vector z and w
‘aré boﬁnded for all k, theif inclusion in the 1/0

vector does not violate the result,

The global stability and convergence of the APCS .are _

summarized in‘ theorem 5.1 for a process exposed. to

‘unmeasurable * bounded disturbances and/or to stochastic

noigé._iTheorem 5.2 is simply a special case of theorem 5.1

- which is applicable to deterministic processes, i.e. those
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witH no unmeasured disturbances or noise.

Theorem 5.1: Subject to the cohditions i), (1) of 1i), iii)

L]
¥

and iv) stated above, the following properties are true if

APCS algorithms (5.7) to (5.19) are-applied.to a process
described by (5.1) to (5.3).
a) [|#(k)|| <=, = VK N ;
b) There exists a finite -integer, ko such that
B(k)=6(k-1), v ok>ko S

-

c) ]e,(k)l < "’iu(aio'Aaark) < 24,4 (i=1"i.‘n)r v k>)'("o"d;]

Theorem 5.2:‘Subject'to the conditions i),](?) of ii), 1ii)
and 1v), the following. properties are true - if  APCS
algorithms (5.7) to (5.19) are applied to a process

<

~ described by (5.1) to (5.3).

IqJ(k I < o, vV k
b) lim [6(k) - 8(k-1)] =
ke ’ T

c) lim ei(k) (i#ﬂ,n)‘
k= ,

'Proof Proofs for these theorems are omltted for. the sake of -

brev1ty The complete proofs are in Martin- Sanchez(1982)
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5.3.3 ﬁeighted APCS

The basic form‘of APCS, i.e. witfiout a driver block, ls
. analogous to a dlscrete time, dead beat controller._ln other
_ words the ba51c kPCS results in mlnlmal settl1ng time plus
zero steady state error. However, the basic APCS also has
some af the same shortcomings as aead beat coatrollers, e.g.
excessive control siénals may vbe generated Qﬁich in some
cases cause severe closed-loop 6scillatioas. In rhiS'casé aA
detuned approach suca~as the pdla'assignment method .[Prager.
“and ﬁellstéad, 1981] or weighting on the maaipulatihg'
variable similar to STC, is able to moderate the excessive'
control signals associated with the optimal 'AéCS 'canrrol
law. In this work, to avold thevcontrOl probleﬁ created by
the large éxcursions_of the .inppt ~variable the ‘following
Atype of performance index was intronCed._It ls similar to -
the one used in STC. This approach.ﬁakes. the A?CS cohtrol»
algorithm more flexible and practical. |

{0

J = E{[P(z")y(k+d)-R(z"}yd(k+d)]2+[Ql(z"lu(k)]z}}(s.zz)
. . 4 . .

-

where P(z'l)fib'(z‘f) and R(z" ') are USer‘specified,_design.‘
pblynbmials in z;‘; The design and.'the 'effect ‘af 'thesel
pOlynomials ) arer 'diséhssed in sectlon 4;4:3. ‘The5’
'correspondlng control 'law can ‘be obtaxned by replac1ng

u-y(k+d) by 1ts predlcted value y(k+d|k) from equatlon (5 17)

'?-:ng the performance 1ndex wlth resoect to u(k)

7
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u(k) = Q"(z")[P(Z")y(k+d)—R(z")yd(k+d)lr ' - (5.23)
where Q(z" ") = @'6-Q'(2"')/po+8,. This control .law has the
same . form as .STC, equation (4.18): .The only difference is
‘that theuweighed, predicted output of STC is replaced by the'
'correéponding welghted  output obtained by the APCS
‘prediction law. In this way --the APCS can be directly
compared‘with the STC. °

5.3.4 Discdsaion of APCS

i, Adaotive Mecoanism :

" The 1mportance of fﬁe parameter. adaptive algorithm of
' an adaptive controller has already been discussed 'in the
previous chapter. APCS takes advantage of a‘ rather 51mple
; parameter estimation scheme A(cf.- equation (5;9)).“ The
parameter estimator can be thought of ‘a ’modified‘:algorithm
of * the v'learnlng method' proposed by Nagumo'and Noda(1967)
which ie-ba;ed_on.the:error correcting"training procedUre.
-The .differences~ are that the denomlnator term, x'x of theb
.learnlng method is replaced in the APCS estlmatlon scheme by_
(1+a; (k)x x) so that the p0531b111ty of dlvi51on by zero is
totally el1m1nated and secondly, }he\ error correct1ng
coefficieot :a(kl is ihtroduced into»tﬁe APCSméetimatof to
-facilitate.oroof*of.global;staollity'and‘comyergence.; -
“As can .be seen‘rrom_eduation ﬂ5r9), both‘the APCS and -
U;the learning mefﬁods perform parameter 1estlmation without.P

'_ﬂ, .
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-

using a‘procéss_I/O information matrix such as the parameter
‘covariance _matrix, used in the recursive least squares
esti%étion héthod. Thus, as far as ;mplementatfon goes, ’the
learning mgtﬁod is :extremelyv simple and requises less
computational effort than RLS br its eguivalent schemes. It
may suffer from 'slow- convergence and AOesvnot provide a
measure:of the accuracy of parameter estimafes (Morris eﬁ
ai., 1932)' becauée of absence of a covariance matrix. The
APCS estiﬁatof, however, does not suffer from “windup' as.
does.‘ordinary RLS, nor from 'estimator shrinkage‘-as does
élgoriphm proposéd'by Goodwin ék'al. for stochastic process.

The. estimator proposed by Goodwin et al. (1981), has the

form':' ‘ -
. abo : . l
Cb6(k) = 6(k-1) + ——— e(k|k-1)¥(k-1) (5.24)
' y(k-1) | *
y(k=1) = y(k-2) # ¥ (k-D)¥(k-1), y(0) = 1. (5.25)

where ao, is a positive scalar constant. The error correcting
coefficient ao/y(k-1) tends to zero as time goes on. This
- behavior is only acceptable for: time-invériant~ processes

where parameter convergence is faster than the rate of

-

estimator gain decreases.

Since | APCS has an adaptationA-stbpping. criterion
supervision of steady staté‘operation‘to prevent 'windup' is
not required. Also APCS does not require an extérﬁal signal

- 4 G- ’ ' : . ’ N b
- to give persistent excitation to the process. : .
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4
It the APCS parameter estimation scheme (equation

(5.9)) is closely examined, it can be seen that there are
two extreme cases depending upon the magnitude of the 1,/0
vector. When the 1/0 vector is very small in magnitude, as
frequently occurs 1f normaiized perturbation variables are
used, 1ts norm 1is negligiple, l.e. ' (k)¥(k)<<1, and the

estimator can be approximated by;
B.(K) 2 8, (k-1) + a,(kle, (k|k-1)®%(k-d), (i=1.n) (5.%6)

In this case the effect of the error correcting factor a, (k)
1s very sign:ficant and hence it should be chosen carefully.
If 1t is too large the parameter estimates may fluctuate too
rgpidly, which in turn regults in poor performance. On the

other hand, when the magnitude of the 1/0 vector is much

larger than unity, as occurs during large process
fluctuations and/or with the selection of specific
engineering wunits, the estimator equation can be expressed

approximately as;

. e, (k|k-1)%(k-d)
8,(k) = 8,(k-1) + ,  (i=1,n) (5.27)
¢t (k-d)¥(k-d) ,

Note that the error correcting factor does not influence the

~

parameter estimation at all. It is recommended that the
representation of the process 1/0 variabled should be in

perturbation and/or normalized form in order to make
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selection of the error correcting factor a,(k) easier.
When the 1/0 vector % increases . in magnitude, 'equation

(5.27) suggests that the rate of parameter adaptation

decreases. However, the error e, also increases .as ¢

o\
&

increases and it has been observed that the overall effect-
of large variations in the process I1/0 vagriables 1is to
. 1}

increase the rate of parameter adaptation.
Co )

2. Control law *

The control law of APCS 1s more general than the STR of
Astrom and Wittenmark (1973) in t%% sense that a éetpoint o%
reference value 1s 1introduced as part of the control
calculation. However, the APCS control law calculation 1is
also based on the certainty equivalency principle and design
is a stochasticAanalogy to a discrete parameter adaptive
.'dead beat' controller. Thgreforé, the basic APCS may ?e
expected to give ~unacceptable I/0 wvariations dGring the
initial startup period ‘if fnitial parameter eétimates are
podr. One practical way~to ilmprove the perfqrmance for these
cases 1s to pénalize the control effort by introducing a
quadratic cost functiOn as discusSed'preViouslé. The ' effect
and design‘ of the ,cost function will be aiscussed in the

simulation and experimental sections.

3. Perturbation vector

Since the adaptive predictive model of APCS does not

have to have  the same structure as the process being
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controlled, t he perturbation vector A(k) can include

\

- 'modelling vYesidual' as - well as bounded unmeasured
o

disturbances and noise if is assumed that the residuals are
bounded. In actual applications the exact upper bound of the

perturbation vector 1s not usually known for a particular

process. However, startihg with a relatively large bound for

A, ., ensures that condition (5.20) 1s satisfied..The APCS
estimator with this large 1initial 4,, will estimate the

parameters so thdt the magnitude of the control error is

bounded as defined by (c) of theorem 5.1. However,this large'

bound ma& not be satisfactory. 1If this is the case the
absolute bound on the perturbation vector cén be reduced
gradually. For each new bound, A,,, estimation will resume
and give better parameter estimates in the sense that the
norm of the parametef error‘vectof will be ;;aller. In this
manner the upper bound on the Aabsolute value of the
" perturbation vector can be brought close to the minimgm
xuéper bound, A,., and control performance will improve. If
the usef specified bound,‘ A‘;'is chosen smé}ler than the
minimum Qpper:boundp the parameter estimator will adjust the
parameters unnecessarily, which requires hdre computer tihe

and produces no  improvement in. control performance. ‘In

practice even though convergence of the parameter estimates

to their true/values-is not guaranteed, it is possible to

show that the magnitude of the APCS control error at the

‘steady'stateﬁ 1s bounded by the value that would be obtained -

if the actua# parameters were known [Martin-Sanchez, 1982].

N
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4. Parameter convergence

It is proven as part of theorem 5.1 that the parameter
estimates converge to constant values in a finite number of
sampling intervals. As discussed 1in the introduction
section, the adaptive predictive modél of APCS in general
need not eiactly match the actual pfocéss. If the predictive
model is not exact it will give an approximate description
of the process dynamics and the control based 6; “this
approximate process model may result‘ in poorer control
especially during transient periods. The important features
of the predictive. model used in adaptive control, are the 
"suitability' and 'adaptability' rather.than the exactness
of the process description, whiqh 1s almost impossible to
obtain in real "situations [Ljung, 1978]. The stability
énalysié\ of APCS  proves parameter convergence in a finite
number - of sampling intervals. Inaddition, tﬁe APCS .
estimatioﬁ algorithm produces a parameter error which is
ﬁonincreasing in its norm. In other words,. the parameter
estimates tend toyards values which decrease the prediction
error.

-

5.4 Implementation ' . , o

5.4.1 Initial Conditions

A basic APCS, as described by equations - (5.7) to
: ' ' : ' .
(5.18), can be easily implemented on a microprocessor or a

_minicomputer and’ used to control a variety of actual
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procegées.‘ However, before execution of the algorithm, APCS
like any other cOniroller, requires that some parameters be
specified 1n order to achieve the desired control
pertformance. These include the order and time-delay of the
adaptive predictive model, lower and upper values of the
error correcting faczor and an upper bound on | the
unmeasurable disturbances (perturbation variable a(k)).
First of all, £he choice of the initial adaptive
pred{ctive model parameters 1s an 4important step in the
- implementatioh of APCS. It 1influences not only the control
performance duriné initial transient but aléo the final
values to which the paraméters will converge, e.g. to which
local optimum the parameters converge. As stated earlier in
APCS-princible (2) the adaptive predictive model need not be
an exact description of the process to be controlled but it
should provide a reasonable basis for bredictYng future
*‘%;alues of the process butput (prediction prpblém). The
process-model, equation (5.5),, used by APCS is little \
different from that of STC, equation (4;1). If an equation
(4.1) t;pe proceé; description is- available it lsh0uld be.
traﬁsformed into the form of equation (5.5) in order to find
the dimension of the process model and the correspondiﬁg‘
coefficients. This can be done by successive substitution of
y(k-i), (i=1,--.d-1) or uﬁing the Diophantine equation .(cf.
equation (4.4)) and letting the stochagtic noisp_termhberthe

perturbation variable, A(k).

N
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For completely unknown processes the '5uitability"yand
'adaptability’ of the chosen model should be very carefully.
considered. In fact, there is stfong motivation to cénsiaér
low order adaptive controllers. Several pépéfs have aghieved
excellent low ofder designs [Goodwin and Sin, 1979b; Goodwin
and Ramage, 1979; Hsia, 1970]}. Higher. order. models‘in
general take more time to convéfge and more  computational
effort. If the order of the model is higher than that of the
actual process, the performance of the adéptive‘ controller
should be optimal, and the corresponding converged
barameters will contain a common factor unless‘one‘ of them
édnverges its true value. If one of them converges to the
true value the extra coefficients éf the .model. will tena
towards zero.

The time delay 1s perhaps the most crﬁcial parameter to
Ch00§§ in the apblication of discrete controllers. It is
usualiy represented in terms of an integer multiple. of the
éont:ol :interval. However, in real appPicatidns, it 1s
'impraqgécal to always choose the sampling time .such that'thé
system{LEfmé ‘delay can be accurately représentedh by ah
integer multiple since the samplihg time must be selected to
reflect the process 'dynamics as well as the p:oceSs'timé
'delay. In'general, disqretizatioh of ‘a ‘contihuous model
léaves. a fractional part of the pure]time~deléyh whiéh
int?oduces an extra system zero. This zéfé will migrate
0utside' the Qﬁit‘»circle‘ in the z-plane as the fractional

v

part increases from zero .to unity and thereby 1'give
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nonminimum phase behavior even though the process is minimom
phase. From a practical point of view, the time delay should
be chosen to be equal to or slightly larger than the actual
time delay (modified Z-transforms should .be used for systeme‘
lthat have a fractiooal delay). If tﬁe time * delay, 4, is
chosen to be less ‘than its true value, d,, the adaptive
controller tries to make the predicted d-step-ahead output
of the proceSs equal to the desired output using the current
control action, u(k).vHowQNer,_’u(k) can only affect the
actual process output;at d, sample intervals in the future.
Therefore, the cross correlation between the current u(k)
and the d-step-ahead output of the process y(k+d) will be
close to zero Which may result in a large control action and
a highly oscillatory response. In tﬁe»caseyhere the time
delay is siooificantly greater than the actual delay the
effect will be similar for analogous reasons.. |
‘The effect of 1nitial model paraﬁeters has already oeen
discussed in the section on~the'implementation of,STC.'The
choice of the upper limiting Values that 'determihes"the
errorl correctingf factor; a.,; depends upon the accuracy of
the 1n1t1a1 parameter est1mates. Larger.a;, should be used
;w1th poor initial estlmates ‘iq' order .toQ achleve faster
convergence. However 1t has been found that’ -even if’ltheo
iﬁitiai‘ parameters values are zero the value of air shouldv
not be as large as the covariance matr;x of RLS for-the same

case. ThlS may be explalned from’ the estimation equation. In

equation (5 9) the error correctlng factor, <ai(k); welghts
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each element of the 1/0 vector, ¥(k-d), by ‘the same amount.
Thus - each parameter edtimate changes by a,(k)¥,(k-d)
multiplied by scalar term, [e(k]k-])/(1+ai(k)w‘(k—d)¢(k—d)].
A vlarge a,(k) can make the parameter change too large and
thereby destroy a weil balanced set of converged parameters.
On the other hand, the lower. limits on a; (k) should be as
: .small as possible. If.aio is chosen to be Azero and the
disturbaoce bouod A,d to be egual to A,,, then APCS produces
minimum outoht variance. Note that, as discussed in the
‘previous sectioo, the magnitude of the dead zone in which
APCS parameter estimation is turned off, i.e. where af(k)=0,
is directly proportlonal ‘to the magnltude of A.d,_Therefore;
a4 should be set as small as practical (ideally Aid»Aim).i
The method of choosing 4,4 has already been discussed in the
previous section. |

APCS was evaiuated via av'eumber of simulated and

experlmental runs on the double effect evaporator.

5.5 simulation‘study
The properties of APCS, such as those discussed in the

preceeding sections, .were investigatein." a series ©of

“simulated applications to ‘the double effect evaporator. .

~ Wherever possible, the simulation conditions were chosen to
el ~ R

facilitate'compariSon of APCS with the PID, STC‘and SFC runs '

descrlbed in other chapters.
) Al ’ .

As expected based on experlence gaxned w1th "STC, the
choice of initial parameters and ‘design constants ‘was

<

,.‘. “ . . ) .> ‘ .
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critical. Several puns' were made to illustrate the effect
- of:

. model order

2. choice of initial model parameters

3. APCS adaptive mechanism

4. bound on unmeasured disturbances r
Unfortuna£e1y, these factofs in£eract and it 1s impéssible
to e&aiuate‘them individually. Moreoveg, it alsoc became
apparent  after séveral weeks of effort that for the
evaporator aﬁplicétion the performance using APCS was not
practicél or robust enough without the. addition of P and Q
weighting on the output and control'variablés respectively.
Therefore, several additional runs  were completéd‘using
weighting functiohs comparable to © those ~ that. proved
-particularly effective in the STC runs.

. A summary of the APCS simulation runs is given in Table
5.1 énd can be ‘comparable directly with thefSTC runs in
Taﬁlé 4.i anq the SFC runs in Table 6.1. Note that the APCS
runs described in this ‘chapter were done primarily for
compaéisbﬁ-witﬁ SFC ' and not " intended as an indepehdent
énd/drvéomplete evaluation of APCS. As expiaided‘previously,
. the adaptive law of APCS can be tﬁrned on/off at any time.
;@he,fstfaighf- line just abové the timéuaxis'ih the figures’
(cf..sigu:els.z) indiéates’whetﬁér adaptation is on (dqté}
~or off (blank  spa¢g). The next section discusses the runs’
individually. Tﬁe genefal ‘conflusibns based  op .both. the

simulated and experimental APCS results are included in the
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last section of this chapter.
5.5.1 Model Order

The order of the adapfive predictive model of APCS
"determines the number 6f parameters to bé estimated and the
controller dynamics. The following simulation runs
demonstrate the effect of”model ordervqn'thé#closed ldop
evaporator dynamics and the coﬁtrol performance. Basically
three different discrete models, first ordér, second order
~and third order, were ;ested. When the-predictidn model 1is
assumed to be first order with no time delay the basic APCS
control law is equivalent to:a variable gain’ proportiénal
feedback controller. Figure'S.Z_is ghe evaporator responsé
rwhén the first order model, equation (3.2) was used. The
~input ‘and output variables‘fluétuate‘unaccepﬁably as time
gqes on mainly Eecause the controller gain, 8,(k)/8,(k) , is
increasdl-as adaptation pfoceeds. Figure 5.3;>shows . the
éorresponding reﬁgonse when the second order model, equation .
(3.3), was used-in which case the oﬁtpug and the input are .
sﬁasilized compared to. those of the first Qrdér case. In‘
figufe 5.4 a thi;d order model was used ;o‘predict the
eVaporétbr dynamics and the initia; parameters were chosen
" based Tda éqUétiqﬁ’(3.5)} When the model order was .increased .
the'outpgt.yés not improvéd at;éllland manipuiéted variablés
\yefé «oécillatory due to the difficﬁity of higHer order
paraﬁéter e§£im;ion171n thfs"pérti;ula: apéliéation second

order appears to be the best predictive model for the
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evaporator control.

5.5.2 Initial Model Parameters
For a completely wunknown process; initial model
parameters for APCS are often set to zero except the leading
coefficient of-the polynomial corresponding to the 1input.
The control performance may be unsatisfactory bécause t he
control. calculation of APCS 1s based on uncertailn
~parameters. Figure 5.5 1s one of those examples where the
. ﬁnput and output variables are very oscillatory. The leading
coefficient “of the input polynomial acts aé a controller
gain in the control law calculation of APCS ana 1t - was
:observed that when the coefficient got smaller, the¢ input
and output varlables became more oscillatory. Note that the
true value of the leading coefficient 1s 0.014.
| Since the zero initlal parameters resulted in excessive
1/0 variation, the 1initial model parameters were chosen
“based on the models giQen in  chapter thrée. The initial
parameters used 1in Figure| 5.6 were chosen from the time
series model, equaggoh'.(é.Sf, and ;atisfaétory output
performance was achieved but the controller used too much
control effort. In Figure 5.7 the -nitial parameters were
calculated from ﬁhe first order model with time delay,
equation (3.3), and the control was worse than when the
fecond order model, equetion (3.4), was used (Figure 5.3Y{“

-From_the above simq}atidn results it may be concluded that a

e
.

~good choice o{/ staffbnp parameters is helpful in reducing
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e

the output deviation of the evaporator but fails to shooth

out the manipulated variable.

5.5.3 Adaptive Mechanism

Here, some properties‘of APCS -adaptive mechanism wiii
be illustrated by simulations using different values of the
error correcting factor alk). |

"The error correcting "factor is one of the- most
important variables in the APCS 'adaptiQe Dmechanism.‘lt
determines the speed of paremeter adaptation and also stops
adaptation  when necessary. In general, when. initial
parameter estimates are poor a large upper  limit, a,,, on
the error correcting factor 1is prefer}ed’to produce fast
parameter adaptation. Figure 5.8_énd 5.9 show two extreme
choices of the error correcting factor. These show that a
larqf a,, gives fast convergence of parameters \for the
output, A's (cf. Figure' 5.10). However, it also strongly
affects parémeters for the input, 6's which results in very

oscillatory 1/0 variables (not.‘plotted)» due to the fast
/chénges.in‘the parameter estimates.

As bointed' out in- séction; 5.3.4, when the 1/0
variations are - small the APCS adaptivevligw moves the
parameter estimates in the same dfrectibn whether -the error.
correcting factor is large or smail (Figure 5.8 and 5.9).,

"This results in slow identification of system parameters so

P

the findl values of -the parameters ~in tﬂis simulation were

poor. In Figures 5,10 and 5.11 the APéS adgptive -scheme is
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¢
compared with \the RLS methqd. Both methods gave fast
convergence of the coefficients correspbnding to  the 'input
dynamics due to the large wvariations inlthe manipuiated
variable. However, the .output polynomial coefficiénts
converged -Closer fo the true values When RLSfré;héf_thén
APCS adaptation was used. No;e that ;he true value of a; 1s
negative. Additiénal comparisons of the APCS adaptive law
with RLS are presented in chapter.seven;
5.5.4 Bound on Uhmeaﬁu;ed‘DiSFurbance‘ -

The bound, 4,4, on the unmeasured distu;bance vafiable
detefmines the range of thé adaptation -dead zone; The ideal
‘value Qoqld be the minimal upper bound which  is usually
unknown. ‘The effect of B4 on the control peffofmance‘was_
~ examined under‘thgiéssumption‘that‘it was unknown.. . When ‘A,
is set to zero (cf. Figufe 5.9, SP2003, 532004.(no;'plotted).
vand'Figure 5.8) parameter adaptatioﬁ proceedé‘gll Ehe time .
but -the corresponding pefformance is the same as the case
when Ad,se€ to O;005 (SP2004 and SP2005 (nqt plotted)) which
:requifed,‘lgss computation effort.‘;Note- thatl the'aétualA
' miﬁimaliupper bound on the unmeasured noise"isi 0.004 and
that setting'the.bound to zeyo,ﬁepresents a violation of thé
(sufficient) ¢6nditioﬁs-for:stability.}
5.5.5 Weighfed;APCS”'.'_jA-.‘ ': J_ ‘ ' L .: .
: All'fhe. previbu; s%mﬁlatiﬁn iregﬁlts:‘shOW"that' thé;;

_ . \ . ST A .

desired output performance can  be achievéd‘bug only with

3

ra
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control signals which are. unacceptably large. from an
‘application point. of view. Siﬁilar results were observed 1in
‘the STR simulation study, “but® 1t was noted that -  the
excessive cont;ol action could be successfully eliminated by
penalizing the manipulated variable. Therefore the welghed
APCS introduced ih section 5.3.3 was appiied "to solve .the

problem |
Q-weighting : The Q(z ') weighting function can be any
‘polynomial form but here, was restricted to the same cases
,that'were considered }qLSTC,‘i.e. ggnspant, pure 1integral
form aod PI or PID type weighting functions. AS in the STC
simulation study, constant Q- welght1ng gave an offset when P
X'.‘D

and R were set to unity: Thls follows directly from the
. : 2

performanee index equatioh (5 22) <When pure- 1ntegral

- Q-weighting  was -introduced the output response was

: o S . o
¢scillatory for the same. reason gigen in- section 4.6.2. -

Thus, Pl and. PID type waeightingsvweréfmainiy considered

and for the comparison with the results of STC, the"samev‘PI

- and PID de51gn parameters used in STC were employed. Figure "

(

5.12 and 5 13 show the effect of Q-weighting which are:
comparable 'to the correspondlng results of STC showo in
Flgure 4,16 and 4.17 'respectlvely in.'contrast with the
*non Q welghtlng presgnted 1n the prev1oﬁs sectlon both cases”
remarkably smoothed out the control signal in addition. to
_'improving cooerol performahee. No difference in‘ﬁhe control
performance was obse}ved_whether the weighting funcéion' was

PI (ﬁjgure 5.12) or PID (Figure 5;13):tYpe. Thus, Yn Figure

i
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5.14 PI .type Q-weighting was"'aiso applied to the zero
1n1t1al parameter case represented in Figure 5.5. Alth0ugh
'the initial dev1at1onv 1? C2 of Figure 5.14 is.largerbthan
the case 1n1t1alized w1th well 1dent1f1ed parameters (Figure
5.13) \the des1red output performance was obtalned with &
moderate 1nput varlaﬁggns. Figure' 5. 15 shows “the response
when the predictive model was thlrd order and itdis'similar
. : o - a -
to‘the'seCOnd~order~case-iniFigure 5.12.
?-weight(né é"The P(z'f) weighting function,.which
- coyld be interpreted as'audriver block in the sense that it
filters 'the setpoint'change‘given by the operator, was used
for a servo control 51mulat1on. One simple example,t Figure
.S.fS;v clearly ”demonstrated the effect of P- we1ght1ng The
'.correspond1ng fion- P~ welght1ng example is shOwn in Figure
. 5.17. Note partlcularly thevdlfference°in-the~manipulated
: . : .
:yariable;
ST RS
.s;ﬁvgxperimental}study
' .~in'the'previous section the properties\o;}APCS and the
gcCharacteristics :of<~‘the.'doub1e etfect evaporator 'were
1nvestlgated in a series of 51mu1atlon stud1es The 'reSuIts
iobtalned from these s1mu1atlons were. used 1n the design of a
nsgt_ot.experlmental runs ‘on the pilot plant,, doub}e effect e
ceuaporator. This section. presents some of ‘these APCS
:ekperimentai resulfs\and ‘compares kthém nith ‘eXperiMental,
‘.reshlts from = STR/C and w1th conventlonal PID control A

acompiete list of exper1menta1 runs isf‘in_ Table 5.2 (cf;
‘ q : . T

| .
-

|

|

ot
4
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Table 4.2 and 6.2).

177 .

5 6 1 Ba51c APCS
. . As’ noted in the s1mulat1on study,_concentratlon control
'-of the evaporator u51ng the bas1c APCS algorlthm results ih
severely fluctuatlng\lnput varlatxons which make .the closed';

.lqop,system,very oscillatory be#ause of .the ﬁ1nteractlons

‘b tween the evaporator variables;'It was found over a period

of'several weeks that the evaporator response was very hard

tol|

stab111ze by changlng values for- sampl1ng tlme, model
\

‘or er,,1n1t1al model parameters and/or the de51gn parameters

.of the adapt1ve law such as the error correctlng factor. ‘The

4

ral model parameters were the most 'rmportantu ones to

- St Lk T R
chogse- prOperly to eliminate the extra fluctuation due.to

‘ the ncerta1nty in the control parameters. Several dlfferent‘
'initral values were calculated based on the well 1dent1£1ed.¢

| 'models glven 1n chapter three, i. e. |

N Time domain”curve4fftted models (eQUatlons'3.3,i3r4)h

2) T1me series model (equat1on 3. 5) |

3) £1fth order state space model (equat1on 3 6)

_f;However, no matter what model“r"'/ used as* a 'basis*’fora,/.

‘?ch0051ng the 1n1t1al values, the basxc APCS scheme resulteds'

’1n unstabl osc111atory control performance malnly due ﬂtofwfl

.ﬂjihef large controller gaxn. In fact the control performancew'l

...c‘

;lwas very 51m1lar to the performance obtalned by STR. Flguregif“f



: o a - , R .

5.18 shows'one‘OE theheiampies. Thls example;'lé fcomparablei?
-with FiQure 4 ZO\in the.case’of STR. = -~ .\’A’ h

Since the ma1n reason for this’ unStable,_:oaClllatori“ .
lresponse 'wasi the small value of the leadlng coeff1c1ent off
the 1nput polynom1alq th1s value was art1f1c1ally 1ncreaseﬁh
from O 027?\(cf. equat1on (3. 5)) to 0.2, As can be - seen frg ;.
F1gure 5. 19 all the -evaporator. varxables are stab111zed e;thn
;'an offset in the product concentrattpn. The offset decreases_ ‘
7; as the APCS parameter estxmatxon proceeds. In- other wordb )
as the. estxmat1on goes - on he’ lead1ng coef 1c1ent’@§ts&”:ﬁ
smaller'whxch means the‘ controller gaxn gets §Sarger andp'f/;
‘flarger and the osc111atoxn problem arxses agaln Therefore, h;fl

1ncrea51ng the lead1ng coeff1c1ent 1s not,, f satlsféétory

solut1on.‘

L]

”ff e In many appl1cat10ns the 1ncremental form! of APCS
helpful in vellmlnat1ng offaet An 1ncremental form of APCS_»’I
whlch conta1ns 1ntegral act1on was used to el1m1nate thejff"*
‘? offset l the f1na1 produdt\concentratlon 1n Fxgure 5. 20 |

;-However, the. control result also enqu up ‘w1th unstablex

L osc111at1ons due to h1gh controller garns..»*"

S

5 6. 2 Weaghted APCS

Wt

' The prev1ous, experzmental app11cat10ns of the ba31c’i:*

APCS on- the double effect evaporator showed that thef;closed{f}ﬂ“

looppresponse could be stabxlx;ed 1£ the control act1on weredfli

reduced suff1c1ently.; Th1s conclu51on 1s the same

'@ eyobta;ned from the APCS sxmulat1on studxes and also from the;ﬂ?lﬂ
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]
STC experlmental runs. Thus, thej’elghted APCSJintroduced in

 section 5.3.3 was used “to moderate the excessive control
. 2 o

action of the basic APCS.' | I = N

t .

o

| ,Since 'the,nain concern of this»uo;k‘wes'the_reQulatory1

~control of the- finalnlconcentration' only- Q*weighting' was

COnsideEé%~ in. the, actual'experimental:runs..To faciiitete_'
. ”compar1son w1th the STC, “the PI type Qeweighting"fqnction’
was chosen for the all APCS runs, " ‘

lﬁ!) Hodel order F Flrst of all, d1fferent model orders were

«

.examwnedv even’ though the 51mulat10n results showed that the
. e L

secondtorder was the most preferrable. Flgure 5.21 shows ‘the 34
-icontrol"resuits uSing'the second order model and Figure 5,22

~
represents the corréspondxng results obtaxned from the thlrd

Aorder model Th1s experlment ver1f1es the 51mulat10n result

shows that the second order model is- better than the.

~5h1rd order as far as the control performance 1s concerned '

N

“iNote that in general hlgher order models requ1re more t1me_ﬂ,
N ne i

to} estiﬁete' the parameters, They ,may perform better 1n,”

‘.longeryruns;>' o _ B f’, SRR AT

ﬁ,2) Inxtxal Model Parameters r The PI- type Q we19ht1ng was:f?
falso applled with dlfferent model parametbrs to the _control:?:
‘fn_f the evaporator.:Flgure 5 23 uses the 1n1t4a1 parametersd,‘

rﬂjicalculated based on. the f;rst order model, equat1on (3. 3)

“V_and F1gure 5 24 shOws the control results obtaxned us1ng the_-’

'i11n1t1al values based on.. the t1me serles model eqUatlonfd?al

'_vf(3 5) | These~;control results were QU1te comparable to thedf—ﬁ'

e
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‘,cotresponding STC :results IShoun in:Figu:e]4.2f and 6;30,

respectlvely. As can ‘be seengfrom the figurés-.the initial

¢

| : ;
model parameters calculéted from the second order, whether_

azt is the t1me doma1n curve fltted model (Flgure 5, 21) fors ’

the t1me series model g1ve better results than the 1n1t1a1
»values obta1ned from the flrst order w1th time delay model
equatgon 3 3 'in; F1gure 5. 23 Note that although "the f1rst; 5
‘*order plus tlﬁe de}ay model nges the. best f1t to the.“
i'expérxmental data (Flgure T;3;3)f_th : number oWTVmOAel;
“ lparameters,to be est1mated is hlghex than«vfotf'tbe7 sééénd_‘
'b',o“aer model due to the delay term., ;T;@:]f‘~' | “gl;ff'~-
| Wlthout Q-we1ght1ng, setpOJnt chauges“‘oould t.ho:'t""be-’;-'
?ieachleved by . the APCS To show the robustness to externals‘
-t'yd1sturbances produced by Q-wezghtxng a 10% setpoxnt change:f

'Yvasf 1ntroduced 1n Fxgure, 5. 25 Thxs ﬁhsultvcan also be-

:'iwcompared to the correspondlng STC result in Flgure 4. 32

[ . K . '.‘.

W ‘”af: "ﬁi-b."‘c RTINS \"';,.-"v* : E 'A”s‘al~
: . . § : i i . [ . B )
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5.7 Conclusions

: W
1. Slmulatlon studies using the basic APC%kanor1thm showed o
good output control even . with poor - 1nit1a1 condltlons.
However, they produced excessxve control act1on as observed

\

with the STR in the prev1ous chapter.

| , S _ - . \\/h
2. When applied to the actual evaporator; the basic APCS
algorithm also generated excessive control .inputs.whlch"
caused unstable oscillétoty:responses.,Diffetent yaluest ot
the deésign ‘variables such as sampling time,-model‘order,h

initial model parameters and the ettot .correoting  tactor I

were not helpful in solving this problem..

3. Reductlon of the initial oontroller gain-'by 1ncrea51ng~:'

the leading coeff1c1ent of the 1nput polynomlal resulted in
a stable response with an effset in the final product
concentrationl( An inCrementél form of APéS' wés uSed7t0‘
eliminatg the offset but the correspondlng régponse was also
oscillatory and unstable. N | |

o
4. A performance index was added to.rthel basic~ APCS to
. moderate the control 51gnal and to fllter setp01nt changes.
PI type. Q- welghtlng on the control '1nput resulted |
excellent control and good tobustness;taidlffetent¢lni£iel -
‘conditions and external disturbancés, : . o
) e : o



""1'9"0 -

5 The order of the adaptlve predxctlve model was 1mportant

The Second order model performed better than the first order

" model with time delay or the third order model for the shortﬂ'

term runs on the evporator,

6. "An overall c?rparlson suggests that the"performance of

welghted APCS

to that ach1eved with the STC (chapter four)

,,,,,,

in the evaporator appllcat1on was equ1va1ent

¥y
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6. The Self-Tuning Feedback Controller -

6.1 Introduction
The -development of an adapt1ve controller w1th strong
.theoret1cal propertles such- s- stablllty, plus robust,
«

‘practlcal performance (has been “-one’ of }theﬂlongstanding

object1ves of control englneers! During the past decade

‘there have been a number of adaptlve controllers propOSed to ‘$‘

meet this object1ve {Astrom and wlttenmark 1973- Landau,¢

1974 Monopol‘r, 197.4, Clarke. and Gaw‘throp, 1975- Narendra

¢

and ValaVani;‘1976? Martin- Sanchez,‘1976 Feuer and Morse, -

- 1978; Goodwin et: al 1978). In—feceént ‘yearanumerous,.'f

'lexperzmental ~and 51mulated appllcatiOnsfl(ct' literatbre
| survey. . of chapter two and chapter three) have been reported
%hat: show }the advantages and excellent performance -of .
adaptlve ?v control over ‘ conventlonal (usually PIb)T
Qcontrollers Nevertheless not manv of these adapt1ve control
’ algorlthms areg bexng ‘applied to thebcontrol of rndustrlal
rprocesses. One key dlffzculty ’i hav1ng 'such controllers
'accepted and appl1ed to the control of 1ndustr1al processes
"is"ther unfam1l1ar and comp11cated tructure of these

7’adapt1ve pontrol schemes.rln contrast to thlS, cont1nuous or -

57d1screte PID controllers are st111 be1ng used extens1vely

‘-ltor the ma;orlty of 1ndustrral control problems even though
in some app11catlons a great deal of tlme and ,effort .is
;regu1red in - the tunlng of controller constants for such
;controllers. Conseguently,-there 1s cons1derab1e 1ncentive

,\.
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for :t development of an- adaptive.f algorrthm ‘\which f
au;omatlcally tunes _the b convent1onal (PlD)lffeeaback -
o controller coeffnc1ents or ga1ns. o |
The adaptive~ confroller presented in thxs chapter 1s’
defined as ‘the Self tunzng Feedback Controller (SFC) and can
be der1ved in a’ form that 1s mathemat1cally and structurally
,'bequal to the w1dely used dzscrete, PID feedback algorxthm.

Its schematlc d1agram 15 shown in F1gure 6 1.

A _ '
P ——— T
adaptive - o :4 .
| .stabilizing | = =~ n o1
.gompensatbr — 3 o L
' 1 4l
1 peo -
-~ |1 & .
D t T . .
o ‘ ; * : 2 o o
. o g - o . t T ,
T servo: . L_ )\ [ O R o B T
1 compensator |——&——(T)}— Lo process |- Lo
SR IS R N B I E

*f“Fxgure 6 1 SChematxc Dxagram of the Self-Tunxng Feedback

':';Controller {- 5»‘79"J.}37';"¥f_ff‘bl'f<o7.l"‘

N
LI

__lGlobal stabxl1ty of the overall system is proven and . ls R

EIQShOwn that SFC has a robust controller structure [Davrsdn ;{fl

bf;and Goldenberg, 1975 Davison, 19753.' Francxs and Wonham,:;f*-

g
AR
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1975] whlch means that once the controller parameters have-

"V'converged suff1c1ently to stablllze the ovetall system ‘then

asymptotlc tracklngv and/or regulatlon 1s.ach1eved even.ln
‘the presence of parameter perturbatlons, e g" perturbatxons
*due to time- varylng or nonl1near process char'cterlst1cs.

Accordlng to the 1nternal model pr1nc1plh?

of‘ Franczs
\' T

and Wonham (1975 1976) a compensator can achleve stab111tyf |

and steady state regulatzon and/or track1ng desplte certaln_

’;flnlte : per%yrbatxons in . the . system and compensator”

B fparameters (ise.. it is 'robust) only ,lfﬁ‘the ontroller;

..lut111zes feedback d of the . regulated var;able,_ land
t1nc0rporates 1n the feedback path a su1tably redupllcated'
;model of fthe dynam1c structure of the exogenous 51gnals

-f;wh1ch 1t is requxred to process. Most adaptnve controller'¥

f*;structures proposed inithe~ l1terature dlffer' from this}

"robust ' controller strUcture in that there s no error"” |

_drﬁvenl system~-wh1ch -is an 1nternal model of the reference

?“and the dlsturbance 51gnals. Dav1son; has shown how th;s7'g

:_:irobust controller can be reallzed us1ng seﬁgrate Servolfanag‘

xstab111z1ng compensators [Davzson and Goldenberg, _1975‘ﬂc3'

) afDav1son,’; 976a-'_ Patel - and Munro,‘ 1982] fi; servo:f:'

.

,fcompensator deslgn guarantees the robust propert1es of the

;';Esystem provided that the Stab111z1ng cOﬂlpensator ma1nta1nsli‘

ffffoverall system stab111ty
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. .

6 2 therature Survey\
— Of  the warious adaptlve control algor1thms only a few
are cldsely related ‘to  the conventonal. PID feedback
controller. W1ttenmark(1979) Wittennark ‘and Astrom(1980)
. and Isermann(1981) have proposed self tun1ng PID controllers
based on the pole a351gnment technlque. In these controllers '
the PID coeff1c1ents‘depend on the ‘placement ~of ; selectedl>
‘frpoles ,and--the- integril'action comes fromlthe preSpecifledu
) controller transfer fnnction Fuythermore, }it-7is; assumed
that‘ the. plant to be controlled 15 governed by, at most, a7
‘:vdead“r'tlmeffree/ second ’ order model, i Banyasz | and.

rrKevicéky(léazf o haVe“ recently publlshed results on'~

w

self tun1ng PID regulators Whlch calculate the PID constants Y

%; grad1ent search method based on the prescr1bed:p
overshoot “to. a; step 1nput. More‘ recently Cameron 'and~f
| Seborg(1982) have presented a’ de51gn method based on the STC.
s fOt Clarke ‘and Gaﬁ%hrop,A where the‘ PID controller has
‘proport1onal and der1vat1ve actron wﬁfch’act on the f11tered g
measurements rather than the control error and the ‘1ntegra17
act1on ~ish 1ntroduced by forc1ng the dynamxcs of: the 1nputﬁ

varlable. Gawthrop (1982) usrng hlS hybrzd self tunlng

'fcontroller (1980),' ~-, developed ,aivcontznﬁou5» typeffll~

\7i self tunlng PI(PID) controller when ;thed system to :_beé

».S

controlled is: fxrst(second) order wrth fio- t1me delay. .

thxs algor1thm the controller coefflcrents 1n contxnuous;;~f'

form are_ adaptzvely tuned by a dlscrete tlme estlmator andf‘d

the Lntegrator 1s 1ncorporated Wlth the assumptron that Athe; L

REE SR I T t

¢
!
R
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N

external noise is a nonstationary or drifting process.
exter 0 : ! | Lo |

- In thls chapter lt}.ls. shown that SFC has a robust'

' controller str cture [Dav1son 1976 Davason and Goldenberg,

1975; . F?%ncls and wOnham, 1975] The 1dea of aﬁ adaptlve,_

robust controller was proposed by Franc1s and V1dyasagar

/}4@79) and a spec1f1c\adapfii§ robust control strategy "as

.»presented by S1lve1ra and Dora15wam1 (1981) Dav1son(1976a%
has descrlbed how a robust controller can ‘be de51gned for .
~mult1var1able plants w1thout any prlor knowledge of, the
: plant model In' the sxmplest fof, his ‘cases“,the robust

controller is 1n1t1al1zed u51ng the values derived-'from ‘a

»

steady state <mode1 ,the plant developed using off lrneJx”'"

1dent1f1cat1on\ However,lonce the control is started there
is_ no adaptatlon ‘ot *the controller parameters. SFC as
proposed ‘here 1s a robust, adaptlve controller.

» | - f

_ One of‘zthef key dlfgicultzes in analy51ng adaptlve‘

rcontrol algor1thms LS the nonlznear, z1me varlant nature of .

ithef overall system due to the adapt1ve estlmatlon law, even-- i

"'though the actual plant 1s l1near and tzme-;nvar1ant."1nx
”1974 Monopol1 proposed a globally stable model referencei

'l'adapt1ve control system des1gned ‘by Lyapunov s dlrect method

l‘”fbut -his 'maln clalm of global stabxlxty has st1ll not beenf-m ’

5ust1f1ed for the general problem as claxmed hlS pager»

,lg[Feuer* and Morse 1978] LJung(1977) has presented a set °f"'h

'¢]ford1nary dxfferentlal equatlohs characterlz1ng the behavxor;'

. ‘v
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f-'parameter‘ adaptive' algorithms ,and_,showed .that - the

. positive‘ realness:of the transfer functions plays a crucial

. Trole in certa1n recursive. adaptatlon -methods. This result

‘supports andau s work [Landau 1%76] who ‘used. Popov s

.hyperstabilityecriterion [Popov h1963] to design',a‘ model

reference‘ adaptive system. 'However, 'Ljung's method dﬁly

'prov1des a tool to test parameter convergence and does . not.

answer the questlon of global stab111ty Moreover, his paperv

‘does not’ prove and account for the boundedness of the system
¢l/o variables wh1chv is the: most“'rmportant -problem> in

‘adaptive control [Goodwin et al., 1978,1981; Aftrém et al.,

J977]- hln '1978' GoodWin-et‘al presented a formal proof of -

global stablllty and parameter convergence. tor - a certaln f;
";class of d1screte determ1n1st1c systems. Thls proof assumes
-Ithat the. process t6 be. controlled is stable .inverse- and

stnucture is known. The resu&ts were then extended to the .

é“\ul1near t1me 1nvar1ant stochastlc process under th . further‘yj

~assumptlon that d:the; nolse characterlst1c equation is

strlctly p051t1ve real [Goodwln Letfzal.;d 1981] fRecently,f

\ Mart1n Sanchez, Shah and—-F1sher (1981c) proved the global'

stab111ty of an adapt1ve pred;ctlve- cdntrdi\ system (APCS)$‘
' SN :

Jh:t,app11cable ato a delay free, stable 1nverse MIMO processesﬂ'

fsame approach to stab111ty and convergence as 1n APCS

‘,.

vsubject to bounded d1sturbances and/or nolse,sequences. More’""
«;recently Martln Sanchez (1982) extended these results to‘
‘ﬁ-1nc1ude tlme delay(s) In thlS chapter global stab111ty andfﬂ

yparameter convergence of the SFC 1s accompl1shed u51ng thefx;
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6.3 Theory
‘The theoretlcal deVelopment of-SPC is'pursUed7in'the
followlng sections 1n two steps. The global Stability of an. -

adapt1vee-system is first: establlshed by showlng that the :

~combination of a part1cu1ar ,form of controller and an .

i

'estimation law whenAapplied'to'an-unknown SISO system~yields°

_e stable 5ystem. The robust property ofi the_ resu1t1ng'

ontroi cheme ‘i's then shown by not1ng that the partlcular 1‘

4

'controller formulatlon adopted has a structure 1dent1ca1 to |

that prescrlbed for a robust 'controller,, i. e an errort

dr1ven servo compensator and a St&blllZIng compensator “Act.

-
s -

-

Flgure 6. 1) e A S o ) o t"€::y“'_

_5 3. 1 Derxvatxon of SFC N | o - o

[(1) Process Model ",'p_A'f “s\\,-

Let the 51ngle—1nput sxngle output process to be ‘conttolled

: _pbe descrxbed by the follow1ng d1screte equatlontf‘_ ‘ f“ \

® ; )
. W o

k) e ye(d oy (e

~

.r'that ‘is,].th actual process output, y(k), con51sts of a

:ppurely determxnlstlc component ym(k) whlch lS deflned belowf"

"=7and a re51dua1 component 1(k)

It 1s aSSumed that the determ1n1st1c part of ‘t:_-;k'xe';‘vT

‘fprocess output ym(k) 1s characterlzéﬁ by a f1n1te structure{'

S ARIMA representatlon of the form.;=

v,
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}"Am(?f’)ym ='Bm(z")u(k—d)+Lm(z*l)v(k-q)me(zi’)wlk)- (6.2)
.whefe’ u(-),'v(e) and w() are the‘p:ocess input,QmeaSurable-
~and unmeasurable but - deterministic. disturbance sequences
respectlvely and d dnd q are*thekcortesbondinéitfﬁe-delays.
‘ 2”‘ s’ the backward Shlft operator and polynomlals Am, Bg,‘

A Y

ﬁm‘and Hpm are def1ned as follows.

N

'llhﬁfz}u 1 v}.a,(z)

= + ese 4+ a,2Z"
Bn(z) = by + b:(é),} cee '+ bpzm  (6.3)
_L¢(£)Qé.io 4_;§(é) * eee 412! 4§
‘=fho_{;h,(z)?4‘--- + hpz

_a;(zf"

o

- _The re51dual component 7(k) is. deflned as . the ':difference

o

f'between the output of the actual process ‘and the assumed

‘model 1, e. 1t 1s the' modelllng reszdual that cannot be

":facCOmmodated _by the model ym._For example 7( ) can 1nclude

,,Ithe effects of (?). unmeasured d1sturbances plus n01se,
i and/or (11) mode111ng errors, (111) process nonlrnear1t1es,f

'71etc.,For purposes of the stab111ty ptoof it 1s assumed thatvb

3~f7( ) 1s uncorrelated or independent of ym( ) and 1t can be‘j

‘ﬁ;'any bounded determ1nlst1c or stochastzc sxgnal As a speclalr"

'ﬂeﬁexample of case (1) the re51dual 1( )’ may also be expressedgﬁftf

as the output of a whlte n015e 1nput to a mov1ng average;ﬂj;:

y

e :(1ntegrated) fllter, .., 7(k) can be stat1onary orfjxi

”,fvnonstatxonary stochastlc process. Hoyever;g-once’ overallj-y

TS L
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’;stahility‘is assured'fthen the internal;'model orinciple
guarantees { asymptotzz tracklng and regulatxon desplte
"parameters errors and/or d1sturbances of the class deflnedn
' below. - | . E
| . The follow1ng assumpt1ons are madel about ‘the system :
}-(6 1) and (6 2): - h?- | )
1) Ah‘upoer bounddfor n, m and 1 is known
‘112)‘The delays d and q are . known. o
©3) The res1dual term, y(k), 1s bounded for all’ k
4) y(k) is uncorrelated with' present and éast values :
‘A of. ¥, (k- i), y(k-i), plus n(k-l) and k(k 1)
'(defzned later) for i > t o
 Now, define the "e-ont"%olf error ‘f'e.(k)‘ as: .
) .s’(k") = .y'.‘j(k) ‘y(k) . B e . | (6.4)
S .-‘~» l'}‘l _ - ra_. | “‘ t‘ : oo
Awh,e.l'?'l;{ (+) is the desired setpoint or reference sequence.

'ih(zfvbfsturbanheiﬁode17.

:uﬁéﬁt w(k) and y.(k) be' assumed to ‘be ‘the 0utput of the

‘h‘:followmng a/;onomous llnear dlfference equat%Ln [Dav1son‘*’

1

.21976 Sllve1ra and Doralswam111981], 1 e;d"?- ’

@( ! v ‘ " : ". .' -.-':v'. ’ \:‘ ! . ' ‘ ‘-
n(z-'mm - o L e e
D(z't)w(k) e REER \ e (6aB)
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where D(z" ") whieh is a pelynbmial with knownfcoeff;eients
that charadterizes the dynam}cs of the referencev input ahd
the ,unmeaeutablen determinieﬁﬁc disturbances.\/D(z‘d) is a
bolynomial of the form: ‘

D(z) = 1 +dyz # -++ + d;z/ . (6.6)
Note fhat-it is not necessary for D(z) to have roots inside
the unit circle. _Therefore any setpoint o:adisturbanee

signals (bounded or unbounded) can be handled in the

' formulatidn prov1ded that equatlon (6 5) holds. Multiplying

equatlon (6. 4) by Dz" ‘)-and substltutlng y(k) and ‘yn(k)

from equat1ons (6.1). and - (6. 2) gives a control error
equatlon;

-An(z7")D(z" ) e(k) = D(z"")Bn(z> ulk-d) +

D(z" )Lm(z"')v(k-q) + D(z" DAn(z D7(k) (6.7)

. The startlng poxnt 6fmeSt”f70'5*Sed’adaptrve syStem-
. | _ . _

de51gns is an assumed ARMA model descrlptlon of a plant with .

L An(z') and B (zl') polynomlals in an 1rreduc1ble form (cf

»equatlon (6 2)), or 1n other words a system representatlonl

qiniU m1n1mal . order form. _;f the An(z” ’) and Bm(z 1y
fV'polynomials are assumed to be" gff aemreduc1ble form i.e, 4
,_there is a common factor between them and B (z") then the

i

"proceSS\representatlon is nonm1n1mal aﬁd “these ‘add1t1qnal
. - : F .

;,Keqmmqn)v_‘modes are due tod;the ﬁuneontrollabie and/or.
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unobservable modes of the system. Recently Astrom (1983) has
pointed out that it may be advantageous 1in some cases to
consider such reducible or nonminimal system descfiptions as
the starting point in adaptive control. For example one can
accomodate the 'internai model in the system description by
having it appear as a common factor, i.e. the common factof
between> the 1input and output polynomials can be the
poiynomial, D(z:‘), which 1s the model of the external
disturbance and sétpoint signals. Such a representationgfct.
eduation (6.7)) would allow.ts to implicitly include in the
system description the 1internal moael of the exogenous
signals entering the process. The adaptive controdler design
based on this nonminimal representation would then result in
a compensator Ehgt would supply‘ the right—hglf plane
transmission zefOs of the closed-loop system to cancel the
unstable poles of the exégenous signal [Francis and Wonham,
1975, 1976]. This 'is one way of accamodating the internal
model in 'the system represen%ation with v.the servo

compensator, .1/D(z" '), as a natural result (cf. Figure 6.1).

1

(3) Control Léwdand Performaqii”15dex

The main cont;oll objective ‘if SFC_is to'geherate a u{k),
such that (i) fthe. cloééﬁ. loépr sygtem is asymptoticallY'.
.stable and (ii) asymptotic ‘tracking and disturbance
rejection is achieved.,:ﬁgr thesé&" ~purposes consider the

following control law (a robust controller design):
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‘whgre P(z ') is an.arbiﬁrary polynbmial defined by the user
and n(k) 1is an auxiliary signal which minimizes the chosen
performance index and duarantees overall stability. Notice
that the f&rstvterm on the right hand sidg of equétion (6.8) "
correspbﬁhs to the servo ;ompenéator,which has D(z ') in the
‘denominétor fo répresent the dynamics of the disturbance and
‘reference signéis. The secoﬁd tefm, n(k)/D(z "), correéponds
to the output of,thé stébilizihg compensator with n(k) as
the oufpht_of an. auxiliary sysfem. Tﬁis strategy is shown in
block diagram form in Figure 6.1:and.has a robust confroller
structure, i.e. the required error driven 'intérnal’ model
termed"'"the f'servo  compensator' and the 'étabilizing
compensator', In.adaptive,Systehsrone has the ffeedom of
" choosing any con;rbilef structure. A particulﬁf contrbller
structure'\is ob&iously chosen to -give ;omé desired
propertiés.; However, ‘as a first step it will be shown that
this_cdntrollef structure in combihation'with the following
strateéy andlestimétién law is globélly stable.

 Substituting ‘equation (6.8) into (6.7) yields:

~[An(z"1)D(z" ") +Bn (2 IP(2" )2 *1e(K) = Bnlz" )nlk-d)

+ D(z" " )Lnlz" Dv(k-q) + D(z"An(z )y (K) = (6.9)
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To facilitate further analysis equation (6.9) can be written

more compactly by defining new polynomials and A(k) as

follows:
Alz) = -(An(2)D(z) + Bn(2)P(z) z¢)
B(z) = Bn(2z)
Clz) = An(2z) D(2) | (6.10)

L(z) = Ln(z) D(2)

AK) = v(k-g+d)
Then equation (6.9).can be written as: \
_ B(z" ") Lz~ ") C(z ")
€e(k) = - n{k-d) + ———— A(k-84) + ——— (k) (6.11)
. ' A(Z:‘) . A(z-i) . A(z—1) .

The followiﬂg_performance index is m&pimized by manipulating
the auxiliary signal 75(k):

3= EB{IRP(z" Ne(k+d)]? + [Q' (27 Dulk) ]2} (6.12)

where P(z~') &and Q'(z" ') are weighting or design factors of

" polynomials in"z-'. In order to minimize the -performanée“

index. P(z"')e(k+d) must be expressed in terms of known

values at *ime k.. Reﬁriting equation (6.11) in the form of

weighted; predicted control error yields,
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B L C |
Pe(k+d) = — 7n(k) + — A(k) + 7 (k+d) (6.13)
_ A : A A .

where the argument (z") has been dropped for convenience.
This. equation 1s further manipulated by introducing the

following .additional identity:

P(z-')C(z" ")  R(z)
=_G(z-'!)'+__,______ z'd (6.14)
Az ') , A(z™ ")
b .

where, with na, nc, np being :Ehe” order of polyndmials

a(z- '), c(z™'), Plz™") respectivélny . o win
) g . ' A |
‘\. . N
G(z) = 1 + gyz + +++ + gy_iz°"!
Flz) = fo +fgg + «ov + £, 0270 (6.15)
s = max ( na , nc +np - d+ 1) .

Combining - equations (6.13) and (6.14) then substituing (k)
from equation (6111) results in the following nequétion“ §or

‘the predicted value Qfgthe'weighted-cpnﬁrbl‘errof.

L)

,“ “P(z"') o Z B(z”)G(Z")l. /
Plz"')elk+d) = —. (k) + — (k)
. clz ') clz') .

Llz"M6(z7Y) Y .
D —— A(k) + G(z7')y(k+d) (6.16)
' C(z-') o e -
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Let e(k+d|) be the estimate of P( “)e(k+d) based on data up
to and including time k. Then the variance of the estlmatlon»

‘error is given by:

E{P(z"')e(k+d) - &(k+d|)}?
| F(z-')  B(z"")G{z" ")

= E{[——— e(k) * - —— n(k) *
c(z~") o C(z27')
_— Ak) - &(k+d])1? + [G(z"')y(k+d)]?}
c(z~') _ o . - S

E{er - ¢(k+d])}? + E{G(z" ")y (k+d)}?

E(G(z"")9}2 . & . (6.a1)

v

where E{} is the statistical expeetation operatbr.iﬂere, it

is assumed that future: values of 7( +) are uncorrelated with.a.

the present and the past values of e(R i), n(k-l) and k(k 1),
;> for 120, and e'(k+d) 1s deflned as' |

e'tk+d5 = [F(z“)e(k) + B(z" 1)G(z")n(k) | o
| o+ L(z")G(z”)k(k)] / C(z ) E -.(6315) o
vV , , ‘ -
The’ equallty ‘in exptession (6. 175 holds if €(k+d[)_:?_'
€ (k+d) which is the best estlmate of e(k+d) in the: sense
that the ivatlance is m1n1m1zed stng equatlon (6. 18)
P(z")e(k+d) can also be expressed as: |

\

_P(z")e(kfd)_ste‘(kth'+ £(k+d) o '}._ »;»I“ (6.19la

' where'é(k+d)'islthe.estimatdon etrbf)ite.‘v"

. T ’ T
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E(k+d) = Glz"")y(k+d) . - - (6.20)
By substltutlng equations (6. 19) and (6 8) 1nto (6 12), the
performance 1ndex can now be expressed as a- functlon of »the
control error el A and the auxlllary 51gnal n(-) up to and

1nc1ud1ng time k:

v

.'1\

E{[e (k+d)]z + [g" (n(k) + pe(k))/D] } , |
o [E{E(k+d)}]2 + g2 L (6.21)

l where o denotes the‘varianeeéef f(kfd).
The aux111ary sagnal n(k) 15 determxned such ther ggheA'
: performance functlon is m1n1m1zed d.e.

T
Tonk)

or, since the last two terms in equation (6.21) are not’

Cex(k+d) +.0(z- " In(k) + P(z"e(k)T =0 . (6.22)
whére*Qt- f—',."Q-"QQ"/boD [Appendlx B“f‘]y.'_";S.u,Sti_{;Qtﬁing‘- 'eqﬁa”tironf’:

1

~‘~ (6 18) 1nto 16 22) g1VeS°

Doty e
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[F (z- ‘) +. C(z ‘)Q(z ‘)] Plz" ‘)e(k) +
) (z‘)G(z")+C(z ‘)]Q(z ’)n(k)+. o
.[L(,z'")c(’z NTA(k) = T (6.23)
where B'(z"') = B(z"')/Q(z™"), F'(z"") = F(z")/P(z
- Define new polyﬁomialslT(i'F) V(z“) and W(z 1) as

S

n

F'(z) + C(z)Q(z)d'  4‘-"

| T(z)' .
B! (2)6(2) + C(z) S (e

L]

viz)

W(z) L(z)G(z)

then'éQﬁé@iOﬁ}(@}z?I c§n b§i¥fi§ten qsg\
yql'(fz":'_.)é_(k')'.jf;:i\‘f(‘(,‘zg'})ﬁ'(g')f-'+*-'w"(“z-p DA k')j -0 . ‘(5.:5):.

ﬂ.otiip ?écidriécﬁéﬁiépfé§; "’x

; w;th é‘(k) . Pe(k) Mk)= Qn(k) andeoa“‘d "’(k) def 1ned as : :

8o =[t°'t" tx:Vo,Vta ,' Vyt"cr" 1 i “Wz] L

qs (k) = [e(k) z(k 1) z(k x), TR
| nm n(k 1) -‘;-_ n(k y) x(k) Mk 1),3--k(k z)]
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where superscr1pt 't denotes . the transpOSe and 5ubscript
~var1ab1es x,y and z are 1ntegers to denote the order of the
correspondlng coeff1c1ent polynomlals. The. auxlllary 51gna1

n(k) can be obtalned from equat1on(6 ,26).

'Fot minimnﬁ:VdrianceeCOnt:ol,of‘the auxiliary. system,~
i.e. P(zf’)=1 and. Q(z ')=0, from equations (6.22) .and (6(18)'

“the eﬁxiliary signal n(k) is given by:

I e N T
(k). = —— — (k) + ————
- Blz-")6(z" ). | B(z"")

MR (6.2T)

" and t!f control error, (k) becomes the butput of a. moving

£l

) average process of order (d 1) whose 1nput is 7(k)
Coelk) = GlzTNA(k)

’._Remafk: 1f, as mentloned in the beg1nn1ng of ‘this sect1on,;'
- 7( ) 1s a stochastlc re51dua1 term, then. the mean -of the'
'control error of the above 1llustrat10n can be expressed as'."

9“,'

.vhhﬁ{?kk)}.;;6(2}’)13{7(k)}e- S

' .Thus,_ i'” 7( ) 1s a zero mean stat1onary sequence,:the mean'”n
';of the control error w1ll be zero. However,‘ if 7( ) is{.é*-f
‘ o

lnonstochastlc type re51dual term,' e. g due to unmeasured,f’

;j”dzsturbances and/or modelllng error then one cannot make any*‘
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conclusions regarding the control-error ekceptvfor mhec?facth
that it wzll be bounded. (AsAdlscussed'later,' his bound is
a d1rect functlon of the m1n1mal upper bound on the ‘unknown
components. ) .., I, o o

For purposes of the stab111ty proof , () can:nbe any
;"bounded determ1n1st1c or 'stochastlc s1gnal;sHowever; S@ce
stab111ty 1s assured then the‘ internal model pr1nc1ple‘-
guarantees asymptot}g tracklng and regulat1on for the class‘“
'.jof dzsturbances'and setpoint: slgnals deflned by equation
(GTS)HdeSpitehoerturbations in the 5ystem parameters.1

o

(4) Adaptlve Algorlthm

In the prev1ous sect1on a feedback control law based on the
m1n1mlzat1on of a certaln cost functlon J, was derlved ‘for
' systems . w1th known paraneters. However, ln many realt
51tuatxons th1s is not ‘the case; The . process and hence the'
h\controller parameters, 8o, In addltlon to the structure ofg
the ‘system to be controlled are usually not -knownf exactlyf
In'/thrs 'sectlon an adaptlve law is establlshed to estlmate

"~ B, Recall1ng equatzon (6 22) ‘letglthe controller outpnt-‘

functlon be defined: w1th estlmated parameters as'
L eR(k+d) = BU(K)E(K) / Clz7t) L (6.28) -
where 9‘“() = [EO,E 1! ""_ f 'Vo Iv'l r* °:I' ‘A’YIQOIQ"“' ﬁl]\are 3

. the est1mates of the controller parametersd1n eo.-l
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Since the actual future value “e(k+d) ~is unknown the
prediction e*(k+d) is used to calculate the control law in
equation (6.22). Let &(k+d) represent the cohtroller_ output

function defined by equatiom(GsQZ) when the actual weighted

+ error P(z ')e(k+d) is used:-

@(k+d). = P(z")e(k+d) + Q(n(k) + P(z"")e(k)) . (6.29)

- then cohbinihg_eqdatiéns}(6;19)‘and (6.29) gives

e(k+d) = d%(k+d) + E(k+d) S (6.30)

~ Adding equation (6.28) and (6.30), and then using ‘the fact

‘that Qf(k)_is;zgré,duejﬁbfmiﬁimizafion‘yieids.the following

gduatibn.
B(K) = 0 (k-A)¥(k-a) + £(k) . (6.31)

It is obvious that the actual . controller - output function,

-{¢£k+a)“ will aéhig?g'.{ts~‘bés£, possible-va;ue,¥£(k+d), if'?
Q‘Kk~df?(k;d) 'iS,fequallhto zero. The adéptiﬁe“law,‘for  o

'-ééfimafiné 8(k) 15-given'5yif:'

a(k)¥(k-d)

D B(k) = B(kmd) ¥ —— s (6.32)
Co e e+ alk)ei(k-d)w(k-d) - A

Ty Ty
PR |

_whe;ﬁj-a(k)l=é(k)~en9}xk-d)wcg—ai.This is a d-sample time

- L
b

D U
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interlaced recurSion algorithm The adaptive algorithm is

¥

//nbt an 1ntu1t1ve one but one that is dlctated by the proof

of stablllty and convergence analy51s ’

The auxiliary s;gnal n(k) can now be adaptively
calculated from the estimated.oarameters at each sampling

time by the equation.
(k) (k) = 0 S (6.33)

where ¥(k) is‘the-vector;defined in equation (6.26). Since
o the_recurSive‘parameterhestimation is driven by the tracking
error 6(k),'the algorithm is a d-sample time interlaced _

- multiple:fecursjon;type’[Goodwin'et'aI., 1975;1§81]:

| ;.The onerail control scheme‘can heirecast as a nonlinear
: feedback problem where the 1nput n(k)-is-adapted.such that
the output of the 11near block é(k+d) is bounded under “the
"unmeasurable d1sturbance E(k) (F;gure 6.2). o
'nThe“ecalard’QUantitf »a(k)' that 'appears “in equation -
- (6:32)  is part of ﬁa-'crlterron to stop. adaptat1on when
.ﬂnecessary and is’ requ1red to prove stablllty and parameter
.aconvergence of the algorlthm [Martln Sanchez et al., 1981c]

'_'It is deflned as: .

i}y a(k) 0 if and only 1f



(k) - -’

¢

7 (k-d) I3

F(;,n,x>‘

L - Adaptive
: ~Algorithm

Figufe 6.2 EquiyalentiNonIinéa:'Féedbaék System

C|8(K)| € Bi(ao,Ba,k) € 2B, <@ . (6.34)

¥

AL . c N L
where function A; is defined as:

F ‘ R

) . 2 +2a(k)¥t (k-d)¥(k-4d) .
At(a(k),A,, k) = — —— o -
. 27+ alk)¥t (k-d)¥(k-d)~

A,  (6.35)

‘{;néi a posi_tivef conétaﬁt aq_dgngtgé'thé‘léwér iimit\gf_
| a(k). &, is an estimate of ﬁhe_.;§9€f bound on the
ffabspiuﬁe ~ value . of ; £hé' honﬁoéeiliﬁglf?eSidﬁélffaﬁd .
' unmeasurable disturbance, £(k), i.e. - o
W maae sp g0 . (68
T o 0<kSe o L T

"

.

" i) @, < a(k) € au(k) € a, < = if and only if =
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[8(k)| > Ailao,By, k) 2 A, - . (6.37)

where a, is a constant upper bound for a(k) and ad(k)

def1ned as follows.

(l)f' aq(k) = a1A"

L \

HE[8(K) | > ilar,de k)

o R 2(|6(k)l - Ad ;o e
- (2) ad(k) = = : {6.39)
S (2A¢ _'15(k)|)*4 k= d)w(k 4d) -

CEf Al(ao,he,k) < [S(R)] < AY(ay,b40K)

7

“Then, for all nonzero a(k) the following inequality is

followed

.."’,‘, PN

15(k)| & Aitalk),d k) - Lo .' . (s.e0)
. Consequently, the adapt1ve mechan1sm deflned along equatlon
(6 32) (6 39) Wlll be stopped at sampl1ng t1me k if the
L magnltude of’ the a prlorl est1mat1on error |6(k)| Ef less
_ than or equal to A;(ao,Aa,k) When/the adaptat1on 1s,not
stopped the. welghtlng factor a(k) 1s chosen 1n lan“ 1nterval

) I
. greater than a selected value ao and less than or equal to-

éa(k)'whlohfisncalculatedvaccotdlng to . equatlon (6.38) 'ot"
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(6.39) so that thséinequslity;(6.40f is satisfied.
\
6.3.2 Stability and Convergencs Analysis
THis section establishes the global stability of the
SFC shown in _Eigure 6.2 and analyzés the. parameter '
convergence alongﬂthe trajectory of tne adaptive scheme -
désc;ibed _byv équqtiqns (6.32) to (6.3§)i.The‘main results

are summamized 1n the following theorem. —

Theorem 6.1: Subject to the following assumptions
— ‘ !
©1) The minimum upper.bound,4n, of [£(k)| is known.

" ii) The system represented'by equation (6.31) is stable

-

inverse, i.e.

(K| 2 o[ [#Cd) |- @z (6.41)

-

.whers o and a, are positive constants
iiij Thg.measurablé\dlstu:bance vik) is bounded
iv) The model structure'iS-knswn;vi}gf ;%ﬁ: ARIMA ‘modsi
with sknownv timeFdelays d,"q' and known 'Qfaérs  for ..
;polynomials Aﬁ\z'f)(f ") agd L (z ., o |
»fv) Polynomials CAp(z™'), -Bm(zf[),fgnd Dm(z7') are

3

1rreduc1ble. - o ,Q

Then' then follow1ng propertles are- true 1f the adaptlve law

and the control law ggven by equations (6. 32) to (6. 39) are

applled to the system deplcted by equatlon (6. 31)



1) The norm of the 1/0 vector #(k) is finite, or in

~other words SFC will 'stabilize’' the overall system.

[[#(k)|] <o, vV k20 (6.42)

£y

11) The norm of parameter vector 1S a nonincreasing

function and the tracking error is bounded.

/

a) lim [[|8(k+d)|]? - ||6(k)[]*]) =0 (6.43)
ks .

b) lim [8(k)| €+A}(ao,8,,k) < 24, (6.44)
koo :

|
where 6(k) is defined as the parameter estimation error,
i.e.. the difference between the estimated parameter values
and the values that would minimize the specified perfor@ance

A

index.

The proof of this theorem 1is based on the APCS
convergence analysis outlinea by Margin-Sanchez et .al.
- (1981c) and is(included_in Apﬁehdix é; ?l& h
6.3.3 AdaptiQe PID Contoller

- As a special case of the previous derivation, if a
plént satisfies the-follo#ihg_&onditions:
i) 1t can be modelled by secopd order ARMA model with. a

finite residual term, i.e.

»
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y(k) = yo(k) + y(k) \ _ (6.45)
where

Ym(k) = ~a;yn(k-1)-a:ym{k-2)+bou(k-1)+ Hmek)'  (6.46)

i1) The external inbuts are such that the following

+

conditions are satisfied

(1-z ")y, (k) =0
(1-z" ")w(k) = 0 | S (6.47)
1ii) The controller design is based on the performance
index, J, with P(z ') = 1’and Q(z"') = 0
then in this case the auxiliary signal, n(k), is:

vfo+f1z‘1-+ lez—ivA ’ ’
: e(k) (6.48)

n(k): -
bo

and the contradhlaw u{k) is as fpllows

C(fo +by) * faz' + fazo? | |
ulk) = - — S (k) - (6.49)
. ' ' bo(1 - Z-‘) v ) )

S -.
which is identical to the sStructdze of a conventional,

discrete three term, PID controller. N
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6.3.4~Robust Controller Structure

Having proved overall stability, éhe robust property of
SFC are. now highlighted. The overali SFC design 1s shown
schematically in Figure 6.1. In the SFC control law shown in
equatioh‘ (6.8) the first term on the right-hand side,
P(z{’)/D(z“), correspondé to the servo compensator
[Davison;. 1976), that 1is driven by the measured error,
e(k)=y,(k)-y(k). This error driven servo compenngor with
D(i“)'inkthe denominatd} to represent the unstable modes of
the-disturbances and reference signals is an egsential part
of é"}obust controller. The second term, n(k)/D(z '), in
eqdationA(G.B)_co;respOnds to the output of a vstabiliéing
 cdmpensator with n(k) as the output ‘of an auxiliary system.
As the adaptive parameters in the stabilizing compensator
"éonvérge to a point where the overall system is stable then
the  SFC‘ s¢heme takes oﬁ the properfies of a fobust
controller due to the presence of the error driven servo
compensator [Davison and Goldenberg, 1975; Davison, 1976].
The robust controller property. ‘ensuresk that e(k)+0
‘asymptoticaLly-even in the presence of finite changes in the
- system‘ko;‘ éoﬁpensa;pr paramé%e;s} The importanée of this
ptgpg{fy_fo the ovefai; performance of SFC is particularly

obvioqs'when.s?c parameter adaptation is stopped.

- - L
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i\

6.4 Implementafion

Implementation of the SFC is very staightforward and
simple._.It requires only a few algebraig equations to
calculate the adaptive parameters and %mplement the éontrol
law{ No matrix inversion of trial and error type iterat§v$
calculatiBHNis\Efqpired'so that this scheme can be easily
programed: on a ﬁicoprocessor.' HoweVef, its control
performance and the paraméter convergehce are very much
,influgncéd 'by ‘the choice of the initial_values for the
vestimation routine vand the weighting functions of the
control law. This section will’désc}ibes how tovpick'initial
values for the:SFC algorithm and the influence of this

- choice on the control performance will be discussed.

The basic initial parameters for a SFC, which must’ be"

supplied béfore the algorithm can be \stSrted, are as

follows:

1) The sampling intervai»(cf. chapter 2)
ii) The initial par;heter values for the Iestimatibn
routine :
(1) Qrdér Of»gogiroller polynomial
(Z;VInitial‘leues of the controller ¢oef£icients
(ﬁ) Erfo? coftécting factor, a(k), (cf. chapter 5)
“ 7(4).Uppér-bouhdlon disturbances A, (cf. chapter 5)
i{ifrThe weighting fﬁnctions of ‘the control law.

'  (1) Polynomial P(i")“

%
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(2) Polynomial Q(z™ ')

Note that P=1 and Q=0 fbr SFC with PID‘structure,

6.4.1 Initial Parameter Values

The number of coefficients in  the controlier
polynomials T(z"'), V(z™') ;nd‘ W(z" ') must be determined
before control calculations staft. These can be calculated
from' the number of model parameters and the‘ord;f of

|

Qeighting function P(z"') and Q(z"),i}e;'

- x = max(s-1-np, n+r+ng) if Q(z7') # 0 KG,Q%) '
= §-1-np if Q(z-') =0 ! w0
y = max(m-ng+d-1, n+r) =~ = if Q(z"') # 0 (6.51)
= m+d-1 if Q(z-') =0
z = j+d"_1 S if L(z"') #0 o (.6;5_2)

)
!

'The total number of coefficients, né, to be egtimated by the

Ea
R

etimation routine is given by:

6 = (x+1) + (y+1) + (2+41)  Qf L(z" ') # 0 - (6.53) -

]

I

(x+1) + (y+#1) . if L(z"") =

Usually the gxacﬁ Qfder of the plant; is not’“ﬁnqwh -and "
\'inétead an approximate modél (usually of a 1o§e;.o;def5 is.
: ihtroducea to.describe‘its dynamicSL~ An }épproximaté :ﬁgdé1 
4whfch'£¢an be . found by time ~Serie$r:analysis,.6pén lodp
‘idénti§i¢étion tests, of gimple'_modelling' via _héa:_[gﬁd'

material balances is useful in choosing initial values for :

LA
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the _controller polynomials. The choice'of‘process model and
its effect have already been discussed in the previous: two
chapters,' |
,Asrin many'other adaptive alggrithms the choice of
‘initialrparameterrvaers, 8(0), for&EFC is very.important to
the overall‘berfornance‘slnceithey not only 'determine the
A»initial control ‘action but -also affett the trajectory~0f
foture parameter estimates. In the,:actual application‘ an
":adaptive controller ls"often 1n1t1a11zed w1th reasonable
values to ellmlnate or reauce the uncertalnty of the controli'
action whlch possxbly causes unacceptable 1/0 variation or
\ieyen closed loop 1nstab111ty For STC and APCS the initiali
parameters were ‘calculated based on the identified process
model;"HoweVer, theAparameters_adapted in-SFC - are not the
‘coefficients of'.the transfer. function repesent1ng the
processrinput/ootput\bot thoser ot the transfer funct1on
'between thel'control error,»e(k), and the aux111ary signad,
nXk), Whlch 1s part of the ~control actlon. The parameterhAf
estimates4 of’ SFC are eoolvalent- to:.thef conventlonaln,
controller coeff101ents rather than the coeff1c1ents of thei
‘ process model Therefore, the 1n1t1a1 parameters of SFC can';'
be obta1ned d1rect1y from ~the" controller sett1ngsr Foru
g example, PID constants currently be1ng used can be used as'_F

1n1t1al parameter values and. SFC WIll generate an, equal or

'-better set of the PID constants;
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6.4.2 WeightingtFunctions.-' ‘
-Using equations (6.1),  (6.2), (6.4) and (6.22) the
| closed loop reg%onse is given by:

RN

|  =BpPy, (K)+DQL,v (k-q) +Bnk (K)+DQAL7 (k) |
(k) < — T Sl (6.54)
ST " AmDQ - BnP :

‘Stability of the optlmally controlled closed loop system is
thus dependent upon the roots of the followlng chracterlst1c

equablon.‘

< A(z7M)D(2710(z7Y) - Balz=MP(z7') =0 (6.55) .
'Proper':ch01ce of the welghtlng functlons enables the closed ’
_loop poles -to be relocated and the tran51ent response~“
1mproved ThlS sectlon w111 brlefly de5cr1be the propertzes

of the welghtlng functlons._= .f}-" _ J,;' ;

(i)v“P-weighting°iThe.mainfpurpose'of the'Pvpolynomial~is:to -

_control or manlpulate ‘the dynamlc responSe of the 'controlf,u.z

error. The performance 1ndex equat1on (6 12) is m1n1mum when ;:le

P(z")e(k+d) 0 if there is- no penalty on the control act1on.“;
' : -

In thls ‘case the polynomlal Pz ? governs "the~ error'f"f”

“ e y o D B 5 ) : . . Lo \ . B -
trajectory. 'For instance :if P(z"') is a f1rst - order

rpolynomial;n* L t-”n' B '7_' el

DoaE
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P(z-') = 1.~ az":

then the correspondzng error - sequence will be iforced to

follow the .exponential functton

e(k+d) = e(Q)-a*, = k=0,1,2,---
where €(0) is- the’ control error at time k equal to zero.
lObVlously, if a is p051t1ve but less than Unlty the error
S will deCay exponentlally and if it 1s negative but less than
unity the response wrll be a damped osc1llat10n.xP(z‘ ) can
also take the form- of a’ lead or lag dlgltal filter to fllter
h_out the control error. In_any case it ;s deSIrable to chOose
a P(z"! ). polynomial so as to result in a satfsfactory,
Stable closed loop response. | |

Slnce “the polynomlal P(z“) isbactlng on the control
l error 1ts welghtlng 1s -effect1ve not only on pthe. error

Vcaused by setpo1nt changes but also that due to external‘

‘d1sturbances. Orie gu1de11ne for' ch0051ng P(z ") is to ‘think"

jof_fit» as a reference model ‘For - example, for a step change“
1n setp01nt P(z") could be - chosen ‘to produce an output
~_P(2“‘)(y¢-y) that represents the de51red performance of the‘
.actual prodess. (Note, th1s model reference analogy is _not.f
{exact because f: modelllng err‘orsi~ gtc, that reSultpln

\'feedback act1on )
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L
‘(2) Q—Wexghtxng The Q- welghtlng enables the de51gn .of SFC
to be more flexlble s1nce 1nclud1ng the o(z ‘) polynomlal |
glves the control law a structure 1ndent1cal to that of a
- general type dof -discrete controller From eguation (6. 25)
when the measurahle dlsturbance is not considered the
auxillary'signal,’n(k)h is calculated as
, . 5
T(z"'")P(z" ")

Cp(k) = — e(k)
- V(z“)Q(z‘f) ,

- Jubstituting n(k) into‘ the control law, (6.8), gives the

following controller equation.

P(z4) - Tz ")+v(z-")olz ") |
u(k) = — — [ : — ] e(k)
D(z~")Q(z~") . V(z7')
7

v _ (k). (6.56) )
1+ ajz ! o+ - S

Therefore, appropriate ch01ce of Q(? ') and P(z") can make
'the ~conttol law structure 1dent1cal to one of many forms of
a general dlscrete controller For example,'if “the des1red
controller~ form e. g. Sm;éh pred1ctor, is expressed in the
form of equatlon (6 56) then the de51gn problem is to, find d
| the values of P and Q (and/or other parameters such as modelt
»order) that w1ll produce the de51red struCture. Note that'.,

the result is an adaptlve form of the spec1f1ed controller.

One dlsadvantage is that 1ntroduc1ng Q(z ); 1ncreases the
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number .of controller parameters to be estimated and may slow
down the parameter convergence rate. To increase the
adaptation'raﬁé‘RLS or RAML estimation scheme can be used

with the same controller structure.

6.5 Properties and Features of SFC

The purposes of this section is to summarize the major
!

-

properties and features of  SFC for convenient' reference.

(The performance of SFC on the evaporator application will

be documented later in this chapter.) For cbnbeniénce the
propefties and features of SFC are grouped into the.
following'categdries; | - .
1) Structure
2) Robusthess
3) Parameter esfzmdtion

4) Performance criterion

6.5.1 Structure

o

The structure or formulation of SFC is characterized by

the fbllowing} ' |

1) a_élassical,lerror, driven SISO féedback 'Stfﬁctufe-
(cf. Fégufe'6;1) c ' -
"i1) as a special cése, mathematically and‘ structurallf ‘F 
eqdai ‘ to-’ the conventional, discrete PiD 'ﬁeedbéék |

‘;confroller. o . -
iii) global' §£ability in the ptesencé‘ofvahiiﬁduﬁded

Stochastic or deterministic input
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iv) for the determiniStie ‘case the control error

converges to zero in a>finite tihe (cf. fheorem 6.1)

v) for the general case the control errof Eonverges to
vwithih‘ a bound that corresponds tc.the'migimum upper
‘ bound'on the uhmeasured external inputs (cf. equations
(6.34) to (6.40)) |

vi) parameter convergence  to the actuéla,optimal values
1S not reqLired. but it is shown»that the norm of the

parameter error vector is a non-increasing function,

e.g. if the -adapted parameters attain or are initialized

to 'reésonable'valﬁgs; then they will not ’blow{up’, in
the interim before convergence is attained (cf.. equatien
6.43)

v%i) . can be applied to .‘nenmihimel" system
S#epresentations provided that the¢common_fect0f between
the input and theaeubpug polynemials is D(z“) which is
the MQdei of the ‘external vseﬁboints and disturbances

v

(cf. section 6.3.1(2)). . =

6 5 2 Robustness
SFC meets’ the necessary and sufflclent cond1t1ons for 3
'robust controller (1nterna1 modeﬁkpr1nc1ple) as deflned by g

R

Frahcis, Wonham and Dav1son. Assumxng that the adaptzve SFC

controllerilhlntalns the stab111ty ’6f‘vthe' overqll system o

‘then thxs ‘;robust .structure «\reSults in- the follohihg
| propertles.fp

e'i).asympfqtic tracking and regulation can be achieved in
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the presence of unmeasured, bounded or - unbounded |

trnallvihputs of the -tjpe defined by’ D(z")
Vigtion.h 6.5). This can  be reguarded: as .a
‘;atlon of the familiar integral - control feature
V'ontrollers i,ef.1ntegra1vactlon_tesults in zero

»

”~(asymptet1c tracking ~and. regulathn) for step

sﬁvasymptotic tracking aha‘regulatien can be achieved
h the presence_ of modelling errors. Thermodelling
ferrors do not haQe to be eatbitrarily ismall and"can
;sclude:
' " nolinearities
- ‘model order
. proeess er other System parameter errors
;.time varying systems -
_Tot&: . best' of author's kebwledge, othe; adaptiVe
}controllers such as STR/C, VAPCS: etc. do not have this
'error ~-driven robust structure. Theréfbre.’rqbﬁstness"visf a'
»key d15t1ngu1sh;ng -feature‘ - of t SFC;Vx (fheseprscticsl..'
ZSighificance qf}Athis robust Stfﬁeture, ﬁili;.hévé- to be
'establiSHed'- byl- extenSive"evéluatiqns: in a ngmber 'ef”'
dlfferent‘appl1catlons ) SFC. has an ésplicit erfor dti&enf*
. servo- compénsator. In. comparlson even for the spec1a1 case

‘of the STC algorlthm w1th an 1ncremental control 51gnal thej

;1mpl1c1t controller is drlven by the predlcted error and not

S e
A7

‘the measured one. . . el
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6:5.3 Parameter Estimation

" All adaptive controllers include some type of adaptive
" mechanism (e.q parameter estimation) plus a oasic control
strategfi (e.q. predictive control). Many.combinations of
adap€% e‘mechanisms and control strategy are possible?‘and
unfortunately there 1s no separatlon theorem that allo -
them to be evaluated.separately The parameter éstiméff:j_\\\\\
law u;ed in SFC is the same pro;ectlon type algorlthm used.
by APCS and was selected pr1mar11y to\\fac1l1tate proof “of -
the‘ stablllty and " convergence theorems. However,_the SFC
adaptlve mechanlsm-

- ’il d1rectly estlmates the controller parameters (in the
special case ‘these are the parameters” in a conveptional
discrete PIDxcontroller) R

ii) does not turn off as tlme increases (cf. RLS without'
a ﬁorgettrng factor) and can therefore be.applied‘to
slowly tlme marylng systems | | |
4 111) is 51mple and requ1res less computatlonal t1me than
recursive least squares (cf. sectlon 7. 2. 5) J
iv) 'switches of f when\gthe estlmatlon error is small .
o Th1s reduces computatlonal load durlng. normal .steady'
state~-operatlon and’ appears to prevent problems 11ke.
'parameter w1ndup or drlft during extended perlods of
steady state operatlon (Thls on/off swltchlno is part of
”the formal stablkiky proof.) | |
"fv)v because of the robust structure (See above) SFC'can;ﬂ

5

" handle dlsturbances .of the assumed .class _,withOUt
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restarting parameter estimation Thus disturbances “do
not destroy the process 1nput/output relatlonshlp needed
for good pred1ct1ve control

P

\ vx) when parameter ‘es%}mation is off, SFC is exactly
\eqoal (as a special case)wtoithe' convent1onal dlscrete‘
h QYD feedback controller and/or robust controller. Thus
"its operat1on is ea51ly understOod by plant personnel;“
Instrument board and/or compoter console displays can be
made- identical  to ' conventional  PID forms.
(Initialization of  the adaptinev mechanism can be
'hidden' and left to the ‘control engineer since it
seldom requires human intervention.)
‘There_is no guaranteevthat the performance of SFC ln a given
appllcation will be better than other techniqpes For
example in the evaporator appllcatlon there is some evidence
that the- SFC _prOJectlon' algorlthm gives slower)parameterl’,
COnveroence than{the widely used recurszve least squares.»

(However; to date a formal proof of SFC stability u51ng RLS

| has not been completed )‘

‘6 5.4 Performance Cr1ter1on‘ ‘&
- Sior - X \

'SFCrlncludes\—a. user-spécified duadratic performance.

‘1ndex w1th P( ‘) welghtlng on the control errog. and Q(z 1)

welght1ng on the control actlon. (Slm1lar‘aE STC but‘ added
' as part Aof this work “to APCS. ) The .1nclu51on of thlS .
performance 1ndex prov1des’: ' -

,i) a means of reduc1ng the exce551ve control actlon thatu
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characterizes many adaptive systems by selecting Q(z ')
ii1) a means of filtering or shaping the error signal by

proper choice of P(z '). Nofice, since SFC 1is

error-driven, tlfere is no separate weighting on the

setpoint.
I'
i11) proper choice of P(z ') and Q(z ') can result in a

final control law for calculating the control action
u(k), that can be interpretted as the adaptive version

of one of. the familiar conventional controllers, AV
N oo

SFC—PID ofherXchoices‘of P and O could lead to 'Dahlin’

or .'Smith Predictor' type compensators.

: : :
iv) a means of handling nonminimum phase systems

The 1nclusion of P and Q weighting provides desirable design
flexibility but further work 1s réquired to develop design:
guidelines for the selection of P and Q for a specific
applicatioﬁi .

6.6 Simulation Study

The purpose of simulation sggdyAis to 1llustrate some
o '
A . .
of the properties of SFC discus§ed in the previous section
'{ b ’

o / ) .
and to evaluate and identify the cénditions and the choice

of initial parameter values that are required to control the

A

pilot scale double effect evaporator. The simulation

-

conditions were <chosen to facilitate comparion of SFC with

the STR/C, APCS and fixed gain PID runs”® descgibed_ in the

g

previous chapters.
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\\ ) ) ‘ . B . L. -
Like Any other controllers the choice of initial
S
parameters and design constants of SFC. 1s «critical to the
performance. Several’ runs were made to demonstrate the .

effect of:

1) Model order

==
d

2) Initial model parameters
3) Adaptive mechanism
4) Weighting functions.

A summary of SFC simulation.runs is given in Table 6.1 and

can be compared directl} with the STC runs in Table 4.1 and!

the APCS runs‘ in Table ext'section‘will discuss
the individual Simulatibn rups and/the general results will.
be applied to the experimenta ns. Since SFC uses the APCS
adaptive law the adaptive portibn of SFC. can. be turned
on/off at any time. The straight line or dots just above the

time axis in the figures, e.g. Figure 6.3,‘indicate whether

adaptation is on (dots) or off (blank space).

6.6.1 Model Order

As 1n section 6.3.3 1f the proéess model 1is second
order, SFC takes the familiar conventional PID form and
simliarly if the process is approximated by a first order
model then SFC: is identical to a coﬁéé@tionallpl'controller;
?igure 6.3. and ’6}4 sﬁow thg.ad;btgpe PID and PI of SFC
respectiveiy..The éblid dots at the. bottom of figurés

indicate periods during which parameter adaptation is turned

on. The output performance\of.the adaptive PID in Figure 6.3
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1s slightly better than the result obtained by‘PI settings
in Figure 6.4. It is worthwhile to note that both gave "good
behaviour ' of the control action which is comparable to the
éontrol performance . of STC ana APCS with the PI type
Q-wgighting represented in - Figure | 4.17 and 5.12

respectively. (Note that Q=0 for SFC PID).

6.6.2 Initial Controller Parameters

‘The initial parameters of SFC can be Qbtained directly
from the controller coefficients and-a number of methods can
be used to determine suitable parameter values: experien&e,
simulation, tuning, etc. In this -simulation study tﬁe
initial parameter values were obtained fgbm the PID or PI
constants - calculated from the evaporator model, equation
(3.3). The detailed calculation of these PID or PI constants
1s given in chapter three. In thié'manner the choice of
initial parameter is assumed to be bn the same basis with
STR/C and APCS, where the same model was used to determine
the initial parameter values. Figure 6.3 and 6.4 are thé
results obtained from tﬁe PID and- P1 paraméters
respectivély. In fact theVlsimulatgd, linear evaporator
behaves 1like a pseﬁdo—fifst order process (cf. Figufe 3.2)
and thus a ;éonyentional PID controller with a large;
Controlier géinvpréduced excelleﬁt control on this simulated
1evaporator.‘HOWe§er, the real evappratbf was very sensitive

to the controller gain, as in section 3.5, and the effect of

initial parameters on the control performance was therefore

3
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H

o

investigated further by experiment runs.

Figure 6.5 shows the adaptive PID control in the

presence of setpoint changes,

6.6.3 Adaptive Mechanism

‘The adaptive algorithm used in this simulation is the
.one chosen based on APCS stability analysis and has the same
design parameters. The effect of the design constants was
fully discussed and demonstrated 'in section  5.5.3.
.Therefore add1t10na1 simulation runs are not presented here
but the desxgn factors such’as the error ‘correctlng factor
and thef- bound on unmeasured disturbances 1is further

1llustrated by the experlmental study in section 6.6.

6.6.4 ﬁeighting Functlons

P-Weighting: The effect of P-weighting 1s shown in
.figure d.6h wvhere a critical value (ringing pole) is used as
a weighting function.and as a result the'control signal',and
"thé output becomes oscillatory due to the critlcalvvalue of
.vPJbolynomial._The effect of the feed distprbance "on the
outcut ie very much reduced compared to Figure 6.3.and 6.4}
F1gure 6.7 shows the P- welghtlng effect on setp01nt changes.
lt .reduces the overshoot significantly compared to the the
- non-weighted case (Flgure'6.5) | . | o
Q—Welghting-' Introducing ~a'7Q-weighting polynomial'

,1ncreases the order of. controller polynomlals For example,

in Flgure 6‘8,, a constant Q- welghtlng was used and the
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corresponding controller structure becomes

u(k) = — — , e(k)
- (1-z" ') (bs + bjz™" + byz % + bz ?) :

'Therefore, seven parameters yith b fixed have to.be updatea
at eachﬁsamglingltime and the solid line at the bottom of
Figure 6.8 rndicates the increased estimation interval'while.
the control.performance is net different &rom that  of  the
adapti&e Plb 7 (Figure 6.3 and 6,4).' Figure 6.9 uses
Q—weighting‘ef a first order polynomial Lhich .shows the
improved control and also’ increased time- internal for_
parameter estlmatlon It can be concluded that Q—weightiné
prov1des an option to design an adaptxve feedback controller
of h1gher order structure and hence requ1res more parameter»

-

estimation.

6.7 Egperimental Study

The ~“simulation - study . served- 'te_:illpstrate the
performance of SFC when appl1ed to a 11near plant ‘but its
capab111ty to control real nonl1near systems can only be
evaluated by exper1mental appl1cat10n. To. ver1fy some of . 1tsf
’features and - evaluate ‘its appllcablllty to real processes
the SFC algor1thm was 1mp1emented and tested on the product

concentratlon/steam leOp the pllot scale double effect

evaporator at the Un1versaty of Alberta. As in the case.-of.‘,a

other _adaptlve controllers the effects of various d%s;gn
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~factors and parameters were examined and the results were
also compared with. the results from other adaptive
.controllers ‘and conventionak,_VPID‘ controllers. Table 6.2

L, ,
presents a summary of experimental runs: conducted.

' “Since it was judged to be of greatest interest to
appiicationsethe '"PID' form of SFC was the prlmary objectlve

for evaluation . and hence the most -experimental runs were

made u51ng adaptlve PID. However, for comparison with other

adaptrveJ controllers some runs were conducted using hlgherf“

order models. The 1mportant areas for evaluation are: the
‘initial  controlter para;eters, ~adaptive mechehism, the
cheice of design constants (e.g,. welghtlng functlons) the |
oraer of the contyroller, The followlng dlscu551on therefore-

emphasizes these areas.

6.7.1 The Initial Controller‘PaTameters

In thlS study the open- loop, response of the evaporator
te a step change in feed flow was recorded as . shown by the
dots in F1gure 3.2. This was fitted by a simple first order
médel, equatien (3.3)]'ahd’ PID“controller’constants were
estlmated using IAE technlque as descrlbed in chapter three.
These estlmated values, KC=5. 04,\1;—6 06 rd—l 08 were-used
for 1nft1al estlmates for the PID form of SFC It sheﬁld‘ be
noted that any .technique ‘that can):be(used to determine
"centroller4constéhts 'cen also be used to generate the
'initia; vélues required by SFC. o

-~



(o] . .-

- .
.74
- A
o
ﬂu
l‘&.‘.
L0 00 O 8 b r9 v J= ‘0

v iC. v S 8 Si- 88 O+)= ‘0 -@iON
1Mo wd M EBLELl suLod,aS C (. 23 -7 500 \ M v9 °0 COCZSY vZ 9

) ws rEor s Tebuval LoiLdies o i S00 ; ¢ r9 €/°0 zo0Zsy
J1g 8Avi3epe "8buvul Lulodies C ‘ SO0 ' 4 v ‘o 1 00ZSH £€Z°'9
IR OTA T I SR Y. S CRNNN T L oI VR Tol SR VAR ®) ; 500 ) € ) O 0+'0 S00E Y 9z 9
90CZEa s> iM-3 B 3BLS C 28 eb ) Tolol \ £ 9o 0 O0+°0 v00C Y 82 9

QOOZAY 42 Mg KD, dl o] (.2 +y) GO0, : ¢ ro O 0+°0 €O0E Yy

yO0€8y 4% ouwty Dol (Jwes Duoy C N 50C | £ 08} 0 0+*0 z200edy
(BECW $S&2C U Lo I0 o wi z ; 500 ! € vo 2 0+f0 L O0EYHY LZ 9
. LurcQ ScURGUNISID ebue 9 ‘ 410 _ | 4 v9 °o 8102y 61 9
puUNCQ BZwlQuNISip Zudl C b o 0 i Z ve ‘o R NeIA.T.] oZ 9

S13jowrLed (B4 ) | SO0 \ Z vo "0 S0z

VL INE 3D S o8 BWRLRd L BYLlu: o) ! 500 ; z ro ‘0 G10Zyd
(€idiul bw., euloiw: alblw, o} | SO0 } z ro ZE OE=+1{ €vOTHY . 919
Sudldwe ied 1By iUl woeb Wby I \ SO0 | Z vo /o€ Zi0Zud St 9

sddiswesed (el d. wel oma, ¢ i S00 | z vo v “0E Oz uY
- SJ4iowEseT (.1 iul uicE mO. 2 ' [Yele) \ 7 t9 z/°0 [oYYeYA T ] ve 9
314 -8B pux.y 2! " 500 o0 Z vo ] 800244 Plo9
LB 043U LBLIC souDiw M-l ) ' G500 ! el r9 o 0+'0 LOOZHY - sz 9
SOCZEs s im-g  B,de.s G (. 26 +1 500 . z r9 °0 FoOz Ha 1z 9
WO IR 1DSO CiM.g TEDu i u o (. 2«1 S00 , 14 vo ‘0 S00T HY e 9
Glg e~ idepe T.coeq o) ! 600 ! z va ‘0. +O0Z Yy 01 9
vOCZay ZOGZHE i (1@ 37 1le, 448 C \ cYele o Z vo ‘0 £00T Y TLv9
s owiy Eu. dwes T llg 8~ .depe o ' SO0 Y N 8Z+ e zoocdy g4+ 9

3wy Dui i duwes DuD, d.et mo, ¢ ' 500 ] I e /0 [XeloYA-T-]

4

- Lim M ounogyg (423301 1915 40 (295) {(0)0 ON ON
Lo LBWwWD D [¢] d _ aS i UN ‘ (a1 _ | QOW Sy Leiiul _ Luny _ a4nby 4

1

- 536 DUTEr sUng (eiudw: 18d-3 30 18 1 7 v s(qe;



244

" The performance of the SFC Qsing the PID values
discussed above as initial values 1s shown in Figure 6.10.
The process variébies can be 1dentified by reference ‘o
Figure 3.1. Comparison with previoys work on the e;aporator'
indicates that the control - of.éE shown ip Fiéu}e €.10 1s
~excellent for a SISO controller. The ‘manipulation of the
steam (ST) 1is mbderate and does not include the spikes or
rapid cycles often produced ’by ‘minimum va;iance type
adaptive céntrollers. The three adap‘te* p;ratﬁeter ‘val.ues are
plottéd in Figure 6.13(a) and the equivalent continuous
parameters (cf. .équation 3.14) are dffown in Table 6.3 for
t=0 and t=120. Note that the period of rapid parameter
change in  Fiqure 6.13(a) coincides with the period having
the large error and the la;gest perturbations in the 1/0
vector. This 1is as expected from -an egamination of the
adaptive law in equation (6.32). -'The absolute changi in
barameter values as"shown in Table 6.3 is _smfll. However,

: Sl TR -
the changes are significant 'wben\ measured ‘in"£erms of
evaporatoéT performance. ' Figure 6.11 shows the results of
fixed parameter PID control usng the séme PID cohgténts
used at t=0 in Figure 6.10; Obviously the results in Figgre
6.11 are unsatisfactory; Eiéure ~6.11 also 1indicates the
highly interative nature of the evapo?ator{ e.qg. chénges in
ST affect C2 but also W1 and hence Bi which affects C2. The
fixed parameter PID controller could be retungd in a numbgr

of ways. However, Figure 6.12 shows the performance .of a.

fixed gain PID controller using the parameters obtained by
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Table 6.3 Initial and Final Values of Adaptive Gains
(Equivalent Continuous PID Parameters. {cf. Egn 3.14))

KC 7, (min) T4 (min)

Figure

No. t=0 ] t=120 t=0 | t=120 t=0 | t=120
6.10 5.04 4.96 6.06 5.55 1..08 .11
6.11 5.04 5.04 | 6.06 6.06 1.08 1.08
6.12 4.96 4.96 5.55 1 5.55 1.1 1.1
6.13 2.52 2.44 6.06 1.54 1.08 1.20
6.14 7.56 7.53 6.06 5.70 . 1.08 1.09
6.15 5.04 5.01 30.76 | 21.40 1.08 1.09

Note experimental period, t, is in minutes.

AS

SFC.during run 6.10 (cf. Table 6.3 at t=120). The results
are comparable to the SFC result in Fiqure 6.10 suggéstiné
that if the evaporator were truly - time-invariant then
adaptation could be shut off permanently‘éfter‘about one
hour. These results.suggest that SFC.can improve a marginal
set of.initial PIb céhtroller constants.

Two points are worthy of  emphasis, First, for
4time~invériapt' processes the peffdmanCﬁ ¢of the PID form of
SFC will always be less ‘than or equal.to -that of a fixed
ggéa.PID controller with fhe 'bedt "’ controller settings. The

\ , : '
queétion 1s hdw canlthe ‘beSt' PID contrpller..cbnstants be
found! (SFC“starté with thé user—specifiéd iniﬁial valhes
" and addapts them in'gﬁch a way thét'the‘performanée index in
_ equation'(G,IQ) is minimiZed).;SeCoﬁdly; ft would be nice to
" be éb1e to start with a very podr'iﬁitial ‘estimate. of the

/ : Lot . \ . .
PID parameters, ' e.g. zero, and have an.adaptive controller

that would méintain good_cpntfolsof the process and rapidly
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'adapt the parameters so they quickly reached the 'best'
 values. However, examination of adaptive mechanisms shows
that rapid parameter adaptation occurs when the estimation
error and/or the elements of the 1/0 vector are large. Thus
poor initial estimates will result in poor cOnt;ol initially
(certainty—eéuivalency principle) and/or a long adaptation
period. Note that more sophisticate& formsAof SFC than the
PID version and/or a different ch@ice of adapti?e mechanism
could result in better performance.-. | |

+ The effect of selecting different initial values for
the PID consfénts used by SFC can be seén by comparing
Figd;es 6.14, 6.15 and 6.16'versus Figure 6.10.'Nope that
the set of PID constants that prbduce a given process
response, e.g. C2 in Figure 6.10, is not unique and hence an
adaptive cohtroller may not converge to the same set of
‘values when started from different initial conditicns. The
worst results are in Figufe‘ 6.15 which started with an’
initial gain 50% larger than the value (5.04) that Figure
6.11 showed was already too large. The parameters for run
6.15 chénged significantly and rapidly as shown in Figure
6.13(b) and the control of C2 seeﬁed to be improying with
time. (ﬁnfortunately, run 6.15 coyldvnot»be‘extended becauée
of a film which forms on the glass.iprism rof the"on;line
refractometef_'and introauces a bias intb‘thé measurement of
C2 afﬁer 2.5)or 3 hours.) Figufe 6.14 shows the performance
when 'the proprotional gain was SQ% lower than that used in

Figufe'6,10. In tﬁé‘previous adaptive PID éxperimenf-it was
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noticegd .that the integral time constant 7, changed most. In
Figure 6:16 the parameters were initialized with an integral
constant five times the original value with other consténts'
unchanged. It shows slow 1ntegral compensation but sfill
gives better overall performance than the. constant PID
(Figure 3.7) and it was observéd that the'infegral cbnstant
decreased to about 25% of its initial value (30 minutes to
: - ¢ . .
22 minutes). From the above experiments it was concluded
that SFC could be used to tune PID settings for a specific

application and is reasonably robust with respect to the

choice of its initial parameter values.

6.7.2 Adaptive Mechanism

(1) The Error 'Correcting Factor: The user specified
limit élaced on the error correctihg factor a(k) is one of
key variables of SFC to be given before startup. Also since
the initiél pérameters used were - pre;identifiéd,‘ small
values‘A(usually less thén two énd greater-than 0.1) for the
upper limit Jf the factor were used while the lower limit
Set'to zero or close to zero. In Figure 6.17 the yppér'limit
of a(k) are set to 0.1, which results 1in slower 'barameter
adaptatipﬁ (Figure 6.13(d)) ghd as a conseguence the
,response_is.slightly oécillétory compared to Figure 6.12
whéfe'theglimit‘wds unity. This os@illatory ;gébonSe was not
improvea by increasing thé'contrél interval in Figure 6.18.
on the ‘other"hand Awhén thef upper limit was equal to or

greater than five it was observed the response was more
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oscillatory due tc large changes of the’ controller
parameters. It 1s worthwhile tb note that 1f the upper and
the lower limits of a(k) are set to zero the SFC based on
second order process model turns out to be a discreée,
constant PID c5ntroller. This property has been used to
doublecheck the SFC control program.‘ -

(2) Bound on Unmeasurable Disturbance: The upper bound on
the unmeasurable and/or the modelling residual (perturbation
var{éblé?, A,, determines the parameter adaptation dead zone
and hence the controller behaviour. Since the actual minimum
upper bound for the evaporator was not known Qd was chosen
to be 0.005, which 1is the value <calculated from the
evaporator noise model (cf. Figure 6.10). When A4, Iis
increased to 0.015 invFigure 6.19 the control performance 1is
similar to that of the discrete, conventional PID controller
of Figure 6.11, There was not enough parameter adaptation
(Figure 6.13(c)) at the initial stage and also during the
load disturbance phase compared t; Figure 6.13(a) where A,
was 0.005. Another extreme case is Figure 6.20 in which A,
is/ set to zero indicating a noise-freé, deterministic
process. As can be seen from the graph the output
performance 1is very'élbse to the case Ay is 0.005 in‘Figure
6.12 but the solid line at the bottom of the graph indicates
continuous adaptatioﬁ. Therefore, it can pe concluded that
the overestimation of the bound results in poor contrpi‘with .

less computational effort while the underestimation requires
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more parameter, adaptation effort with - no significant or
noticable 1mprovement of control as well as control
parameter drifting. In practice a proper compromise has to

be made on this bound.

6.7.3 Weighting Functions

(1) P-Weighting: For the regulatory control situation
SFC without any weilghting functions 1s shown to provide
excellent control. However, some runs were made to 1llusrate
the effect of weighting functions. In Figure 6.21 P(z ') was
chosen to be a stable polynomy§ll (1+.5z2° "), without
Q-weilghting. The contrpl performance was better than w}tPou;
P-weighting 1in Figure 6.10(in the sense that the control
signal was noticably smoother. In a second experiment P(z ')
was artificially selected to have critical value, 1i.e.
ringing dYnamics (1+z° 1) inleiguré 6.22. As a result the
output response in Figure 6.22 is osciliatory. Note that
when , the process dynamics are assumed to be of a second
orde; type SFC ends up with an adaptive PID structure 1if
P(z~ ") isunit} and Q(z"f zerd (Figure 6.105 but if P(z" ')
is other than unity and Q(z"') =zero, the * controller
structure will till be a discrete PID acting on errors
filtered by P-polynomial (cf. Figure 6.21). P(z7")
polynomial weighting can also be used to confrol the
manipulative variable for the ser?o control problem as shown

in the preceding simulation runs. Figure 6.23 shows the

" response to the setpoint change by SFC with a PID structure,
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¢
N ' . . ¢
The second setpoint change (showing the nonlinearity of the

- evaporator) makes the control signal oscillatory. It may
cause the closed loop to be unstable due to tHe lnteractions
of. the evaporator when the setpoint change is larger in
magnitude. The excessive control signal can bé smoothed by

use of a P(z ') polynomial weighting as in Figure 6.24. The

P-weighting in 6.24 was chosen to indicate the dramatic

]
4

effect it can hayeA‘on ‘the. variance of the manipulated
variable. Better contfol of C2 could probably be obtained by
choosing . the p polynomial to give less fiktering action on
the control érror.
(2) Q-Weighting: The Q-weighting function ‘acts on the
aukillary gagnal ﬁ(k) and aiso,introduces the ‘dynamics of
the unmeasurable disturbances ipto the control law design of
SFC (cf.<e§patiﬁn (6.22) and (6.23)). Thus the estimator has
more parameters that need to be updated. Figure 6.?5 shows
an example of Q-weighting where ;évgn parameters were
estimated’at each sampling time. The control performanc€ was
élighﬁly oscillatory. The effect.of the number of barameters
to be estimated is more significant'in Figure 6.26, where
~niné controller parametersAyere estimated. In ggne;al the
higher order controller requires longer tuning period.
6.7.4 Controller Order B

SFC ‘based»?oh;'a .highef order p;ocess_ﬁodels was also -
-appliéd to' the evaponafof; ,Figure 6.27 représents the

performance using a third order model and can be compared

A}
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with Figure 6.10 where the second model order is used.
Another example is in Figure 6.28 where the same P-weighting
is used as in Figure 6.21. Both cases 1ndicate the

oscillatory performance and require more parameter

adaptation effort, which has been observed in Q-weighting.



268

(3> IHNLYYIIWIL

SP1 26 SL - B8
e e T

(SNIW) FWIL - - (SNIW) IWIL N
0'e2] 296 003 BCE 00 2021 006 _0°09 @'V D0
[ PO P SN S e Sop =

S : =

| | ]

LeE

. M S S,

(/)\(/\:\,K/\/\(/\ ((f\o\.\.\ _.I. -

[T Hre - N
= O, -

s~ =

| +4 S - ™~
p un .

P =

o

(Y002HY  "4° 30O d3HSIH /04%@2 \&d\ﬁm\mas.&D\Huwmz\zDhH\H&&mmm\uumv

[@pop <epdg @aybry L$w; 34S xL.TuHHOLJCOU wmno&mwm LO»ULOQG>m L2°8 3HNII 4

—
-
;
L.
—

[ U
pe o
——

g8”

g3 °1
- (NIW/9W 31YdM014

2y 2

g o1

211

[ep—

€

(9% dn-070H

(931 %» 3NOJ



269

() 3UNLVY3dW3L

S@1

- Bact

A
-

(98024 3> 1h-d /04702 \&a\AAm "+1)d/S00 ma\ﬁU\mZ\vmw\zahH\vmammm\uumv,
[3POR 49p-g pug pue 3A-d 4iTas 043 Aq ssdodsay -ogedodony 8279 33914

\

(SNLW) 3WIL

@26 @0V BVE B0

g3

SL

g6
—-

1

T 1

1S

1L -

200

pgsl Bsc
(NIW/9%) WV3LS

s °1

2D .

(NIW/JM) 31VYM04

CSNIWY 3WIL

'8¢t 'B°B6 ©°09 BgE 2o

) _Jl.:.--:1w_t‘ T — T
) . - IIIII —

282
(9% dN-070H

- Bge

g€

R

P Bl
+ (931 %) INO3

2'a1".

@Gl

811

\,



270

6.8 Conclﬁsions

.

4

1. SFC is a globally stable robust adaptive controller that

operates in the presence of bounded noise and/or unmeasured

disturbances. R : ‘.

v
-

£

) o T . | ot
2. The 'robust structure' of tHe SFC controller gnsures that
asymptotic tracking and regulation is achieved even in the

presence of finite perturbations in the system parameters.

-

¥k
-

3. SFC minimizes a user-specified performance "~ index. "The

-

weightfng; functions . give flexibility in the control law
désign of.SFC. In general, Q-weighting makes the SFC'contfol
law more complicated, 1i.e. a higher ozden.toﬁfroller with

more parameters to estimate. The higher order adaptive
' [N )

~controllers «due to either inclusion of Q-weighting or a
oo . : _ i - 5

higher order:process model, required a lonhger period - to

estimate the paraméters and showed an oscillatory control
_ o : ‘ ! _
response for short ‘term regulation of the evaporator.

T

4. SFC, .in what 1is. esséntiélly its simblest forym, is

mathematicglly and strugturally qua

algorithm. Thus conventional PI

can be easily e«t#nded “to include ‘'self-tuning’

controller parameters.

5. The adaptive part of SFC can beiéfopped.at any , time  and

-

Y

1cations 1in 'ndustgy'

the

o

“

—_

!

f ’
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L

is normally inoperative&dhr&ng steadyjstate'operation " (zero
contrel' error). .This prevents prattical ptoblemstsuch as
&riftrand patameter windup but still 'permits asymptotic
tracking and regulation (point (2) above). \\\
6. Simulation results -show that the performance of .SFC~PID
is satisfactory and at least comparable. to the results
obtalned by STC and APCS w1th the PI type Q- welght1ng
7. The apglicatiqn of?SFC'to the double effect'evaporater
shows that SFC can use conﬁeﬁtaonal PID constants- initial
parameters and tune these censtants ‘to a better\set of N
gains. Thus SFC in adapt1ve PID form can. b¢ used in "tuning

conventional PID controllers.

8. The experimental application of -S?C shows that its
performance is eomparable to or eéen better than that~o£ STC
or APCS. SFC in its adaptive' PID“Lform outperforms the
conventional,‘ Prbl cbntreller: and-in addition is a logical'»
choice fot appiication'go rEal' 1ndustr1al processes wheré

the ,conve%tlonal PID controller “is being used and retun1ng

of the parameters is con51stantly required.



7. Comparison of Adapt&ve Controllers

Chapters four, five and six describe the STR/C, APCS
' ‘ |

and SFC reSpectivelg. Each of these chapters is fairly}
independent’of the ot?ggs and this organ1zat10n of’ithesis

has proven conv1ent for reference and educational purposes.
However, there is an alternatxwe way of looklng at the same"

°

information ?d that is to take a single feature, such as
the type of parameter estimation law. used, performance ' of

- the evaporator thh\step feed disturbances etc.,dand examine

\

all the controllers of - 'interest relative to “this single

feature. ThlS is the approach taken in thlS chaptqu/

Many of the 51m11ar1t1es -and d1fferences, advantages !ﬁ

and dlsadvantages of STR/C APCS and SFC were. brought out 1n
the discussion in chapters four through 51x and wxll not be
' repeated here. Thus thls chapter assumes a knowledge of ‘the
preced1ng chapters and‘ | &tended ~ be "read
,independently. The ‘overall organlzatlon of the chapter is

outllned in Table 7 1. The three controllers (columns) are

compared based ‘on features grouped 1pto the categorles of .

lparameter est1mat1on_ law' ," controller de51gn , and
internal model" (rows) The/subsectxon txtles 1n'7.2 and

. 7.3 correspond to the topics’ ljated in Table 7.1, “

~ To assist the reader in collating all the exper1mental
S and simulation data related to a single factor. such as 'the

_\ effect of model order' the relevant run numbers have been

collected 1nto Tables such as 7.2. The deta1led dlscu551on'

!

\ | , 272
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K

B

§§ « Table 7.1 Comparison of Adaptive Controllers "\,
| . STR/C | - APRCS - | ~ SFC
i — . ‘ K \
"+ Model order -+ Model order »+ Model order
) and sampling and sampling and sampling
. . time ' time ' time
“* Initial model Initial model Initial
o parameters parameters ‘controller
-Parameter | - CoVariarce Co parameters
Estimation| - matrix . _
Law’ _+» Forgetting . S
. factor - S
+ Upper & lower| -Upper & lower
. * limits of limits of"
‘ estimator gains|estimator gains
-« Disturbance + Disturbance®.
.. boufid ‘bound -
. Objectlve + Objective. T Objective
STR: E{y’} APCS:E{(y-yq)}?®
1 1 . | SFC:E{(Pe)?+
Controller STC: E{(py Rw)? | APCS(w):E{(Py~ (Qu) }
Design . +(Qu)’} \V"'Qy,)’+(Qu)’}- _
; ’3De51gn fac ors "-de81gn Factors|+Design factors
i src;P 0 R Apcs(w) PQR E
Internal ;% :
Model . . / D(z"')
+ . ¥ I
of each‘- un is in the - chapter dealing with the type of

F contro11er used” e, g SFC runs are d1scussed in- chapter six.

Th1s'

chapter takes a h1gher level v1ewpo1nt and attempts to

~. make bsoader, more general conclu91ons. Thls task of mak1ng

1

;;\\Ciflc comparlsons and general concl

‘adaptxve bontrollers prOVed to be vety d1ff1cu1t.

d

the reasons are\dgscussed in sectlon 7 1

uszons about d1fferent

SOme of
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7.1 Difficulty of Comparing Adaptive Cohtrollers

,One of the objectlves of this thesis was to compare the g,,/

performance - of different adaptlve controllers. Ideally such'a
a comparlson would be - carr1ed out over a. long per1od of t1me—-

P

_on_,the actual app11cat10n of? 1nterest._ For example in
'1ndustry two parallel product1bn un1ts subjected to the same.
product spec1f1cat1ons, - raw mater;als, | d1sturbances”
operators etc..would be ideal. -HOwever;',for' prel;m;nary

‘evaluat}on of a w1de range of param tersfand operatingi .

condltions a faster more convenient means of copparxson -is,*»

. deslrabler Thls proved very dxfflcult to ach1eve for thepf' '

~ reasons described below.

-

S

.. 'The computer‘ controlled pzlot plant evaporator used 1ng

this st

y is a conven1ent Vehlcle._ However,»-itf must be“»”r

'real1zed that the objectlve is not to f1nd the best hdapt1ve~*"“

controlleghfor thrs partlcular evaporator but rather to try,r:'

pred1ct how the dlfferent adaptlve controllers would?if:

*,perform 1n other appl1cat10ns. A brxef consxderatlon of heyfi;{

fipoSSlble effect “of a 51ngle factor such as modéllzng errorfle

3 “(whether model structure,/~mode1 order, parameter valuesrg.pfg

<‘t1me deldys or nonlxnearltles) 1nd1cates that the ob)ectzve;~‘ﬁ;
ikt o

VIS d1f£1cult, 1f not 1mp0551b1e, to ach1eVe., However,/ atffeV

o s

"-lth1s stag_ﬁ

iﬁw the development of adaptive controllers anyg_r;

“VVexperzmentalicompar1sons are valuable, even 1f they areffﬂ7i

L_fz Adapt1ve controllers d1ffer s1gn1f1cantly‘$p thexr bgsiélfifQ
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structure, -‘e.g; ~direct methods, - indirect methods,
model reference techniques etc. Many methods have a spec1f1c
de31gn object1ve, e.g. stab111ty, m1n1mum var1ance control 'ﬂ

B ‘4\~“
setpoxnt trackxng, control of non-m1n1mum phase systems etcr”;

Unfortunately, one controller does not 1ncorporate all theéh

de51rable characterlst1cs and therefore 1t is frequentlyéﬁy'n

questlon of select1on rather than | compar1son vfor'

Al

g1ven app11cat10n. For example,fiié$fa‘ controller wlth a

‘." .e

(theoretlcal) stab1 ty guarantee better than ‘ comparable .
cohtroller w1th0ut such a guarantee? What 1s théivalue o? 7
the s1mp11c1ty, e.g. the number of des1gn pamgmeters tﬁat

" must be ;feti by the user? In most cases there 1s no agreed

L )

method of tradxng of! one factor vs. another nor is there-fa;:f}

wfdely accepted quant1tat1ve performance cr1terlon that can:"'

ol o
§ IS N A

'1be used as a ba51s of comparxson. . } BEa,
?ff3; All adapt1ve controllers have parameters .that are
vl:fxnltlalxzed by the user and/or self 1n1t1a11zed dur1ng a ht
;fjf'learn1ng per1od"' Cons1der the case where the 1n1t181 o
v?fﬁparameters are 1n1t1allzed by the userr‘ Controllers 11ke
;3iiSTR/C and APCS are 1n1t1a11zed thh\estzmates oﬁ the process
;;Z;parameters (or d1rect control parameters calculated from the
5fifp£ocess parameter estlmates) H°'°Vef' g9 SFC m“St b‘

L}Q,1n1t1al;2ed wath controller parameters (In the SFC PID case

these are exp11c1t funct1ons of the fam;lar proport1onal,

557f1ntegra1 and derlvat1ve 9a1ns ). How 'can one say that a
gtven get of process parameters (evg.vto 1n1t1altze STR/C or

'7‘ APCS) 15 equvalent to & set of controllcr parameters (e 9'~'ﬂf




Cy

PO

ke 1n1tlal1ze SFC)? :;21f53¢1;&~,f. Qn‘f%i, ﬁ;ﬁk;:iffgrf;fE,_
,. v’»con51der the case where/the controllers are 1n1tialmzed ;n?
dur1ng é:"learlng per1od'\énd/°r gY actual operat1on undernﬂi
,%closely supervised\ condltrons and then subjected to 5°me}f
d'astanda;d tests, e 9"setp°1“t Chan9es or d1sturbances.w~Tﬁetl:

. Sy o
performance of each controller w111 depend on 1ts state at”

state w111 be> aﬁ”

- the begznnlng of the test twr1od and

funct1on ot the prevaous operatlng hxst,ry._(The manne{ 1nf;;"

',,-whxch the state at txme k var1es Wlth the operat;ng hzstory7 B

;9; ,wr§1 also depend on parametefs such as forgett1ng factors,yv.

’?_tconvergence factors etc..but let us 1gnore theSe effects ).”

/m

3 f the standard perforéﬁnce test 1s a step change 1nf}f

‘stetpoxnt should the learxng per1od 1nc1ude a ser1es of step}fd

'”ifset901nt changes or some sem1 random dlsturbances’ If anf?j;

‘f}fexternal per1od of steady state operat1on is 1ncluded Justffn?

Cff‘pr1or 't the test per1od then t 1s p0551b1e thatlﬁh;

7f;fcontrollers 11ke STC wtth an ord1nary RLS w111 'wxhdup fff

'*fwhereas controller& 11ke APCS and SFC would turn off the?ffj

";“aparameter est1matxon Untxl there was a largek estimetionfff

'ffg?error;f‘Thus such a h1story would not prOV1de a 'fa1r°;basis;ffﬁ

ﬁﬁfffor test comparxson. jfcfffl*””

/

that

partxcu

%hfﬂdxffxcultfhfaven 1dent1ca1 flearﬁin

‘7;"not be an adequete basis”for general concluszons;’




1

‘.:4 Adapt1ve systems are nonlrnear and ‘in'7mosf>”cases the/

:V-pattlcular convergence poznt or optxmal set df parameters,

;1s non Un1que.,3For example,_ con51der a '51ngle adapt1ve

controller that starts- w1th an’ 1n1t1al parameter estxmaterj'

,“9 (O) and m1n1mxzes a penformance 1ndex fJQ mhe'f same

[

controller 1n1t1al1zed w1th a different set 8 (0), could

'iereach the same m1n1mum values 6f the performance 1ndex J- cat

'l:ftlme k However, the parameter values Ofk) and‘the shape of.b

L \
fthe t1me doma1n responses to a standard test s1gna1 could be

:-Udesxred results (1n fact 1t xs often used as a means of‘

1

';“71ntroduc1ng desxgn parameters 1nto the formulat1on) and_v’_

"hence ve are agaxn left thh a qualztat1ve Judgement aboutr .

_7fiwh1ch 1s 'best';7“i';?<79 = 3»“7-"“

Controllers such as APCS and SFC in’fhe’general- case,.-
”fﬁlcertaln bound ﬂence the state ‘; the controller at t1me kttff

;f;fdependxng on the 1n1t1a1 parameters and&or performance;dﬂp

In both ot the above cases the performance of h,fiai

':flcontroller for t1mes greater than k could d1ffer because the'f?s

\f

-fjjov”fall system 1s nonlxnear. Hence compar;son of controllerslf<f

:ﬁxs d1ff1cult.,_w"t“

d‘7‘d1fferent.» hef performance 1ndex J seldom def1nes the truezl

‘71;guarantee only that the control error 1s reduced to w1th1n a .

‘Vfinhen the control error enters thls bound d1f£erw:?j

]’ elof the contgpller at t1me k would be different and thei]jf
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’ __7.1.1'Conclusions
| ' Direct comparison of adaptive controllers is difficult
, because theyiare application;°procedure and operator fuser)
| dependent..However, it'is still worthwhile. In'most“caSes}lt
"will be necessary to document ~t.he,‘ procedure and operatorifi
1nput as - weli as the process performance. Future users. w111
l,then be f3ced w1th the‘task of mak1ng the1r ~own, Judgement
about how thxs data can help them in thelr part1cubar deS1gn
and/or operat1ng problems At this p01nt,. lt " doubt ful
that . appl1catloh studzes can lead to def1n1te conclus1ons$
“suchvas controller A is aluays better than controller B'
e.fhe d1ffzculty of der1v1ng general conclusions from~
applycat1on studies can be contrasted‘w1th the demo trat1ong
ivor'* proof of partxcular propert1es‘ such as vstabxlxty,;lﬂ.
'convergence, robustness etc Although these propertles do
aﬁét- always carry over to spec1£1c appl1catxons because the;
.theoret1ca1 cond1t1ons cannot always be guaranteed hlstoryff'

I suggests' that they are "both desired and used by the control\

f‘;fcommumlty. r["? Ty 7; et 'M:=:<""§f”
'ﬁ.7 2 Comparxsow of Parameter Estlmat1on Algorxthms f;35°,f

s

The. parameter est1mat1on lavs compared in the followzng;ﬂf.

‘L‘:sect1£h are the APCS est1matr6n law (Wh1ch is 51m11ar to thei;dn

;..;'learnxng method' of Nagumo and Noda (1967) and the 1 vectorh:

:jffprOJection algbrlthm ) and an. ordznary RLS w1th and w1thoutf;;2

h;?a forgett1ng faCt°r°5;;ffrxf;]*fff.L“""'
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7. 2 1 Model Order and Samplxng 'rm‘D “ga afJ‘
Three. d1fferent types of model were coneidered'to _
"]descrlbe the evaporator dynaﬁlcs and dsed to  idpiementd_the
- STR/C, APCS and SFC adaptlve controlT§?§ The models are a
firs order.with or wlthout time delay, a second order and a
thi?éfforder .evapqretor_representatlop (qf._ehapter three).
Table: 7.2 snmmarizes the“resglte Jobtained-'using " these

- .

models,

'1<$able'7;2 Effect'gi;Model Order

v

. STR/C [»ﬂ APCS P SFC

;simu{.f exp. ‘1 51m91 I exp.. | simul.],exp.

First | .| '~§;l55 2 PR
order. ol 427 1 5.23.1 | 6.4
iSecondd

4 5.7
. 5 | 4.20 | 5.3 5;15 6.3 | 610,
\ order | 4.1 5.1 R

7 | 4.25 |.5.,12 | 5.21 -
] 44300 | | 5.2 IR R

S GRS

Comhira f oo | 0 fsa | 6.8 %625
. -order | | 4.26 |5.15| 5.22| | 6.27 .

. : B . R a . - - . A L
N .. R . BN . FEEE
: B . . P
;

;G Sxmulatxon study showed that }ii_ fxrst .order model

.7wa1thout t1me‘ delay gave _very osczllatory responses whxchffya
*::were vorse than any other model and therefore :1t was 'hp;;‘o;
‘iiiused “_5the experzmental study. Note that the t1rst orderétﬁh
;”m_model w1thout t1me delay 1s a spec1al _case. of the ‘secondt;;'
:fﬂtorder model 1w1thout time delay fféf;} equatxon (3 2) vsirff
fyj;(B 4)) _f flrst order model &1th txme 1¢913Yfff;T

L I

',fvnﬁl*
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eéuation(3.3),~and'the‘third orderlmodel ‘also  resulted ih’
'oscillatory.lresponses but  they were not as sevgre as with

the i‘mple f1rst order model For all adapt1ve controllers

> J
’s-

the - second order ‘model, gquat1on (3 4) -or (3. 5) gave the‘

'most sat1sfactory élosed loop evaporator performance. Notegf

e

that thé second.vorder .model has _four parameters “to be

estimated whereas the first order model with delay and the
"thirda‘order model have f1ve and six model parameters to be
festlmated The number of parameters to -be estlmated appears'

to have ‘a= strong 1nfluence ‘on. . the performancqg of the

L

parameter estimation ‘algorithms and -also rxnflueﬁtes thel‘

effect of . other factors such as ‘the 1n1t1al parameter B
estimates, process nolse &tc. = » ‘ N

L

+ -

"@heneffect of sampl1ng t1me on d15cret1zat1on of‘ the
process model -was . dlseussed 1n sect1o¥ 3. 3 and an example onr

jan evaporator model showed that a smaller sampllng '1nterval“‘

resulted ~1n a zero nearer to the unxt c1rcle and bo gett1ng:f‘”

close to zero both of Whlch can cause problems}lin~ adaptlvel'ﬁ3
) " - —
’control»v_Th followlng table summarlzes ‘the- experlmental.;v

| 'runs us1ng dxfferent sampl1n% tlmes.'

-’,kﬁ- the appllcat1ons of STR and APCS 1t was observed=‘”

P

r'f:that the control responsei was hlghly OSC111atory ,v1th a

‘;’64sec sampl1ng txme wh1ch 1s the one normally used for the a;v
% .

},levaporator., A longer sampl1ng t1me frequently 1mproves
’tf“osc1llatory responses (cf example 3. 1) 1n adaptlve systems.:;i
'ffHowever, 1n the case of STR and APCS exper1ments; u?1ng

# Tav



w sznh quJmI<w mwmzog \cuuam \Sa\am\ﬁu\“ u\NI\&mﬁh\zmha\mNSNEM\Uva
. ..oeuh mcummeom BINUTN. BBy Y3ta mhm mcm.D oocomclm Lom0L0m0>m

,,AmszV INIL

23

‘gg2 @
.- N

86 883 B°PE
| SR 1

B2

w-g

. es”

e sl

T

T g8
9 ILVIADL

i

T
(NIH/9D WVALS -

/

W

TN

peger
i ¥

nmzazv mxmh

i fa.sm s.sm a sm

_ h mm:wmu

‘o




282"

"

__Amsswmm “3° zH:ma0h \Q&N&N \Aum lm va\am\ﬁu\ﬁ.U\Nz\amah\zm»H\msamhm\u»mv

. ._. O\JDCﬁE ll«f 1 _,ur.o »:la (L8715 u ._.m mcﬂl_.._ Olcomd/.m do»o...o&u\,w N1 wm:um ...._
-(SNIW mzHH T R nmzmxu wzmh

@21 @98 809 @76 .,u.,su. .. _B'@ 80 879 :_m -a.,_.u

IH i , L - T

LRSS DRI RSP |

O
v]

88"

2

S

8'se 0B 0!

v

8l ,
C(NIW/DD RVALS

R

+

]
888 85°'l
T

B

Q
: 1

)
NIV VIO

oz B9l




283

-

.

P

,Amth wz m J&I<m mmwzc._ / muuaﬂ / Ba\ .nn_\ m&& .D\ ﬁ U\Nz\ sm:.\ zwh m \ NS&NnE\ mum<v
swy| mcn Hmeum Uﬁacuz UULL ._. ,.3.“3 mwn_< m..;o: ﬂo:omOGm Lomu(_on_0>w g N. um:u w...._

(SNIWY  FHIL e B az:c INIL

-

g'get 206 009 BVE 0. ‘. gl B'W6 0PI BEE

_ ...__wﬂ_.

...:

i T ! {

¥ l'ol.na.lalll-lt.lll..lql-llvollJc.lolll...

080

s

1d

vy

G'T  B8°1 .
*(NIN/9%) 'AVALS -

L
P28 BS°1
A

[

psz @@ Bl

Y
v I8 =

) n* .

_(NIW/Z9Y) 3LVHM0T4

: 'av'fz P8l

e

BT

1

O d-OT0H -

e

o



284

Table 7.3 Effect of Sampling Time

1

~ APCS | SFC

- |

TR/C
STR/ | \
t=64s | 180s |'t=64s | 180s | t=128s| 180s
: | _ ) ‘ ~
Figure | 4.20 5.19 | 7.3 | 6.17 | 6.18

7.1
. number 4.23 7.2

/ ) 4
longer. sampliag time (180sec) were not helpful in reducing
«the oscillatorylresponsg; Figgpes 7.1, 7.2 and 7.3 “use a
three minute sampling time aad can be compared with Figures
4.20, 4.23 and 5.19 respectively. Thesté comparisons show
that a longer sampling\time ENSOsec) gave;slu@gish control
without reducing - oscillation as compared to the 64sec
sampling time. ‘A similar effect was-also observed‘in SFC

.experfments (cf. Figure 6.17(64sec) vs 6.18(128sec)). The
. _ ~ - .

selection of a 64 second sampling time is consistent with
previous work done by Newell (1971) who recommended a 64

second sampling time for LOG state feedback controllers.

%
3 .
v +3 . i »

7.2.2 Initial Parameter Esp}matég

Q. .
'The choice of initial parameter estimates strongly

influences the resulting control performance. The initial
parameters required by STR/C and APCS are coefficients -of

the 'process‘g moael whereés SFC requires 'coqtrolier'

parameters. Por STR/C§ and APCS the initial process

1

parameters were calculatei' by discretization of the

evaporator m&dels, equation (3.2), (3.3) and (3.4) and also

. ?

2
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fﬁ?réctly from the discrete évaporator models, eguation (3.5)
and (3.6). The initial controller parameférs for SFC were
calculated from the open loop evaporator model, equation

| (3:3), using a classical design procédure which generated
PID parémeferé that minimized the IAE of the process [Miller
et al. 1967]). In this ménner the three adaptive' controllers
were assumed to haQe comparable initial parameters. Table
7.4 contains the figure numbers which can be used to compare
the ‘performance of each adaptive controller (column 1)‘when
different sets of initial parameters are used.

For STR and APCS (no control weighting) the leading
coefficient of the numerator pol&homial of the model ‘géemed'
to be the most importént paraheter (cf. Figure 4.20 Vs 5‘18;
4.22 vs 5.19). A small leading' coefficient resul%ed- in a
high controllef_ gain ‘and hence - the contrbl  action wa$
éxcessive. For §imulatioﬁ studies the. large control sighals
were acceptable. However,> wheh applied to thé actuél

. evaporator S$TR and? APCS without wéighting ;resultéd in
unacceptable osc%llation due td the high gain .and the
;nteracting nature of the evaporator. Both STR and APCS
required controller weighting for satisfactory experimental

performance. After introducing a quadratic pefformance index

with. well-tuned PI type Q-weighting, STC and APCS gave very

similar responses. -The performance was comparable even when -
three different sets of initial parameters were used, e.g.

based on eQUation (3.3), (3.4)‘and (3.5). For SFC, the base
| ]

set of initial parameter estimates was varied from 50% up to

i
LY



286

Table 7.4 Effect of the Initial Parameter Estimates

‘Initial parameters based oagtj
zero | egn (3.3).| eqn (3.4) | egn(3.5)
sim | exp | sim | exp | sim | exp | sim | exp
STR 4,2 4.4 : 4.5 4.20| 4.6 4,21
- 4,22
j ‘ AN
STC 4.27| 4.17| 4.25 ' 4.30
4.16 : ~
APCS 5. 8 5.7 | 5.3 | 5.18| 5.6 | 5.19
APCS (W) | . | 5.23| 5.12| 5.21] . | 5.24
5.13 )
SFC 6.3 6.10(
6.2 6.14/
6.15
6.16

150% in proportional gain éﬂd up:tb 5 times ih the basic
“integral time (éf. Figure 6.10} 6.14,  6.15 and 6.16). .
Satisfacto}y performanceA‘was still échieved in dll cases.
Quantitative detérmination of the bes£ set of * initial'
parameter svalues for the evaporator was not the conée?n-of
this study. For éctuél épplicafions of adaptive cohtrdllers :

the initilal parameter estimates could be selected based on. a

priori, off-line or background identification studies.

7.2.3 RLS: Covariance‘natrix and FofgettingsFag}or
The rate of parameter convergénce is a function of the
covariance ‘matrix in RLS. Table 7.5 summarizes the runs

using a RLS estimator. o
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Table ‘7.5 Runs Using the RLS Estimator

covariance | forgetting"
matrix factor.
simulated 4.2 4.8 4.9 4.13 4.14 4.,15-
- runs 4.10 4.11 .4.12 :

experimental | 4.28 4.29 4.30 | 4.31
‘runs - }u27 4.25 | 4.25

The effect of the initial covariance matrix is demonstrated

L]
3

Figure 4.2, 4.8 and 4.9, ii) for a good . set of initial
parémeters in Fiqure 4.10, ¢.11 énd.4.12._These §imulations
show that a 1large initial coyariahce is good. for poor
'initial_parameterS'but bad for good initial estimates. |

| It can be noticed'in'the above~siﬁqlati6ns thaﬁ as 1the
- estimation proceeds tbe“ eleménts:of.the.COvariénce matrix
get smaller and hence, thé estimator - will }hot adapr ‘the
process parameters as rapldly (assuming no forgett1ng factor
is used ) For example in Fxgure gez the initial covar1ance
“was. 10001 but atter}3000 iterations its dlagonal elements

. became

- Diag. P,(3000)=[36.1; 25,0; .0051; .0036]

/"
o /
&

"Thls self ext1ngu1sh1ng feature of RLS is acceptable 4£6r
t1me 1nvar1ant processes but not good for t1me~vary1ng

‘processes, Frequently, a forgetxng or d1scount1ng factor s

L)

in two ways: i) for a poor set of initial parameters in




1ntroduced to prevent the covar1ance matrix from shrinkiné.
>However,v use.poi ,a'-constant forgett1ng factor may cause p
eetimator* windup' when appl1ed to - systems iwlth -~ low
exc1tatlon. —iThe effect oi\'the forgettlng- factor~unae
illustrated through S1mu%at10n studies. As 1n\F1gure 4.2 a
10001 ;n1t1al covariance mptrlx sbut w1th’ 99 forgettlng

factor) was used After 850 1teratxons the dlagonal elementsf

of the covariance vere inflated to

Diag. P1(850)=[168,840. 5 ¢8,491.; 47.;38.]

‘F1gure 7. 4 shows the correspondlng parameter var1at19ns. The

parameter estimates are extremely b1ased and drlfted because

¢

_oa 'the‘.large elements of the covarlance matrlx espec1a11y
‘,the“correspondlng components ‘fOr 'A’ parameters. Fxgure

%

31, where the forgettlng factor was .98, is comparable to
F1gur§ . 25 with a. un1ty forgett1ng factor.u\i‘ ) ‘

. .\'

In conc1u51on, RLS w1thout a forgett1pg faet\r\ls not

V}good for time- varylng processes and RLS w1th a forg\tt\ng

L factorv is good, for tlme vary1ng processes but ‘may cause

’est1mator wlndup problems dur1ng perlods of low n01se or Qnog

d1sturbances. For the control of the evaporator,‘RLs WlthOut°'"'

a forgettlng factor was preferred Note that the evaporator ”
| hee low magn1tude no1se and that the process parametérs aref;

 time 1nvar1ant over the duratlon of a typlcal run. ﬂﬂi'
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- _7 2.4 APCS/SFC Estxmator caan‘ ft‘. \ .

The rate of parameter convergence

- some ‘extent by proper selectzon of the scalar quantlty a(k)

’.andothe perturbat1on bound A, in the AP S- est1matlon law.

T o SR R
| | , a(k) . 'f‘Aa;, -
T imulate® | 5.5 5.8 5.9 s
Crns 50 (B |0

experlmental 5.19 5. 24 4. 27 !_‘6;10.-'6,19
: runs s, 25 (4 30) |- 6.20 0

;f Figures 5'5 5 8 5 9 and 5 10 were 1ntended to 111ustrate5'

e';the effect of the Upper llmlt a(k) _th parameterl’

“j:rconvergence. It :ﬁé observed that a large a(k),‘say 1000, -

”i7fyp not good ﬁor. even 51mulated runs. The Parameter__:

can be 1nfluenced to

n var1at1ons, espec1ally 90, were too large and too rapld.pﬁj

;pﬁNote that the upper 11m1t pf a(k) 15 a scalar and does t],]

?xjocontaxn 'any process I/o lnformation (cf covarlance matrxx,“*"

;ffzn RLS) The APCS est1mat1on law 1s compared w1th the RLS.p;t

nffi(no forgett1ng factor) 1n Fxgure 5 10 and 5 11 respectzvely.itfp

L

'”QQThxs comparzson hows that RLS ach1eves parameterffff

ff;convefgence (to the true values) faster than the APCS 1aw.p?7

"*“on the other hand the APCS adaptxve law has an von/offo:n?

liﬁﬂproperty and no est1mator windup problems due to 1ncreas1ngffff

fgogestzmator gaxns as 1n RLS wath a forgettzng factop.a,’5ﬂFTF
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'experlmental runs an upper l1m}J'less than two was good but

“a,>5 resulted ‘in osc1llatory responses. In 51mulat10n runs

/

it was poss1b1e to use values of a, up to 100.

The upper bound on the perturbatlon variable, A, ‘in.

'ufequatzon (5 11) must be spec1£1ed before startlng the APCS '
adaptlvef law.: It affects the: rate of parameter convergence
'and determlnes the parameter ‘adaptatlon dead ‘zone. The’

kaeffect of thls var1able is demonstrated through exper1mental'

runs. In F1gures 6. 10 6 19 and g 20 th _ upper lxmrt vas]xj;

2 005,.015 .and 0. O respectxvely. When the bound was zero,_the._

~parameter/adaptat1on was cont1nuous but the overall control,

L

x'performance was no better than when a value of .005 was

?ﬂused When the value was' too large,r i.e 0 015 'théf

;parameter estlmates were )not adapted properly and fthe-'

1control performance was poor. Therefore, thls bound should_'

* be chosen carefull depend1ng on the control obJect1ve. The

'quar1able (cf. equatzoh 5 12)

<1deal value 1s the mxnlmum upper bound on the perturbat1onvvf

1

SN

SN

[L7 2 5 Computatxon Tlme ffvf{ 5}'

,t5fTh computat1on tame requxred to update the parameter "
. ey .

ﬂufestlmates depends on the number of computer (arzthmetlc)zf_it
'froperat1ons requ1red as well as the spec1f1c computer bexngf}”;]

'j&used Table 7 7 shows the number of operatxons =requ1red

Q

_ﬁiest1mate N coeff1c1ents us1ng RLS and AP S estxmators. Thei[f];

‘;7data are calculated based on FORTRAN codeiand the CPU t1mej_lﬁ7

f/"

l;req01fed bY an HP. 21X E m1n1computer. Tabie 7 8 compares the?ta”z

T R e e T RS E e
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~ total exefutioh time required to estimate.N parameters. Note
that. for evaporator control at least four parameters were
,estzmated , ’ r ,

‘Table 7 7 Operat1on Counts of RLS and APCS

Algor1thms w1th HP CPU T1m:§\

~ |
| executton . RLS | ~APCS law _
operation| time(us) | # of-operation # of operation

01,995 | 2N?* + BN + 4 3N + 6
13.300 N 2N+t 2N + 4
-~ 14.000  N* + N N.+ 2
| 25.655 2N? + 3N C 3N +12
+ | 34,195 '] 2N! + o 4
Jump- | . 0,735 | 2N?1+§;N +1]. 3N :
Compare o 1.330 07 . ' L 2.

* |+

" Table 7.8 Execution Tirfe Required to Estimate‘ngarametefs.

f?arameters'. g

. - total . # of parameters to be estlmatedf
» operatlon time - r e - : :
(us) - <; 2 P

. RLS» - | 152, 5N’+164N+20 958,0,;» 3,116.0 | 11,092.0 .
~APCS law| 125 en+54o - 1916 | 1,043.2 | 1,546.4 ¢

- T SR

rusaecs| o |2 | s fn2

PR

eﬁfteee numbers 7c be d1£ferent depend1ng upon the program'x’u

"fcodxng ahd the computer used. However 7it is clear from{t?P‘

’j}Table 7. 6 that the computat1on t1me for RLS 1ncreases as theﬁ

f{Vsquare of the number of parameters whrle the APCS est1mat10nt;] :

. & .
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S

l&w is a ' linear function of -the number of parameters.
"Further,- ~the = APCS edaptive 1aw -shuts' off parameter
estamatxon when the. control error 1is small e.g. at . steady.
'stagg. Thus the computat1on time for the APCS adaptlve law
is n&Eh less than that for,the RLS, The . cohstant term for

it ; L . .
the total . APFS - execution time 1n Table 7.8 allows for‘'all

'othe calculatiops and chécks requ1red for the APCS Stability
~ proof. In p actlce this could probably be" ‘reduced

significantly.

_7.3.Com§erison of Controller besigns 
7.3.1 Controller Des1gn Objectxves . o o
| ane des1gn ob3ect1ve for each adaptlve controller used
in’ this work is 1nc1uded in Table 7 1. Here, as ment1oned
ear11er, deS1gn fof the3 dr1ver ® block for. APCS is not.
tc0n51dered. Instead to faoolltate compar1son, a performance

»1ndex s1m11ar to the one used 1n STC. was 1ntroduced 1nto the

_APCS algprlthm. o

3. 2 Choxce of weIght1ng Funct;ons

i

' ,72 .
. Thelmlnlmum varlance type adaptxvevconfcollers, STR ‘and.
‘APCS ; w1thout - weaght1ng,;’fcould not b; néde to work;i
‘r’experlmentally even w;th dlfferent sets of deslgn parameterse~

}tand several weeks of effort. The ma1n reasons were the h1ghf,

,j;galn due to small bo or eo and the h1ghly 1nteract1ng “aturejf_s'“

'“;fof the evaporator..The conclusxon was that control welghtlngi’“

)
L
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. was required for STR and APCS.

Table 7.9 5 5umma§1u9£ Runs(Using_Weighting Funcpions

SsTR/C | -APCS | . SFC .

sim. | exp | sim | exp | sim | exp
(1) 4,23 - - 5,20 ] :
BE 4.24 ] 6.9 || 6.25,
(P1) 4.28 5.23 T
Q C 4,17 - 4.25. 5.12 5.21 .| ©6.26
o |l s.19. | 4.30 1 5,24 | .
: o 4.32 | | 5.25
(PID) 4.16 “ 5.13
i - 4,18 | | s5.16 | | 6.6 | 6.21
P O e | 6.24
- - C 3 | 6.7 | 6.28 |

™ 2

.‘Infthis.work thé adaptive -controllers were ’eValuated

tﬁésed maihl§ on regulatory conéro% The main effort thus
dlrected towards f1nd1ng su:table Q—welght1ng | the STC

N
and . ~the~ we1ghted APCS slnce there areu no, expl&cit

=, .
o .

guldellnes for. the de51gn of Q- welghtlng varidus wéightihg:-
'functlons, e. g.r constant we1ght1ng, 1ntegral wexght1ng,‘PIJ
‘ror PID type we1ght1ng, were trled Table 7 9 summarlzes ;the
| 'runs made to evaluate we1ght1ng funct1ons.vf '

‘For evaporator control 1ntegral Q—we1ght1ng resulted 1n

._very osc111atory responses (cf F1gure 4 23, 4 24 5 20)

"Hence a- more compllcated Q- we1ght1ng was con51dered whlchfl"

e

»7.haso é PID form \(PID compensat1on ,we1ght1ng) : The ga1n _?ﬁ_

'vconstants were tuned by tr1a1 and errorA based n, settlngsi,;“,ﬁ

’“”:obtalned from a c1a551cal PID deszgn techn1que.41t was found]
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that PID type Q-weighting was,Jery sensitiVe‘ub gain changes

and d1ff1cu1t to tune. On the other hand PI type Q—welghtlng

was. rather easy to tune and resulted in satlsfactory control_

performance for both the STC . and the APCS

‘SFC in'vlts adaptlve PID form (P=1 and Q=0) was ‘mainly.

’appl1ed to explore 1ts auto tuQ1ng PID propert1es. However,

3

“several runs wene made to demonstrate the effect of P and Q

weiohtings P(z- ‘) was effect1ve in contro 11ng the error,

a

,_dynamlcs vell as f1lter1ng n015e conta1 ed in the grror.

’S1gna1 (cf F1gure 6421 and 6. 28) Q~we1ght1n was useful in

reduc1ng"the varzance of the control S1gna1
"thejcontroiler,order and'hence_the number.of'parameters that
had to be estimated (In general more"parametero.jto

o

est1mate often _means poorer overall performance )

Fzgure 7 5 compares ?the‘ 'best ' exper1mental runs of

each adaptzve qontroller w1th a well tuned convent1ona1 PID

result 'I'hlef‘T SFC response appears sl1ghtly n0151er than ‘the

Jpothers but th1s'dis probably due to‘.the_ fact that “the

0..

| *we1ght1ng funct1ons sz 1) (1+ 5z“) and Q(z ‘)=0 were not

‘.'tuned well P and Q welght1ng 1mprove the overall response‘

~—

in many cases but destroys the PID structure of SFC

_(7 3 3 src- Choxce of. Internal Model

(PN

The SFC 1s desagned based }on the 1nternal modelsig

ut in reased

'" ”ﬂprlncxple.,D(z l); whxch represents the dynamlcs of thef'

f_fexternal 1nputs must be chosen based bn the part1cular.;7jﬂ“

*_Fexternal dxsturbances that are expected to i1nf1uence thex“ﬁ"

L SO



2 - . 296

:x' L STC

sTC

0.50 - - o _-   |

/

.
X
L Y
23
ALY

,gf

APCS

3
144

. SFC

~Goncentration
o

Steam (kg/min)

J)
Ll

S PID

SR 0_5'0 _,/ B _
.0 ;@30\?, ~60" 90 120 0 ,._;,..-;30‘- 60 90 _1-20_;
| Time (mms) L Time (mins) ‘

‘ “ ¢¢;i:FIGURE 7. 5 Comparzson of hl 'Best Exper1mental Performance " 
o ffObta1ned from STC APCS fFC and ConTFnt1onal PID control of
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controlled system, In this study feed disturbances and"

setpoint changes were assumed to be approximated - by }sfep'

' functions -which means that D(z™') is a simple integrator.
This was done primarily so that the. final , SFC structure

would have the BPID form. More complicated internali models
. ' M e . '
are easily incbrporated;into SFC and can be interpretted as -~

éV'generélization of the integral action of-PID'cqntrollers,‘
N . . - .

i.e. asymptotic t:acking can be achieved even with higher

order and/or unbounded~inputs.

) - C "'j : ‘
e

5

LR Y
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v

7.4 Conclusions

&

k]

P
1. Comparison of adaptive controllers caﬁ be based on
structural (theorefical) properties, such as stability,
convergence and robustness; aﬁd/or performance factors 35
determined in specific applications. Structural propert{es
proQide a quantitative basis for comparison but industrial
applications . do not always meet all t%e conditions regquired
to guafahtee the structural pmoperties. Conclusions based on
specific applicafions are difficult to‘generalize. However,
inspite of the difficulties there is a continuing need for

. N
structural and experimental comparisons.

~ )
W

2. Sampling time _.and model order aré important design
parameters‘for all  adaptive controllers. Higher order models
will not necessarily produce betfér performance. For the
evaporator, a second model and 5‘64 second sampling time

were best.
8

S .
3. Tﬁe RLS parameter estin:‘fﬂy may converge to constant
values before the parameters arelebse‘enough to the true
values to give”'good Egntroi.l The use of a constant
forgetting factor o§erpomes this limitation but can lead to
parameter blowup.
)
4. The APCS parameter adaptive law is simpler, requires less

computation 'time and has the advantage of continuing
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adaptation ~(when required) with no estimator windup or
' o : _
shrinkage. 'However, it suffers from slower parameter

convergence relative to the RLS.

J
N ’ (\

/5. The leading coefficient of the numerator of the process
model has a dominant influence on the control performahce of
the unweighted STR and the APCS. For the ‘evaporator the
value was Qery small and caused Severe oscillatory

®

responses.

6. The most important design factor for the STC and‘thé
weighted APCS was Q-weighting which is useful 1in regﬁﬁﬁgg
excessive lontrql action. For the double effect evapﬁratbr
application PI typé. Q-weighting resulted in stable and
robust design. |

| | L€
7."M9dificétion of the SFC to 1include another parameter -
estimation scheme ‘sucﬁ as RLS in place of the APCS
projectioh aigoritﬁm would result in“ improved perfor&ance.
In fact it is pbsgﬁble that one estimation scheme, e.g. RLS, 
| might be best during the iqitial startup phase  when
significant, adjustment of the parémeter estimates, 8(0), is
‘reqﬁired while a secondesti@atibn algorithm; “such as the

,APCS projection’ algorithm, would be best for continuing

operation,

8. The' choice of initial parameter eStimates,}s important.

"
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»

‘Therefore, the use of SFC 1is particularly convenient in-

AN

applications where a change is being made from conventional
PID control to ‘an  adaptive algorithm because ‘the
conventional PID constants will provide good initial

estimates for SFC.



8. Conclusions and Recommendations

8.1 Conclqsiens
o .
1. The self-tuning feedbaci controller (SFC) was
successfully developed and‘evaluated. It has the following
inherent characteristics (cf.dsection 6.5):
J-ﬂglobal.stability in the presence of'unmeasured
bounded, external inpets. |
an error-driven, feeaback’structure which meets the
the conditions of Francis, Wonham and Devison for
fobUSt cohtrol (This_gearEntees‘asfmptetic tracking
and regluationeevenﬂin the’presencegef model errors
.and/or perturbations)-.. |
an 1nterna1 model of the external 1nputs (setp01nt
and dlsturbances)l&h1ch,guarantees asymptotic tracking
or~regulation of beunded'or‘uanuneed disturbances of
the assumed class.
S+ in iﬁs'simplest form_;a discrete PiD1etructure.“
a quadratlc performance index with exp11c1t
~“\-- user-specified, pP- we1ght1ng on the control error and |
Q- welghtlng an the’ manlpulated varlable -
- a sxmple parameter estlmat1on law Whlch automatlclly

turns off when the error is’ Small and Wlll track '

slovly time varying parameters. g?

2. The  evaluation of SF¢ (and the other conpréllers)f

301
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consisted of two parts:
1) theoretical or structural features such as stability

and robustness which are inherent characteristics

of the controller itself, and
2) performance factors (objective fdnctibns) which are'

| applicationvand procedure dependent. |
fhe theoretical and strnctural.features have been formally
stated ,in theorems and/or lemmas. The performance factors
are based on over 88 simulation runs (cf. Tables 4.1, 5.1,
6.1) and 64 experlmental runs (cf. Table 4.2,"5.2, 6.2).
Experlmental studles are an essential followup to analytlcal‘
and/or simulation evaluatlons. For example,_STR and APCS
(without weighting) gave satistactoryd control ‘_of' nthe,
simulated evaporator but did ndt'perform'satisfaCtorily‘on
the real evaporator. Also design barameters rdgtermined~ by
51mulat10n were often an order of magnltude different than:.

those that were best in the exper1menta1 appllcatxons.

s
¥

3. The SFC’performance when'applied to the‘evaporatOr‘oilot

plant vas equal to, or better than, results achleved u51ng‘j

STR/C APCS and;' well tuned PID controllers. It' is
part1cu1ar1y attractive for 1ndustr1al appllcatlons becahSe
,it fcan» be made 1dent1cal to a’ standard dlscrete- PID'
oontroller and when requzred, can be extended to 1nclude.
. adaptat1on of the control parameters.i o “
. welghtlng on the controlled ‘and manxpulated varlables.fln‘
- a more complex dlsturbance‘and7or process model

o
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« different parameterjadaptatlon algorithms (stabiliéy

has only been proven for the 'projection algorithm'),

4. All adaptiveacontrollers.requirelthat a number of design
parameters and/or initial‘ conditions be set before' the
‘adaptive controller can be’ made fully Operatlonal They are'
1mportant and should be chosen carefully. Tﬁls can be done
: analytlcally, by experlence, by 51mulat1on,- by a‘priori‘
experimental trials,-etc For, the PID form of " SFC fthe?
1n1t1al parameters can be expressed as’ an exp11c1t functlon“
of the conventlonal PID controller parameters that would be
’used for the same loop Thus any method that. can be used to
.est1mate PID controller parametersl;a nf,also be used

)

estlmatezlnltlal‘values for_SFC.»*.nf.,'-;ln'

5. SFC uses the same‘estlmat1on algorlthm, and approach ‘to‘
‘the stab111ty proof as APCS However, the bas1c form of APCS?
'could not be made to perform -satlsfactorlly on:,the]-real
| evaporator and was therefore extended to 1nclude a. quadratlc

_ performance 1ndex which allowed P and Q welghtlng of h¢ o

Y

?‘process 1nput/output varlables Th1s mod1f1ed form of APCSi_,e~

-gave sat1sfactory performance.._' c

'k“ﬁ"

6; wSelf-thning' controllers (STC) Oangﬁa'recursiVetleastw"

\
J

asquares (RLS) est1mat10n algorlthm appeared to ‘giVée'féstfV_,-

‘ygparameter convergence than SFC some applicatlons.f

rnowever!v,thef_covar;ance - matrlx hmd hence parameter e
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eaaptetion sometimeS’oecrgpsed to zero before-the.paremeters
conuerged close enough pto 'theirﬂ true‘ values. Usé of a -
| constant 'foréetting :factor ‘ solved ~ this problem but
introduced “the 'possibility fofug ’parameter bursting’

(covarlance blowup) dur1ng,per1ods of low exc1tat10n.

f
P

‘7. The ‘software deVeloped to.implement computer»coptroi_of
.rthe pilot‘plent‘evaporetor\ aua to perfOrm “date_}handling

(e.g. filing and plottlng) performed well It is flexible
enough to be used iﬁ, future experlmental eualuatiohsp of;

adaptxve and/or £1xedjperameter controllers.ef

8. 2 Recommendat1ons °5_‘ L

Some recommendatlons for future work in th1s fleld are.v
1. Der1vat1on of a MIMO ver51on of the SFC a}gorlthm. Once’~"
" the - 1nternal model matr1x is chosen, the der1vat1on of the:

-’5palgor1thm should be 51m11ar to the SISO case but 1t may _hot_

o

v -

‘have the adaptlve PID structure.\

E _;2 Re- des1gn1ng or developlng an a1gor1thm ;‘¢h°°se ?£%é;f“
'APCS error 'correctlng factor a(k) tO 1mprove the speed °f;;

| f}parameter convergence' w1thout destroylng the : stabllltY

,j‘ ana1ys%s..:- RRIRR o s

- !

753 Development of a SFC Wlth other adaptlve mechanlsms such'f;e

[

-"f?as RLS RML etc. ThlS 1nc1udes stabllxty and convergenceff7*
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analysis (which * would be 5complicated) and also ways of

improving parameter convergence.

4. Further evaluationJand deVelobment of design“guldelineS-
- for the};weighting functions -of' SFC, For ljaaBI; the
polynomfais{, P. ‘and Q, prov1de.the means to. ‘design adapt1ve
' claésicalv controllers,'suchi as Smlth predictor,  Dahlin
ﬁ}algorithm, etc. | | | | | | |
o 5..,Appllcation of -ﬁIMO\ adaptive - controllers' -to_ the
'evapOrator, MIMO adaptlve controllers may “be better su1ted]
‘.to the 1nteract1ve nature of the evaporator.
- 6. Compar1son of the SFC adapt1ve PID propertles wlth other

' self tun1ng PID algor1thms uch"as. those. by :Gawthrop,_

-Isermann Seborg, etc.

e

7. Investzgatlon of how low level controllers l1ke SFC PID

etc. can be 1ntegrated 1nto a more general control h1erarchy.;"'

B ito prov1de overall process superV1son and/or opt1m1zat1on.

Apart from the above academlc work some 1mprovements_
;are requlred on the pllot plant evaporator lto: correct fthe
'.refractometer foul1ng and feed tank rust problems (thls work-:of

il{has been started) | :151»;7:i ,f\1if S R

Lo

e



9, Nomenclature

&

9.1 Technxcal Abbrev1atxons

APCS' _ Adaptive Pred1ct1ve Control System

: ARMAS 'Autoregressive Moving Average with Stochastic .input
. _ s,

.‘eDISCO ' Distributed Simulation and_Control

" ELS'  Extended Least Squares
GLS. GeneraTézed Least Squares
fLQGF". Llnear;Quadrat1cmGa9551ana -
MV ‘M1n1mum Variance ‘ |
:MKY'. | Meyer Kalman Yacubov1tch lemma

;ePRBS ‘Pseudo Random Blnary Sequence
RIV - Recur51ve Instrumental Yarlable
jRLs‘ . Recur51ve Least Squares I

5§(A)ML »_Recurs1ve (Approx1mate) Max1mum leelxhood

_SFC | ) Self Tun1ng Feedback Controller -

10 ~Se1f-Tun1ng Contrqllers )
STR ' nSeif-Tuning_Regulaﬁors
[ 'ﬁ‘ .
B .9-2’N6menc1a£ume'for,cﬁaptef{th;ee
1e;51phabet1c | |
"x; - 1“reProcess ga1n in d1men51onless un1t

o ,xcj‘*" A.eControl1er ga1n

: Kl_ij -;”;VuDerlvertzve constant

 KI’sm 3 ”lInteg:al_ccnstant4
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KP | Proportional constanf ﬁ

Ty  Eroceés time constant in minutes
T, . ' Process time consﬁant in minutes
Ty - '\ProceSS»timefd;l;; in minutes

T, - Sampling ihterval.in}minutes

T, Setgling time'in'minutes

Greek

T | Dominant iihe‘constanﬁ

T .“ ;ntegral time constant of PID”

re .  Derivertive constant of PID

0 Noise.f:equency '
Cwa . EEigenfrquenéy or natural frequehcy

.‘9.3.Hpmencla£ufe for chapter four

Alphabetic ' . '; P
Az ') ,‘PblYnOmial'correspoﬁding to the process output
-B(z“)‘_ PdlynémialwcorfeSPdﬁding to the process ihput

C(z")  3 Polynomégi;dha:é¢tér§2ihé stocﬁastic.noiSe
| d;.‘a'v'“;biécrgtg_gimeédelay‘fqr.theprbCQSs?inp?t (integer
5 "A'mulfipie o£ T.,-ah apbréximatibnrto T;) _ :
Ei?jﬁafi -Sféti$tic§1‘ekb;ctation §peratof ; i' |
ufi ﬁl;-}‘,fdéntgiy.matrix' | | B
= Kik}"'  ; Pénémgterféggihqtot géin4 



L(z™')

xni‘\
n3
nk
16

P(z71)-

Py
-

Po(k)
o'z ")

R(z‘fl
Ll
) _%;\(Ak)'
w(k)
yle)
«zflf:

' Covariance‘matrix-at time k

AControl 1nput at t1me k.

Setp01nt or reference value

Characteristics of deterministic disturbance

Order of F(z™') polyomial
Order of .E(z" ‘) polynomlal

Number of welghted predicted output

Number of parameters.to be estlmated'
Rational polynomial for output weighting

Denominator of polynomial P

Numeratof'oﬁ bolynomial.P

: Ratlonal,polynomlal for 1nput welghtlng
"Tlme delay of measurable disturbance

‘Ratlonal polynomlal for setp01nt we1ght1ng

13

. Determ1n15t1c dlsturbance

Process output at t1me k

Zrtransformatlon operator--

o

~'E5timation error

True system parameter vector

| 'Parameter est1mates vector . '

-fPos1t1ve scalar constant
ﬁStochastlc d1sturbance
jféorgettlng or d1scount1ng factor
eN015e varlance \ -

Auxlllary controller output funct1onA

€« ot
S
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X  -Process input and output vector
. . >
Superscripts . : A
* - Predicted value ;

A A Matrix transpose

A

Estimated value

f{ ,g

9.4 Numénclétureffor chapter five
Alphabetlc |
. a.(k) '. Error correct1ng factor for 1th component
a;ov ~ Lower 11m1t of a,(k)
ai,‘ . Upper limit of a,(k)

d " o Dlscrete t1me delay for the process 1npUt (1nteger
» multlple of T,ban approxmatwn to Ts) “
1 .A‘prlorl estlmatlpn'erpqr
Prediutioh-error' |
NuiSetcomponéﬁt of ulk)
Noise éoﬁgoneuttqftu(k)'~»‘ e -‘j‘ftv
‘NoiSefcompOnent}pf y(ki |

":NqiSe qompuneutvbf z(k)

| antrbl input Atltimeﬂk'

| [MéaSuEéble déterministic"distufbénée'

iProcess output at t1me k.

y;(k)f3;;ipeslred output on,the output of drlver block

‘téﬁk);': ;;External 1nput o
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ay ".Finitélpdsitiye‘constant

as | Finité‘bositive consfant .

- A(k) Perturbatién;Qedtor‘ B o P
Ay : prer bound 95 the abébiﬁté\valué of A(Kk)

Am,_ 3 'Minimum{upbgrnbpupa of Ag “ )

e (k) o Cbntrolhgrfbr étleme.k; L

B0 | True system paraﬁétér.matrix

e, \‘ .~ Parameter Vectoflébt%espondiné to the input

6(k) : Pafameter matrix to be_eStimafed',

S | Finite real number

£(k) | Unmeasured.disturbancé-f ’

T . Process input and‘éugput_ﬁatfix

S JOU ;.Augmehted pfoceSS“input qUtput maﬁrix

[

' Superscripts o
o Matrix trahspOSe

Estimated value ° e . L

R .:Error between true and’estimated yalues

| 's‘»ubsc“ript\s‘ _ 0
0 1: © Lower limit G e
1 :'1 Qppef“iimit‘i | .‘?// | '_ .1 }  :;  7-11‘ :

- . ‘Dgsi;édﬂQéiué i'
“fi"  v;t Ei£h comenén£ of § veétbr,6t ﬁaQrix

s . . True syStem variable . %
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9.5 Nomenclature for chapter six

Alghabetlc

a(k)

'?vGreek“

(k)

' Ofder,of.polynomial'Q(z")

'}Erocess output at t1me K, \\

7M6de11ih§*:é51dnalsf

Error-correcting factor in parameter estimator
Lower limit of a(k)

UBpéf limit of a(k) ~

Polynomial corresponding to model output

Polynomial corresponding to model'inpht

“Polynomial descrlblng external 1nput

Discrete time- delay for the process 1nput (1nteger

multlple of T,, an approx1mat1on to Tq)

‘Statistical expectation operator

Polynomial}characterizing'stochastic hoisev

'Polynomlal for determlnlstlc dlsturbance

Order of polynomial P(z Y)
]/---—

Dimension of vector 6

. Polynom1a1 for control error we1ght1ng

Polynoé}al for regulat1ng~51gnal welght1ng

Time-delay of,measurable disturbance

.

Cbntrol.input at time k

~ Measurable’ dlsturbance

'Unmeasurabde determlnlstlc 6lsturbanc% '

-

Desired output value

re 7

o - o
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‘Unmeasurable, stochastic disturbance

v' (k)

A, Bound on unmeasurable disturbance

D Supf{mum of unmeasrable disturbance

eﬂk) Control error

e(k) Filtered e¢ by P(z ')

(k) Auxiliary regulating signal

(k) Filtered n by Q(zf’)

O, True controller parameter vector

6(k) Parameter vec;or to be estimated

6 (k) Parameter error vector

£(k) Estimation error“i‘;"~

¢ Auxiliary system output fUhction

¥ Process input and output vector |

Superscripts, ' . h

3 Order of polynomial D(z ')

t _Matrix 'transpose

x Best predictéd‘value’

- Estimated value . ; ap&

- Error between true and estimated value
@2 .

Subscripts

0 Lower limif i

1 Upper limit

m Indicating model E
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Note: Annotation fér the figuge captions (in parenthesis)
(v/2/3/4/5/6/7/8/9/10/11)

1 : name of the contréller, e.g. STC etc.

2 : run number, e.g: ST3008 in‘Fngre'4.1

3 : initial parameters (for PID controller cbnstant5

é.g.'IO : zero initial parameters
1 TDM: £ime domain qurvé-fitted’model
ITSM: time series model

4 : sampling ﬁime, e.g. T64: 64 sec sampling timé, etc.

5 : model order (for PID control mode)

e.g. Mitd: first order model with time delay

. M2 seéond‘prder model, etc.
6 : covariance métrix or error correctiﬁg factor -

e.g.’C1000: JOOOI initial covariance matrix fgr RLS
) 1000 ppper_liﬁit of a(k)‘fof'APCS law
7 : forgetting factor, or Sound oqﬁpercurba;ion:vériable

e.g. F1- : unity forget;ing fact§rﬂ‘ |

d;OOS:t‘.OOS upper bcund”on'disturb;nce .. 

8 :'P(z‘f)fweighting pol&nqmial

e.g. P(1-.82): P(z" ') = (1-.82" ')

9 : Q(zf‘)-weighting polynomial

w

(1' -1)/(QO+Q1Z Ty - T
%\" )/ QO+Q1Z "”sz ‘_.')',‘et‘c.» -

. e.g. 20%FD -20% change in feed flowrate

e.g. Q,Pil: Q(z™")

Q PID: Q(z~ ")

10 ': external disturbance

IO%SP. 10% change in setpo1nt

11 : comments S
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N.B.: Because of -the limitations of the TEXTFORM system used
for producing the hard copy of this thesis some
" modifications have been made in what is regarded as widely

accepted or 'standard' nomenclature. For example,

-

Xt vs _XT To indicate transpose
ng vs - Dng To indicatevorder of Q(z™ ') polynomial

etc , e
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11. Appendices

Appendix A : Evaporator Model and Steady State Values

1. Normal Steady State Operating Conditions

.3

Five element state vector
W1 First effect holdup

C1 First effect concentration

- HI First effect solution enthalpy

le

Jo

- X

\
W2 Second effect holdup 3

C2 Second effect concentratlon

~ Three element control vector

. e r
S Steam flowrate to first effect

B1 First effect bottoms

B2 Second effect bottoms

- Three element.disturbance vector

F Feed flowrate

CF Feed concentration

HF  Feed enthalpy. . _

4

Three element output vector

| z'='[ W1 W2 C2 ]

335

441.40
18.81

10.00

3.00
376.30

=,
A
iy

KRG

wt.% glycol
KJ/KG

KG

wt.% glycol

KG/MIN
KG/MIN

KG/MIN

KG/MIN
wt.% glycol

KJ/KG



-\

\

N .

2, The Fifth Order

T,=64sec)

x(k+1)

y(k)

10

i

Discrete

Evaporator

gx(k) + Aulk) + 84a(k)

Cx(k) + D'&(k)

——

ke

T

g

1.0 -0.0008 =-0.0
0.0  0.9223 0,0
0.0 ~-0.0042 0.4
0.0 -0.0009 -0.1
0.0  0.0391 0.1
-0.0119 ~0.0817
0.0116 - 0.0 -
0.1568 0.0
~0.0137. 0.0847
0.0137 ~0.0432
0.1182 0.0
~0.0351 0.0785
’-0.0135  -0.0002
0.0012 0.0
-0.0019 0.0016
1.0 0.0 0.0
0.0 0.0 0.0-
0.0 0.0 0.0.

912
871
377
052
048

O - OO
. . . . .

OO OO0

Model

OO OO O
» e o

OO0

.0001
.9603

0.0 0.0 1-1,780z"'+0.8031z"? :]
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(based on

s (A.1)

. (A.2)
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11.2 Appendik B : Derivation of SFC Control Law

The contrql law of SFC 1is based on the minimiiation of
lgquation (6.21). Equation (6.21) 1s réwrittén here for

conyience.

J = E{[e*(k+d)]% + [Q'(n(k) + Pe(k))/D]1?*}
| + [E{t(k+d)}]? + o? (B.1)

The minimizat}on_of the pefformance index results 1in. an
~infinite nUmbér of terms and solution of Riccati equation is
hpt practical.for the deéign of - the. adaptive controller.
Instead, - single-step optimiiation is introduceﬁ to find a

practical'adaptive control law, i.e.

J' = {[e*(k+d)]? + [Q'(n(k) + Pe(k))/D)*} .
+ [E{E(k+d)}]1% + o* (B.2)

. At each sampling instance the performance index is fiingmized

.‘ B

with respect to 7n(k), ie.

.o an k)
or,-éince'tﬁe last_twoAterms are uncorrelated with ﬂ(k),
per(kea) @

O 2e% (k+d) —— + 2 [n(k) + Pe(k)] = 0 (B.3)

4



338

From equation (6.18)

af.(k+d) go'bo .
— (B.4)

1]

aﬂ(k) Co

where by, go and c, are‘the.first coefficient of polynomials
B{z"'), G(z" ') and C(z" ") respectively. Combining equations

(B.3) and (B.4) yields;

g : ) l ' .
e"(k+d) + ——[n(k) + Pe(k)] = 0 . (B.5)
. : Y A ]
Note that -co, and g, are unity from equations (6.10) and

(6.15). This is the control law equation (6.22).

Remark: In. this derivation the auxiliary signal n(k), and
_henee-u(k), is selected-such thatithe' d-step-ahead forcast
of the oontrollef ‘output"ﬁs driven to zero subject to
'constrainta on the,preeent controi.action. In a senae this
is a 'shoft?sighted" control solution 51mce no account is
taken of the fact that (k) also 1nfluences‘ ?utput at
times greater than 4k+d). 1In other words ghls is"a
vsubOptimal solutioﬁ to the‘_orlglnal minimization problem.
\Howevef the solutlon achleved through the above appoach is
practlcal for 1mplementat1on of the controller.v [MacGregor‘

“and Tzdwell, 1977].
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Proof of Theorem 6.1

This appendix contains the proof of theorem 6.1 and’

relaggd lemmas. First of all, let ®3(k) be the a posteriori;

prediction of the ‘controller

equation (6.31) and defined as follows:

®3(k) = 6 (k)¥(k-d)

Subtracting (C.1) from equation (6.31) yields

$(k) - ®*(k) =

[6(k)-8(k-a)1"¥(k-d) * £(k)

output in relation with
P&

(C.1)

(C.2)

To simplify the analysis equation (c.2) can be rewritten

. s
more compactly as:

S(k) + A(k) = Q(k)

wherg |
S (k) _ (0 - #7(k)
‘A(k) = [8(k)-8(k-d)]"¥(k-d)
(k) =% (k)

: | - (C.3)

(C.4)

3

. The’a'priori estimation errd{=6(k) of equation (6.32) and a

-posteriori estimation error S(k) can now be written as

(k) = ®(k) - 8 (k-a)¥(k-d)

- S(k)

&(k) - 6 (k)¥(k-d)

v

©(C.5)
(€.6) .
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Subtracting (C.5) from (C.6) and substituting the adaptive

law equation (6.32) gives

5 (k)

1+ a(k)# (k-d)¥(k-d)

Note that &8(k)=®(k) since 6'(k-d)¥(k-d) 1s zero due to the

control law. Cmeining equation (C.7) and (6.32), , the

adaptive algorithm can thus be expressed as:

§(k) = 8(k-d) + a(k)S(k)¥(k-d) | (C.8)

Subtracting the true parameter ©, from both sides of
. equation (C.8) and letting 6(k) be the difference between
the estimated and the true parameters, i.e. (8(k)-6,), then

equation (C.8) becomes as
6(k) = 6(k-d) + a(k)S(k)¥(k-d) (C.9)

The most important property of the parameter error vector 1is

summarized in the following lemma.

!

Lemma A.1: The parametefs 6(k) are adapted by the adaptive

mechanism, equations (6.32) to (6.39), such that the norm of

the vector 6(k) is a nonincreasing function and converges.

Proof: From equation (C.9) the norm of parameter error
/
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vector 6(k) 1s calculated as follows:

16CK) ]2 = ||8(k-a)]|? + 2a(k)S(k)8" (k-d)¥(k-d)

+ a(k)*s(k)2¥'dk-d)#(k-d)  (C.10)

From equations (C.3) and (C.4) and using (C.9) S(k) can be

expressed in the following form: o

&

S{k) = -6 (k)#(k-d) + Q(k)

-[6(k-d)+a(k)S(k)¥(k-d) ) #(k-d) + @(k)  (C.11)

53

Solving for 6'(k-d)¥(k-d), and substituting into eguation

(C.10) gives the following felationship:

116(k)[ ]2 - |18(k-a)]]% = 2a(k)S(K)Q(K) -
a(k)S(k)2[2 + a(k)¥*(k-d)¥(k-dk]  (C.12)

The §RHS of equation (C.12) will be (i) zero if a(k)=0 and
(ii) less than or equal,tc<zero if a(k)#0 and the follbwing

condition is satisfied.
o | S 2]9(k) | ‘ :
|s(k)| 2 - : ' (C.13)
2 + a(k)w‘(k-d)w(k-d) S

Combining equations (C.7) and (C.15) gives the following

“inequality:
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16(k)] 2 N2|R(K) | : (C.14)

where,

2 + 2a(k)¥'(k-d)¥(k-d)
A 2z _ .
' 2 + al(k)¥'(k-d)¥(k-d)

14

To prove inequality (C.14),>it is sufficient to show that
|§(k)|2X28, since 842|Q(k)| (cf. equation £6.36)). According
to condition ii)‘Qf the adaptive law, i.e. equations (6,37)
to (6;39),
1. For the case aq4(k)=a,

|6(k)| > Ab(a,, Ay, k) 285 (alk),Bq,k)=N24,
Note that A} increases as a(k) increases.
2. For the.case wﬁere as(k) is defined by equation (6.39),
solviné for |6(k)] yields,

16(k)| = B3(a,,84,k) = A2A,1

where a(k)<a,(k) is used to derive the ineduality.

Therefore, the following inequality is trué for all a(k)#0

specified by equations (6.37) to (6.39),
[6(k)| 2 A%A, 2 A2|Q(K) |, V ko (C.15)

and the norm %f (k) is a nonincreasing”function, i.e.

/,
|

||e(g)|”2 - ]l8(k-a)[|2 €0,  Vk (C.16)



343

Now, the index k can be replaced by nd+1, 0<i<d, n=0,1,2,-*"
and then |]6(nd,+i)]|2 is bounded for each i by the norm of
initial parameter error, 1{|8(i)-©,||?, and below .by zero.
Note that d sets of initial parameters are given. Hence, for

each 1 the foliowing equality is established.

lim [|]6(nd+i)||* - ||6(nd-d+i)]|*] = O (C.17)

n-o
This completes the proof of lemma A.1. theorem 6.1.

Lemma A.2: For the adaptive law equation (6.32) and the’
system (6.31) if there exists a subsequence {kn} within a
sequence {k} such .that

N\

lim. | |¥(ko=d)|] =

k, == ¢
thén
1) lim |]6(ks) - 8(k,-d)|| = 0 , ¥ a(k,)
K,=> .

2) lim |S(k.)| = 0 , for those k, for which a(k,)#0

k,->

|S(k,)| < Ab(ao,Bq,k) < 24,, for those k,

for which a(k,)=0

Proof: i) When a(k,) = 0, 8(k,) is equal to 8(k,-d) from the

recursive law., Also, S(k,)=6(k,) andi the second part of

‘property 2) is true along. the.sequence {k,} form adaptive

condition (6.34).
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ii) wWhen a(k,) # 0, from the definition of 6(k,) and the
triangle inequality, within this subsequence 8(k,) is given

as
116k ] < [18el] * [16(ka)[], ¥ ko (C.18)

Furthermore, |16(k)|| is a nonincreasing function and
bounded above by ||9(kafl|, for 0<i<d, hence (C.18) can be

written as

118Cka) ] < 18]l + 118k || € yo, ¥V ke  (C.19)
, |

wvhere <y, 1is a positive scalar constant. Now, the norm of

vector (B(kn)—e(kg-d))ican be written as

|16(k,) ~ 8(k,-d)|] <
118k || + |18(ka=@)[] < v4, vk,  (C.20)

where y, is a positive scalar constant.

On the other hand the adaptive law (C.8) can be expressed as

10(ka)=0(ko-d) | |? = alkn)?S(k,)?¥* (k,=d)¥(ko=d)  (C.21)

»

COmbining'equat{ons (c.20) and (C.21) gives the following

inequality. _ ' , .
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S(k,)?¥' (k,-d)¥(k,-d) € ——— < = (c.22)
' alk,)?

f

H
4

Therefore, along the sequence {k.}, if

lim ||¥(k,=d)]|

kn-oco
then

lim S(k,)2 = 0 | o (C.23)

kn-wo

This proves property 2) of the lemma.
Now, to prove the first part, taking the limit on both
sides of equation (C.12), then the LHS is -equal to zero

because of equation (C.17) and the RHS'is as follows;

11m {2a(k,)S(k [S(k ) Q(k )]+a(k S(kn)2¢'(kn-d)¢(kn—d)}

k ™
cwige= lim {2a(k,)S(k, )[s(km) -Q(k, )]+||9(k ) - a(k d)||2
e ko>
]
Equation (C.21) is used in the»rearfangemen;.' By recalling
.the reéult of equation- (C.23) the following " limit is

obtained.

lim Ha(k ) = 8(k,-d)[] = | (c.24)

k-)oo

‘This completes the proof of lemma A.Z.
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Proof of Theorem 6.1

Part (i): The norm of the 1/0 vector is finite,
To prove the bouhdedness of the 1/0 vector, assume that the
sequence {¥(k)} 1is unbounded, which implies that there

exists a subsequence {k,} such that

AN

knqm ’

lim ||#(k,)|| = = and ||¥(k)[| < ||#¥(k.)||, for k < k,

1

'y

Subtracting equation (C.6)_from (C.5) gives the following

'~ equation.

§5(k.) = S(k,) + [6(k,)-6(k,-d)] ¥(k,-d) (C.25)

.Now, wusing the Schwartz inequality and the triangular rule -

equation (C.25) can be written as

8k )| € [SCka)| *+ []8(k,)-8(k,=d) || ||¥(k,-a)]| (C.26)

—_

~

Along this sequence the stable inverse condition,v.equatiou}‘

(6.41), is still’applicable. o y
18k )| 2 | |¥(ka-d) || - @z . (c.2m)
s . - . . . .

From equatiohé‘.(6;31) ,(6.33) and the assumption that-thé \

desired controller cutput function value is zero, i.e. ®*=0.
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[6(k,)| = |®(k,)| (C.28)

Combining equation (C.26), (C.27) and (C.28) -gives the

following inequality.
la; - ||9(kn)-9(kn-d)|f] [ {#(k,-d) ]| < IS(kmyl + a; (C.29)

Since a, and a, are positive constants and from the result

of Lemma 2, i.e.

lim | |6(k,) - 8(k,-d)||=0 when 1lim [|¥(k,)|]|

K, kn-»cn )
thus, inequality (C.29) holds onmly if lim |[S(k,)| = =,
kn“’°°

This contradicts the property of S{(k,) described in Lemma
A.2. Hence, the assumed sequence .{k,} cannot exist and
| {#(k)|| must be bounded for all k.

]

Part(ii): The norm  of ‘the parameter ‘error vector is a

non-increasidg function and the tracking error is bounded.

~The first pfoperty is p;bved in ;emma..l. This section
establishes the qud&edness of the trackihg' ‘or control
}error.-tet’s assume that there exisﬁs a subesquence {k;}
wifhin‘a\ sequence {k} such}that»a(kn)¥0 for all k,, then
“from equations'(cq7) and (6.37) ahd property 1) of this

theorem S(k,) is given as: ) S



348

[6(ka) |
[S(ky)| =
1 + al(k,)¥'(k,-d)¥(k,-4d)
A4, .
> . > ﬁo (C.30)
1+ alk,)¥' (k,-d)¥(k,-d) .
—
where Bo 1s a finite positive- constant. Further,

substituting A?, S(k,) can be expressed. in the folloﬁing

inequality:

. 24
|S(ko)| 2 - (C.31)
: 2 + alk,)¥ (k,-d)¥(k,-d)

Recalling equétion_ (G.12) and rewriting it within this

subsequence gives as:

1180ka) 12 = [[8(ka=d)[|? = 2a(k,)S(k,)R(K,) - I
. . ( .
alk,)S(k,)2[2+a(k,)¥ ' (k,-d)¥(k,~-d)] " (C.32)

Combining (C.31) and (C.32) yields

[18Cka) |17 - [0(ka-Q) || ? < o
~2a(k,) | S(ka) | (A= [R(K,) ) ©(C.33)

Recalling assumption i) of the theorem and equation (C.iO),

; eQUatioh‘(C.33) can-be~wtitteﬁ as:
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, .
118tk ]1® - | 18(k,-d)| ]2 < -B | (C.34)

~

where B8 = 2a,-Bo-(A4-4,), a positive constant. By successive
substitution equation (C.34) can be expressed in terms of

the initial parameter error.

n
||6(ndf\i)||z < |]6(i)||* - £ B, 0<i=zd (C.35)

where k, 1is réplaced by nd+i, n=0,1,2,--+. Therefore the
~norm of parémeter.error vector is decreased ffom its initial
deviation by at least B at each iteration. If it iﬁ assumed
that the norm of the initial parameter error is. finite,
equation (C.35)vimplies that n or equivélently kK, is fiﬁite.
In other words for a finite number, ky, a(k)#0 for k<k, and
a(k)=0 for k>k,. Recalliné adaptive law or equation (C.8)
this means 6(k) =»9(k;d) forf k>k, and also according to

S . ’
equation (6.34) |8(k)] is bounded.

|6 (k)| S\A;(ao.Aa,k)‘S ZAd < =

This qompletes the proof of theorem 6.1.



