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Abstract

Energy storage units are widely used in power systems to increase grid reliability to

compensate the risks imposed due to massive integration of intermittent sources, as

well as serve as spinning reserves. High efficiency dc-dc converters are required as an

interface between the storage units and the grid tied inverter, and one of the suitable

efficient converters for this purpose is the Dual Active Bridge (DAB) converter.

This thesis presents an alternative modulation method and detailed analysis and con-

trol systems for a Dual Active Bridge converter to minimize the transformer RMS

current with Zero Voltage Switching to improve efficiency throughout a wide op-

eration region. The proposed modulation operates asymmetrically to achieve the

optimized operating point. Various operating modes are analysed, and their corre-

sponding power, RMS current equations and soft-switching conditions are derived.

The RMS equations are minimized using multi-variable optimization method and

the corresponding parametric equations are obtained. Moreover, the valid region of

operation for asymmetric modulation is also identified.

In order to achieve a closed loop operation, large and small signal models of the

non-linear DAB converter with large varying signals and operating under asymmetric

modulation are derived and linearized. Using the models, the closed loop controller

gains for the converter are designed and a comprehensive stability analysis is carried

out. In addition, some unique problems arising in the converter due to asymmetric

modulation, such as emergence of parasitic dc component in the low voltage side

of transformer tank are addressed and effective solutions are presented. Finally, a

soft-start method for the DAB converter operating under proposed modulation with

active source and load have been proposed.
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The performance of asymmetric modulation is compared with all relevant existing

modulation methods throughout a wide operating region and it is found that the pro-

posed modulation can achieve a 6-10% higher efficiency than the existing modulations

at the low power range. Based on the results, asymmetric modulation is combined

with other modulations in different regions to provide superior efficiency throughout a

wide operating range. Analytical, simulation and experimental results are presented

to verify the effectiveness of all the proposed methods and designed controllers.
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Chapter 1

Introduction

The advancement in technology in the modern era is accompanied by an ever-increasing

demand in reliable, undisrupted energy supply. To adequately respond to such de-

mand while conserving natural resources and environment, renewable energy sources

(RES) have become a major focus of attention. Due to falling costs associated with

manufacturing and installations of these sources, especially photovoltaic (PV) pan-

els, the world is expected to raise the share of RES to 30% of the total electricity

produced [1]. But due to intermittent and uncertain nature of RES, their massive

penetration into the grids can create significant imbalance between the power demand

and supply, thus giving rise to major stability concerns [2]. Therefore, it becomes es-

sential to utilize energy storage systems to convert the RES into dispatchable energy

sources and make the power system more efficient and reliable.

There is a wide variety of energy storage units available such as batteries, compressed

air in vessels, flywheels, ultracapacitors, etc. Depending on the application and tech-

nology, they can assist in small to large scale spinning reserves, load levelling, voltage

and frequency regulation, power quality issues, etc. Compared to other options,

batteries are the most suitable choice for power system operation purposes due to

cost-effectiveness, modular nature and ease of installation [3], [4]. Figure 1.1 shows

the basic layout interfacing a RES and a battery to the utility grid. The dc link serves

as the common point where multiple dc sources with varying voltage levels or even

small ac sources with frequency different from the grid, can be connected after being

stepped up/down by a dc-dc or ac-dc converter to match the link voltage. Batteries

store the excess energy produced by the RES from the dc link during charging and

1



supply the energy back to the grid when demanded during discharging. Thus, high

efficiency bi-directional power converters are indispensable as interface between the

batteries and dc-link.

In this chapter, the dc-dc converter interfacing the battery unit to the dc link is

studied in detail including the comparison between several existing topologies, the

different modulation schemes used for its control, the different approaches for its

modelling and areas to work on to further improve its operating efficiency.

Figure 1.1: Basic layout of a utility grid interfacing RES and battery storage unit

1.1 Common Power Converter Topologies for In-

terfacing Energy Storage Units

Battery energy storage units require converters with bi-directional power flow capa-

bility and high efficiency in both charging/discharging operations. There are several

bidirectional dc-dc converters available for the purpose, which can be mainly cat-

egorized into two groups: isolated and non-isolated, depending on the presence of

an isolating high frequency transformer. Both groups possess their own competi-

tive advantages based on the application, and a brief description of them is given in

the subsequent sections. Moreover, only single phase topologies are discussed as the

results can be easily extended to multi-phase counterparts.
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1.1.1 Non-isolated Bidirectional Converters

The most common examples of this category are the buck, boost, buck-boost, cuk,

etc [5]. Basic versions of these converters are not bi-directional. However, replacing

the diodes by an active switch can make them bi-directional [6]. Figure 1.2(a) shows

bi-directional buck/boost converter. Its major drawback is that it can only operate in

either buck or boost mode depending on the direction of power flow. This problem is

solved by the buck-boost converter in Figure 1.2(b), where the dc buses have inverted

polarity with respect to a common ground. This topology inherits closed loop stability

issues owing to a right hand side zero, and also imparts increased burden on the

inductor as there is no direct power transfer from the input to output. Inverse output

is also obtained in Cuk converter shown in Figure 1.2(c), where the capacitor C1 is the

main energy transferring element unlike other topologies. The advantage of this over

buck-boost is a continuous current at both the input and output of the converter owing

to the inductors on both sides. These inductors can be discrete or can be coupled to

provide lower output ripple. The major drawbacks include a high number of reactive

components and high current stresses on the switch, the diode, and the capacitor

C1. A minor re-arrangement of the Cuk converter leads to Sepic/Zeta converter

showed in Figure 1.2(d) which has positive output voltage. Another configuration

with positive output voltage with bi-direction buck-boost operation is the cascaded

buck-boost configuration proposed in [7] and showed in Figure 1.2(e). Although it

has higher number of switches, the number of reactive components are lower and

as such it benefits from lower current stress on components and higher voltage gain

ratio with the same duty cycle value of switches. The interleaved topology showed in

Figure 1.2(f) phase shifts the operating waveforms of the inductors by Ts

2
, where Ts is

the switching time period. This results in cancellation of switching frequency current

ripple to a great extent leading to filter size reduction, better dynamic response, and

thermal management. The inductors can be coupled to further reduce the current

ripple and improve dynamic response.

Non-isolated converters are a good option at fairly low voltage conversion ratios as

they have smaller size, lower cost and better efficiency. However, large voltage con-

version ratios gives rise to excessive current ripple and voltage stress on switches [8].
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Figure 1.2: Topologies of some non-isolated bi-directional dc-dc converter (a)
Buck/Boost (b) Inverted Buck-Boost (c) Cuk (d) Sepic/Zeta (e) Cascaded Buck-
Boost (f) Interleaved

1.1.2 Isolated Bidirectional Converters

For a system interfacing a 46− 56V battery unit to the 350− 450V grid, using power

converters with galvanic isolation is mandatory according to different safety standards

[9]–[12]. The distinctive feature of the converters of this group is the inclusion of an

isolating transformer between the two sides and voltage of each side converted to

ac through a dc-ac converter before feeding the transformer. Figure 1.3 shows the

general configuration of an isolated bidirectional dc-dc converter (IBDC). In order to

ensure bi-directional power flow, all the components in both of the dc-ac converters

must be controllable switches, and hence they are also referred as switch bridges in the

literatures. The two dc-ac converters can be symmetric [13] or asymmetric [14], half-
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bridge [15] or full-bridge [16], and current-fed [17] or voltage-fed [13]. Reviewing all

these different topologies is out of the scope of this thesis, thus some of the important

topologies are covered in order to obtain a comprehensive overview.

The simplest IBDC topologies are obtained by inserting transformers between in-

put/output sides in the non-isolated configurations such as inverting buck-boost,

Cuk, SEPIC/Zeta by a transformer, and as an example, Figure 1.3(a) shows a Fly-

back converter obtained through modification of inverting buck-boost topology. A

disadvantage of Flyback is the need for snubbers to prevent voltage spikes across the

switches and diodes due to leakage inductance of the two coils. Forward converter

shown in Figure 1.3(b) is used in low power applications. This converter can be

obtained from a buck converter by adding a three-winding transformer. As it can

be observed, the topology is fairly complicated and yet only applicable in low power

region, although increasing the number of switches can increase the power rating,

which will only increase the complexity. The push-pull converter in Figure 1.3(c) has

four windings and increased number of switches than forward converter allows it to

operate from medium-high power level.

Figure 1.3: General configuration of an isolated bi-directional dc-dc converter

However, for high power applications the most extensively used topologies of IBDC

falls under the full/half bridge configuration, amongst which the most popular mem-

ber is the Dual Active Bridge (DAB) converter shown in Figure 1.4(d) which is a

symmetric, voltage-fed, full bridge converter. It uses the phase shift between the

voltages across the two ends of the inductor L to control the amount and direction

of power flow between the two sides, which is widely termed as the phase shift con-

trol. DAB is highly popular because of ease of realizing soft-switching or zero voltage
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switching (ZVS) operation, natural bidirectional power transfer capability, and mod-

ular and symmetric structure. Although the component count of this converter is

comparatively high (8 switches) leading to larger gate driver losses, it also provides

the highest power capacity [18].

Figure 1.4: Topologies of some isolated bi-directional dc-dc converters (a) Flyback
(b) Forward (c) Push-Pull (d) Dual Active Bridge (e) Current-Fed Full Bridge (f)
Current-Fed Dual Half Bridge

A full bridge, asymmetric configuration with one current-fed and one voltage-fed side

is shown in Figure 1.4(e). The current-fed topology assists in low ripple input current

which makes it a good option for battery applications and helps against over-current

and short circuit. However, these converters have very bulky inductor at the current-

fed side and due to its boost operation, the switches on the adjacent bridge need to
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have higher voltage rating than the bus voltage. Furthermore, they need complex

start up circuit [19]. The last topology is a current-fed dual half-bridge configuration

as shown in Figure 1.4(f). It also provides low ripple current on current-fed side

with lower component count. However, it also has the disadvantage of higher voltage

rating on the switches adjacent to the current-fed side with unbalanced current stress

on them, and large ripple current on the splitting capacitors.

From the comparative analysis on the several IBDC topologies, the 8 switch Dual

Active Bridge (DAB) converter is selected as the choice of converter in this thesis be-

cause of its relative configuration simplicity with modular and symmetric nature, ease

of control, high power density, high efficiency and high power-transfer capability [18].

It is worth mentioning that the developed techniques in this thesis can be extended

to other topologies as well, however as DAB converter is used most commonly and

understood easily, the proposed techniques of this thesis have been applied to DAB

converter. The converter is discussed in more details in the subsequent sections.

1.2 Existing Modulation Methods of DAB

DAB was introduced by [20] as early as 1991-92. But this 8 switch converter initially

suffered from low efficiency on account of its high component count, specially due

to the usage of first-generation IGBT’s as the switching devices [16]. However this

efficiency rose upto 97% with the use of trench gate IGBT’s in later publications [16].

This efficiency can further rise to 98-99% with the use of the state-of-the-art SiC or

GaN switching devices [21], which has made DAB attract a lot of attention in the

research area. In addition to choosing the correct components for implementation of

the DAB, the modulation strategy of the switches also plays an undeniably important

role for its efficiency optimization in a variable operating range. There are several

existing modulation methods for DAB converters focusing on extended zero voltage

switching range, minimizing RMS current and reactive power loss, etc. where the

principle of power transfer in all these methods is governed by phase shift control,

as discussed in section 1.1.2. The most commonly used modulation schemes are

discussed in this section.
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Single Phase Shift (SPS)

Amongst different phase shift control methods, the most commonly used one is the

single phase shift (SPS) modulation, also termed as conventional phase shift (CPS).

[22]–[25]. All switches are operated at fixed 50% duty cycles with diagonal pair

switches on a bridge operating simultaneously and an outer phase shift between the

switch bridge output voltages across the two ends of the inductor as shown in Figure

1.5. This makes the control and implementation simple. To achieve the optimum

efficiency for this modulation, the turns ratio of the transformer is selected such that

the voltages on the two sides are perfectly matched. However on moving away from

the nominal operating point, such as at a power lower than the converter’s rated

value or voltage mismatch due to variable voltages at the two sides, DAB suffers

from excessive circulating power, higher transformer RMS current and limited zero

voltage switching (ZVS) range [26], [27]. Despite the drawbacks, SPS still remains

the modulation of choice in high operating power applications with fixed voltages on

both sides.

Extended Phase Shift (EPS)

Extended phase shift(EPS) modulation offers better adaptivity to changing operating

conditions by allowing duty cycle variation on the high voltage (HV) side switch

bridge. [27]–[31]. This essentially means that the switches of that bridge are no

longer operated at 50% value, rather somewhere between 0-50% with an inner phase

shift between the switches of the bridge, as shown in Figure 1.5. This provides an

extra degree of freedom for control, allowing to extend ZVS range, reduce circulating

power and RMS of tank current. While EPS provides superior performance over a

wide variation of operating conditions, a matter of concern remains that the duty

cycle variation needs to be interchanged between the bridges when the converter

switches from buck to boost operation in the same power flow direction and vice

versa, otherwise it can lead to a huge increase in circulating current. So, for systems

which only operate in either buck or boost mode in a given power flow direction, such

as the system interfacing a battery to the grid, EPS can be a very lucrative choice.

8



HV bridge voltage (d1 = d2 = 0.5)
d1Ts

LV bridge voltage
HV bridge voltage

d1Ts

d1Tsd1Ts

d3Tsd3Ts

d3Ts d3Ts

d2Ts d2Ts

d4Ts d4Ts

d4Tsd4Ts

d2Ts d2Ts

 

  

 

SPS EPS

DPS TPS

Ts

Ts

Ts

Ts

Starting 
edge of 

secondary 
bridge 
voltage

Starting 
edge of 

secondary 
bridge 
voltage

(d1 = d2 = d3 = d4 ≠ 0.5)

LV bridge voltage (d3 = d4 = 0.5)
HV bridge voltage (d1 = d2 ≠ 0.5)

LV bridge voltage (d3 = d4 = 0.5)

HV bridge voltage (d1 = d2 ≠ 0.5)
LV bridge voltage (d3 = d4 ≠ 0.5)

Figure 1.5: Operating Waveforms of Common Modulation Methods of DAB

Dual Phase Shift (DPS)

The dual phase shift(DPS) modulation [32]–[35] is a small modification of EPS that

addresses the concern associated to EPS. In DPS, equal duty cycle variation is applied

to both the HV and LV side bridges with the same inner phase shift ratio between

switches of each bridge, as shown in Figure 1.5. As a result, there is no more require-

ment to interchange the duty cycle variations between the two bridges under different

input voltages. So for applications that constantly switch between buck and boost

mode of operation in any power flow direction, DPS can be a more viable choice. It

possess most of the advantages of EPS over SPS like extending ZVS range, reducing

circulating power, etc. However, compared to EPS for the same outer phase shift

DPS offers a reduced transmission power capacity.
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Triple Phase Shift (TPS)

In triple phase shift(TPS) modulation unequal duty cycle variations on both bridges

are varied unequally giving inner phase shift ratio between switches of one bridge

unequal from the other, as shown in Figure 1.5. This provides a third degree of

freedom, thus providing the highest control flexibility [36]–[41]. But this increase

in the degree of freedom is accompanied by increased complexity as the number of

possible operating modes is much higher in TPS (6) compared to SPS(1), EPS (2)

and DPS (2). So all the operating modes need to be analysed and compared for

different possible operating scenarios to select the optimum mode. This complicates

the method to achieve a unified solution for the phase shift ratios, and as a result

in most cases, only one optimization feature of the DAB is focused on to reduce

complexity.

Authors in [40] followed a numerical method to obtain solution for the phase shift

ratios as required for efficiency optimization. The drawback of this approach is that

a numeric table is required that contains all the values of the necessary parameters

calculated beforehand. Additionally, the whole table needs to be re-calculated if

circuit parameters change. Authors in [36] focused on RMS current minimization

only by performing time-domain analysis to describe the analytic expressions of the

DAB converter. Using these expressions, global optimization modulation (GOM) is

developed to achieve closed form solutions of the phase shift ratios valid for a wide

operation range. Fundamental component approximation is used in [39] to present

a more comprehensive method of selection of TPS parameters focused on RMS and

reactive power minimization and extension of ZVS range, however it ignores the

effects of very important high order harmonics. A frequency domain analysis for the

DAB converter for efficiency optimization is presented in [42] whereas Reinforcement

Learning (RL) is used in [43] for the purpose. Nevertheless, results of comprehensive

calculations carried out in [36], [37], [39], [44] suggests that minimizing RMS current

ultimately leads to TPS simplifying into EPS and SPS conditions, except for a few

cases at very low power. Hence going through such complex analysis for TPS appears

to be unnecessary.
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Other methods include triangular (TRM) and trapezoidal (TZM) modulation that

focus on shaping the transformer current based on the input and output voltage levels

[45], [46], however they suffer from narrow voltage range [47]. These modulations can

be combined with others in a hybrid manner for improved efficiency [48]–[50]. A

modified TZM modulation was presented in [51] for full range operation utilizing the

magnetizing inductance of the converter. Section 2.2 presents the detailed operating

waveforms of the main four modulations discussed in this section.

1.3 Modelling of DAB Converter

In order to develop a closed loop controller for the DAB converter, a large signal

model and the corresponding small signal model of the converter needs to be derived.

The first harmonic approximation (FHA) method was adopted in [52]–[57] for this

purpose. The modelling approach in these methods can be summarized as follows:

� The converter is assumed to be operating under SPS modulation for simplicity

with both sources modelled as voltage sources. Authors in [52] proposed a

detailed modelling of the DAB converter operating under SPS modulation while

taking into consideration all major and parasitic power losses, and eventually

applying the FHA approximation on the model. Authors in [56] also consider

the DAB under SPS modulation operation with focus on impedance modelling.

� Another approach is to model the load as a current source in parallel with a

shunt resistance where the goal is to eventually design the controller for control-

ling the voltage across the load. The modelling of DAB under TPS modulation

shown in [53] is one such example. This kind of modelling is applicable in a

battery powered DAB where the grid is the load and the DAB is responsible for

maintaining the voltage of the dc link connected to the grid through an inverter.

� Another approach undertaken by authors in [58] is to model the load of the DAB

as a resistive/passive one and focus on designing a controller for controlling the

voltage across the resistive load.
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1.4 Thesis Objectives

The main objective of this thesis is to optimize the operation of Dual Active Bridge

converter for the whole operating range in terms of efficiency. To achieve this goal,

the transformer ac tank RMS current is minimized while maintaining ZVS in the

entire operating range of a grid-interfacing battery energy storage system. The steps

undertaken to achieve this objective are briefly presented as follows:

1.4.1 Introducing Asymmetric Modulation

The first step for the objective is to propose a new modulation method that:

� Possess the same number of degree of freedom as TPS, but with lower calculation

and implementation complexity.

� Minimize RMS current at low power and low voltage gain conditions.

� Extend ZVS range upto the lowest values of operating power and voltage gain.

This thesis proposes the use of unequal duty cycle values on the switches of the high

voltage side bridge, creating an asymmetric duty ratio on the two half periods of

a switching cycle of the output voltage of the bridge, as shown in Figure 1.6. The

switches of the low voltage side adjacent bridge are kept operating with 50% duty

cycle value. This leads to the same number of control parameters as TPS but with

lower number of operating modes and hence lower complexity in obtaining a uni-

fied approach for control parameters’ optimization. Accurate equations to obtain the

phase shift ratios are provided in terms of per-unit values of circuit and operational

parameters, thus the equations will be applicable under all conditions of parameters.

It is shown that the asymmetric modulation provides extended ZVS range with lower

RMS current at low values of power and voltage gain compared to the existing mod-

ulations. This method is combined with EPS and SPS at medium to high values of

power and voltage gain in a hybrid manner to provide optimized efficiency through-

out entire operating range and since switching between modes only involve changes

in duty cycle values, it results in low implementation complexity to achieve hybrid

work mode.
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Figure 1.6: Basic Operating Waveforms under Asymmetric Modulation

1.4.2 Accurate Modelling of DAB Converter under Proposed
Modulation

The second step is to develop an accurate modelling of DAB converter operating

under the proposed new asymmetric modulation. The main objective of DAB in this

thesis is to work as an interface for the storage unit for storing excess energy from the

intermittent sources and to supply appropriate power to the grid as demanded. It

does not target on controlling the voltage of the dc link, which will be controlled by

the grid-inverter stage. Thus, in this thesis the dc link and the battery are modelled

as two voltage sources on two sides of a DAB converter whose power is defined as

the product of battery current and voltage. Since the battery is modelled as a stiff

voltage source, the thesis focus on creating a closed loop system for controlling the

dc current of the battery.
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1.4.3 Practical challenges related to Asymmetrical modula-
tion of DAB Converters

With the application of asymmetric modulation to DAB converter, apart from gain-

ing the desired benefits, some unique problems arise. These problems include the

emergence of overshoots in the transformer tank current during transitions including

asymmetric operating points at the instance of changing operating conditions, like

power. This happens due to the need to charge the dc block capacitor placed in the

HV side of the tank. Moreover, some parasitic dc voltages also emerge on the LV

side of the tank since it can not have any dc blocking caps due to high current on

this side. So, the third step is to address these unique concerns and propose effective

solutions.

1.4.4 Developing a Soft-Start Algorithm for the DAB

The final step is to develop a soft-start algorithm. As the system has both active

source and load, when the converter is firstly switched on with full values of the

phase shift ratios, the fully discharged capacitors act as virtual short circuits allowing

the current to rapidly escalate. During this time, the current in the converter is not

determined by the phase shift values, rather its maximum value is directly propor-

tional to the equivalent input voltage. This huge inrush current at the start can rise

upto three times the current rating of the converter. Thus, it is absolutely essential

to develop a soft-starting method for DAB.

1.5 Thesis Outline

Chapter 2 of this thesis presents the detailed operating waveforms under the exist-

ing modulations and the proposed asymmetric modulation. The different operating

modes under asymmetric modulation are clearly defined with their respective mode

conditions. Then the process of derivation of the tank current equations are presented

using one of the modes as example. Using these equations, the required ZVS condi-

tions of the switch bridges and the power equations of all the asymmetric operating

modes are obtained and summarized in a table.
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Chapter 3 presents the circuit and operational parameters in per-unit quantities and

the explanation behind the selection of their values or range of values. Next, the

derivation of RMS current equations is explained through one asymmetric mode as

an example and results are summarized in a table. Then, using multi-variable opti-

mization method, the RMS current equations are minimized to obtain the equations

of optimum phase shift values. Furthermore, the optimum region for asymmetric op-

eration is clearly identified and a hybrid modulation is proposed to achieve minimum

RMS current with ZVS throughout the entire operating region. Finally, the analysis

is validated through experimental results.

In Chapter 4 the detailed modelling of the DAB under asymmetric modulation with

active source and load is presented. The non-linear large signal model of the system

is obtained and from that, a linear small signal model is derived using linearization

technique based on Fundamental Harmonic Approximation. After the elimination of

internal dynamics, the small signal model is used to design a stable closed loop sys-

tem to achieve the desired operating point. After that, the problems of tank current

overshoot and parasitic dc voltages are addressed along with simple solutions to elim-

inate them. Finally, a method for soft-starting the DAB is presented. Simulation and

experimental results demonstrate good dynamic responses of the developed controller

and the effectiveness of the proposed solutions.
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Chapter 2

Proposed Asymmetric Modulation

In this chapter, the proposed asymmetric modulation is explored in detail in terms

of current, power and ZVS conditions and presented with the other symmetric mod-

ulations to get a comparative picture. At first the DAB converter along with rele-

vant markings of the different input/output voltages and currents at different points

is described in more details. Then the operating waveforms of existing modulation

methods are explained before eventually moving on to the proposed asymmetric mod-

ulation. The working principle of asymmetric modulation along with proper identi-

fication of its different operating modes with corresponding boundary conditions is

presented. Next, the derivation of current equations using the operating waveforms of

one asymmetric mode is shown. The principle and derivation of associated ZVS condi-

tions are explained and the results are summarized in a table. Finally, the derivation

of power equations is also explained and the results are summarized in a table. In

addition, the power flow diagram versus outer phase shift angle of the different sym-

metric and asymmetric modes is illustrated in order to get a more comprehensive idea

on the power flow capability of the different modulation modes.

2.1 Description of the DAB converter

Figure 2.1(a) shows the topology of a bidirectional dual active bridge DC-DC con-

verter. It consists of high voltage (HV) side full bridge (Q1 − Q4) feeding a high

frequency transformer of turns ratio N , which supplies the low voltage (LV) side full

bridge (Q5 − Q8). The leakage inductor L is the main energy transferring element,

C is the DC-blocking capacitor and i is the tank current.
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Figure 2.1: (a) IBDC dual active bridge (DAB) converter and (b) its equivalent circuit

The HV bridge generates a high frequency voltage Vab and the LV bridge generates

voltage Vcd. Vcd is referred to the HV side of the transformer and applied to one end

of L and V
′
ab to the other, where V

′
ab is the voltage obtained after eliminating any dc

component from Vab, explained in details in section 2.3. V
′
ab and V

′
cd can be represented

as two square wave sources, in which case the whole model can be simplified as shown

in figure 2.1(b). Voltage gain ratio is defined as M = NVbat

Vi
where Vbat and Vi are

respectively the battery and dc link voltage. Operating power is given by P = Vbatibat,

where ibat is the battery current. If Vi is greater than Vbat, then power transfers from

dc link to battery with M < 1 or under buck mode of operation, and if Vi is less than

Vbat, then power transfers with M > 1 or under boost mode of operation. Since the

buck and boost mode of operation is complimentary to each other [44], this thesis

presents the detailed analysis of only buck mode.

2.2 Principle of Existing Modulation Methods

Referring to the discussion in section 1.2, the most commonly used modulation

method for DAB is the single phase shift (SPS) or conventional phase shift (CPS)

modulation . All switches are operated at fixed 50% duty cycles with the cross

connected switch pairs of each bridge turned on/off simultaneously (Q1 − Q4, Q2 −
Q3, Q5 − Q8, Q6 − Q7). A phase shift θ is introduced between the primary and

secondary bridge voltages for the power transfer. The direction of power flow is de-

termined by controlling the polarity of the phase shift and is always in the direction

from leading to lagging bridge. Figure 2.2(a) shows the operating waveforms of SPS.
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In extended phase shift(EPS) modulation the switches on the HV side bridge are

operated at less than 50% duty cycle with the cross connected switch pairs turned

on/off in turn, creating an inner phase shift ratio. This creates a three-level voltage

waveform at the output of this bridge. The other bridge is operated like SPS with

a phase shift with the HV side bridge and creates the power transfer. Figure 2.2(b)

shows the operating waveforms of EPS.

Dual phase shift is essentially the same as EPS with the difference that the same

inner phase shift ratio as the HV side bridge is also applied on the cross-connected

switch pairs of the LV side bridge, creating two three-level voltages across the two

ends of L with phase shift θ between them, as shown in Figure 2.2(c).

�

�

�

�

Figure 2.2: Operating Waveforms of (a) SPS (b) EPS (c) DPS and (d) TPS

The triple phase shift (TPS) modulation operates with unequal inner phase shift ratio

amongst the cross-connected switch pairs of the two bridges and thus provides the

highest degree of control freedom. The operating waveforms of TPS are shown in

Figure 2.2(d). Observing the waveforms in Figure 2.2, it can be opined that TPS is
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the unified form of all phase shift controls and SPS, EPS, and DPS are in fact special

cases of TPS with proper selection of the inner phase shift ratios of the two bridges.

Introducing inner phase shifts to SPS results in lower RMS current and extended ZVS

range at lower power values in the form of EPS, DPS and TPS. Amongst them, TPS

gives rise to highest number of operating modes based on relative position between

the rising edges of bridge voltages as seen from Figure (d). Thus TPS possess the

highest analytical complexity in terms of analysing all the possible operating modes

for the entire operating range to obtain a unified solution. As variation of inner

phase shifts give rise to specific benefits in certain operating ranges, a natural next

step motivation is to examine the effects of unequal duty cycle variation of the same

bridge on the operations of DAB with a goal to achieve similar or better benefits and

possible lower analytical complexity, atleast compared to TPS.

2.3 Asymmetric Modulation and Operating Modes

In the proposed asymmetric method, the duty cycles on the two half periods of the

HV bridge voltage d1 and d2 are varied unequally, as shown in Fig. 2.3. This generates

an asymmetric Vab voltage at the output of the HV bridge with a DC average equal

to Vi(d1 − d2). This DC component is removed by the block capacitor C, creating

V
′
ab = Vab − Vb which prevents the transformer from saturating. Hence, the model

can be simplified as shown in Fig.2.1(b) by representing the two voltages across the

inductor as two square wave sources V
′
ab and V

′
cd where V

′
cd is the transformer LV

bridge voltage referred to the HV side. The LV bridge voltage V
′
cd operates at 50%

for both half period duty cycles d3 and d4. In the case of power transfer from HV to

LV side, V
′
cd lags Vab by an angle θ, and leads in the reverse power flow direction. As d1

and d2 can be varied independently from 0 to 0.5 and d
′
1 = 0.5−d1 and d

′
2 = 0.5−d2,

a total four modes of operation generate under asymmetric control. In all cases, θ is

a function of d1, d2, P and M [θ=f(d1, d2, P,M)].

2.3.1 Modes of Operation

Figure 2.3(a-d) shows the typical operating waveforms of modes A-D respectively

under asymmetric modulation and Figure 2.4 shows the waveforms specifically un-
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der mode D along with the respective switching pattern of the bridges. Boundary

conditions of the different asymmetric modes are as follows:

Mode A: d1 ≥ 0.5− θ
π

d2 ≥ 0.5− θ
π

Mode B: d1 ≥ 0.5− θ
π

d2 < 0.5− θ
π

Mode C: d1 < 0.5− θ
π

d2 ≥ 0.5− θ
π

Mode D: d1 < 0.5− θ
π

d2 < 0.5− θ
π

The boundary conditions suggest that modes A and D can have symmetric operation

by setting d1 = d2, and hence transform into the extended phase shift (EPS) modu-

lation. On the other hand, modes B and C naturally lack any symmetric attribute,

as seen from their boundary conditions. They are exactly complimentary to each

other in operation and hence exhibit complementary control parameters for a certain

operating point and as a result, analysing either one of mode B and C is sufficient.

�

�

�

�

Figure 2.3: Typical operating waveforms of a DAB converter under different asym-
metric modulation modes
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2.3.2 Derivation of Tank Current Equations

According to the discussion in section 2.3 and referring to Figure 2.1, the voltages

V
′
ab and V

′
cd as shown in Figure 2.5 are applied across the two ends of the inductor.

Using these voltage waveforms, the tank current equations can be derived as:

i =

∫ 2π

0

V
′
ab − V

′
cd

L
dθ

d1

d2

Vab’

d4=d3 

d3=0.5

2  

(1+d2
’

2  

Vi(d2-d1+1)

Vi(d2-d1)

Vi(d2-d1-1)

MVi

-MVid1
’

Vcd’

Figure 2.5: Voltage applied at two ends of the inductor L

According to the position of V
′
cd with respect to V

′
ab, a total of seven regions generate

between 0 to 2π. So, the tank current equation is obtained through integration by

parts. Considering the case of mode D as an example and referring to Figure 2.3 and

2.5, the current equations can be derived as follows:

Region 1 (0 ≤ wt < θ):

i(wt) =
Vi(d2 − d1) +MVi

wL
(wt) + i(0)

⇒ i(wt) =
Vi(d2 − d1 +M)

wL
(wt) + i(0)

Putting wt = θ gives, i(θ) = Vi(d2−d1+M)
wL

θ + i(0)

Region 2 (θ ≤ wt < d
′
1π):

i(wt) =
Vi(d2 − d1)−MVi

wL
(wt− θ) + i(θ)

⇒ i(wt) =
Vi[(d2 − d1 −M)wt+ 2Mθ]

wL
+ i(0)
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Putting wt = d
′
1π gives, i(θ) =

Vi[(d2−d1−M)(d
′
1π)+2Mθ]

wL
+ i(0)

Region 3 (d
′
1π ≤ wt < (1− d

′
1)π):

i(wt) =
Vi(d2 − d1 + 1)−MVi

wL
(wt− d

′
1π) + i(d

′
1π)

⇒ i(wt) =
Vi[(d2 − d1 + 1−M)wt+ 2Mθ − d

′
1π]

wL
+ i(0)

Putting wt = (1− d
′
1)π gives, i((1− d

′
1)π) =

Vi[(d2+d1−M)π−d′1π(d2−d1−M)+2Mθ]

wL
+ i(0)

Region 4 ((1− d
′
1)π ≤ wt < π + θ):

i(wt) =
Vi(d2 − d1)−MVi

wL
(wt− (1− d

′
1)π) + i((1− d

′
1)π)

⇒ i(wt) =
Vi[(d2 − d1 −M)wt+ 2Mθ + (1− 2d

′
1)π]

wL
+ i(0)

Putting wt = π + θ gives, i(π + θ) = Vi[(d2+d1−M)π+(d2−d1+M)θ]
wL

+ i(0)

Region 5 (π + θ ≤ wt < (1 + d
′
2)π):

i(wt) =
Vi(d2 − d1) +MVi

wL
(wt− (π + θ)) + i(π + θ)

⇒ i(wt) =
Vi[(d2 − d1 +M)wt+ (1− 2M − 2d

′
1)π]

wL
+ i(0)

Putting wt = (1 + d
′
2)π gives, i((1 + d

′
2)π) =

Vi[(d2−d1+M)d
′
2π+(d2+d1−M)π]

wL
+ i(0)

Region 6 (1 + d
′
2)π ≤ wt < (2− d

′
2)π):

i(wt) =
Vi(d2 − d1 − 1) +MVi

wL
(wt− (1 + d

′
2)π) + i((1 + d

′
2)π)

⇒ i(wt) =
Vi[(d2 − d1 − 1 +M)wt+ (2(1−M)− 2d

′
1 + d

′
2)π]

wL
+ i(0)

Putting wt = (2− d
′
2)π gives, i((2− d

′
2)π) =

Vi[2(d2−d1)π−2d′1π+d
′
2π(2−d2+d1−M)]

wL
+ i(0)

Region 7 ((2− d
′
2)π ≤ wt < 2π):

i(wt) =
Vi(d2 − d1) +MVi

wL
(wt− (2− d

′
2)) + i(2− d

′
2)

⇒ i(wt) =
Vi[(d2 − d1 +M)wt+ (2d

′
2 − 2M − 2d

′
1)π]

wL
+ i(0)
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Putting wt = 2π gives, i(2π) = i(0), which satisfies the continuity condition of

inductor current. Since i(0) = −i(π), the equation of i(0) is obtained as,

i(0) = −Vi[(d2 − d1 −M + 1)π − 2d
′
1π + 2Mθ]

2wL

Similarly, the tank current equations can be obtained for all other modes through

part by part integration across their respective regions. In all cases, i(2π) = i(0),

i(π) = −i(0) and i(0) = −Vi[(d2−d1−M+1)π−2d′1π+2Mθ]

2wL
.

2.3.3 Zero Voltage Switching (ZVS) Conditions

To satisfy the ZVS conditions, a switch is turned on/off with zero voltage across it

so that the switching power loss becomes zero. If VQ and IQ are the switch voltage

and current respectively, switching loss is given by PS = VQIQ. Having IQ = 0 also

eliminates the switching loss PS, however snubber capacitors across the switch remain

non-discharged and ends up discharging after switch turn-on, causing power loss equal

to 1
2
fsCQV

2
Q, wherefs is the switching frequency. So, to ensure zero switching losses,

the snubber capacitors should be discharged properly. The condition for the switches

to operate with ZVS depends on the polarity of the tank current at the rising and

falling edges of the bridge voltages Vab and Vcd. This concept can be explained with

operating waveforms of mode D as an example. Figure 2.4 shows the tank current i

and the bridge voltages in mode D along with their respective switching pattern. As

shown in Figure 2.1, the direction of i flowing through the inductor L and into the dot

of transformer HV side is taken as its positive polarity. Principle of ZVS operation

of the converter in this mode is described as follows:

Region 1 (0 ≤ wt < θ): Switches Q1, Q3, Q6, Q7 are on and conducting in this

interval. The ac current i gradually switches from negative to positive polarity. The

conduction region is shown in Figure 2.6(a).

Region 2 (θ ≤ wt < d
′
1π): Q6, Q7 turns off with zero voltage across them and sets

up a resonance between L,CQ5, CQ6, CQ7 and CQ8, shown in Figure 2.6(b). Current

i
′
exiting the dot of the transformer LV side discharges CQ5 and CQ8 by transferring

their energy to CQ7 and CQ6 respectively. Hence Q5, Q8 are turned on with ZVS and

starts conducting, as shown in Figure 2.6(c).
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Figure 2.6: Detailed switching action of DAB under mode D operation

25



Region 3 (d
′
1π ≤ wt < (1−d

′
1)π): Q3 turns off at the begin of this interval with zero

voltage across it and a resonance is set up between L,CQ3 and CQ4 with i exiting the

dot of the transformer HV side discharging CQ4 and charging CQ3, shown in Figure

2.6(d). Once the transfer of energy is complete, Q4 is switched on with ZVS and

start conducting, shown in Figure 2.6(e).

Region 4 ((1− d
′
1)π ≤ wt < π + θ): Q1 turns off at the begin of this interval with

zero voltage across it and a resonance sets up between L,CQ1 and CQ2 and current i

entering the dot of the transformer HV side discharges CQ2 and charges CQ1, shown

in Figure 2.6(f). Once the transfer of energy is complete, Q2 is safely switched on

with zero voltage across it and start conducting, shown in Figure 2.6(g).

Region 5 (π + θ ≤ wt < (1 + d
′
2)π): Q5, Q8 turns off with zero voltage across them

and sets up a resonance between L,CQ5, CQ6, CQ7 and CQ8, shown in Figure 2.6(h).

Current i
′
entering the dot of the transformer LV side discharges CQ6 and CQ7 by

transferring their energy to CQ8 and CQ5 respectively. Hence Q6, Q7 are turned on

with ZVS and starts conducting, shown in Figure 2.6(i).

Region 6 (1 + d
′
2)π ≤ wt < (2 − d

′
2)π): Q4 turns off at the begin of this interval

with zero voltage across it and a resonance is set up between L,CQ3 and CQ4 and the

i entering the dot of the transformer HV side discharges CQ3 and charges CQ4, shown

in Figure 2.6(j). Once the transfer of energy is complete, Q3 is switched on with ZVS

and starts conducting, shown in Figure 2.6(k).

Region 7 ((2 − d
′
2)π ≤ wt < 2π): Q2 turns off at the begin of this interval with

zero voltage across it and a resonance is set up between L,CQ2 and CQ1 and the i

exiting the dot of the transformer HV side discharges CQ1 and charges CQ2, shown in

Figure 2.6(l). Once the transfer of energy is complete, Q1 is switched on with ZVS

and starts conducting, which is the same operating condition as that of Figure 2.6(a).

At the end of this interval, the current returns to its starting value in region 1.
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Figure 2.6: Detailed switching action of DAB under mode D operation (continued
from page 25)
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Table 2.1: Zero voltage switching conditions for different asymmetric operating modes

Mode Condition 1 Condition 2 Condition 3

A θ
π
> 1− d1(d2−d1+M+1)

M
θ
π
> 1− d2(d1−d2+M+1)

M
θ
π
> d2−d1−M+1

2(d2−d1+1)

B θ
π
> 1− d1(d2−d1+M+1)

M
θ
π
< d2(d1−d2−M+1)

M
θ
π
> d2−d1−M+1

2(d2−d1+1)

C θ
π
< d1(d2−d1−M+1)

M
θ
π
> 1− d2(d1−d2+M+1)

M
θ
π
> d1+d2−M

2(d2−d1)

D θ
π
< d1(d2−d1−M+1)

M
θ
π
< d2(d1−d2−M+1)

M
θ
π
> d1+d2−M

2(d2−d1)

As per the principle of ZVS operation discussed, the conditions can be written as:

Condition for HV bridge:

i(d
′
1π) < 0 (2.1)

i((1 + d
′
2)π) > 0 (2.2)

Condition for LV bridge:

i(θ) > 0 (2.3)

Substituting the current equations obtained in section 2.3.2 in the conditions (2.1)-

(2.3), the final ZVS conditions for mode D are obtained as:

θ

π
<

d1(d2 − d1 −M + 1)

M

θ

π
<

d2(d1 − d2 −M + 1)

M

θ

π
>

d1 + d2 −M

2(d2 − d1)

The ZVS conditions for all other asymmetric modes can be derived in a similar manner

and the results are presented in Table 2.1. It can be observed from the derived results

that the ZVS conditions have a complimentary pattern between modes B and C and

modes A and D.
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Table 2.2: List of operating power and maximum power equations for different modes

Mode Power Equation Maximum Power Equation

A PA = Vi(MVi)
2πwL

[2πθ − 2θ2 − π2(d21 + d22 − d1 − d2 + 0.5)] PmaxA
= Vi(MVi)

8fL

B PB = Vi(MVi)
2πwL

[πθ(1 + 2d2)− θ2 + π2(d1 − d21 − 1
4
)] PmaxB

= Vi(MVi)
12fL

C PC = Vi(MVi)
2πwL

[πθ(1 + 2d1)− θ2 + π2(d2 − d22 − 1
4
)] PmaxC

= Vi(MVi)
12fL

D PD = Vi(MVi)θ(d1+d2)
wL

PmaxD
= Vi(MVi)

16fL

2.3.4 Power Transfer Equation

The power transfer equation from HV to LV side is determined through:

P =

∫ 2π

0

V
′
cd(wt)i(wt)

2π
dwt

Using the equations derived in section 2.3.2 and the waveforms shown in Figure

2.3, the above equation can be integrated part by part to obtain the power transfer

equation for asymmetric mode D as:

PD =
Vi(MVi)θ(d1 + d2)

wL
(2.4)

The maximum power that can be transferred within this mode can be obtained by

putting the boundary conditions of mode D from section 2.3 in (2.4):

PmaxD
=

Vi(MVi)

16fL
(2.5)

Similarly, the general and maximum power equations for other asymmetric modes are

also obtained and summarized in Table 2.2. Figure 2.8 shows the power flow curves

of different operating modes with respect to θ at varying M for some fixed values

of d1 and d2 satisfying the boundary conditions. Output power is normalized (αp)

for better representation, discussed in detail in the proceeding chapter. As expected,

SPS possess the highest power capacity while mode D possess the lowest.
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Figure 2.8: Output power versus θ at varying M for cases: Asymmetric B (d1 = 0.44,
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2.4 Summary

In this chapter, the proposed asymmetric modulation and its different operating

modes are explained in details. The derivation of the tank current equations along

with the equations of power transfer has been presented and the results for all the

modes have been summarized. Additionally, the power flow curves of different oper-

ating modes with respect to the outer phase shift angle for different values of voltage

gain has been illustrated in order to obtain a comprehensive picture of the power

flow capacity of the modes with respect to each other. Furthermore, the zero voltage

switching (ZVS) operation has been explained in details and the required ZVS condi-

tions have been identified accordingly for all the asymmetric operating modes. From

the derived equations, the complimentary nature of modes B and C can be clearly

observed. The value of d1 and d2 can be interchanged while switching from mode B

to C and vice versa to give the same value of power and also the tank RMS current,

shown in subsequent chapter. This justifies the proposition of analysing either one

of the modes B or C while determining the optimal operating point of the converter

under varying input and output conditions.
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Chapter 3

RMS Current Minimization Using
Hybrid Modulation

3.1 Introduction

In order to ensure optimized operation of DAB converter, it is necessary to ensure its

operation with minimum RMS tank current within ZVS range for any given operating

point. Thus, this chapter focuses on deriving and minimizing the RMS current equa-

tions of different asymmetric modes within ZVS range and selecting the appropriate

mode of operation for a given operating condition based on minimum RMS value.

An analytical method is presented that minimizes the derived RMS equations and

determines the optimal operating regions under different modes. Subsequently, the

corresponding values of duty cycles of the switches under different modes are also

obtained and summarized in a table. It is shown that the asymmetric modulation

provides extended ZVS range with lower RMS current at low values of power and

voltage gain compared to the existing symmetric ones. Afterwards, a hybrid opera-

tion combining the different modes in different operating ranges is proposed to ensure

the maximum efficiency of the converter under all values of power and voltage gains.

Since switching between different modes only involve changes in duty cycle values,

the proposed hybrid method involves lower implementation complexity. Finally, the

benefit of proposed modulation is verified by means of experimental results.
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3.2 Quantification of Circuit Parameters and Per-

Unit Terms

In order to obtain global results from the minimization process, operational and circuit

parameters are expressed in per-unit terms. In this section, the circuit parameters

are quantified along with the determination of ranges of the per-unit terms.

3.2.1 Selection of Turns Ratio

The transformer turns ratio N should match the voltage conversion ratio of DAB

to decrease circulating current and increase efficiency [18]. For instance, in a grid-

connected battery charger system, the input voltage is determined by the grid-

connected inverter, which is usually confined within 350-450V and the standard value

is taken as 380V or 400V [59]. In this thesis, the standard value is 400V and its vari-

ation range is within 385-415V on dc link (HV side). Output voltage is determined

by the storage battery system, and the standard values are 48, 192, 240 V, etc. In a

full cycle of charge/discharge, a battery such as the 48V rated one used in this thesis

can have a voltage variation in the range 46-54V (LV side). Now, for this system the

turns ratio has to be chosen in a way that for all combinations of HV and LV side

voltages, the voltage gain M is either always less than or more than 1 in a particular

power direction. This is done so that the converter does not keep oscillating between

buck and boost mode of operation which would create unnecessary dynamics. Hence,

a turns ratio N = 6.8 is selected for having a buck mode of operation for power flow

from dc link to battery and boost mode in the reverse power flow direction.

3.2.2 Per-Unit Terms

In order to obtain generalized expressions for DAB converters, operating parameters

like power and voltage gain and circuit parameter like tank inductance are expressed

in per-unit form. For this purpose, the maximum power equation of the mode that

has the ability to achieve the highest value of power is used as a base to express all

the parameters in per unit. It can be seen from the boundary conditions presented in

section 2.3 that mode A can achieve full values on both duty cycles d1 and d2, thus

it achieves the highest power amongst all modes. The maximum power expression of
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mode A from Table 2.2 can be re-written as:

PmaxA
= Pmax =

Vi(MmaxVi)

8fLmax

(3.1)

where Pmax is obtained by putting d1 = d2 = 0.5 and θ = π
2
in mode A power

equation [43]. Mmax is the value of voltage gain at Pmax and Lmax is the inductance

corresponding to Pmax of a DAB converter. Three quantities: power percentage αP ,

gain percentage αM and inductance percentage αL are defined here as,

αP =
P

Pmax

(3.2)

αM =
M

Mmax

(3.3)

αL =
L

Lmax

(3.4)

Using expressions 3.2-3.4, the modified maximum power equations of different modes

can be written as:

PmaxA
= αM

αL
Pmax, PmaxB

= 2αM

3αL
Pmax, PmaxC

= 2αM

3αL
Pmax, PmaxD

= αM

2αL
Pmax

As expected, mode A possess the highest while mode D possess the lowest power

capacity. Out of the three per-unit terms, αL is a design parameter while αP and αM

are operational parameters determined by a specific operation point. As observed

from the equations, varying the values of αM and αL can result in any of the modes

achieving any desired power value. But these parameters cannot be varied indiscrim-

inately and needs certain factors to be kept under consideration. The subsequent

subsections provide a brief description on the process of selecting αL and determining

the range of variation of αP and αM in this thesis.

3.2.3 Selection of αL

The auxiliary inductance L is the most important element in DAB converters as it has

direct impact on the transmission power, ZVS range, and RMS current. So during its

selection, factors like achieving the desired power while minimizing current RMS and

maximizing ZVS range, thus maximizing converter efficiency are taken into account.
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Now, once the input and output voltages of the system with a given power rating are

selected, the value of Lmax is selected to be in conformance to the worst case scenario,

that is the maximum rated power of the converter, or Pmax from equation (3.1) which

gives Lmax = Vi(MmaxVi)
8fPmax

. This equation depends on Vi and Mmax, and some factors

need to be brought into consideration while selecting their values corresponding to

Pmax. For example, let Pmax = 5000 is calculated for Vi = 400V and Mmax = 1

at θ = π
2
. It is important to note that P (↓) when Vi(↓) and/or M(↓). So, in case

of a change in the value Vi from 400V to 385V , the same power of Pmax = 5000

can no longer be obtained under these operating conditions as the θ is already at its

maximum value. Furthermore, designing Pmax at a high phase shift value will increase

the reactive part of the power significantly with not much significant increase in the

active power. Consequently, the efficiency of the converter is reduced. Thus, for

better efficiency and control margin, two approaches for calculating inductor value

can be taken as follows:

1. Calculate Pmax at a θ < π
2
(usually within [π

4
, π
3
]) and then calculate the corre-

sponding L = Lmax [21], or

2. Calculate Pmax at θ = π
2
and obtain Lmax. Afterwards, select the final L for the

converter as a percentage of this Lmax, that is L = αLLmax , where 0 < αL < 1

Following is a sample calculation using approach 1:

Sample calculation:

PA = Vi(MVi)
wL

θ(1− θ
π
) (with d1 = d2 = 0.5)

Obtaining Pmax using different values of θ and then deriving Lmax using it gives,

Lmaxθ=π
2
= ViMVi

8fPmax
, Lmaxθ=π

3
= ViMVi

9fPmax
, Lmaxθ=π

4
= ViMVi

10.67fPmax

So, Lmaxθ=π
3
= 0.89Lmaxθ=π

2
and Lmaxθ=π

4
= 0.75Lmaxθ=π

2

Thus, the Lmax obtained from Pmax calculated at θ < π
2
is in fact a fraction of

the Lmax obtained from Pmax calculated at θ = π
2
which indicates that approach

1 and 2 are essentially interchangeable and either one can be used. Based on this

deduction, approach 2 is selected for further calculations in this thesis. Now, for
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selection of a value for αL it can be observed that lower the value selected, higher

will be the power transfer capability of the converter, but it might be associated with

narrowing down the ZVS range. Therefore, in order to select the value of αL, the

case of maximizing soft-switching range is focused on based on the power and current

equations of symmetric mode A (d1 = d2 = d), as the asymmetric mode A is not a

choice of operation in the high power region (explained in section 3.5).

Now, from Table 2.1, the required conditions ZVS conditions are as follows:

1. θ > π[1− d(1 + 1
M
)]

2. θ > π
2
(1−M)

And from Table 2.2, the power equation is given as PA = ViMVi

πwL
[πθ−θ2−π2(0.5−d)2].

Re-arranging the power equation gives the equation for θ as,

θ =
π

2

(
1− 2

√
d− d2 − PA

2fL

ViMVi

)

Replacing θ in the first condition, then re-arranging and simplifying gives,

d2

(
1 +

(
1 +

1

M

)2
)

− 2d

(
1 +

1

2M

)
+

(
0.25 + PA

2fL

ViMVi

)
> 0

By assuming bm = 1 +
(
1 + 1

M

)2
gives,

d2 − 2d

(
1 + 1

2M

bm

)
+

(
0.25 + PA

2fL
ViMVi

bm

)
> 0

Based on the above equation, to get non-imaginary conditions it is necessary to have,

β2
M > F (PA,M)

Where, βM =
1+ 1

2M

bm
and F (PA,M) =

0.25+PA
2fL

ViMVi

bm
. Simplifying the above equation

the following can be obtained,

L <
M(M + 1)

M2 +M + 0.5

(
ViMVi

8fPA

)
Replacing the second term on RHS by Lmax,

L <

(
M(M + 1)

M2 +M + 0.5

)
Lmax (3.5)
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Similarly, replacing θ in the second condition gives,

1−M < 1− 2

√
d− d2 − PA

2fL

ViMVi

According to the above equation, the worst case happens when the second term of

the LHS is maximum, in this case the maximum happens at d = 0.5, i.e. at SPS

mode of operation. So, the equation can be re-written at its worst case scenario as

follows,

1−M < 1−
√

1− 8PAfL

ViMVi

Making similar replacement as (3.5) in the above equation and subsequent re-arrangement

gives,

L > (1−M2)Lmax (3.6)

(3.5) and (3.6) provides the range for selection of L based on maximizing soft switching

range. It can be seen that both conditions depend on M . The narrowest range is

obtained at the lowest value of M and hence selected for generating the worst case

scenario. Now, for the battery charger system with HV side voltage varying within

385-415V and LV side varying within 46-54V, M = 0.75 is obtained as the minimum

value. Using this value, the boundary conditions for L is obtained from (3.5) and (3.6)

as, L > 0.43Lmax and L < 0.724Lmax, which leaves enough freedom in controlling the

power in control loop. As by selecting a substantially low value of L can give rise to

higher peak-peak value and increased RMS of the tank current effecting the steady

state operation point, an αL = 0.7 is chosen in this thesis.

3.2.4 Range of αM and αP

For 385-415V HV side and 46-54V LV side voltage variation, the voltage gain can

vary within 0.75-0.95 with a turns ratio of N=6.8. If Mmax is selected to be equal to 1

such that the maximum power of the converter corresponds to unity voltage gain, αM

can be simply equal to M. In that case, range of αM will be the same as that of M , in

this case 0.75-0.95. But, in order to gain a more generalized picture of the nature of

different modulation methods in a wider variation of operating conditions, the range

of αM is varied from 0.5-1 in this thesis. Furthermore, since the region of less than

10% of Pmax pose very little significance compared to the other power regions since
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the frequency of operation in this region is subsequently low, a range of 0.1-1 can be

selected for αP .

3.3 Derivation of RMS Current Equation

The RMS equation of tank current i is determined through:

irms =

√∫ 2π

0

i2(wt)

2π
dwt

Similar to the derivation of the power equations, the above equation is also integrated

part by part to obtain the rms current equations for all the asymmetric modes which

are presented in table 3.1, where k1 = Vi

wL
. The variable θ in the RMS current

equations can be expressed in terms of d1, d2 and M according to the power equations

presented in table 2.2 respectively.

Table 3.1: List of tank RMS current equations of different modes

Mode RMS Current Equation

A

i2rmsA = k2
1[

π2M2

12
− 2Mθ3

3π
+Mθ2 − πMθd21 + πMθd1 − πMθd22 + πMθd2 −

πMθ
2

+
π2Md21

2
− π2Md1

2
+

π2Md22
2

− π2Md2
2

+ π2M
12

+
π2d41
3

− π2d31d2
3

− 2π2d31
3

+
π2d21
3

− π2d1d32
3

+ π2d1d2
3

+
π2d42
3

− 2π2d32
3

+
π2d22
3

]

B

i2rmsB = k2
1[

π2M2

12
−Mθ3

3π
+Mθ2d2+

Mθ2

2
−πMθd21+πMθd1− πMθ

4
+

π2Md21
2

−
π2Md1

2
+

π2Md32
3

− π2Md2
4

+ π2M
24

+
π2d41
3

− π2d31d2
3

− 2π2d31
3

+
π2d21
3

− π2d1d32
3

+
π2d1d2

3
+

π2d42
3

− 2π2d32
3

+
π2d22
3

]

C

i2rmsC = k2
1[

π2M2

12
−Mθ3

3π
+Mθ2d1+

Mθ2

2
−πMθd22+πMθd2− πMθ

4
+

π2Md22
2

−
π2Md2

2
+

π2Md31
3

− π2Md1
4

+ π2M
24

+
π2d41
3

− π2d31d2
3

− 2π2d31
3

+
π2d21
3

− π2d1d32
3

+
π2d1d2

3
+

π2d42
3

− 2π2d32
3

+
π2d22
3

]

D
i2rmsD = k2

1[
π2M2

12
+Mθ2d1 +Mθ2d2 +

π2Md31
3

− π2Md1
4

+
π2Md32

3
− π2Md2

4
+

π2d41
3

− π2d31d2
3

− 2π2d31
3

+
π2d21
3

− π2d1d32
3

+ π2d1d2
3

+
π2d42
3

− 2π2d32
3

+
π2d22
3

]
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3.4 Minimizing RMS Current Equation

The RMS current equation for mode D is taken again as an example:

i2rmsD = k2
1[
π2M2

12
+Mθ2d1+Mθ2d2+

π2Md31
3

− π2Md1
4

+
π2Md32

3
− π2Md2

4
+

π2d41
3

− π2d31d2
3

− 2π2d31
3

+
π2d21
3

− π2d1d
3
2

3
+

π2d1d2
3

+
π2d42
3

− 2π2d32
3

+
π2d22
3

] (3.7)

Where θ = πk2
d1+d2

and k2 =
2PfL

Vi(MVi)
= αLαP

4αM
. Using the method of multi-variable opti-

mization, equation 3.7 is partially differentiated with respect to d1 and d2 separately

to get the following equations:

Md21 −
M

4
+

4

3
d31 − d21d2 − 2d21 +

2

3
d1 − d32

3
+

d2
3

− Mk2
2

(d1 + d2)2
= 0 (3.8)

Md22 −
M

4
− d31

3
− d22d1 − 2d22 +

d1
3

+
4

3
d32 +

2

3
d2 − Mk2

2

(d1 + d2)2
= 0 (3.9)

Equation 3.8 and 3.9 can be equated to each other and simplified to obtain:

(d1 − d2)[(M − 2)(d1 + d2) +
5

3
(d21 + d1d2 + d22 +

1

3
− d1d2)] = 0 (3.10)

This equation has two solutions: 1) d1 = d2, which is the symmetric condition and 2)

the second term provides an asymmetrical relationship between d1 and d2 as:

5d21 + 5d22 + 2d1d2 + 3(M − 2)(d1 + d2) + 1 = 0 (3.11)

Equation 3.11 can be re-arranged to express d2 as a function of d1 so that the following

relation is obtained:

d2 =
1

10
[−2d1 − 3(M − 2)±

√
9(M − 2)2 − 48(M − 2)d1 − 96d21 − 20] (3.12)

Equation 3.12 gives the solution of d2 in terms of d1 and M in asymmetrical operating

conditions. It can be observed from this equation that in order to obtain a real value

of d2, the following condition needs to be valid:

9(M − 2)2 − 48(M − 2)d1 − 96d21 − 20 ≥ 0 (3.13)

The left hand side expression of 3.13 has the following roots:

d1 =

2−M
2

±
√

5
8
(M − 2)2 − 5

6

2
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Putting this in (3.13) provides the final expression of the inequality as,

(d1 −
2−M
2

+
√
G

2
)(d1 −

2−M
2

−√
G

2
) ≤ 0 (3.14)

Where G = 5
8
(M − 2)2 − 5

6
. Equation (3.14) gives the range of d1 for asymmetric

operation in mode D for getting real values of d2. To get a real range of d1, G ≥ 0 is

required. Putting the expression of G in this condition results in:

(M − 3.1547)(M − 0.8453) ≥ 0

This suggests either M≥ 3.1547 or M≤ 0.8453. But since this analysis is being done

for the buck mode (M<1), only one of the conditions are valid. Hence, for real

asymmetric operation in mode D under buck mode of operation, the condition for

voltage gain M becomes,

M ≤ 0.8453 (3.15)

Thus the limit of M for asymmetric operation can be defined as, Mlim=0.84. Now,

equation (3.14) gives two possibilities for the range of d1,

Case 1:

d1 >
2−M
2

+
√
G

2
and d1 <

2−M
2

−√
G

2

Case 2:

d1 <
2−M
2

+
√
G

2
and d1 >

2−M
2

−√
G

2

Both the cases have the same boundary limits with contrasting regions. The valid

region for case 1 can generate values outside the permitted operational range of d1

(0-0.5) for a wide range of relevant values of M as shown in Figure 3.1(a), and thus

case 2 gives the correct operating range of d1. Similarly, the plot of d2 within the

valid range of d1 versus M in Figure 3.1(b) shows that, out of the two possible roots of

equation (3.12), the one with selecting plus sign occupies the region above the dashed

line and hence gives values greater than 0.5 for several values of M. Hence, the final

equation for d2 is obtained by selecting the root with the negative sign as:

d2 =
1

10
[−2d1 − 3(M − 2)−

√
9(M − 2)2 − 48(M − 2)d1 − 96d21 − 20] (3.16)

Putting this in either (3.8) or (3.9), an equation with only one variable d1 can be

obtained, which on solving will give the expression for d1 in terms of M and k2. Let
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equation (3.8) is selected which can be re-arranged and written as:

4d51+d41(5d2+3M−6)−d31(2d
2
2−2−6Md2+12d2)−d21(

3M

4
+4d32−5d2−3Md22+6d22)

+ d1(4d
2
2 −

3M

2
d2 − 2d42)− d22(

3M

4
− d2 + d32)− 3Mk2

2 = 0

Replacing d2 in the above equation gives rise to an irregular high order polynomial

equation that is difficult to solve through conventional method. Hence, the method

of non-linear polynomial regression is used in this thesis to estimate d1.
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Figure 3.1: (a) Upper and lower boundary separating the valid range of d1 (b) Solu-
tions of the equation for d2 within the valid range of d1 for several values of M

3.5 Estimating d1 of asymmetric mode D

Since d1 is a function of M and k2, the polynomial regression for d1 needs to be done

over a wide variation range of these variables for superior accuracy. But k2 is a linear

function of αP and αL, amongst which the former is an operational parameter and the

latter is a design parameter selected at the very beginning without a varying effect on

the converter operations in the later stages. With αL=0.7 and M varying between 0.5

to 1 from section 3.2, αPmaxD
ranges between 0.35-0.72 at lowest and highest values

of M respectively as αPmaxD
= αM

2αL
. However, the minimum irms point of mode D can

be obtained at both symmetric or asymmetric mode throughout its operating range

depending on the power and M as seen in Figure 3.2. Hence, the operating points
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Figure 3.2: i2rms comparison of different modes at different operating conditions

at mode D throughout the entire range of αP and M satisfying ZVS conditions are

found out numerically through MATLAB and these points are used as references to

approximate the equation that fits them. Similar analysis can be carried out for all

the operating modes for both symmetric and asymmetric conditions. Equations of

duty cycles as functions of αP and M of all operating modes are summarized in Table

3.2. It can be observed from the table that the duty cycle equations for only the

symmetric operation of mode A has been placed. The reason for this is that while

plotting the RMS current values of different modes at different values of αP and M , it

was observed that the minimum value at mode A is always obtained under symmetric

operation (d1 = d2), as seen from Figure 3.3(a), thus the asymmetric operation of

mode A can be ignored.
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Figure 3.3: (a) Comparison of i2rms of symmetric and asymmetric mode A (b) Opti-
mum operating modes at different values of αP and M satisfying ZVS conditions

Figure 3.4 shows the accuracy of the estimated equations for d1 and d2 presented in

Table 3.2 at varying operating conditions compared to their actual optimum values

obtained from numerical calculations. It is seen that during asymmetric operations

in Figure 3.4(a), both the equations for d1 and d2 (shown by dashed lines) follow the

numerically obtained values (shown by circles) perfectly and smoothly merges into a

single curve when the converter mode of operation switches to symmetric. The same

accuracy can be seen in Figure 3.4(b) where the operation is only symmetric due to

voltage gain M > Mlim. Thus, high accuracy of the estimated equations is justified.
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Figure 3.4: Accuracy of estimated equations of d1 and d2 at (a)M = 0.75 (b)M = 0.85
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Table 3.2: List of expression of duty cycles for different modes

Operating
Mode

Operating
Nature

Duty Cycles

Mode A Symmetric
d1 = d2 = 1.35α4

p + 1.45α3
pM − 4.1α3

p + 10.55α2
pM

2 −
21.86α2

pM + 13.43α2
p − 18αpM

3 + 33.65αpM
2 − 15.5αpM −

0.96αp + 15.93M4 − 41.03M3 + 39.34M2 − 17.08M + 3.53

Mode B Asymmetric

d1 = −35.2α4
P + 95.47α3

PM − 36.08α3
P − 140.56α2

PM
2 +

117.67α2
PM − 22.61α2

P − 2.01αPM
3 + 4767.1αPM

2 −
3732.7αPM+968.08αP+1907.2M4−5487.6M3+5864.5M2−
2756.8M + 480.83

d2 = 74.34α4
P + 48.53α3

PM − 101.36α3
P + 558.76α2

PM
2 −

859.45α2
PM + 353.15α2

P + 1998.5αPM
3 − 4886.3αPM

2 +
3963.5αPM−1070.7αP +5057.6M4−15860M3+18687M2−
9800.7M + 1930.3

Mode D

Symmetric
d1 = d2 = 1.6115α3

p + 7.43α2
pM − 6.43α2

p + 14.03αpM
2 −

25.46αpM + 11.56αp + 7.58M3 − 20.27M2 + 18.86M − 5.67

Asymmetric

d1 = 23.48α4
P − 38.63α3

PM + 12.35α3
P + 135.74α2

PM
2 −

179.41α2
PM + 62.62α2

P + 1314.4αPM
3 − 3146.8αPM

2 +
2503.7αPM − 663αP − 9091.3M4 + 28106M3 − 32567M2 +
16765M − 3234.3

d2 = 1
10
[−2d1 − 3(M − 2) −√

9(M − 2)2 − 48(M − 2)d1 − 96d21 − 20]
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3.6 Hybrid Modulation Algorithm

According to the results of Figure 3.2 and Figure 3.3(b), the various operating modes

can be combined into a hybrid modulation scheme for superior performance and

efficiency for all operating conditions. It can be observed that for an αp ≤ 40% and

M < Mlim the asymmetric modes show superior performance as expected from the

results of section 3.4. This gives the boundary for αP at the low power region, that

is αpL . In the same power range, the symmetric modes A and D take over when

M > Mlim. At αp = 90% or above, the conventional i.e. SPS modulation provides

the best performance in terms of minimum irms for all values of M and hence can

be used as the optimum modulation. This gives the boundary for high power region

αpH . Between αpL and αpH , EPS or symmetric mode A trumps the other modes. The

algorithm for the mode selection can be implemented in a truth table as follows:

A B C fasym fsym fEPSA
fSPS

(αpref ≤ αpL) (αpL < αpref ≤ αpH ) (M ≤ Mlim)
0 0 0 0 0 0 1
0 0 1 0 0 0 1
0 1 0 0 0 1 0
0 1 1 0 0 1 0
1 0 0 0 1 0 0
1 0 1 1 0 0 0

The outputs of this table can be used to power up the respective mode conditions

in the optimization block of the hybrid controller shown in Figure 3.5. The mode

selectors are equations representing the boundary lines separating the valid modes in

the low power region as seen in Figure 3.3(b). Once the appropriate mode is selected,

the corresponding duty cycle values d1-d4 and phase angle θ are generated. While d1-

d4 are passed on to the pulse generator as it is, a small perturbation is added to θ to

produce the final phase angle in order to compensate for any parasitic losses ignored

in the calculations. A simple PI controller is used to generate this perturbation by

comparing the reference and actual DC output current. The details of designing this

PI controller is presented in the proceeding chapter.
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Figure 3.5: Closed loop system with hybrid modulation

3.7 Experimental Results

Table 3.3: Table of experimental setup parameters.

Parameter Value

High Voltage Vi 400V
Tank inductance L 55μH
Block capacitor C 20 μF

Switching frequency f 50kHz
Turns ratio N 6.8

Rated converter power Pmax 5kW

To validate the effectiveness of the proposed asymmetric modulation and hybrid con-

trol, the DAB circuit is experimentally tested in a setup shown in Figure 3.6. In

this setup the parameters are chosen as shown in Table 3.3. The converter is built

using enhancement mode GaN switches from GaN systems. GS66508T switches are

selected for the HV side and GS61008T switches are selected for the LV side bridge.

The proposed modulation method is implemented on a TMS320F28335 digital signal

processor to generate the gate driving signals.
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Figure 3.6: Experimental setup

Figures 3.7-3.10 shows the operating waveforms at M = 0.75 for αp = 0.1 − 0.4,

i.e. in the low power region where the performance improvement by the asymmetric

modulation is more significant. It can be observed that the asymmetric modulation

significantly reduces the RMS value along with the peak-peak value of the tank current

i. For instance, at αp = 0.2, irms reaches 4.95A under asymmetric mode B operation,

whereas under the symmetric modes it reaches upto 8.9A for SPS, 8.62A for EPS

mode A, and 6.23A for EPS mode D operation. Thus, the optimal asymmetric mode

gives 20.5-44% lower irms as compared to the symmetric modes. It should also be

noted that besides providing higher irms, SPS and EPS mode A also can not achieve

ZVS in this region. As the power reaches closer to αpL , the irms difference between

the symmetric and asymmetric modes start reducing, as expected. At αp = 0.4,

the asymmetric mode D has almost completely converted to symmetric mode with

negligible difference between d1 and d2. Furthermore, the LV side bridge has only

ZCS during the negative to positive transition edge of v
′
cd. This indicates that mode

D looses its superiority under these operating conditions. Mode B still satisfies the

ZVS conditions while providing the minimum RMS current value.
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Figure 3.11(a) illustrates the efficiency comparison of the different operating modes

for αp ≤ αpL . It can be seen that the asymmetric modes provide much higher con-

verter efficiency in the low power region than the symmetric ones, but the efficiency

of EPS mode A rises at a significant rate with the increase of power, eventually sur-

passing mode D. Beyond αpL , EPS mode A will surpass all the asymmetric modes

with better efficiency. Figure 3.11(b) shows the superior efficiency of the proposed

hybrid modulation in the entire power region as compared to the conventional or SPS

modulation (6-12 % higher), thus justifying its benefit. Figure 3.11(c) compares the

irms between asymmetric and TPS modulation in the low power region, as this is

also the region of interest for TPS [36]. It is observed that the asymmetric mode

provides 5-6 % lower RMS current than TPS modulation in majority of the region,

while merging at the boundary (αp = αpL). However the TPS modulation appears to

surpass asymmetric modulation at very low power values (αp < 0.15). This suggests

the possibility of combining TPS with the other modulations at extremely low power

values for cases where efficiency at these values are also important.
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(a) (b)

(c) (d)

(e)

Figure 3.7: Experimental waveforms at M=0.75, αp=0.1 (a) SPS (b) EPS mode A
(c) EPS mode D (d) Asymmetric mode D (e) Asymmetric mode B
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(a) (b)

(c) (d)

(e)

Figure 3.8: Experimental waveforms at M=0.75, αp=0.2 (a) SPS (b) EPS mode A
(c) EPS mode D (d) Asymmetric mode D (e) Asymmetric mode B
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(a) (b)

(c) (d)

(e)

Figure 3.9: Experimental waveforms at M=0.75, αp=0.3 (a) SPS (b) EPS mode A
(c) EPS mode D (d) Asymmetric mode D (e) Asymmetric mode B
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(a) (b)

(c) (d)

(e)

Figure 3.10: Experimental waveforms at M=0.75, αp=0.4 (a) SPS (b) EPS mode A
(c) EPS mode D (d) Asymmetric mode D (e) Asymmetric mode B
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Figure 3.11: (a) Efficiency curves at αp ≤ αpL of different modes (b) Overall efficiency
of hybrid modulation versus conventional or SPS modulation for the whole power
range(c) RMS current comparison between asymmetric and TPS modulation for αp ≤
αpL at M = 0.75

3.8 Summary

This chapter presented the detailed calculations of RMS current minimization and

its subsequent use in determining the optimal operating modes at different operating

conditions. The method of multi-variable optimization was used for the minimiza-

tion and the resulting complex polynomial equations were solved to obtain the duty

cycle equations by using polynomial regression while satisfying the ZVS conditions.

Through the minimization process, the valid range of voltage gain for the operation

of asymmetric mode was also identified. The duty cycle values obtained using the

resulting equations from the regression were matched with the actual optimal duty

cycles values from numerical calculations to justify their accuracy. In order to make

these equations global, they were presented as functions of per-unit terms of the

design and operational parameters. A detailed guideline on the selection of these

parameters were also provided.

The irms comparisons of the different operating modes were provided in order to

clearly identify the limits for the low power and high power range as well as iden-

tify the optimal operating modes at different regions. From this analysis, a hybrid

modulation controller was proposed, where the asymmetric modulation at low power

and voltage gains was combined with existing symmetric modulations near rated

conditions to achieve superior efficiency throughout entire operating region. Finally,

experimental results were presented to verify minimization of RMS current while ex-
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tending ZVS range by the asymmetric modulation and a superior overall efficiency of

the proposed hybrid modulation throughout the entire power range as compared to

the conventional modulation. Furthermore, a comparison between asymmetric and

TPS modulation was also presented which suggested that while asymmetric modu-

lation can gain advantage over TPS modulation in the low power region, TPS can

outperform asymmetric modulation at extremely low power values. This suggests the

possibility of adding the TPS modulation to the proposed hybrid scheme to achieve

even higher overall performance.
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Chapter 4

DAB Modelling and Controller
Design

4.1 Introduction

The dual active bridge (DAB) converter have been analysed under ideal conditions

so far without considering the effect of elements like battery impedance, imperfect

switching action, etc. As a result, the operating point might not exactly match the

desired value. In order to overcome the effect of these subsidiary losses, a closed-loop

controller needs to be designed that will automatically adjust the value of phase angle

θ and bring the converter back to the desired operating point. In this chapter, the

design process of a PI controller that controls the dc battery current is proposed to

achieve the above objective. At first, a large signal model of the DAB converter is

obtained by considering the non-linear switching action of both the switch bridges

of the converter and the non-linear source (battery). After that, extended describing

functions and linearization methods are applied to derive the small signal model of

the DAB converter with active source and load. Next, this model is used to design a

controller to maintain the converter at the optimal operating point while stabilizing

the system. Furthermore, solutions to problems unique to asymmetric modulation is

also proposed along with a detailed start-up method for the DAB. Throughout this

chapter, the following notations will be followed:

Small letter, a: Time varying variable
Capital letter with and without subscript s, A/As: Steady state variable
Capital letter with bar, A: Time varying DC variable
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4.2 Large Signal Model

In order to control the input or output current of the DAB converter it is necessary to

design a fast and efficient closed-loop controller for the converter to ensure superior

steady state and dynamic performance. For designing the controller, a small signal

model needs to be developed. However, since the state variables of the tank possess

large and high frequency variations the simple State Space Averaging method requir-

ing small-ripple approximation [5] is not applicable. As a result, extended describing

functions are required where first the non-linear large signal equations need to be

derived [52], [53], then the signals with large variations are approximated by their

DC and fundamental components. Then the harmonic balance is applied to obtain

the state equations which are now slow-varying and hence can be subjected to the

state space averaging technique.

For deriving the large signal differential equations, at first the large signal model of

the DAB with asymmetric modulation and current control needs to be formed. This

will give a more perceivable picture on the relation between different components of

the converter and on the nature of flow of the current through the converter. For this

purpose, the following approximations are done:

� The input and output of switch bridges are modelled by dependant sources and

all non-switching devices like inductors, capacitors are kept as circuit elements.

� The magnetizing inductance is considered high enough and hence the magne-

tizing current is ignored.

� The transients of the switching actions are neglected.

� The voltage drops across switches and diodes are ignored.

The large signal model derived in this way has the same topology as that of the

switching converter. Figure 4.1 presents the large signal model for power transmission

from battery to dc link/grid-inverter side.

As the inverter is responsible for maintaining the voltage vo across Co by injecting

appropriate amount of current iinv for different power requirements, hence iinv can

be modelled as a controlled current source placed in parallel with capacitor Co. The
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Figure 4.1: Large signal model of Dual Active Bridge with two active sources

transformer HV side voltage vab can be modelled by two duty cycle functions d̂1 and

d̂2. When d̂1 is 1, positive vo is obtained and when d̂2 is 1, negative vo is obtained at

the input of HV bridge. So, vab can be modelled as a voltage dependant voltage source

and v
′
cd can be modelled in a similar manner. The duty cycle functions d̂1, d̂2, d̂3 are

shown as a function of time in Figure 4.2. The remaining elements such as input

current of the LV side bridge, rectifier output current and the battery current can all

be expressed by these duty functions and tank inductor current. Now, the governing

differential equations of the large signal model can be derived:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ci
dvi
dt

= ii − is

Li
dii
dt

= Vbat − iiRb − vi

Ls
di

dt
= v

′
cd − vab − vb − iRt

Cb
dvb
dt

= i

Co
dvo
dt

= io − iinv

(4.1)

Where Rt is the cumulative stray resistance. Since DC voltage drop across inductors

is zero or nearly zero, the dc component of ii can be expressed as, Ii =
Vbat−Vi

Rb
and the

second equation in (4.1) can be ignored from ac analysis. Moreover, as vo is controlled

by the succeeding grid-inverter stage, in order to derive the dynamic equations of this

bus voltage, the whole system dynamic for the grid-inverter stage should be included

in the analysis. However, Co is usually relatively large, so the bus voltage vo can

be taken as constant over a high frequency switching period and expressed as Vo.

Therefore, the last equation in (4.1) is also eliminated from the ac analysis.
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Figure 4.2: Duty cycle functions with respect to time

4.3 Linearizing the Large Signal Equations

In order to obtain the small signal model, the next step is to linearize the equations

obtained in the previous section. For this purpose, the generalized average model

(GAM) technique is adopted where the state variables are expressed by their fourier

series during one time period interval and the dc and fundamental components of the

series (k = 0, k = ±1) is used to represent the averages of state variables. In this

thesis, the trigonometric form is utilized where the signals are approximated by dc

and fundamental sine and cosine terms. With this method, the tank variables and vi

can be written as:

⎧⎪⎪⎨⎪⎪⎩
i(t) = I + isinsin(ωt) + icoscos(ωt)

vb(t) = Vb + vsinb sin(ωt) + vcosb cos(ωt)

vi(t) = Vi + vsini sin(ωt) + vcosi cos(ωt)

(4.2)

Where ω is the switching frequency in radians. Since the input capacitor voltage vi of

the dc-dc converter is primarily a dc variable, its ac components can be neglected [55],

[56]. The time derivatives of the rest of them are:

di

dt
=

dI

dt
+ (

disin

dt
− ωicos)sin(ωt) + (

dicos

dt
+ ωisintank)cos(ωt)

dvb
dt

=
dVb

dt
+ (

dvsinb

dt
− ωvcosb )sin(ωt) + (

dvcosb

dt
+ ωvsinb )cos(ωt)

dvi
dt

=
dVi

dt

(4.3)
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The dc and first harmonic components of the tank input and output voltage can be
derived through Fourier Series approximation as:

vab = Vo(d1 − d2) +
2Vo

π
(sinπd1 + sinπd2)sin(ωt) (4.4)

v
′
cd =

4NVi

π
cosθsin(ωt) +

4NVi

π
sinθcos(ωt) (4.5)

Is =
2N

π
(isincosθ + icossinθ) (4.6)

After the substitution of (4.2), (4.3), (4.4), (4.5) and (4.6) into equations of (4.1),

the harmonic balance method yields:

disin

dt
= ωicos − 2Vo

πLs
(sinπd1 + sinπd2)− V sin

cb

Ls
+

4NVi

πLs
cosθ − Rt

Ls
isin

dicos

dt
= −ωisin − V cos

cb

Ls
+

4NVi

πLs
sinθ − Rt

Ls
icos

dvsinb

dt
= ωvcosb +

isin

Cb

dvcosb

dt
= −ωvsinb +

icos

Cb

dI

dt
=

Vo(d2 − d1)− Vb − IRt

Ls

dVb

dt
=

I

Cb

dVi

dt
= − 2N

πCi
(isincosθ + icossinθ)− Vi

RbCi
+

Vbat

RbCi

(4.7)

By setting the time derivatives of the above equations to zero and solving for the
state variables, the steady state solutions of these variables are obtained:

Isin =
4ωNCbsinθs

πβ2

(
βVbat − 4ωNVoCbRb

sin(πD1) + sin(πD2)

π2
sinθs

)
Icos =

2ωCb

πβ2

(
Vo

(8ωCbN
2Rbcosθssinθs
π2

+ β
)(

sin(πD1) + sin(πD2)
)
− 2NβVbatcosθs

)

V sin
b =

2

πβ2

(
Vo

(8ωCbN
2Rbcosθssinθs
π2

+ β
)(

sin(πD1) + sin(πD2)
)
− 2NβVbatcosθs

)

V cos
b = −4Nsinθs

πβ2

(
βVbat − 4ωNVoCbRb

sin(πD1) + sin(πD2)

π2
sinθs

)
I
ref

= 0

Vb
ref

= Vo(D2 −D1)

Vi
ref

= Vbat − 4ωNVoCbRb
sin(πD1) + sin(πD2)

π2β
sinθs

(4.8)
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Table 4.1: Comaprison of Calculated and Simulated Values of Steady State Variables

Operating Point State Variables Calculation Simulation Error (%)

P=5000W I1
st

21.47 21.72 1.2

Vbat=55V V 1st

b 0.85 0.86 1.1

Vi
ref

53 54 1.8

P=4000W I1
st

17.64 17.84 1.1

Vbat=52V V 1st

b 0.702 0.71 1.1

Vi
ref

49.4 50.4 1.9

P=3000W I1
st

16.53 16.7 1

Vbat=43V V 1st

b 0.66 0.664 0.6

Vi
ref

41.2 42 1.9

P=2000W I1
st

12.4 12.53 1

Vbat=38.5V V 1st

b 0.5 0.51 1.9

Vi
ref

37.66 38.2 1.4

P=1000W I1
st

5.8 5.87 1.1

Vbat=45V V 1st

b 0.228 0.224 -1.7

Vi
ref

44.72 44.9 0.4

Where β = (CbLsω
2 − 1) and Rt has been set to zero for simplification. The solution

I
ref

= 0 justifies that at steady state, the dc component of transformer current is

zero and Vb
ref

= Vi(D1 − D2) indicates that capacitor C blocks the dc part of Vab

to prevent transformer saturation. Table 4.1 shows the comparison of the steady

state variables obtained from calculation vs their actual values obtained from PSim

simulation, where I1
st
=

√
(Isin)2 + (Icos)2 and V 1st

b =
√
(V sin

b )
2
+ (V cos

b )2. It can be

concluded from the comparison that the solutions obtained in (4.8) are accurate and

the slight difference in values can be attributed to the neglected stray resistances of

the transformer windings and connecting wires in calculations but considered in the

simulations, which also exist practically.

4.4 Small Signal Analysis

To obtain linearized state space equations from (4.3), the state variable vector x is

defined as:

x =
[
isin icos vsinb vcosb I Vb Vi

]T
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Assuming θs to be the input of the non-linear system defined by (4.3), the non-linear

state space presentation can be written as:

dx

dt
= F (x, θ)

where F(x) = [y1(x1, · · · , x7, θ), · · · , y7(x1, · · · , x7, θ)]
T . The linearization of such a

system is the first order term of its Taylor expansion around the steady state operating

point. Therefore, the linearized system can be written as:

dx̃

dt
= JF (Xs, θs)

(
x̃

θ̃

)
where x̃ = x−Xs and θ̃ are small signal variables, Xs and θs are steady state operating

points and JF (Xs, θs) is the Jacobian of F (x, θ) evaluated at Xs and θs. The Jacobian

matrix can be simply represented as:

JF =

⎡⎢⎢⎣
∂y1
∂x1

· · · ∂y1
∂x7

∂y1
∂θ

· · · ·· · · ·· · · ·
∂y7
∂x1

· · · ∂y7
∂x7

∂y7
∂θ

⎤⎥⎥⎦

The system small signal state space equations in the conventional form can be ex-

pressed as: ⎧⎨⎩
dx̃

dt
= Ax̃+B1θ̃ +B2d̃1 +B3d̃2

ỹ = Cx̃
(4.9)

where A and B1 can be obtained from the Jacobian matrix JF = [A(7×7)|B1(7×1)].

Three inputs can be defined for the system, the phase angle, θ, and the asymmetric

duty ratios, d1 and d2. The former is the input that regulates the output of the

system, y = Ii , and the latter two can be considered as disturbances to the system.

Applying this method to the non-linear differential equations in (4.9) the state space

matrices are obtained as:
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A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 ω − 1
Ls

0 0 0 4Ncosθs
πLs

−ω 0 0 − 1
Ls

0 0 4Nsinθs
πLs

1
Cb

0 0 ω 0 0 0

0 1
Cb

−ω 0 0 0 0

0 0 0 0 0 − 1
Ls

0

0 0 0 0 1
Cb

0 0

−2Ncosθs
πCi

−2Nsinθs
πCi

0 0 0 0 − 1
RbCi

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

B1 =

[
−4NVi

ref
sinθs

πLs

4NVi
ref

cosθs
πLs

0 0 0 0
2N

πCi
[Isinsinθs − Icoscosθs

]T

B2 =

[
−2Vocos(πD1)

Ls
0 0 0 − Vo

Ls
0 0

]T

B3 =

[−2Vocos(πD2)

Ls
0 0 0

Vo

Ls
0 0

]T
C =

[
0 0 0 0 0 0 − 1

Rb

]

4.5 Elimination of Internal Decoupled Dynamics

The state space equations derived in (4.9) have seven variables. As a result, a closed

loop system with a PI controller will be of eighth degree. This makes the stability

analysis of the system too complicated. By examining the matrix A, it can be observed

that columns five and six are zero except for the fifth and sixth variables, I and Vb.

In other words, these two variables do not affect the other variables and they present

an internal decoupled dynamic of the system. Since the internal decoupled dynamic

is stable if the rest of the system is stable, these two variables can be eliminated from

the equations for stability and performance analysis while deriving the controller for

Ii. Therefore, the new reduced order system equations become:⎧⎨⎩
dx̃r

dt
= Arx̃r +Br

1 θ̃ +Br
2 d̃1 +Br

3 d̃2

ỹ = Crx̃r
(4.10)

With the new state variable vector: x̃r =
[̃
isin ĩcos ṽb

sin ṽb
cos Ṽi

]T
and,
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Ar =

⎡⎢⎢⎢⎢⎢⎣
0 ω − 1

Ls
0 4Ncosθs

πLs

−ω 0 0 − 1
Ls

4Nsinθs
πLs

1
Cb

0 0 ω 0

0 1
Cb

−ω 0 0

−2Ncosθs
πCi

−2Nsinθs
πCi

0 0 − 1
RbCi

⎤⎥⎥⎥⎥⎥⎦ (4.11)

Br
1 =

[
−4NVi

ref
sinθs

πLs

4NVi
ref

cosθs
πLs

0 0
2N

πCi
[Isinsinθs − Icoscosθs]

]T

(4.12)

Br
2 =

[
−2Vocos(πD1)

Ls
0 0 0 0

]T
(4.13)

Br
3 =

[
−2Vocos(πD2)

Ls
0 0 0 0

]T
(4.14)

Cr =

[
0 0 0 0 − 1

Rb

]
(4.15)

4.6 DC Battery Current Controller Design and

Stability Analysis

In this section, a PI controller used for controlling the current Ii of the DAB con-

verter is designed using the previously derived small signal model. The state space

presentation of the PI controller is:{
˙̃xi = e

θ̃ = kix̃i + kpe
(4.16)

where e = yref − y is the error signal input to the PI controller, yref = Irefi and θ̃ is

the output of the controller that is also the input of the system in (4.10). As a result,

the closed loop augmented state equations can be written as:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

[
˙̃xi
˙̃x
r

]
=

[
0 −Cr

kiB
r
1 Ar − kpB

r
1C

r

] [
x̃i
x̃r

]
+

[
1

kpB
r
1

]
yref +

[
0
Br

2

]
d̃1 +

[
0
Br

3

]
d̃2

ỹ =
[
0 Cr

] [ x̃i
x̃r

]
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Figure 4.3: Stability plots for the closed loop system at different values of kp and ki

The derived closed loop augmented equations gives the characteristic equation. Then

the Routh’s stability criterion is applied on the closed loop equations to obtain the

stability region for two unknown gains (kp and ki) of the controller. In order to obtain

a range of acceptable gain values, the stability criterion is applied for a varied range

of operating conditions αP and αM . So, Figure 4.3 shows the stability region for

two cases: 1) αM is constant and αP is variable and 2) αP is constant and αM is

variable. For both the figures, the region under the curves are the stable region for

the corresponding operating point.

It can be observed that the worst case scenario occurs at the minimum power (αP =

0.1) and maximum voltage gain (M = 0.95) as they give the narrowest range of

acceptable gain values. Closed loop poles of the system for different gains of kp and

ki under the worst case conditions are shown in Figures 4.4(a)-(d). It is seen that

there are two real poles and two sets of conjugate poles. One of the real pole is far

away from the imaginary axis and moves further away with increase of kp, thus does

not affect the operation of the controller. Amongst the remaining poles, at lower value

of ki, the real pole is closer to the imaginary axis, thus it is the dominant pole. As a

result, the step response in this case is that of a first order system, as seen in Figure

4.5(a). With the increase in ki, this real pole starts moving away from the imaginary

axis and the conjugate poles start coming closer. As a result, at high values of ki the

controller step response becomes more closer to a second order system and overshoots
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Figure 4.4: Closed loop poles for different controller gains, 0 ≤ kp ≤ 0.0012 (a)
ki = 10 (b) magnified case of ki = 10 (c) ki = 100 (d) magnified case of ki = 100

are observed in the step response, shown in Figure 4.5(b). However, an increase in ki

is associated with faster transient response. Since the overshoots at the higher value

of ki is still within acceptable range (< 2%), selecting this case can be a smart choice

in order to get faster response. Such as at ki = 100, the settling period is around

25 cycles. kp does not significantly impact the speed of the controller in this case.

However, for high values of kp the conjugate poles as well as the dominant real pole

can get very close to the imaginary axis, making the system response too oscillatory.

Thus it is better to choose a small value as the gain of kp.
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(a) (b)

Figure 4.5: Step response of the closed loop controller with kp = 10−4 and (a) ki = 10
(b) ki = 100

Figure 4.6 illustrates the bode plot of the compensated system. It is observed that the

phase margins (PM) for both cases of ki are very good. However, with the increase

of ki, the gain margin (GM) reduces drastically and at ki = 100 the GM is very close

to zero, which is not a very good design. So, although increasing ki can benefit in

enhanced controller speed, in order to achieve an acceptable GM, the gain cannot be

made too high. As per the above analysis, a value of kp = 10−4, and any values of ki

between 50 and 80 will give reasonable response.

Figure 4.7 shows the transition of the battery current Ii from 79A at αp = 0.7 to 40A

at αp = 0.35. Although the controller was designed such that it should generate a

small perturbation to be added to the value of θo generated from the optimization

block at any operating point, however for this simulation the θo was not changed to

the optimal value for αp = 0.35 during the transition to test the effectiveness of the

controller. It is seen that the designed PI controller can still generate the desired

adjustment of θ while perfectly tracing the Irefi at a reasonably fast speed. Thus the

effectiveness of the designed controller is justified.
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(a) (b)

Figure 4.6: Bode plot of compensated system with kp = 10−4 and (a) ki = 10 (b)
ki = 100
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Figure 4.7: Transition of discretized dc battery current Ii inside the controller from
an αp = 0.7 to αp = 0.35 at M = 0.75
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4.7 Tank Current Overshoot during Mode Transi-

tions

During the asymmetric mode of operation, the dc component of the HV side bridge

voltage, Vab is blocked by the block capacitor C as explained in section 2.3, and

as a result the entire dc component comes across C. During symmetric operation,

this dc component is either zero or a value very close to zero (considering some

imperfections in the circuit giving rise to a small parasitic dc component). From the

nature of operation of the asymmetric modes, a dc voltage ranging from 50-200 V

(at the worst case) can appear across the block capacitor C. As a result, when the

optimum operating mode is changing from symmetric to asymmetric or vice versa,

the capacitor C will need to be charged from 0V to about 200V or discharged by the

same amount instantaneously to prevent transformer saturation. In order to adhere

to this step change, the tank current i faces a huge overshoot to provide the required

charge to the capacitor and consequently the current referred to the high current side

can overshoot to a value much higher than the acceptable current ratings. This causes

huge transient losses and in worst cases, can lead to destruction of the circuit.

Figure 4.8 shows the waveforms of the tank current i and voltage Vb across C during

transition between two symmetric operating modes on change of power from αP = 1 to

αP = 0.6 and Figure 4.9 demonstrates the discussed current overshoot phenomenon

on transition to asymmetric operating mode on change of power from αP = 1 to

αP = 0.3 at t = 0.02s. It can be seen that during symmetric to asymmetric mode of

transition, the overshoot in the tank current reaches upto 230%.

4.7.1 DC block capacitor voltage transition controller

The problem of current overshoot can be solved if C is charged or discharged at a

slower rate. This essentially means that the source responsible for charging/discharging

the capacitor should change its value slowly. Since the source of this dc voltage is ac-

tually the difference between the duty cycles d1 and d2, controlling the rate of change

of this difference can be a viable solution to the problem. For this purpose, the state

variables I and Vb with internal decoupled dynamics eliminated from the stability
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Figure 4.8: Waveforms corresponding to transition between two symmetric modes of
operation

analysis in section 4.5 can be utilized to design another PI controller dedicated to

the control of Vb. Referring to (4.3) the differential equations corresponding to this

system are re-written as follows:

dI

dt
=

Vo(d2 − d1)− Vb − IRt

L
dVb

dt
=

I

C

(4.17)

The state variable vector for this controller, xdc is defined as:

xdc =
[
I Vb

]T
Defining Vb as the the output of the controller, i.e. y

dc = Vb, the state space matrices

for the controller can be obtained as follows:
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Adc =

[−Rt

L
− 1

L
1
C

0

]

Bdc =

[
−Vo

L
0

]T
Cdc = [0 1]

Where the input for the system is the duty cycle difference, δd = d1 − d2. Now,

following the method described in section 4.6, the value for kp and ki for the PI

controller can be obtained where the error signal is defined as e = ydc − ydcref . It can

be observed from the state space matrices that the stability of this system primarily

depends on three parameters: The inductance L, block capacitor C, and the stray

resistance of the tank, Rt. Figure 4.10(a-d) show the stability region for different
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Figure 4.10: Stability regions of controller’s gain (a) Variable Rt (b) Variable C (c)
Variable L at low Rt (d) Variable L at high Rt

varying values of these parameters. For each graph the region above the line is the

stable region. It can be seen that the stability is undisturbed by varying C and thus

its effect can be ignored. However, Rt and L have significant influence, with the

stability region narrowing with the reduction of Rt and increase of L. So, the worst

case corresponds to the lowest value of Rt and highest value of L. However, results

for both the best and worst case Rt is discussed along with the associated advantages

and disadvantages of the corresponding kp and ki values selected.

71



-180 -160 -140 -120 -100 -80 -60 -40 -20 0

Imaginary axis

-1.5

-1

-0.5

0

0.5

1

1.5

R
ea

l a
xi

s

105

(a)

-4000 -3000 -2000 -1000 0 1000 2000

Imaginary axis

-1.5

-1

-0.5

0

0.5

1

1.5

R
ea

l a
xi

s

105

(b)

Figure 4.11: Closed loop poles for different controller gains, 0.00001 ≤ kp ≤ 0.1(a)
ki = 0.8 (b) ki = 20

Figure 4.11(a-b) shows the closed loop poles of the system for different gains of kp

and ki at the worst case condition. For low values of kp the pole with only real part

moves away from the imaginary axis while the conjugate poles start moving towards

the axis. At ki = 20, the conjugate poles enter into the right hand side plane for low

values of kp and thus the system is no longer stable. For large values of kp, the pole

with only real value gets too close to imaginary axis making the system response too

oscillatory.

In order to make the optimal selection of the gain values, the step response of the

system in four scenarios within stable operation region are observed in Figure 4.12

(a-d), 1. low kp, low ki, 2. low kp, high ki, 3. high kp, low ki and 4. high kp, high ki.

It can be observed that except for the combination of kp and ki in the first scenario,

all other step responses have an overshoot that goes upto 98%. This phenomenon

can be explained from the respective bode plots of the scenarios shown in 4.13 (a-d).

The first scenario has a very good phase margin (90 degrees), and although its gain

margin is not very high, it is still acceptable. In all other scenarios, despite the gain

margin being very high, the phase margin is very close to zero and thus it is not a

very good design. So the desired range of operation is in the first scenario. The speed

of the controller increases as ki is increased, however increasing it too much makes

the phase margin fall drastically and the huge overshoots are encountered. kp does
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(a) (b)

(c) (d)

Figure 4.12: Step response of the closed loop system for gains (a) kp = 10−5, ki = 0.8
(b) kp = 0.06, ki = 20 (c) kp = 0.1, ki = 0.8 (d) kp = 0.1, ki = 20

not have significant impact on the speed but making it too big has similar effect on

phase margin. However, with a higher value of Rt the range of satisfactory values

for ki is extended. For Rt = 200mΩ, ki can be increased upto 8 which decreases the

rise time and settling time further, thus increasing the speed, but also increasing the

overshoot. Figure 4.14 verifies this through the step response and bode plot of the

system with Rt = 200mΩ. Hence, kp should be kept low and ki should be increased as

much as possible within an acceptable gain and phase margin. With that in mind, a

range of kp between 0−10−5 and ki between 0.5−0.9 should be selected and any value

within that range will give reasonable responses for all variable circuit parameters.
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(a) (b)

(c) (d)

Figure 4.13: Bode plot of compensated system (a) kp = 10−5, ki = 0.8 (b) kp =
0.06, ki = 20 (c) kp = 0.1, ki = 0.8 (d) kp = 0.1, ki = 20
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(a) (b)

Figure 4.14: Plots of the closed loop system with high Rt for gains kp = 10−5, ki = 8
(a) Step response (b) Bode plot

4.7.2 Implementation of the Controller

The output of the designed controller is the difference δd, but the pulse generator

of the closed loop system in Figure 3.5 that is the PWM block of DSP needs to be

given the individual values of d1 and d2. Thus, the difference needs to be broken

up into the individual values. For this purpose, the duty cycle values coming from

the optimization block discussed in section 3.6 for a particular operating point can

be utilized. These reference values are utilized for two purposes: To generate the

reference Vb for the dc voltage transition controller and to obtain final d1 and d2

from the generated δd. It is worth mentioning that slowing down the step change of

δd is only required during transition from symmetric to asymmetric mode and vice

versa, or between two asymmetric modes at different power levels. This process is

not necessary when transition is happening between two symmetric modes as there is

no need to charge C. So, a method should be adopted where the controller will only

slow down the transitions involving asymmetric mode of operation.

The proposed method performs this task by passing the d1 generated by optimization

blocks of the closed loop system in Figure 3.5 directly to the pulse generator, but

instead of passing the generated d2, difference of d1 and the δd from the voltage
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Figure 4.15: Closed loop system with hybrid modulation including dc voltage transi-
tion controller

transition controller is given to the pulse generator. So, during symmetric transitions

the Vb error is zero, so δd is zero and the duty cycle transitions are instant, whereas

during asymmetric transitions the δd slowly reaches from 0 to its desired value which

makes the d2 transition slowly to its final value as well and the tank current overshoot

is avoided. Figure 4.15 shows the modified closed loop system by including the dc

voltage transition controller.

Figure 4.16 and 4.17 shows the effectiveness of the proposed controller during transi-

tion in both symmetric to symmetric and symmetric to asymmetric mode of operation

respectively. It is seen that the operation during the former case remains same as that

in Figure 4.8, but the latter case has the current overshoots reduced from 230% in

the case of Figure 4.9 without the controller to just 7% (a slower controller will result

in 0% overshoot). Furthermore, due to the operation of the controller, the capacitor

C also faces no voltage overshoot across it during transitions involving asymmetric

operation. Thus the problem of tank current overshoot during mode transitions is

solved.
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Figure 4.16: Waveforms corresponding to transition from symmetric to symmetric
mode of operation with dc voltage transition controller
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Figure 4.17: Waveforms corresponding to transition from symmetric to asymmetric
mode of operation with dc voltage transition controller
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Figure 4.18: Waveform of vcd in (a)Ideal case (b) Practical case with double switching
frequency component considered

4.8 Parasitic DC Component on Low Voltage (LV)

Side

Referring to Figure 4.1, the voltage of the battery or LV side referred to the primary

of the transformer is expressed as v
′
cd = (1 − 2d̂3)Nvi which becomes vcd =

v
′
cd

N
at

the LV side of the transformer. During the derivation of the subsequent large and

small signal models, the voltage vi was simplified to Vi. Although this was a very

good approximation for the purpose of designing the PI controller, in practise vi is

a double switching frequency ripple voltage with an average of Vi. As a result, the

voltage waveform of vcd obtained at the transformer ends is not a perfect square wave

with pure dc amplitudes, as depicted in Figure 4.18(a), rather it has the ripples as

amplitudes, shown in Figure 4.18(b), where δV1 is the peak-peak amplitude variation.
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Figure 4.19: Waveform of practical v
′
cd in (a) Symmetric operating mode (b) Asym-

metric operating mode

Generally, this non-ideal feature of the square voltage is not a factor during the

analysis and normal operation of the system as the average value of the square voltage

is still zero and so, it does not saturate the transformer (effects of non-ideal factors

like unequal gate drive circuits, unequal on-resistance of switches, unequal turn on/off

times of the switches, etc. are not considered here). But during the asymmetric

operation, certain factors change this scenario. Owing to the nature of this operation,

the waveform of tank current i is not symmetric in the two half cycles of a switching

period. As a result, the input current of the inverter bridge, is and consequently,

the current through the input capacitor Ci also have asymmetric waveforms in the

two half cycles of a period. As the voltage across a capacitor can be related to the

current passing through it by the formula v =
∫ i(dt)

C
, the asymmetric attribute is

passed on to the voltage vi across Ci as well. When this vi is being inverted to vcd,

the amplitude variations on the positive and negative half cycles of the square wave

are no longer equal. This phenomenon is shown in Figure 4.19(b), where δV1 �= δV2.
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As a result of this unequal varying amplitude, a small amount of average/dc value

of vcd appears across the LV side ends of the transformer. Due to the principle of

transformer operations, this dc component does not transfer over to the HV side,

but creates a dc current in the LV side which adds to the ac tank current on that

side. This effect gets passed on again to input side of the inverter and a loop of

positive feedback generates. Before the stray resistance of the transformer windings

and switching components dampen this build-up process, the ripple of current ii

will have increased by an unacceptable amount and also drive the transformer to

saturation causing unnecessary losses due to heating up of transformer windings [13].

Figure 4.20 depicts the emergence of the parasitic dc component in the tank current

on the LV side and its subsequent effect on the ripple of ii. It is seen that with the

addition of the parasitic dc component to the tank current, ripple of ii has increased

from 2.5A peak-peak to around 11A peak-peak.

4.8.1 Parasitic dc component elimination

The most straightforward solution to eliminate the dc component is to add another

block capacitor in the tank’s LV side. Although this solution is simple, it is to be

noted that the current on the LV side is very high (can peak upto 200A at full power).

As a result, high current capacitors will be required which tend to be very bulky in

size. This will effect the overall efficiency of the system.

A more efficient approach will be to create an opposing dc voltage in the LV side that

eliminates the parasitic dc component. This can be done through slight modification

in the waveform of vcd. Referring to Figure 2.3, the half cycle duty values of v
′
cd or

vcd are d3 = d4 = 0.5. A small variation of one of the half cycle duty values can

give rise to an additional dc component. By selecting the correct half cycle duty

amongst d3 and d4 and adjusting that appropriately can give rise to a dc voltage

required to negate the effects of the parasitic dc component. Through mathematical

analysis of the tank and input capacitor current and voltage waveforms, the necessary

adjustment of the duty cycle value can be obtained. The step by step process of such

calculation is listed as follows:
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Figure 4.20: Effect of parasitic dc component on battery current ripple at αp =
0.3, αM = 0.75 (a) Symmetric (b) Asymmetric operation with increased ripple
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1. The equations of tank current i can be used as the starting point for this cal-

culation. These equations can be derived following the process described in

section 2.3.2. Then all the equations are multiplied by turns ratio N to refer it

to the LV side.

2. Next, the equations for is is obtained from the relation is = (1 − 2d̂3)Ni, as

depicted in Figure 4.1 and 4.2. This means that when the polarity of vcd is

positive, is = Ni and when it is negative, is = −Ni. The relation is written in

a detailed form below for ease of understanding:⎧⎪⎨⎪⎩
−Ni 0 ≤ ωt < θ

is = Ni θ ≤ ωt < π + θ

−Ni π + θ ≤ ωt ≤ 2π

3. The current is is comprised by a dc and an ac component. The dc part is taken

up by the dc battery source while the ac component passes on to Ci. Thus the

current ic through Ci is obtained from is as ic = is − Ii.

4. Now, doing indefinite integral of the piecewise current equation ic, the voltage

waveform equation of capacitor can be obtained as:

vi =

∫
icd(ωt)

ωC

where, ω = 2πf is the angular switching frequency.

5. Referring to previous discussion, parasitic dc voltage in the LV side of tank

appears because the amplitude ripples of the square wave vcd in positive and

negative half cycles are unequal. So, if the area under the two half cycles of

vcd in a time period are calculated, the difference in their magnitudes will give

the actual value of the generated dc voltage. Let Vpos is the area under positive

cycle and Vneg the area under the negative cycle of vcd and can be obtained as:

Vpos =

∫ π+θ

θ
vid(ωt)

2π

Vneg =

∫ θ

0
−vid(ωt) +

∫ 2π

π+θ
−vid(ωt)

2π
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So, the parasitic dc voltage can be calculated as, δV = Vpos + Vneg (to be

noted that Vneg is a negative value). Figure 4.21 shows the value of parasitic

dc voltages generated at several operating conditions under the asymmetric

operating region.

Figure 4.21: Generated parasitic dc voltage values under asymmetric operation within
its optimal operating range

6. From Figure 4.21 it is seen that in the entire operating region, the polarity of

δV is positive. So, the duty cycles of vcd should be adjusted appropriately to

negate the δV . Hence, the compensation equation can be written as follows:

Vi(d3 − d4) = −δV

Keeping the value of d4 unchanged to 0.5, the relation suggesting the final value

to which d3 needs to be set to becomes,

d3 = 0.5− δV

Vi

(4.18)
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Following the process mentioned above, the duty cycle adjustment required of the

LV side square voltage is obtained for both asymmetric mode B and D which can be

written in terms of d1, d2 and θ as follows:

δVmodeB =
[
NVo

(
12θ3 − 3π3 + 11d1π

3 + d2π
3 + 15θπ2 − 24πθ2 − 12d21π

3 + 4d31π
3 − 4d32π

3

−24d1θπ2 + 12πd1θ
2 + 12d2θπ

2 − 36πd2θ
2 + 12d21θπ

2
)
+ 12πωLIi (π − 2θ)

]
/
[
24Ciω

2πL
]

δVmodeD =
[
NVo

(
4π2d31 + π2d2 + 12πd1θ − π2d1 − 4π2d32 − 36d2θ

2 + 12πd2θ − 12d1θ
2
)

+12ωLIi
(
π − 2θ1

)]
/
[
24Ciω

2L
]

Sample calculation:

For the following parameters at αp = 0.3 and M = 0.75,

L 55μH
N 6.8
f 50000
Ci 0.1mF
d1 0.44
d2 0.215
θ 0.3359
Vo 400V

Vi 44.12V
Ii 34A

Asymmetric mode B is the optimal operating mode and δV = 0.193V is calculated.

This gives d3 = 0.4956. As observed from the calculation, the amount by which d3

is needed to be modified is substantially low, so the operating point is not effected.

But this small perturbation eliminates the parasitic dc component completely. Figure

4.22 shows the effect of duty cycle adjustment of LV side square voltage on the ripple

of ii. It is seen from Figure 4.22(b) that the compensation eliminates the additional

dc component of the LV side tank current and brings the ripple down to 3.85A from

11A peak-peak in the uncompensated case in Figure 4.22(a). Thus the problem is

resolved.
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Figure 4.22: (a) Uncompensated operation waveforms with parasitic dc voltage and
high ripple on battery current (b) Compensated asymmetric operation waveforms
with no parasitic dc voltage and lowered ripple on battery current
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4.9 Soft-Start of the DAB Converter

The final target in this thesis is to achieve a soft-start for the DAB in order to

protect the circuit and equipments from huge inrush currents. Inrush current is the

instantaneous high input current drawn by a power supply or electrical equipment at

turn-on. This arises due to the high initial currents required to charge the capacitors

and inductors or transformers. The value of these currents can go upto 3 times the

current rating of the converter or 20 times the steady state currents in some circuits

and it takes between 5-10 ms or 50-300 cycles for the current to stabilize to the normal

operating value. If proper measures are not taken, the high currents can damage the

equipment within this time as well as produce voltage dips in the supply line, causing

malfunctioning of other equipment powered from the same supply. Figure 4.23 depicts

this phenomena, where the converter is staring from 0 to full power. It can be seen

that the battery current has risen to 4 times higher than the steady state value and

it takes approximately 5ms for the current to stabilize.

Some methods for soft-starting DAB has been proposed in the literatures [36], [60]–

[64]. The solutions are primarily focused on slowly increasing the dc link voltage to

be controlled by the DAB through a feedback controller. The load can be passive

or active. Some papers also focus on soft-starting procedure for three-phase DAB

system. However, the setup in this thesis consists of a DAB converter that controls

the input/output dc current only and not any dc link voltage. Therefore, a simple

yet effective start-up method is proposed.

4.9.1 Proposed Soft-Start Method

The control parameters obtained from the optimization block is used for the soft-start

and the whole process is completed in a single stage. Before turning on the switches

of the DAB converter, it is assumed to be connected to both the battery and the dc

link. Then, both the HV side and LV side switch bridges are slowly turned on by

ramping up the pulse-width of the voltages from their initial to final values. This

means that the duty cycle values d1 − d4 that are sent to the pulse generator are

slowly ramped up instead of providing with the full values at the start. It is worth
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Figure 4.23: Inrush current during start-up of DAB at full-power

mentioning that the pulse width of the switching signals of the bridges are calculated

from the duty cycle values d1 − d4 by the following equations:

Pulse width of Q1: 0.5(1 + d1 − d2)
Pulse width of Q3: 0.5(1 + d2 − d1)
Pulse width of Q5: 0.5(1 + d3 − d4)
Pulse width of Q7: 0.5(1 + d4 − d3)

Furthermore, before turning on the switches, the pulse generator of the closed loop

system in Figure 4.15 or PWM generator is provided with the final value of θ provided

by the optimizing block instead of slowly changing it. Any other sequence of turn-

on will cause some amount of circulating current in the circuit. For example, if the

HV side bridge is turned on first with the LV side bridge turned off, although no

active power will be flowing, but due to active sources on both sides, some amount

of current, and thus power, will be circulating back and forth between them through
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Figure 4.24: Comparison of inrush phenomenon on dc battery current for cases of (a)
Without soft-start and (b) Under proposed soft-start method

the body diodes of the switches. Thus, it is necessary to turn on the switches with

proper relative phase difference between them to inhibit this circulating current, and

the smoothest and fastest turn-on happens if the switches are slowly turned on with

full value of θ as the phase difference between them. Figures 4.24 and 4.25 shows the

start-up period of the DAB converter under the proposed method. It can be seen in

Figure 4.24 that under the proposed soft-start method, the inrush phenomenon on the

dc battery current is completely eliminated and it reaches smoothly from zero to its

final value. The same smooth transition can be observed in all waveforms of the DAB

converter in Figure 4.25. It can also be observed that the converter reaches its final

steady state value within just 1ms or 50 cycles. Thus the effectiveness of the proposed

method in a smooth and fast transition of the converter’s operating waveforms under

soft-start without any unacceptable inrush phenomenon is depicted.
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Figure 4.25: Operating waveforms at different points of the DAB converter under
proposed soft-start method
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4.10 Summary

This chapter presents detailed design of a PI controller that performs closed loop

control of dc input current of a DAB converter in a system of grid-interfacing battery

energy storage. In addition, solutions are proposed for transformer tank current over-

shoot control, transformer tank parasitic dc voltage compensation and inrush current

control during start-up of DAB converter. In order to accomplish these achievements,

the model of the non-linear DAB converter was derived first. Due to switching actions

of the converter, high frequency oscillation appears in the converter, making the non-

linear system with large varying signals difficult to analyse. So, at first the non-linear

large signal model of the DAB under proposed asymmetric modulation is derived and

using fundamental harmonic approximation, this model is linearized to develop the

small signal model. After the identification and elimination of internal dynamics, the

small signal model is used to design the gains of the PI controller in order to create

a closed loop control for the dc battery current. The stability analysis of the closed

loop converter is executed by means of closed loop poles, step response, and bode

plots. Afterwards, the eliminated internally-coupled dynamic equations are used to

design another closed loop controller that eliminates the overshoot in the tank current

arising from rapid charging of the block capacitor capacitor during operating point

transitions involving asymmetric modulation. Afterwards, an analytical method was

presented in order to eliminate the small parasitic dc component appearing in the

LV side of transformer tank owing to the intrinsic nature of asymmetric modulation.

Finally, a soft-start method has been proposed for the DAB converter operating with

active source and load in order to eliminate huge inrush current during start-up. The

effectiveness of the proposed controllers and methods have been validated through

simulation and experimental results.
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Chapter 5

Conclusion and Future Work

5.1 Major Contributions

In this thesis, a modulation method has been introduced for efficiency optimization of

Dual Active Bridge (DAB) converters along with its detail analysis and identification

of recommended operational region. Furthermore, design of a closed loop controller

and addressing challenges associated with the proposed modulation like current over-

shoot and parasitic dc voltage in the transformer tank was also carried out effectively.

The main contributions and conclusions of the thesis is summarized as follows:

(i) An asymmetric modulation for DAB converters is proposed in order to mini-

mize RMS current while extending the soft-switching range in operational areas

where it outperforms the existing modulation methods like SPS, EPS, DPS. The

detail description on several modes under the asymmetric modulation was pre-

sented along with its ZVS conditions, power and RMS equations which were

analysed mathematically and analytically to obtain an insight on the region of

supremacy for the proposed modulation.

(ii) Extensive comparisons of the proposed modulation with the existing modula-

tions has been presented. It was shown that both asymmetric and state-of-the-

art TPS modulation shares the same operational region of interest and that

asymmetric modulation can provide lower RMS tank current as compared to

TPS in the majority of that region while having lower number of operating

modes. Thus, the importance of asymmetric modulation for achieving better

overall efficiency over the existing modulations is justified. Based on the com-
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parison of different modulation methods for a wide operating range, a hybrid

control has been proposed which combines the best modulations at the appro-

priate operating points to provide a superior overall efficiency as compared to

the conventional modulation method. Since switching between different modes

involve a simple change in the duty cycle values of the switches, it offers negli-

gible implementation complexity.

(iii) The switching actions of the DAB converter introduces high frequency oscil-

lations, making the non-linear converter with large varying signals difficult to

analyse. In this thesis, the non-linear large signal model of the converter is

derived, followed by linearization of the model using fundamental component

approximation and subsequent derivation of the linearized small signal model.

This model is used to design a PI controller for controlling the dc battery cur-

rent. The design procedure for the controller is explained in a detailed manner

along with relevant stability analysis. It is shown that the designed controller

is fast and efficient in tracking the reference signal and producing high quality

output current. The method of design presented is detailed, straight-forward,

does not require the calculation of active and reactive powers and is suitable

for digital implementation.

(iv) Due to non-conventional nature of asymmetric modulation, two unique prob-

lems arose. The first one is the overshoot in the tank current appearing due

to transition of operating points from symmetric to asymmetric mode requir-

ing to charge the block capacitor within a short time. The second problem is

the creation of a small value of parasitic dc component in the LV side of the

transformer tank. Both of these problems were addressed and solved in this

thesis. The source of the overshoot problem is the difference between the two

duty cycle values of the HV side bridge and controlling the rate of this change

can eliminate the current overshoot. Using the linearized small signal model,

another PI controller was designed that slightly slows down the rate of change

of the duty cycle value on the HV side bridge voltage during a transition of

operating points, thus solving the problem. In order to eliminate the parasitic

dc component in the tank LV side,one of its duty cycles is slightly changed
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from 50% to create an opposing voltage that eliminates the former. The de-

tailed analysis of deriving the equation for this slight duty cycle perturbation

has been presented along with a sample example, and the effectiveness of the

solution has also been verified through simulation and experimental results.

(v) In order to achieve a smooth startup of the DAB converter operating with dual

active sources, a simple soft-start method has been presented. The effectiveness

of the proposed method is justified through simulation and experimental results.

5.2 Future Work

There are a number of direction in which this research can be taken to; some of the

exciting options can be summarized as follows:

(i) Observing the benefits of the asymmetric modulation, a possible work for future

can be examining and implementing this modulation in converters with different

topologies like current-fed DAB, series resonant converter (SRC), etc.

(ii) In this thesis, an analytical approach was proposed for the parasitic dc com-

ponent elimination. While this open-loop solution remains very accurate, a

possible work for the future can be in developing a closed loop controller for

this purpose by sampling the LV side capacitor voltage and using it as feed-

back for the controller. This will make the system more robust against large

uncertainties in the parameters.

(iii) As it was observed that TPS modulation can provide better efficiency than

asymmetric modulation at substantially low power values (0-10% of full power),

in the next stage of this research an improved hybrid modulation can be pro-

posed by including the TPS modulation at the extreme low power values to

achieve a superior efficiency in an even wider operation range.
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