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ABSTRACT
The effects of a dissolved gas on the behavior of liquid in cylindrical nanopores are investigated in the framework of Gibbsian composite
system thermodynamics and classical nucleation theory. An equation is derived relating the phase equilibrium of a mixture of a subcritical
solvent and a supercritical gas to the curvature of the liquid–vapor interface. Both the liquid and the vapor phases are treated nonideally, which
is shown to be important for the accuracy of the predictions in the case of water with dissolved nitrogen or carbon dioxide. The behavior of
water in nanoconfinement is found to be only affected when the gas amount is significantly more than the saturation concentration of these
gases at atmospheric conditions. However, such concentrations can be easily reached at high pressures during intrusion if there is sufficient
gas present in the system, especially considering gas oversolubility in confinement. By including an adjustable line tension term in the free
energy equation (−44 pJ/m for all points), the theory can make predictions in line with the few data points available from recent experimental
work. However, we note that such a fitted value empirically accounts for multiple effects and should not be interpreted as the energy of the
three-phase contact line. Compared to molecular dynamics simulations, our method is easy to implement, requires minimal computational
resources, and is not limited to small pore sizes and/or short simulation times. It provides an efficient path for first-order estimation of the
metastability limit of water–gas solutions in nanopores.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0146952

I. INTRODUCTION

The dynamics of intrusion and extrusion of liquids into and
out of nanoscale environments have drawn great interest in recent
years, owing mainly to the increasing number of technological and
industrial applications, such as fluid separation,1 energy dampening
and storage,2–5 porosimetry,6 and DNA sequencing,7 among many
others. The interplay of the parameters that dictate the behavior of
a liquid in confinement is notoriously difficult to determine, leading
to poor predictability, controllability, and other design challenges.8,9

Additionally, understanding of these processes is crucial from a fun-
damental science perspective as they are believed to play an impor-
tant role in many organic phenomena, such as gating in biological
channels.10–14

One of the variables that strongly affects the characteristics
of a liquid in confinement is the dissolved gas, such as nitrogen,

which is naturally present in the liquid, such as water, if special
precautions are not taken to eliminate it.15,16 The ability of the
dissolved gas to promote the drying of a liquid-filled pore has impli-
cations beyond technological applications. For example, in biology,
the anesthetic potency of a gas is known to be related to its solubil-
ity17 (the Meyer–Overton correlation). Although the phenomenon
has been known for over a century, and many hypotheses have been
put forward to explain it since, a scientific consensus has not yet been
reached. In recent years, a new idea has been gaining popularity with
growing evidence suggesting a mechanism where the gas migrates to
the channels of the lipid bilayer, destabilizes the liquid, and creates a
vapor bubble that blocks the ion transfer.11,14,18

Previously, equilibrium density functional theory11 and molec-
ular dynamics simulations18–23 have been utilized to study the effects
of a weakly soluble gas on the wet-to-dry transition in nanoconfine-
ment. Roth et al.11 studied gating in a model hydrophobic biological
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channel. Their calculations show that a small amount of xenon gas
dramatically decreases the open probability of a channel with a
radius in the 0.4–1.2 nm range. In the molecular dynamics simu-
lations of Camisasca et al.,18 a single atom of argon gas was able to
migrate into a water-filled nanopore with a radius of 0.7 nm and
result in the drying of the pore within the simulation time by reduc-
ing the free energy barrier considerably and nucleating a bubble.
By means of molecular dynamics simulations, Li et al.22 studied the
effect of nitrogen gas on the critical distance between hydrophobic
plates in water. They concluded that, by aggregating near the sur-
faces of the plates, the gas increases the critical distance below which
water is unstable in the confinement. In a similar study by Feng
et al.,24 an electric field applied perpendicularly to the plates resulted
in enhanced aggregation of the nitrogen molecules in the slit and fur-
ther increased the critical distance in proportion to the field strength.
Leung et al.23 realized that, at atmospheric pressures, the dissolved
gases should have no significant effect on drying by performing
simulations with water confined in hydrocarbon-like slits. In their
simulations, a single nitrogen molecule inserted into the slit reduced
the free energy barrier by ∼2kBT, where kB is the Boltzmann con-
stant and T is the absolute temperature. Luzar and Bratko19 found
that the fugacities of nitrogen and carbon dioxide required to trigger
the expulsion of water from a 1.4 nm narrow hydrophobic slit were
∼40 and ∼2 bars, respectively.

There have been some experimental attempts20,25–27 to quantify
the effects of dissolved gases on the behavior of water in nanocon-
finement. Li et al.25,27 used nanoporous material with cylindrical
pores of varying sizes mixed with water and conducted experiments
with different amounts of air in the system. At the end of the first
compression–decompression cycle, depending on the amount of
gas, very little, some, or most of the total nanopore volume could be
recovered for use in the second cycle. In the works of Xu et al.26 and
Qiao et al.,20 the researchers performed experiments with cylindri-
cal nanopores open at both ends and closed at one end, respectively,
with trapped gas occupying the pore volume at the beginning of
intrusion (i.e., air; the samples were not degassed). Both groups
observed that if the samples were held at high pressures at the end
of the infiltration process (∼3 to 12 h holding time), a significant
portion of the useable nanopore volume was lost in the next cycle.
On the other hand, if the intrusion and extrusion processes were
performed in succession with no holding, all pore volume was recov-
ered, allowing practically identical intrusion–extrusion cycles. This
was because the trapped gas in the nanopores was not enough to
saturate the liquid at the pressure at which the samples were held,
and gas was diffusing into the bulk liquid (a rather slow process),
reducing the gas concentration in the pores. No drying was observed
in the same experiment by Qiao et al.,20 performed with material
with a larger average pore size, regardless of the presence of gas or
high-pressure holding.

In this work, we study the effect of dissolved nitrogen and car-
bon dioxide on the wet/dry state of a cylindrical nanopore in the
framework of Gibbsian composite system thermodynamics coupled
with classical nucleation theory. Previously, using similar meth-
ods, our group explored free energy landscapes in other geometries,
such as the formation of bubbles in finite cones28 or the stability
of surface nanobubbles.29 In these works, the pressures considered
were low enough that the ideal mixture assumptions could be safely
made. We have also developed equations for liquid–vapor equi-

librium of multicomponent mixtures of condensable components
accounting for the effect of interfacial curvature and the liquid phase
nonideality.30,31 The extension to the nonideal vapor phase was men-
tioned in Ref. 32 but not applied. Here, to study the stability of water
in cylindrical nanopores in the presence of gas, we derive the fully
nonideal phase equilibrium equations for a mixture of a condensable
solvent and a noncondensable gas with a curved liquid–vapor inter-
face. These equations can be applied to any confinement geometry
and interface shape and are accurate for typical pressures of interest
in the study of liquids in nanopores.

Regarding the applicability of the macroscopic thermodynamic
equations at extreme confinement and the reliability of the pre-
dictions, there are many works in the literature supporting their
validity under certain circumstances in the 1–4 nm size range.33 For
instance, it has been shown that the macroscopic equation relat-
ing the saturation vapor pressure of the liquid to the curvature of
the interface—the Kelvin equation—holds for clusters as small as
0.7 nm in radius.34 In our group’s previous work, the multicom-
ponent version of this equation applied to pores of 2 nm radius
gave predictions of composition-dependent dew points of subcritical
mixtures in excellent agreement with independent measurements.31

Another example is the Young–Laplace equation (in fact, it is used
in the derivation of the Kelvin equation), which has been demon-
strated to be valid for nanodroplets down to radii of 1 nm.35 In the
context of nanopores, this equation is known to accurately predict
the intrusion pressures for pore radii of 1.3 nm and larger.15,16,36,37

Additionally, it has been concluded that the properties of water
bridges sandwiched between two planar surfaces can be calculated
using capillary theory for wall separations of 3 nm and above
with no additional corrections.38 Moreover, classical nucleation the-
ory with the Kelvin equation applied to the nitrogen–ethyl ether
mixture was able to accurately predict the homogeneous bubble
nucleation rate and correctly capture its pressure and temperature
dependencies.39,40

II. SYSTEM DEFINITION AND FREE ENERGY
A schematic description of the system is given in Fig. 1. We

consider a piston–cylinder device that is coupled with a constant
pressure (PR) and constant temperature (TR) reservoir with which
only volume and energy exchanges are allowed. We let the system
exist in the absence of external forces, such as gravity. We assume
that the container is filled with a liquid with dissolved gas in it,
which is denoted by the superscript letter “L” (referred to as “liquid”
or “solution”). Sufficient for the analysis here, we consider a sin-
gle cylindrical pore open at both ends with an internal radius of
Rp and a length of lp placed in the liquid. It is assumed that the
pore is made of a solid material with which the liquid would have
a macroscopic equilibrium contact angle θeq (measured through the
liquid) if placed on a flat surface. The solid is taken to be insoluble,
nonvolatile, and infinitely rigid.

After the pore is filled with the liquid, the pressure is sud-
denly brought to pressure Pext = PR, which is referred to as the
extrusion pressure. This is the pressure at which the pore emp-
ties (or dries) in an experiment in a reasonable time. A schematic
of the system immediately after the pressure is brought to Pext
is given in Fig. 1(a). As depicted in Fig. 1(b), after a short time,
the liquid starts to empty the pore while the piston moves up to
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FIG. 1. Schematic description of the drying of a cylindrical nanopore immersed in a liquid–gas solution. The metastable reference state is shown in panel (a) with a solution-
filled cylinder of radius Rp and length lp. After a short waiting time, a new vapor phase forms and pushes the solution out of the pore following a nucleation event. Schematics
of possible critical nucleus geometries considered in this work are depicted in panels (d) (localized nucleus) and (e) (symmetric nucleus). A snapshot of the process after
the nucleation is shown in panel (b), where two disjoint spherical caps are moving in opposite directions. The final equilibrium state with the vapor-filled pore and a pinned
liquid–vapor interface covering the pore mouth at the end of this process is depicted in panel (c). In this panel, the light blue, purple, and black lines indicate example positions
of the interface, depending on the pressure difference, PV − PL. The liquid–gas solution is indicated by the letter “L,” and the vapor is indicated by the letter “V.” The liquid
has an equilibrium contact angle of θeq with the solid. While the interface is in motion, the contact angle, θr, in general, is assumed to be different than θeq. Note that θr does
not appear in our calculations because we are only concerned with equilibrium states in this work.

accommodate the formation of the new vapor phase in the pore,
which is denoted by “V” (referred to as “vapor”). Finally, the sys-
tem reaches a new equilibrium state where the pore is sealed at both
ends with pinned spherical liquid–vapor interfaces, as depicted in
Fig. 1(c). We note that the final pinned equilibrium state is only
possible if the difference between the vapor phase pressure and
the liquid phase pressure, ΔP = PV

− PL, is not larger than the pore
mouth geometry can accommodate. This threshold pressure differ-
ence is denoted by ΔP∗. Assuming a flat pore mouth surface, it can
be calculated as ΔP∗ = 2σLV sin θeq/Rp, where σLV is the surface ten-
sion of the liquid–vapor interface. This means that the inequality
ΔP ≤ ΔP∗ should be satisfied for the vapor phase to stay confined
in the pore.

It has been experimentally confirmed15,16,36,37 that the capillary
pressure required to force the liquid into an initially dry pore (ini-
tially, the pressure is zero inside the capillary) is well described by
Laplace’s law of capillarity,

Pint = −
2σLV cos θa

Rp
, (1)

where Pint is the required intrusion pressure and θa ≥ θeq is the
advancing contact angle. Notice that a positive intrusion pressure
is required if the solid is nonwetting (i.e., if θeq > 90○).

In our analysis, the intrusion pressure Pint only serves as a guide
for the concentration of the gas in the liquid, which can be inde-
pendently set to make the liquid (i) undersaturated, (ii) saturated,
or (iii) oversaturated with respect to Pint. The most obvious case
would be to assume that the concentration of the gas in the liquid

after the system pressure is brought to Pext is equal to the satura-
tion concentration of the gas at Pint. However, other possibilities
are also considered to gain insight into the physics of the problem.
In practice, undersaturation may happen due to, for example, not
having enough gas molecules in the system for saturation, and over-
saturation can be the result of the initial pressure being higher than
the required (minimum) intrusion pressure, Pint, in an abundance
of gas. In experiments, one usually deals with many pores in one
system with a certain pore size distribution. As a result, the maxi-
mum pressure reached for the complete intrusion of all pores can be
significantly higher (typically at least ∼30% to 50% higher) than the
mean intrusion pressure. If the pore studied in this work represents
the average pore size in the experiments, it is reasonable to consider
oversaturation with respect to the required intrusion pressure. Fur-
thermore, nanopores are known to attract “hydrophobic” dissolved
gas resulting in a significant increase in gas concentrations in the
pore compared to the bulk concentration.19,41–47

In the experiments, the extrusion pressure is often measured
to be significantly lower than the required intrusion pressure while
(linearly) increasing with temperature, indicating that there exists a
free energy barrier that needs to be overcome. This energy barrier is
associated with the formation of a critical nucleus of vapor (which
contains both vapor of the solvent and gas) because of random
fluctuations in the liquid, as formulated in the context of classi-
cal nucleation theory.48 This nucleus is in an unstable equilibrium
with the liquid, and as a result, smaller nuclei disappear, and larger
nuclei grow until a new equilibrium state is reached. It is well known
that heterogeneous bubble nucleation (i.e., creation of a nucleus in
contact with the pore wall) has a lower energy barrier compared to
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homogeneous bubble nucleation (i.e., creation of a nucleus in the
bulk liquid inside the pore), especially when θeq > 90○.48 Therefore,
only the formation of a critical nucleus on the pore wall (inside the
pore) is considered. The shape of this nucleus will be discussed later,
as it may have nontrivial geometry due to the confinement inside the
cylinder. The nucleus shape need not be specified for the derivation
and qualitative description of the thermodynamic potential of the
system (the free energy equation).

To investigate the nature of equilibrium states, it suffices to
study the free energy equation in the neighborhood of an equilib-
rium state. Following the standard techniques,32,39,49–52 the expan-
sion of the free energy in intensive parameters around the equilib-
rium state can be written. Because the variations around equilibrium
can be made arbitrarily small, only the first order terms can be
retained, which reduces to52

ΔB(VV
) = −VVσLVkc + σLVALV

+ σLVASV cos θeq, (2)

where B is the free energy function, VV is the volume of a
nucleus, and kc = 1/R1,c + 1/R2,c is twice the mean curvature of
the liquid–vapor interface of the critical nucleus with R1,c and R2,c
being the principal radii of curvature of the surface (the surface
is oriented with the unit normals pointing toward the liquid). For
brevity, we will refer to kc simply as “curvature” in the remainder
of this paper. ALV and ASV are the areas of the liquid–vapor and
solid–vapor interfaces, respectively. The reference state is chosen to
be the metastable liquid state in the absence of a vapor nucleus [as
depicted in Fig. 1(a)], and the following conditions for equilibrium
have been incorporated:

(i) Uniformity of temperature across all phases,

TR
= T j

= T jk, (3)

where j = L or V, and jk = LV, SL, or SV representing bulk
phases and interfaces, respectively.

(ii) Equality of chemical potentials of each component in each
subsystem,

μ j
i = μk

i = μ jk
i , (4)

where the subscript denotes the component i. In this work, we
use i = 1 for the solvent and i = 2 for the gas.

(iii) Mechanical equilibrium conditions,

σSV
= σSL

+ σLVcos θeq, (5)

PL
= PR, (6)

PV
− PL

= σLVkc. (7)

σSV and σSL in Eq. (5) are the interfacial tensions of the
solid–vapor and solid–liquid interfaces, respectively.

For the derivation of Eq. (2), it is also assumed that the liquid
surrounding the critical nucleus is large enough that the tempera-
ture and pressure changes due to the formation of the nucleus can
be neglected. Additionally, since the number of molecules of var-
ious components that go into the creation of the critical nucleus

can be shown to be small compared to the number of molecules
in the solution, the concentration of the components in the solu-
tion can be assumed to be constant. Consequently, the variations in
the chemical potentials of components in the solution can also be
neglected because they are functions of temperature, pressure, and
concentration only.39

III. NONIDEAL MULTICOMPONENT LIQUID–VAPOR
EQUILIBRIUM ACROSS A CURVED INTERFACE

For heterogeneous nucleation of a vapor bubble from a pure
liquid, the critical curvature, kc, in Eq. (2) can be found by know-
ing the vapor pressure of the liquid at the given temperature and
using a version of the Kelvin equation51 generalized to nonspher-
ical liquid–vapor interfaces. In the presence of other components,
however, the equations for multicomponent liquid–vapor equilib-
rium need to be established first while considering the geometry
(i.e., the curvature of the liquid–vapor interface). Since the pres-
sure is not uniform in the system, the applicability of the typical
phase equilibrium equations for uniform pressure (i.e., P = PL

= PV)
from the literature needs to be checked, and the necessary mod-
ifications should be made. Here, we give a detailed derivation of
the liquid–vapor equilibrium equations for the general case where
PL
≠ PV. We start by writing the equality of chemical potentials

[Eq. (4)] in liquid and vapor phases for both components,

μL
1(T, PL, x1) = μV

1 (T, PV, y1), (8)

μL
2(T, PL, x2) = μV

2 (T, PV, y2), (9)

where xi and yi are the mole fractions of the components in the
liquid and vapor phases, respectively. Considering the pressures in
the systems of interest can be quite high, we do not make ideal-
ity assumptions a priori. For the solvent, using the definition of
fugacity,53 Eq. (8) can be rewritten as

μL
1(T, PL, x1 = 1) + RT ln(

f̂ L
1

f L
1
) = μV

1 (T, PV, y1 = 1) + RT ln(
f̂ V

1

f V
1
),

(10)

where f L
i is the fugacity of pure component i as a liquid at T and PL,

f̂ L
i is the fugacity of component i in a liquid mixture (i.e., in the pres-

ence of other components) at T and PL, f V
i is the fugacity of pure

component i as a vapor at T and PV, f̂ V
i is the fugacity of compo-

nent i in a vapor mixture at T and PV, and R is the universal gas
constant. In the framework of our problem, the solvent component
is always kept subcritical. Hence, for convenience, the state at which
the pressure is equal to the saturation pressure of the solvent, P1,sat,
at temperature T, can be chosen as the reference state. Using the
Gibbs–Duhem equation, we can write54

μL
1(T, P1,sat, x1 = 1) +

PL

∫

P1,sat

vL
1 dP + RT ln(

f̂ L
1

f L
1
)

= μV
1 (T, P1,sat, y1 = 1) + RT ln(

f̂ V
1

f V
1,sat
), (11)
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where vL
1 is the molar volume of pure liquid solvent. For a compo-

nent i in a liquid solution, the activity coefficient is defined as
γi ≡ f̂ L

1/xi f L
i , and the fugacity coefficient is defined as

ϕ̂V
i ≡ f̂ V

i /yiPV.53 Note that the pure component activity coeffi-
cient is unity [i.e., lim

xi→1
(γi) = 1]. However, note that the pure gas

fugacity coefficient is not necessarily unity: ϕV
i = lim

yi→1
(ϕ̂V

i ) = f V
i /P

V.

Using these definitions and the equality of chemical potentials of
the liquid and vapor of pure solvent at saturation, we can write

ϕ̂V
1 y1PV

= x1γ1ϕ1,satP1,satη1, (12)

where ϕ1,sat is the fugacity coefficient of the vapor of pure solvent at
saturation, and η1 is defined as

η1 ≡ exp
⎛
⎜
⎝

∫
PL

P1,sat
vL

1 dP

RT

⎞
⎟
⎠

. (13)

Equation (12) is a practically more useful version of Eq. (8) for the
equality of the chemical potential of the solvent between the phases.

Since the typical gas component is usually supercritical at the
conditions of interest (e.g., nitrogen or carbon dioxide at 50 ○C),
P2,sat may not be defined at T, and the pure gas component at sat-
uration cannot be chosen as the reference state. Instead, we first
consider a state where both vapor and solution are at the pressure
PL with arbitrary concentrations of gas as x′2 and y′2 in the solution
and in the vapor phases, respectively. Using Eq. (9), we write

μL
2(T, PL, x′2) + RT ln(

f̂ L
2

f̂ ′L2
) = μV

2 (T, PL, y′2) + RT ln
⎛

⎝

f̂ V
2

f̂ ′V2 (P
L
)

⎞

⎠
.

(14)

For clarity, in the parentheses, we indicate the pressure at which the
quantity needs to be evaluated if it is different than what is indi-
cated by the phase descriptor (i.e., the superscript letter). Using the
definitions of the fugacity and activity coefficients and rearranging,
Eq. (14) can be rewritten as

μV
2 (T, PL, y′2) − μL

2(T, PL, x′2) = RT ln(
x2γ2ϕ̂′V2 (P

L
)y′2PL

x′2γ′2ϕ̂V
2 y2PV ). (15)

Now, we choose P1,sat as the reference pressure for the left-hand side
of Eq. (15) and write

μV
2 (T, P1,sat, y′2) − μL

2(T, P1,sat, x′2) + RT ln
⎛

⎝

f̂ ′V2 (P
L
)

f̂ ′V2 (P1,sat)

⎞

⎠

−

PL

∫

P1,sat

vL
2dP = RT ln(

x2γ2ϕ̂′V2 (P
L
)y′2PL

x′2γ′2ϕ̂V
2 y2PV ), (16)

where vL
2 is the partial molar volume of the gas component in the

solution at x′2. By rearranging and taking the limit as x′2 → 0 of both
sides of Eq. (16), we can write

lim
x′2→0
[μV

2 (T, P1,sat, y′2) − μL
2(T, P1,sat, x′2)]

= lim
x′2→0
[RT ln(

x2γ2ϕ̂′V2 (P1,sat)y′2P1,sat

x′2γ′2ϕ̂V
2 y2PV ) + ∫

PL

P1,sat

vL
2dP]. (17)

Instead of keeping y′2 independent, for a small x′2 chosen arbitrar-
ily close to zero, we choose an equilibrium concentration y′2 (also
close to zero) such that the vapor pressure is equal to P1,sat (the vapor
is almost entirely component 1), which makes the left-hand side of
Eq. (17) vanish. Additionally, one can make the following definitions
at this equilibrium:

(i) Infinite dilution activity coefficient of component 2,

γ∗2 ≡ lim
x′2→0
(

γ2

γ′2
). (18)

Note that lim
x2→0
(γ∗2 ) = 1 (i.e., γ∗2 is normalized to unity at

x2 → 0).
(ii) Partial molar volume of component 2 in solution at infinite

dilution,

vL
2,∞ ≡ lim

x′2→0
(vL

2). (19)

(iii) The ratio of fugacity in the vapor to the concentration in the
liquid of component 2 at infinite dilution,

H12 ≡ lim
x′2→0
[

ϕ̂′V2 (P1,sat)y′2P1,sat

x′2
], (20)

which is the Henry’s law constant by definition.55,56

Substituting these definitions into Eq. (17) and rearranging, the
liquid–vapor equilibrium for the gas component across a curved
interface can be expressed as

ϕ̂V
2 y2PV

= x2γ∗2 H12η2, (21)

where η2 is defined as

η2 ≡ exp
⎛
⎜
⎝

∫
PL

P1,sat
vL

2,∞dP

RT

⎞
⎟
⎠

. (22)

Like Eq. (12), Eq. (21) is a practically more useful version of
Eq. (9). Equations (12) and (21) together establish the nonideal
liquid–vapor equilibrium for a liquid–gas mixture, which, in general,
may have different phase pressures. Note that by setting P = PV

= PL

in Eqs. (12) and (21), we recover the two-component liquid–vapor
equilibrium equations across a flat interface.53

By combining Eqs. (12) and (21) with Eq. (7) and noting that
PV
= y1PV

+ y2PV, we can write

kc = (
x1γ1ϕ1,satP1,satη1

ϕ̂V
1

+
x2γ∗2 H12η2

ϕ̂V
2

− PL
)/σLV. (23)

Equation (23) relates the equilibrium thermodynamic properties of
the mixture to the equilibrium geometry. It can be viewed (after
some rearranging) as the nonideal Kelvin equation for a liquid–gas
mixture, generalized to an arbitrary constant-mean-curvature inter-
face shape.

When dealing with aqueous systems, it is customary to use an
activity model for the liquid phase activity coefficients, γ1 and γ∗2 ,
and an equation of state for the vapor phase fugacity coefficients,
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ϕ̂V
1 and ϕ̂V

2 , to correlate them to other variables and/or known para-
meters (the so-called γ–ϕ approach/model). This method generally
produces a more accurate description compared to, for example,
using the same equation of state for both liquid and vapor while still
being relatively simple. We use the nonrandom two-liquid model57

for the activity in solution and the Peng–Robinson cubic equation
of state58 for the vapor phase fugacity. Since the only solvent in
this work is water, the parameters ϕ1,sat, P1,sat, vL

1 , H12, and vL
2,∞

in Eqs. (12) and (21) can be accurately obtained from the tabu-
lated values and/or functional correlations from the literature. For
nitrogen–water and carbon dioxide–water solutions, the model we
have chosen provides enough accuracy for pressures up to 100 MPa
at moderate temperatures (see Figs. S2 and S3). This pressure range
is sufficient to describe equilibrium across a spherical liquid–vapor
interface with a radius of curvature down to ∼1.4 nm, assuming neg-
ligible pressure at the low-pressure side (for σLV

= 0.068 J/m2—the
value at T = 323.15 K). For comparison, a critical nucleus (hav-
ing a free energy barrier of ∼35kBT; see Sec. IV) for heterogeneous
vapor nucleation from liquid water on a hydrophobic flat sub-
strate with a contact angle of 120○ (i.e., a spherical cap) has a
radius of curvature of ∼2 nm. This presents the worst-case sce-
nario because the critical nuclei corresponding to the same energy
barrier in nanoconfinement need not be as curved (mean curva-
ture implied). Note that the liquid-phase pressure is allowed to
be negative (i.e., tension), although there are no experimental data
available for this case since most experiments are performed at the
macroscopic scale with a flat liquid–vapor interface (i.e., uniform
pressure; negative pressure is not defined for a gas). A detailed
description of the thermodynamic model, the correlations used, and
the validation against available experimental data are given in the
supplementary material.

IV. ESTIMATING FREE ENERGY BARRIER
FROM EXPERIMENTS

We use classical nucleation theory to estimate the free energy
barrier from the nucleation rate, which has been applied to
nanopores before in Refs. 15 and 36. To summarize, the proba-
bility of fluctuations in the thermodynamic properties of liquids is
inversely proportional to the exponential of the reversible work asso-
ciated with such fluctuations. For the formation of a vapor bubble,
this reversible work is the corresponding free energy barrier. Writ-
ten in units of expected nucleation events per unit length of the pore,
lp, per unit time, the nucleation rate is given as36

J =
Zν
b

exp(−
ΔBc

kBT
), (24)

where Z is the barrier transmission coefficient (also known as the
Zeldovich factor), b and ν are the microscopic length and frequency
scales, respectively, and ΔBc denotes the free energy barrier. Note
that Refs. 15 and 36 use the transition state theory approximation
to extract the nucleation energy barriers, which presumes negligible
barrier recrossings (i.e., Z = 1). This approximation is questionable
because of the flat energy profiles and diffusive propagation char-
acteristics of nucleation.59 Indeed, for capillary drying of water in a
hydrocarbon-like slit, the transmission coefficient was found to be
Z ∼ 0.01–0.1.23

Since J depends much more strongly on ΔBc than the pre-
exponential factor, the dependence of ν on pore radius is neglected.
The typical values of b and ν for pure water are ∼0.1–1 nm and
∼ 1012–1013 Hz, respectively.15,36 We will assume that these values
are also applicable to the liquid–gas solutions considered in this
work.

To estimate the free energy barrier that is low enough for the
nucleation event to be observable in typical experimental time, t, one
usually sets Jtlp = 1. Using this value, we can invert Eq. (24) to find
the energy barrier,

ΔBc = kBT ln(
Ztνlp

b
). (25)

Typical cylindrical nanopores have lengths of hundreds of nanome-
ters (lp ∼ 100–1000 nm),60–62 and typical experimental times range
from a fraction of a second to a few tens of seconds (t ∼ 0.1–100 s).
By substituting the parameters from the listed ranges above in
Eq. (25), one calculates ΔBc ∼ 25kBT as the lowest value, and ΔBc
∼ 44kBT as the highest value, with the average being ΔBc = 35kBT.
We use this average as a representative value of the energy bar-
rier, where applicable, in the following sections. Since the energy
barrier scales with the square of the pore radius, this translates
to ∼12% uncertainty for the inference of the pore size. Note that
about 2/3 of the uncertainty in ΔBc is eliminated with informa-
tion about the pore length in the experiment and the observation
time. For example, for the drying of an average-sized pore of
length 500 nm that is observed for 10 seconds, the range becomes
ΔBc ∼ 32–38kBT.

V. SHAPE OF THE CRITICAL NUCLEUS
Once the chemical equilibrium is solved at given conditions,

the critical curvature of the liquid–vapor interface, kc, is known
from Eq. (23) (see the supplementary material for the details of
the solution procedure). Next, the goal is to find a nucleus shape
inside a cylinder whose liquid–vapor interface has the curvature kc
and calculate the free energy barrier corresponding to this shape.
If there are more than one nucleus geometry corresponding to kc,
the one with the lowest free energy should be chosen as the critical
nucleus. Following Ref. 36, two distinct possibilities are considered
for the shape of the critical nucleus confined to a cylinder wall:
(i) an annulus shape—a symmetric nucleus with the axis of sym-
metry being the cylinder axis and with two disjoint three-phase
contact lines [Fig. 1(e)], and (ii) a saddle shape—a localized nucleus
on the wall of the cylinder with one continuous three-phase con-
tact line [Fig. 1(d)]. To our knowledge, only the symmetric nucleus
has a known analytical solution, details of which can be found in
Ref. 36 (see the supplementary material for the main equation writ-
ten in our notation). To determine the geometry of the localized
nucleus, we use Surface Evolver,63 which is a specialized soft-
ware package designed for complex variational problems involving
surface forces.

Briefly, the Surface Evolver code tries to minimize the energy of
a surface subject to constraints, such as fixed volume of the nucleus
and fixed walls with surface energy. The surface of the shape to be
evolved is approximated by triangles (i.e., the surface is represented
as a simplicial complex) that are moved toward an equilibrium
(minimum-energy) shape by gradient descent or conjugate gradient
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FIG. 2. Nondimensional geometrical
quantities for the critical nuclei and the
corresponding energy plots as func-
tions of nondimensional curvature for
three different contact angles: blue for
θeq = 110○, orange for θeq = 120○, and
yellow for θeq = 130○. The solid lines
are for the localized nuclei, and the
dotted–dashed lines are for the sym-
metric nuclei. Panels (a)–(c) show the
plots of volume, liquid–vapor interfacial
area, and solid–vapor interfacial area,
respectively. Panel (d) shows the plots
of the energy barrier as calculated using
Eq. (2). The inset shows a zoom-in of
the curvature range where the symmet-
ric nuclei have slightly lower energy.
Here, the energy curves for the localized
nuclei are shown in black to highlight the
transition points.

methods. The shape usually converges very fast, although the accu-
racy may depend on the mesh size as well as the number of evolution
steps. Surface Evolver works in a unitless system (i.e., it only deals
with numerical values) in that the user is free to assign a consistent
system of units of measurement to relate the results to real-world
applications. The volume of the shape is calculated by evaluating
surface integrals (Gauss’s theorem), and the solid–vapor interfa-
cial area is calculated by evaluating a line integral over the contact
line (Stokes’s theorem). This eliminates the need to cover the solid
surfaces with otherwise useless facets. More details about Surface
Evolver can be found elsewhere.63

In general, it is not practical to run Surface Evolver with a pre-
scribed curvature because stability becomes an issue. Instead, we
created a series of saddle-shaped nuclei in the volume range from
0.1 to 7 (with an increment of 0.05; a total of 139 points) for contact
angles 110○, 120○, and 130○ in a unit cylinder (radius of 1) and gener-
ated look-up tables for the curvature and the area of the liquid–vapor
interface, the area of the solid–vapor interface, and the length of the
three-phase contact line. This way, after converting the tabulated
values to a consistent system of units for a given pore radius, the
quantities can be interpolated in the table for the prescribed criti-
cal curvature. The free energy barrier can be calculated using these
values directly in Eq. (2). Then, the volume and the areas can be var-
ied following the trends around this equilibrium to investigate the
stability of the equilibrium.

The summary of nondimensionalized results of geometry cal-
culations is given in Fig. 2, panels (a)–(c) for both symmetric
(dotted–dashed lines) and localized nuclei (solid lines) and for three
different values of contact angle. The quantities are plotted against
the dimensionless critical curvature, kcRp. The corresponding free
energy barriers are given in panel (d) as calculated using Eq. (2). It

is seen that the symmetric nucleus is only slightly preferred when
the prescribed curvature is close to the minimum possible curva-
ture in the pore (i.e., kcRp ∼ 2 cos θeq). This is in complete agreement
with previous results.15,36 Note that there are infinite solutions for
the shape of the nucleus when kcRp = 2 cos θeq with different vol-
umes and solid–vapor interfacial areas, which all have the same
liquid–vapor interfacial areas and energies. These correspond to the
vapor nuclei sealed with two disjoint spherical caps at both ends. The
end points of the curves in panels (b) and (d) indicate the transition
to the two-disjoint-spherical-caps geometry. For kcRp < 2 cos θeq,
there are no solutions, meaning that the pore cannot dry at such
conditions.

Examples of the lowest energy shapes for the prescribed curva-
ture are given in Fig. 3 for contact angle θeq = 120○. These examples
are chosen from ranges where they have lower energy compared to
the other geometry. The curvatures of the localized nuclei in pan-
els (a) and (b) are kcRp = 0.83 and kcRp = 0.21, respectively. In panel
(c), the two-dimensional slices of three symmetric nuclei with curva-
tures kcRp = −0.8 (dotted line), −0.87 (dashed line), and −0.94 (solid
line) are shown. For the equation used to calculate these profiles, see
the supplementary material.

It is important to discuss the reasonableness of both nucleus
geometries in the context of the physical theory, which has not been
addressed in the previous studies. One of the main assumptions of
classical nucleation theory is that the primary dynamic variable of
interest (i.e., the reaction coordinate) is the number of molecules in
the nucleus and that other variables equilibrate much faster.48,64 The
number of molecules is often well approximated by the volume of
the nucleus. From atomistic simulations in nanopores, it has been
concluded that, even for a pore with a radius Rp ∼ 1 nm, the volume
of the nucleus alone is a good choice for the reaction coordinate.23
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FIG. 3. Examples of the localized (a) and (b) and symmetric (c) nuclei. As cal-
culated using Surface Evolver, the three-dimensional views of the liquid–vapor
interfaces for the localized nuclei are shown in panels (a) and (b), which have
constant curvatures of kcRp = 0.83 and kcRp = 0.21, respectively. For clear views
of these shapes, only the contours of the cylinders are shown at the ends of the
bounding boxes. The three-phase contact lines are shown in red. In panel (c),
the two-dimensional views of three symmetric nuclei on an axial plane are shown.
The three-dimensional surfaces are obtained by rotating these profiles around the
cylinder axis (blue, dotted–dashed line). These surfaces have constant curvatures
of kcRp = −0.8 (dotted line), −0.87 (dashed line), and −0.94 (solid line).

This means that the shape found by solving the variational prob-
lem for a prescribed curvature should also be the minimum energy
shape at that volume to describe a critical nucleus. To test this, the
symmetricity constraint should be removed since there is no physi-
cal basis for this requirement. In other words, a symmetric nucleus
should be allowed to transform into a localized nucleus if this transi-
tion is energy-minimizing. For a given volume in the volume range
where symmetric nuclei are possible [see Fig. 2(a)], there are two or
three solutions, one of which is the localized nucleus. Using their
corresponding curvatures on the energy plot [Fig. 2(d)], we see that
the localized nucleus always has the lowest energy for a given volume
up to the maximum volume above which only the disjoint-spherical-
caps geometry is possible. We confirmed this using Surface Evolver
by initializing the shapes symmetrically for prescribed volumes,
which, upon evolution toward minimum energy, quickly destabi-
lized and transformed into localized nuclei. Therefore, we believe
that the formation of the symmetric nuclei (excluding the disjoint-
caps geometry) as part of the nucleation path is unlikely in a physical
system. In the remainder of this paper, we only consider either the
localized geometry or the two-spherical-caps geometry (at large vol-
umes when a localized nucleus is not possible) as the shape of the
critical nucleus. However, it is worth noting that the nucleation bar-
rier is only slightly different in a small range of curvature values
[see the inset in Fig. 2(d)] depending on the choice of symmetric
or localized geometry as the critical nucleus shape in the poten-
tial range. Therefore, both our qualitative and quantitative results
would not be altered noticeably, even if symmetric nuclei were
physically possible.

As part of the discussion of the nucleus shape, it is instruc-
tive to highlight the importance of the confinement geometry and
its effect on the phase transition. It is due to the shape of the con-
finement that the nuclei with close to zero and negative (according
to our sign convention) curvatures are also energy-minimizing. For
pores small enough so that the corresponding free energy barrier is
ΔBc ∼ 35kBT, this means that, even at conditions where PL

≫ PV,

the liquid-to-vapor transition can happen. Without the confine-
ment geometry of the pore, PL

≪ PV is required for phase transition
because the energy-minimizing nuclei would necessarily have spher-
ical liquid–vapor interfaces with kc > 0 while also having to be small
to satisfy ΔBc ∼ 35kBT.

VI. RESULTS
A. Comparison of free energy profiles

Next, we investigate the effects of dissolved nitrogen and car-
bon dioxide in water on the nucleation free energy barrier. Here,
it is convenient to introduce an auxiliary variable, S, termed the
saturation ratio, defined as the ratio of the concentration of the
gas in the liquid phase to the saturation concentration at the
intrusion pressure: S = x2/x2,sat@Pint . We consider three pore sizes:
Rp = 1, 1.5, and 2 nm, and three contact angles: θeq = 110○, 120○,
and 130○ since these are the typical sizes of the pores and the typ-
ical contact angles of the materials used in the experiments. The
advancing contact angle, θa, used to calculate the intrusion pres-
sure is taken to be equal to the equilibrium contact angle, θeq. This
choice does not affect the results because a slight incorrect estima-
tion of the intrusion pressure, which is only needed to estimate the
gas concentration, is compensated by varying the gas concentra-
tion independently around this saturation value. The temperature
is fixed at T = 323.15 K (to avoid subcriticality and potential error
in the phase description of carbon dioxide below its critical tem-
perature of 304.13 K). The interfacial tension of liquid with vapor
is taken to be constant and equal to the surface tension of pure
water at T = 323.15 K (σLV

= 0.068 J/m2). Studies on the effects of
dissolved gas have shown that the water surface tension is lower
when the gas is present (as low as σLV

= 0.030 J/m2 for dissolved
carbon dioxide at high pressures).65,66 The adsorption of the gas at
the solid–liquid interface would also decrease the solid–liquid inter-
facial tension with both changes in σSL and σLV affecting the contact
angle. Assuming these effects are comparable in size, the inclusion
of only one of them is expected to give worse predictions compared
to if both effects are neglected. Quantifying these effects is beyond
the scope of this paper, and with only the former effect being well-
documented in the literature65,66 (and not at the nanoscale), we will
assume that, in the presence of the gas, the interfacial tension of the
liquid–vapor interface and the contact angle are equal to those of
pure water.

Assuming a localized nucleus, the free energy plots [calcu-
lated using Eq. (2)] are given in Fig. 4 for θeq = 110○, in Fig. 5 for
θeq = 120○, and in Fig. 6 for θeq = 130○. Only the region up to the
transition to the two-disjoint-spherical-caps geometry is shown. The
intrusion pressures are calculated using Eq. (1) for each pore size and
contact angle combination. In these three figures, each row of plots
is for a different pore size, and the columns are for different liquid
pressures. For each plot, the x axis is the volume of the nucleus in
nm3, and the y axis is the energy in units of kBT. The ΔB = 35kBT
limit is shown by the horizontal solid black line on each subplot
for visual reference. The green lines correspond to the pure-water
case, while the orange lines are for nitrogen dissolved in water, and
the light blue lines are for carbon dioxide dissolved in water. The
lines are solid for S = 1, dashed for S = 2, and dotted–dashed for
S = 0.5. All curves are highlighted in red around the critical volume
and the corresponding free energy barrier, indicating an unstable
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FIG. 4. Free energy plots for θeq = 110○

at different pore radii, liquid pressures,
and saturation ratios. The temperature
is fixed at T = 323.15 K. The green
lines are for pure water, the light blue
lines are for water with dissolved car-
bon dioxide, and the orange lines are
for water with dissolved nitrogen. Each
row of subplots is for a different pore
radius, while the columns are for differ-
ent liquid pressures. The solid lines are
for S = 1, the dashed lines are for S = 2,
and the dotted–dashed lines are for
S = 0.5. The horizontal solid black lines
represent ΔB = 35kBT for visual ref-
erence. All curves are highlighted in
red around the critical volume and the
corresponding free energy barrier.

FIG. 5. Free energy plots for θeq = 120○

at different pore radii, liquid pressures,
and saturation ratios. The temperature
is fixed at T = 323.15 K. The green
lines are for pure water, the light blue
lines are for water with dissolved car-
bon dioxide, and the orange lines are
for water with dissolved nitrogen. Each
row of subplots is for a different pore
radius, while the columns are for differ-
ent liquid pressures. The solid lines are
for S = 1, the dashed lines are for S = 2,
and the dotted–dashed lines are for
S = 0.5. The horizontal solid black lines
represent ΔB = 35kBT for visual ref-
erence. All curves are highlighted in
red around the critical volume and the
corresponding free energy barrier.
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FIG. 6. Free energy plots for θeq = 130○

at different pore radii, liquid pressures,
and saturation ratios. The temperature
is fixed at T = 323.15 K. The green
lines are for pure water, the light blue
lines are for water with dissolved car-
bon dioxide, and the orange lines are
for water with dissolved nitrogen. Each
row of subplots is for a different pore
radius, while the columns are for differ-
ent liquid pressures. The solid lines are
for S = 1, the dashed lines are for S = 2,
and the dotted–dashed lines are for
S = 0.5. The horizontal solid black lines
represent ΔB = 35kBT for visual ref-
erence. All curves are highlighted in
red around the critical volume and the
corresponding free energy barrier.

equilibrium in all cases. Overall, the presence of the gas is seen
to decrease the free energy barrier significantly in most cases; the
higher the gas concentration, the easier it is to nucleate. This is
because of increased vapor pressure due to the presence of the gas.

B. Importance of mixture nonideality
In the literature,19,25,27 the effects of gas on nucleation are

often quantified by assuming simple, ideal solution theories such
as Henry’s or Raoult’s laws. For gases that have very low solubil-
ity, the error because of this assumption is not expected to be large.
By taking γ1 = γ∗2 = ϕ̂2 = ϕ̂1 = ϕ1,sat = η1 = η2 = 1, Eq. (21) reduces to
Henry’s law and Eq. (12) to Raoult’s law. Here, the model with these
assumptions is referred to as the ideal model. Note that, for nitro-
gen in water, we already assume γ1 = γ∗2 = 1, even for the nonideal
model (see the supplementary material). We compare the primary
parameter of interest in this study—the free energy barrier—of both
nonideal and ideal models in Fig. 7. The orange lines are for the non-
ideal nitrogen–water system, the light blue lines are for the nonideal
carbon dioxide–water system, and the purple dashed lines are for
the ideal model. Notice that, for the ideal model, the type of gas is
irrelevant because the vapor pressure does not depend on the liq-
uid pressure. We consider three pore sizes (the same pore sizes as
above), and the concentration of gas in the liquid is set to be the
saturation concentration at the pore intrusion pressure. Since the
carbon dioxide–water system exhibits a highly nonideal behavior at
the pressures of interest (see Fig. S3), we see large deviations between
the predictions of the two models. The nonideal and ideal curves for
the nitrogen–water system follow the same trend while still being

noticeably different. For instance, in a 1.5 nm radius pore, the
ideal model overestimates the drying pressure for the carbon
dioxide–water mixture by ∼40 MPa and for the nitrogen–water mix-
ture by ∼20 MPa [using ΔBc = 35kBT; Fig. 7(b)]. On all panels of
Fig. 7, the intersection points of the three free energy barrier curves
correspond to the intrusion pressure of the pore. Consequently, the
critical nucleus at this point has a liquid–vapor interface with zero
(mean) curvature.

C. Extrusion pressures and effect of line tension
Previous studies15,36,67 have found that the free energy barrier

calculated from Eq. (2) for pure water (see green curves on Figs. 4–6)
is too high to match the experiments. Additionally, atomistic sim-
ulations in collective variables67 have shown that, even though the
saddle-shaped nucleus is a good approximation, the energy barrier
is significantly lower than what is predicted by Eq. (2). In both cases,
it was possible to match the predictions of Eq. (2) (using the geom-
etry from Surface Evolver) and the results from the experiments
or simulations by adding an energy term to Eq. (2) proportional
to the length of the three-phase contact line. While these may
seem like attempts to artificially force classical nucleation theory
to agree with the observations, it is often found that a quantita-
tive equivalence can be established for the complex physics due to
the small size by assigning energy to the three-phase contact line
(the so-called apparent or effective line tension).68–74 For instance,
excellent agreement could be achieved between the heterogeneous
nucleation experiments and the predictions of classical nucleation
theory by including a line tension term in the free energy equation.75
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FIG. 7. Comparison of free energy barriers as func-
tions of liquid pressure for ideal and nonideal solution
models for three different pore sizes: (a) Rp = 1 nm,
(b) Rp = 1.5 nm, and (c) Rp = 2 nm. The orange lines are
for nitrogen–water, and the light blue lines are for carbon
dioxide–water. The solid lines correspond to the nonideal
model, while the dashed lines correspond to the ideal
model. The concentration of the gas in the solution is the
saturation value at the intrusion pressure of each pore. The
horizontal solid black lines represent ΔB = 35kBT for visual
reference. All calculations were performed for θa = θeq =
120○, T = 323.15 K, and σLV = 0.068 J/m2.

Additionally, by preferentially accumulating near the three-phase
contact line, dissolved gases in water are reported to act as line-active
agents and increase the magnitude of the line tension promoting
nucleation.21

Regardless, we acknowledge that the topic of line tension stays
controversial in the scientific community. This is mainly due to
difficulties in its direct measurability and the wide range of val-
ues reported that vary up to a few orders of magnitude and can
be both negative and positive.76 For pure water in hydrophobic
nanopores, the reported values are somewhat consistent, ranging
from −10−11 J/m to −6 × 10−11 J/m.15,36,67,77 The inclusion of line
tension necessarily modifies the geometry of the critical nucleus.
However, by directly calculating the shape, Guillemot et al.15 found
that simply calculating the shape without the line tension and then

adding an energy term proportional to the length of the three-
phase contact line is an excellent approximation, which was first
hypothesized by Lefevre et al.36 Hence, the only modification to
the classical model is to add a line energy term, τλc, to Eq. (2),
where τ is the line tension and λc is the length of the three-phase
contact line of the critical nucleus.64 We report the theoretical extru-
sion pressures in Fig. 8 panels (a)–(c) for three different values
of line tension: (a) τ = 0 J/m (i.e., no line tension correction), (b)
τ = −1.5 × 10−11 J/m, and (c) τ = −3 × 10−11 J/m. The orange lines
are for the nitrogen–water system, the light blue lines are for the car-
bon dioxide–water system, and the green lines are for pure water.
The required intrusion pressures (the intrusion pressures for a dry
pore with no gas or vapor present in the pore) are also shown
with black lines as calculated using Eq. (1). The saturation ratios

FIG. 8. Various pressures of interest
as functions of pore radius for dif-
ferent values of line tension: (a) and
(d) τ = 0 J/m, (b) and (e) τ = −1.5 ×
10−11 J/m, and (c) and (f) τ = −3 ×
10−11 J/m. The black lines on panels
(a)–(c) indicate the intrusion pressures
for a dry pore. On these panels, the
extrusion pressures are shown in green
for pure water, orange for water with dis-
solved nitrogen, and light blue for water
with dissolved carbon dioxide. The solid
lines are for S = 1, and the dashed lines
are for S = 1.5. On panels (d)–(f), the
required pressure difference for nucle-
ation, PV − Pext (red lines), and the
maximum pressure difference where the
vapor phase stays confined in the pore
after nucleation, ΔP∗ = 2σLV sin θeq/Rp

(blue curves), are shown. All calcu-
lations were performed for θa = θeq =
120○, T = 323.15 K, σLV = 0.068 J/m2,
and ΔBc = 35kBT .
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FIG. 9. The minimum required gas concentrations in the solution, x2, to empty the pore in typical experimental times as functions of pore radius at two different extrusion
pressures: (a) Pext = 1 atm and (b) Pext = Pint and for three different values of line tension. The bold solid lines are for τ = 0 J/m, the dashed lines are for τ = −1.5 ×
10−11 J/m, and the dotted lines are for τ = −3 × 10−11 J/m. The light blue lines are for carbon dioxide in water, and the orange lines are for nitrogen in water. For reference,
the thin, solid blue, and red lines show the saturation concentrations of gases in water at Pext for carbon dioxide and nitrogen, respectively. The thin vertical black dashed
lines indicate the metastability limit of pure water. All calculations were performed for θa = θeq = 120○, T = 323.15 K, σLV = 0.068 J/m2, and ΔBc = 35kBT .

of gases are S = 1 for the solid curves and S = 1.5 for the dashed
curves.

For all cases in Fig. 8 panels (a)–(c), since the amount of dis-
solved gas decreases as the required intrusion pressure becomes
lower with increasing pore size, the effect of the dissolved gas on the
nucleation barrier is negligible for large pores. As the pore size gets
smaller, however, the effect becomes more pronounced, and below
a certain pore size, a filled pore is unstable even at pressures much
higher than the required intrusion pressure. Note that this thresh-
old is independent of the type of gas if the saturation ratio is S = 1
but changes with the magnitude of line tension. This is the pore
size where a nucleus with zero curvature (PV

= PL) has an energy of
35kBT, meaning that a fluctuation of this size is enough to empty the
pore. Clearly, this pore size is independent of the gas type because
we assume that water is saturated with gas at Pint (i.e., the chemical
equilibrium is also at PV

= PL
= Pint).

It is seen that the stability of pure water in the pore can be con-
trolled by changing the extrusion pressure for all pore sizes, although
the extrusion pressure below a certain pore size becomes at least
equal to the intrusion pressure. This is because, at lower temper-
atures, the pressure of pure water vapor can be taken to be zero
because it is small compared to the pressures of interest in the sys-
tem. Hence, at pressures higher than the intrusion pressure, a filled
pore will be stable because the pressure difference required to form
a critical nucleus cannot be accommodated in the pore. Once the
extrusion pressure is below the intrusion pressure, however, small
pores can always accommodate the required pressure difference
for chemical equilibrium, while the corresponding nucleus would
have an energy barrier ΔBc ≤ 35kBT, resulting in the drying of the
pore. For pores larger than a certain size, the extrusion pressure
is lower than the intrusion pressure, and this gap grows with the
pore size. For pure water at high temperatures (but below the crit-
ical temperature), water-filled small pores will be unstable even at
pressures significantly higher than the intrusion pressure since the
water vapor will have high pressures (i.e., comparable to extrusion
pressures). However, the extrusion curve in this region will still be
parallel to the intrusion curve. The qualitative differences between
the pure-water and the water-with-dissolved-gas cases are the result
of water being at subcritical conditions while the dissolved gas is

supercritical. We also note that, between the two gases, the varia-
tion of extrusion pressure with pore size is smoother for nitrogen
compared to carbon dioxide. This is ultimately due to the differences
in the response of gas solubility to pressure variation [see Fig. 9(b),
Figs. S2 and S3].

In Fig. 8, panels (d)–(f), we also show the required pressure
difference, PV

− Pext, in red and the maximum pressure difference
a given pore can sustain after nucleation, ΔP∗ = 2σLV sin θeq/Rp, in
blue, assuming a flat pore mouth, constant vapor and liquid pres-
sures, and gas concentration after nucleation. With a more negative
line tension value, the required pressure difference is not as high,
and pores in a larger size range can maintain the confinement of the
vapor phase by pinning the liquid–vapor interface [as depicted in
Fig. 1(c)].

D. Required gas concentration to empty the pore
at fixed liquid pressure

Instead of fixing the gas concentration and seeking the required
extrusion pressure, the inverse problem can also be solved, which
provides more insight. In Fig. 9, the plots of gas concentration
vs pore size are given. In panel (a), the extrusion pressure is set
to atmospheric pressure, and in panel (b), it is taken to be equal
to the intrusion pressure (varying with pore size). On each panel,
for each system (orange curves: nitrogen–water; light blue curves:
carbon dioxide–water), three curves are shown representing the
three different values of line tension. The solid lines are calculated
assuming no line tension; the dashed lines are calculated assuming
τ = −1.5 × 10−11 J/m; and the dotted lines are calculated assuming
τ = −3 × 10−11 J/m. All curves start from a certain pore size below
which pure water in the pore becomes unstable (i.e., x2 = 0; no gas
required). These limits are indicated by the vertical dashed lines. We
also show the saturation concentration of gases at Pext with the solid
red (nitrogen–water) and the solid blue (carbon dioxide–water)
curves for visual reference. From panel (a), we see that, at atmo-
spheric pressure, the saturation concentrations of these gases are
at least a few orders of magnitude lower than what is required
for nucleation. On the other hand, from Fig. 9(b), we see that if
the liquid is saturated with the gas at the pore intrusion pressure,
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there will be a significant shift in what pore sizes can maintain the
liquid-filled state. For example, assuming a line tension value of
τ = −3 × 10−11 J/m, if the liquid is saturated with gas at the intru-
sion pressure, the pores ∼2.2 nm or smaller in size are expected to
dry, whereas for pure water, this size limit is ∼1.2 nm [see Fig. 9(b)
dotted lines and Fig. 8(c) solid lines].

E. On the oversolubility and distribution of gas
in confinement

So far, we have assumed that the system is homogeneous in
terms of the distribution of gas in the bulk and in the pore. However,
for pore sizes of interest here (1–5 nm), it is well documented19,41–47

that the gas tends to migrate into the pores from the bulk resulting in
so-called gas oversolubility due to confinement. For example, from
molecular simulations,19 the concentrations of nitrogen and carbon
dioxide in water inside a pore size of Rp = 1.5 nm were found to be
∼10 and ∼5 times more than the bulk concentration, respectively.
Since we consider equilibrium for a vapor nucleus inside the pore
and far from the bulk environment, our results are not altered. With
oversolubility in mind, when interpreting our results, one should
think about the concentrations of gas in the pore and not in the bulk.
In practice, this would mean that the amount of gas in the bulk liquid
could be an order of magnitude smaller than the saturation concen-
tration (at Pint) while still having a significant effect on the extrusion
pressure due to oversolubility.

Furthermore, although the distribution of water molecules was
found to be bulk-like in the pore, the gas tends to accumulate closer
to the walls of the pore.19,22,23,43 Note that the saturation solubilities
of carbon dioxide and nitrogen in water at the conditions consid-
ered are ∼5% and ∼0.5% at most, respectively (mole fraction units;
see Figs. S2 and S3). If the gas was distributed homogeneously inside
the pore, it would be unlikely to get a fluctuation that results in
a large vapor nucleus containing ∼10 gas molecules (correspond-
ing to the typical size of the critical nucleus). The highly localized
distribution profile of the gas molecules makes these fluctuations
more likely. This further suggests that the nucleus should form
near the wall of the pore, where the gas has a significantly higher
density.

VII. COMPARISON WITH AVAILABLE EXPERIMENTAL
DATA

We are aware of only one experimental work with open cylin-
drical nanopores where a large gas volume was dissolved in water,
and the drying effects were quantified. In the experiments of Li
et al.,25 the authors compared intrusion–extrusion cycles of water in
cylindrical nanopores with various amounts of dissolved air. They
found that, with more gas present, more of the total pore volume
could be recovered at the end of the extrusion process. In these
experiments, the samples were not held at high pressures at the end
of the intrusion, and the minimum extrusion pressure was atmo-
spheric. We simulated representative experiments by transforming
and fitting to the reported pore size distribution data and calcu-
lating the corresponding intrusion–extrusion cycles (for analysis of
the data and the fitted distribution curve, see the supplementary
material). We used nitrogen for calculations assuming that its effect
would be very close to that of air. We fixed the temperature and the
contact angle at T = 298.15 K and θa = θeq = 120○, respectively. Note

that these values were not reported in Ref. 25, but the experiments
were conducted in lab conditions, and there are other experimen-
tal works in the literature15,36,78 reporting a value of ∼120○ for
the contact angle of pure water with the same grafting/coating
material [chloro(dimethyl)octylsilane]. To mimic the experiments,
we set the maximum intrusion pressure to 35 MPa. This value cor-
responds to a minimum intruded pore radius of 2.1 nm, which
means that only ∼92% of the total available pore volume, ΔVmax, was
accessible.

In the experiments of Li et al.,25 they had gas-filled pores as
well as a controlled volume of gas at the top of the water col-
umn at the beginning of the experiments. During the intrusion, the
researchers recorded the pressures at which all extra gas dissolved
into the liquid, and for the amount of gas they had, this pressure was
always lower than the peak pressure reached in the system. From
the information about the pore volume, the calculation of the gas
concentration in the pore was straightforward. Then, they calcu-
lated the gas concentration in the bulk using the ideal Henry’s law
and added the extra gas concentration to the pore gas concentra-
tion. Since the pore volume and the pressure data are reported in
Ref. 25, we could recalculate the extra gas concentration using the
nonideal model and determine the gas concentration in the pore
more accurately. At the highest gas concentration, we found that our
result is ∼16% lower than the reported value calculated with the ideal
Henry’s law.

The results are summarized in Fig. 10 for 105 simulated
pores (a large number for smoother curves and reproducibility)
sampled from the fitted distribution. In panel (a), the simulated
intrusion–extrusion cycles are shown. The x-axis is the normalized
volume change of the system, ΔV/ΔVmax, where ΔV is the mag-
nitude of the volume change of the system. The black line is the
intrusion curve, the green line is the extrusion curve for pure water,
and the orange lines are the extrusion curves for water with dissolved
nitrogen. The solid orange line is for x2 = 1.518 × 10−3, the dashed
orange line is for x2 = 1.055 × 10−3, and the dotted orange line is for
x2 = 7.695 × 10−4. These values are the concentrations of nitrogen in
the confinement as recalculated here using the data from Ref. 25. In
panel (b), the simulated results (blue curve) are compared with the
experimental results (green and orange squares) in terms of the per-
centage of the total intruded pore volume recovered at the end of
the extrusion. Note that, in the experiments, the minimum pressure
reached at the end of extrusion was atmospheric, which is shown
by the horizontal black dashed line in panel (a) (precise value not
reported; assumed to be 1 atm). We treated the line tension, τ, as
an adjustable parameter. A constant value of τ = −4.4 × 10−11 J/m
was chosen to best fit the experimental data in terms of the root-
mean-square deviation from the reported data for the portion of the
recovered volume. This value of the line tension is reasonable and
within the range of the previously published results for pure water
in hydrophobic nanopores.15,36,67,77

In Fig. 10(b), it is seen that the simulated line does not exactly
go through all experimental points, but it is close and follows a
similar trend. One of the main reasons for the deviation could
be the accuracy of the reported data and the inherent uncertain-
ties due to the lack of experimental detail. Note that the results
in Ref. 25 are given without isolating the volume change purely
due to the intrusion and extrusion of solution in and out of the
nanopores from other effects, such as the volume change due to
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FIG. 10. Summary of the simulated experiments based on data from Li et al.25 (a) simulated intrusion–extrusion cycles where the x axis is the magnitude of the normalized
volume change of the system, ΔV/ΔVmax. The black line is the intrusion curve, the green line is the extrusion curve for pure water, and the orange lines are the extrusion
curves for water with dissolved nitrogen at the recalculated experimental gas concentrations. Note that air was used in the experiments, which is modeled here with nitrogen.
The solid orange line is for x2 = 1.518 × 10−3, the dashed orange line is for x2 = 1.055 × 10−3, and the dotted orange line is for x2 = 7.695 × 10−4. The vertical black
dashed line shows the maximum intruded volume at peak pressure (0.92). The horizontal black dashed line shows the minimum extrusion pressure in the experiments
(1 atm). (b) Comparison of recovered nanopore volume at the end of the experiments when the pressure was brought to 1 atm (green square: pure water, orange squares:
water with dissolved air) with the simulated results (blue line). All calculations were performed for θa = θeq = 120○, T = 298.15 K, τ = −4.4 × 10−11 J/m, σLV = 0.072 J/m2,
and ΔBc = 35kBT . See the main text and the supplementary material for more details.

the compressibility of the test chamber and the compressibility
of the solution itself. It is obvious that such effects are impor-
tant when the intrusion–extrusion cycles in Ref. 25 are compared
to other works in the literature where the device was calibrated
or the results were numerically corrected like in Ref. 16 (addi-
tionally, see the intrusion–extrusion curves in Refs. 36 and 15).
Consequently, the way the volume change information was inferred
from the raw experimental data is ambiguous. Therefore, we believe
that the reported data in Ref. 25 may not exactly reflect the recov-
ered nanopore volume. Clearly, there are other factors and inherent
uncertainties, including that the actual macroscopic contact angle
could be slightly different than the one we used in the simulations
or that the pore size distribution after the hydrophobic coating was
applied could be different from the theoretical estimation we made
(see the supplementary material). The uncertainties in the ambi-
ent temperature and pressure at the time of the experiments are
also important, as these parameters are inputs to the phase equilib-
rium equations. The assumption we made that nitrogen exhibited
the same quantitative behavior as air should be reevaluated as well.
Additionally, the effects of dissolved gas on the liquid–vapor interfa-
cial tension, the solid–liquid contact angle, and the line tension need
to be quantified, which are not considered here. In addition, note
that there are uncertainties in selecting 35kBT as the height of the
activation barrier.

VIII. CONCLUSION
In this paper, we used Gibbsian composite system thermo-

dynamics with classical nucleation theory to study the effects of
dissolved nitrogen and carbon dioxide on the behavior of water
in hydrophobic cylindrical nanopores open at both ends. For this
purpose, we derived an equation relating the nonideal chemical
equilibrium of a mixture made of a subcritical solvent and a super-
critical gas to the curvature of the liquid–vapor interface. The

role of the confinement geometry on the drying pressure of a
nanopore was highlighted. To summarize, in a cylindrical pore,
the surface of the energy-minimizing nuclei can be either nega-
tively or positively curved. It is due to this shape that small pores
can empty at high liquid pressures. Following previous studies, we
used Surface Evolver to calculate the nontrivial nucleus geome-
try. Unlike previous studies, however, the possibility of symmetric
nuclei as part of the nucleation path was ruled out based on physical
arguments.

Our findings are in qualitative agreement with the previous
molecular dynamics simulations and experiments; that is, the dis-
solved gas effects are negligible if water is saturated with the gas at
atmospheric conditions. However, if, at intrusion pressure, an ample
amount of gas is present in the system to dissolve, it can greatly
reduce the vapor nucleation barrier and, as a result, increase the
pressure at which the pore dries. This was attributed to increased
vapor pressure inside the critical nucleus, hence its smaller size and
energy compared to the pure-liquid case at the same liquid pres-
sure and temperature. A direct consequence of this is that smaller
pores can dry even at pressures much higher than their intrusion
pressures (the intrusion pressure for an empty pore). Furthermore,
it was found that the ideality assumption typically made in studies of
weakly soluble gases may result in significant errors at the conditions
of interest.

There is a recent study in the literature where the recov-
ered nanopore volume at the end of extrusion was observed to
be proportional to the amount of dissolved air in water. By sim-
ulating the experimental intrusion–extrusion cycles and adjusting
the line tension, a semi-quantitative agreement could be achieved
between the theory and the reported data for water with dis-
solved air. However, more carefully controlled experiments are
needed for a conclusive test of the theory because of the scarcity
of available measurements that are directly comparable. Moreover,
there are uncertainties in the studied dataset that are difficult to
evaluate.
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Molecular dynamics simulations might shed light on some of
the aspects that are difficult to probe experimentally, such as the con-
centration of the gas in the pore, the shape of the critical nucleus
in the presence of the gas, and phase partitioning during nucle-
ation. Simulation of rare events, such as nucleation, with traditional
methods has been difficult and expensive because of the different
time scales involved. Up until recently, long waiting times before the
onset of nucleation and the fast dynamics near the criticality region
have forced researchers to simulate in unrealistic conditions and
extrapolate their results. With the development of new, rare-event-
specific algorithms and increasing computational power, however,
it is becoming feasible to simulate larger systems for longer times
obtaining more realistic results.

Finally, we emphasize that what is referred to as line tension in
this work is merely an adjustable parameter, and the corresponding
energy term scales linearly with the size of the nucleus. In Sec. VII,
its value is obtained from fitting to the experimental data. Neither
the magnitude nor the sign of this value should be interpreted as
the energy of the three-phase contact line, as it empirically accounts
for other effects. These other effects include the shortcomings of the
continuum approach at the relevant scale, experimental uncertain-
ties (e.g., pore size distribution, temperature), model uncertainties
(e.g., the height of the energy barrier), and the simplifications made
by neglecting the interfacial effects of the dissolved gas.

SUPPLEMENTARY MATERIAL

See the supplementary material for the details of the thermody-
namic model, the solution procedure for the system of equations,
the analytical solution of the symmetric nucleus profile, and the
analyzed pore size distribution data from Ref. 25.
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A. Description of the thermodynamic model 

NRTL activity model 

In the nonrandom two-liquid (NRTL) model,S1 the activity coefficients are related to the 

concentration of species through the following equations: 

 ln 𝛾 = 𝑥 𝜏
𝐺

𝑥 + 𝑥 𝐺
+

𝜏 𝐺

(𝑥 + 𝑥 𝐺 )
 (S1) 

 ln 𝛾∗ = 𝑥 𝜏
𝐺

𝑥 + 𝑥 𝐺
+

𝜏 𝐺

(𝑥 + 𝑥 𝐺 )
− (𝜏 + 𝜏 𝐺 ) (S2) 

with  

 𝐺 = exp (−𝛼 𝜏 ) (S3) 

 𝐺 = exp (−𝛼 𝜏 ) (S4) 

where 𝛼  and 𝛼  are the nonrandomness parameters. The NRTL interaction parameters, 

𝜏 (𝑇)  and 𝜏 (𝑇) , are adjustable parameters in practice that are only functions of 

temperature. 

For carbon dioxide in water, we take 𝛼 = 𝛼 = 0.3 since it is a polar–nonpolar mixture 

and use the interaction parameters from Hou et al.:S2 
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 𝜏 = 3.720 −
803.18

𝑇
+ 21.13

𝑇 − 𝑇

𝑇
+ ln

𝑇

𝑇
 (S5) 

 𝜏 = 18.664 −
5549.77

𝑇
− 112.67

𝑇 − 𝑇

𝑇
+ ln

𝑇

𝑇
 (S6) 

where 𝑇 (K) is the temperature and 𝑇 = 298.15 K. Due to its low solubility even at high 

pressures, for nitrogen in water we use 𝜏 = 𝜏 = 0 which means 𝛾 = 𝛾∗ = 1. 

Peng–Robinson EOS 

To calculate the fugacity coefficients in the vapor phase, we use the Peng–Robinson cubic 

equation of state (P–R EOS).S3 For the vapor phase of a pure component, it is written as 

  𝑃 =
𝑅𝑇

𝑣 − 𝑏
−

𝑎 (𝑇)

𝑣 (𝑣 + 𝑏 ) + 𝑏 (𝑣 − 𝑏 )
 (S7) 

where 𝑣  is the molar volume, and 𝑎  and 𝑏  are the energy and co-volume parameters 

defined below: 

 𝑎 =
0.457235(𝑅𝑇 ) 𝛼(𝑇)

𝑃
 (S8) 

where 𝑇  (K) and 𝑃  (Pa) are the critical temperature and pressure, respectively, and 

 𝛼(𝑇) = 1 + (0.37464 + 1.54226𝜔 − 0.26992𝜔 ) 1 −
𝑇

𝑇
 (S9) 
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where 𝜔 is the acentric factor. 𝑏  is defined as 

 𝑏 =
0.077796𝑅𝑇

𝑃
 (S10) 

Using mixing rules, the P–R EOS can be extended to mixtures. The classical mixing rules 

are (written for the vapor phase):S3,S4  

 𝑎 = 𝑦 𝑦 𝑎  (S11) 

 𝑎 = 1 − 𝑘 𝑎 𝑎  (S12) 

 𝑏 =
𝑦 𝑦 𝑏 + 𝑏

2
 (S13) 

where 𝑘  is the binary interaction parameter. 𝑎  and 𝑏  are the energy and co-volume 

parameters for pure components, as given by equations (S8) and (S10). By substituting 

equations (S11) and (S13) into equation (S7), it describes the vapor phase of a mixture. 

Equation (S7) is equivalent to solving the following cubic equationS3 

 
𝑍 − (1 − 𝐵 )𝑍 + (𝐴 − 3(𝐵 ) − 2𝐵 )𝑍

− (𝐴 𝐵 − (𝐵 ) − (𝐵 ) ) = 0 
(S14) 

where 𝑍 is the vapor phase compressibility factor defined as 
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 𝑍 =
𝑃 𝑣

𝑅𝑇
 (S15) 

and the parameters 𝐴  and 𝐵  are defined as 

 𝐴 =
𝑎 𝑃

(𝑅𝑇)
 (S16) 

 𝐵 =
𝑏 𝑃

𝑅𝑇
 (S17) 

Finally, the fugacity coefficients are related to the compressibility and the concentration 

through the following relationS3 

 

ln 𝜙 =
𝑏

𝑏
(𝑍 − 1) − ln(𝑍 − 𝐵 )

−
𝐴

2√2𝐵

2 ∑ 𝑦 𝑎

𝑎

−
𝑏

𝑏
ln

𝑍 + 1 + √2 𝐵

𝑍 + 1 − √2 𝐵
 

(S18) 

where 𝜙  is the fugacity coefficient of component 𝑖  in the vapor phase. The required 

parameters for the systems of interest in this work are given in Table S1.S5 

Table S1. Parameters for P–R EOS calculations.S5 

component 𝑇  (K) 𝑃  (MPa) 𝜔 
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water 647.10 22.064 0.3443 

nitrogen 126.19 3.3958 0.0372 

carbon dioxide 304.13 7.3773 0.2239 

We use constant (temperature-independent) interaction parameters from Soreide et al.S6 for 

both systems: 𝑘 – = 0.4778 and 𝑘 – = 0.1896. 

Calculating 𝜙 , , 𝐻 , �̅� , , 𝑃 , , and 𝑣 ,  

To calculate the fugacity coefficient of the vapor of pure water at saturation, 𝜙 , , we use 

the correlation from Hass:S7 

 𝜙 , = exp
10𝑃 , 𝑝 + 5𝑃 , 𝑇 𝑝 + 2𝑃 , 𝑇 𝑝

46.151𝑇
 (S19) 

with 

 
𝑝 = 0.512004 − 1.191807𝑇 + 2.599832𝑇 − 21.433083𝑇

+ 15.281761𝑇 − 2.527165𝑇 − 2.454047𝑇  
(S20) 

 
𝑝 = 0.661366 − 3.258346𝑇 + 6.393115𝑇 − 6.447504𝑇

+ 3.202128𝑇 − 0.514945𝑇 − 0.120192𝑇  
(S21) 
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𝑝 = (8.44104 + 28.86344𝑇 − 270.10366𝑇 + 624.08835𝑇

− 675.70455𝑇 + 363.16788𝑇 −  79.26405𝑇 )

× 10  

(S22) 

where 𝑇 (K) is the temperature and 𝑇 = 𝑇/500. 

We calculate the Henry’s law constant, 𝐻 , for nitrogen in water from the correlation of 

HarveyS8 using the improved parameters of Prini et al.S9 (given in units of Pa): 

 

𝐻 = exp −
9.67578

𝑇
+  4.72162

(1 − 𝑇 ) .

𝑇

+  11.70585𝑇 . exp(1 − 𝑇 ) 𝑃 ,  

(S23) 

where 𝑇 (K) is the temperature, 𝑃 ,  (Pa) is the saturation vapor pressure of pure water 

at 𝑇, and 𝑇 = 𝑇/647.1. 

We calculate the Henry’s law constant, 𝐻 , for carbon dioxide in water using the 

correlation of Hou et al.S2 (given in units of Pa): 

 

        𝐻 = 10 exp −6.1384 +  42.842
𝑇

𝑇
 −  44.358

𝑇

𝑇

+  12.786
𝑇

𝑇
 

(S24) 

where 𝑇 (K) is the temperature and 𝑇 = 298.15 K. 
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We find the infinite dilution partial molar volume of nitrogen in water, �̅� , , from the 

correlation of SunS10 (given in units of m /mol): 

 

�̅� , = 𝑅 2.3546047 × 10 − 1.04544 × 10 𝑃

− 4.3078 × 10 𝑇 − 8.09187 × 10
𝑇

680 − 𝑇

+ 6.474123 × 10 𝑇 ln 𝑇  

(S25) 

where 𝑇 (K) is the temperature and 𝑃 (Pa) is the liquid pressure. 

For carbon dioxide in water, we calculate the infinite dilution partial molar volume of the 

gas using the correlation of Sedlbauer et al.S11 (given in units of m /mol): 

 

�̅� , = 𝜅 , 𝑅𝑇 + 0.5558 𝑣 − 𝜅 , 𝑅𝑇

+ 𝜅 , 𝑅𝑇𝜌 3.3921 × 10

− 1.3880 × 10 exp
1500

𝑇

+ 1.4801 × 10 [exp(0.005𝜌 ) − 1]

+ 1.2 × 10 [exp(−0.01𝜌 ) − 1]  

(S26) 

where 𝜅 ,  (Pa ) is the isothermal compressibility, 𝑣  (m /mol) is the molar volume, 

and 𝜌 (kg/m ) is the mass density of pure liquid water at 𝑇 (K) and 𝑃  (Pa). The values 

of 𝜅 , , 𝑣 , and 𝜌  as well as the saturation properties, 𝑃 ,  and 𝑣 , , for water are taken 

from REFPROP 10.S5 Note that, for ease of reference, we generated look-up tables using 
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REFPROP 10S5  for the properties of interest at each temperature used in our work. In these 

tables, we set the pressure increment to 0.1 MPa  and used linear interpolation for in-

between values.  

The plots of molar volumes as functions of pressure at three different temperatures are 

given in Figure S1. In all cases, the linear (or close to linear) dependence on pressure allows 

us to evaluate the molar volume integrals in the phase equilibrium equations (equations 

(13) and (22)) by the trapezoidal rule: ∫ 𝑓(𝑥)d𝑥 ≈ 𝑓(𝑎) + 𝑓(𝑏) (𝑏 − 𝑎)/2 without loss 

of accuracy. 

 

Figure S1. Plots of molar volumes as functions of pressure at three different temperatures:  𝑻 = 𝟑𝟐𝟑. 𝟏𝟓 𝐊 (solid 
lines), 𝑻 = 𝟑𝟒𝟖. 𝟏𝟓 𝐊 (dashed lines), and 𝑻 = 𝟑𝟕𝟑. 𝟏𝟓 𝐊 (dotted lines). Panel (a) shows the plots of pure liquid 
water molar volume, 𝒗𝟏

𝐋, and panel (b) shows the plots of infinite dilution partial molar volume, 𝒗𝟐,
𝐋 , for nitrogen 

in water (red lines) and for carbon dioxide in water (blue lines). 

Validation of the thermodynamic model 

We plot the mutual solubilities of nitrogen–water and carbon dioxide–water systems at 

three different temperatures and at high pressures (up to 100 MPa) in Figure S2 and Figure 

S3, respectively, as calculated from the (nonideal) model described in this work. Some 

experimental data points from the literature are also shown for comparison. Overall, 
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although it is relatively simple, the model captures the behaviour of both systems in the 

entire pressure range accurately enough for our purposes. 

 

Figure S2. Mutual solubilities of nitrogen and water as functions of pressure at three different temperatures: (a) 
𝑻 = 𝟑𝟐𝟑. 𝟏𝟓 𝐊, (b) 𝑻 = 𝟑𝟒𝟖. 𝟏𝟓 𝐊, and (c) 𝑻 = 𝟑𝟕𝟑. 𝟏𝟓 𝐊. The orange lines show the mole fraction of water in 
vapor phase, 𝒚𝟏, and light blue lines show the mole fraction of nitrogen in the liquid phase, 𝒙𝟐, as calculated from 
the model described in this work. The green markers are the experimental data points for the water concentration 
in the vapor phase and violet markers are the experimental data points for the gas concentration in the liquid 
phase from the literatureS12– S15 as compiled in referenceS16. 

 

 

Figure S3. Mutual solubilities of carbon dioxide and water as functions of pressure at three different temperatures: 
(a) 𝑻 = 𝟑𝟐𝟑. 𝟏𝟓 𝐊, (b) 𝑻 = 𝟑𝟒𝟖. 𝟏𝟓 𝐊, and (c) 𝑻 = 𝟑𝟕𝟑. 𝟏𝟓 𝐊. The orange lines show the mole fraction of water in 
the vapor phase, 𝒚𝟏, and the light blue lines show the mole fraction of carbon dioxide in the liquid phase, 𝒙𝟐, as 
calculated from the model described in this work. The green markers are the experimental data points for the 
water concentration in the vapor phase and the violet markers are the experimental data points for the gas 
concentration in the liquid phase from the literatureS17– S28 as compiled in referenceS29. 

B. Solution procedure for the system of equations 

In general, at a fixed temperature, there are eleven equations that need to be solved 

simultaneously for thermodynamic equilibrium: 
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⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧

equation (12)

equation (21)
equation (S14)

𝑥 + 𝑥 = 1
𝑦 + 𝑦 = 1

𝛾 = 𝛾 (𝑥 , 𝑥 )

𝛾∗ = 𝛾∗(𝑥 , 𝑥 )

𝜙 = 𝜙 (𝑃 , 𝑍, 𝑦 , 𝑦 )

𝜙 = 𝜙 (𝑃 , 𝑍, 𝑦 , 𝑦 )

𝑣 = 𝑣 (𝑃 )

�̅� , = �̅� , (𝑃 )

 (S27) 

There are thirteen unknowns: 𝑃 , 𝑃 , 𝑍, 𝑥 , 𝑥 , 𝑦 , 𝑦 , 𝜙 , 𝜙 , 𝛾 , 𝛾∗, 𝑣 , and �̅� , . This 

means that two more equations are required to close the system of equations. We have four 

cases that are relevant in this work: 

a) to solve for saturation across a flat interface 

Step 1. fix the system pressure at 𝑃 = 𝑃 = constant (when pressure is 

known) or fix the gas concentration at 𝑥 = constant and set 𝑃 = 𝑃  

(when concentration is known) 

Step 2. solve the system of equations (S27) 

b) to find the free energy barrier for the given pore size at fixed gas concentration 

and liquid pressure 

Step 1. fix the gas concentration at 𝑥 = constant and the liquid pressure at 

𝑃 = constant 

Step 2. find the vapor pressure, 𝑃 , by solving the system of equations (S27) 

Step 3. find the curvature, 𝑘 , of the corresponding shape using equation (7) 

(or equation 23) 
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Step 4. find the shape and its energy, Δ𝐵 , for the prescribed curvature and 

pore radius by interpolating in the geometry data from Surface Evolver 

c) to find the extrusion pressure for the given pore size at fixed gas concentration 

Step 1. fix the gas concentration at 𝑥 = constant and take the free energy 

barrier to be Δ𝐵 = 35𝑘 𝑇 

Step 2. find the corresponding nucleus curvature, 𝑘 , by interpolating in the 

geometry data from Surface Evolver for the specified pore radius 

Step 3. use equation (7) to find 𝑃 − 𝑃 = constant 

Step 4. solve the system of equations (S27) to find 𝑃 = 𝑃  

d) to find the required gas concentration to empty a given pore at fixed liquid 

pressure 

Step 1. fix the liquid pressure 𝑃 = 𝑃 = constant  and take the free 

energy barrier to be Δ𝐵 = 35𝑘 𝑇 

Step 2. find the corresponding nucleus curvature, 𝑘 , by interpolating in the 

geometry data from Surface Evolver for the specified pore radius 

Step 3. use equation (7) to determine the vapor pressure, 𝑃  

Step 4. solve the system of equations (S27) to find the gas concentration, 𝑥  

The system of equations (S27) is solved numerically in MATLAB (v. 2021a, Natick, MA, 

USA) using the built-in solver vpasolve() by providing physically appropriate ranges for 

the variables. The pressure dependence of the molar volume of pure water and the partial 

molar volume of carbon dioxide is implicit and complicated. However, they are much 

weaker functions of pressure compared to the partial molar volume of nitrogen (see Figure 

S1). If the liquid pressure is an unknown that is to be found by solving the system of 
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equations (e.g., extrusion pressure calculations; see (c) above), the molar volume of water 

and the partial molar volume of carbon dioxide are fixed at 𝑃 ,  as constants. For the 

nitrogen–water system, since �̅� ,  is explicitly given as a linear function of pressure, only 

water molar volume is fixed at 𝑃 , . 

C. Analytical solution of the symmetric nucleus profile 

It is possible to develop an analytical solution for the shape of the critical nucleus by 

requiring it to have rotational symmetry with the axis of symmetry being the cylinder axis 

and solving the variational problem (i.e., the Euler–Lagrange equation). This solution is 

given by Lefevre et al.S30 and the final equation for the profile is (translated to our notation) 

 𝑑(𝑟) = ±
2cos 𝜃 + 𝑅 𝑘 (𝑥 − 1)

4𝑥 − 2cos 𝜃 + 𝑅 𝑘 (𝑥 − 1)

d𝑥 (S28) 

where the magnitude of 𝑑(𝑟) is the distance to the liquid–vapor interface from a circle of 

radius 𝑟 on the radial plane whose center is on the cylinder axis. 𝑥 is an integration variable, 

and the lower bound of integration, 𝑎, is given as  

 
𝑎 =

1 − 𝑅 𝑘 2cos 𝜃 − 𝑅 𝑘 − 1

𝑅 𝑘
 (S29) 

Equation (S28) is integrated numerically. Example profiles calculated using equation (S28) 

are shown in Figure 3c. 
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D. Pore size distribution data from Li et al.S31 

The normalized pore volume distribution data from Li et al.S31 is given in Figure S4a 

(manually digitized) for which the reported volume-based mean is 6 nm. We converted 

this data to a number distribution by dividing each data point by 𝜋𝑅 𝑙  where 𝑙  is the pore 

length assumed to be a constant (independent of 𝑅 ). This distribution data is for the raw 

hydrophilic material as received. To make the pores hydrophobic, the pore surfaces were 

coated with a thin layer of chloro(dimethyl)octylsilane. Although the authors do not 

mention the pore size distribution after this step, we could estimate the thickness of the 

applied layer using the method of Fadeev et al.S32 Due to the structural differences in the 

arrangement of the molecules in this layer, the layer thickness is about one third of the 

radius for pores smaller than ~2.5 nm in radius and ~1 nm for larger pores. In order to 

have a continuous variation, we chose a slightly higher cut-off value at 𝑅 = 3 nm and 

subtracted the layer thickness from the pore radii. 

After transforming the data, we fitted a continuous distribution curve to this data using 

MATLAB’s built-in distribution fitter fitdist(). This function fits a chosen distribution to 

data using maximum likelihood estimation. Among many common distribution types tried, 

the Weibull distribution fitted the data best (i.e., the lowest root-mean-square deviation) 

with the number-based mean of 2.5 × 10  m and the variance of 3.1 × 10  m . The 

fitted curve is shown in Figure S4b (black line) together with the transformed data. Using 

the fitted distribution, we could generate a collection of pores mimicking the samples in 

the experiments and simulate the intrusion–extrusion curves. 
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Figure S4. Pore size distribution data from the work of Li et al.S31 (a) volume density data as originally reported 
but normalized, (b) transformed number density data with hydrophobic layer thickness subtracted (red) and 
fitted with continuous distribution curve (black line). All curves (both data curves and the fitted curve) are 
normalized in the data range to unity. 
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