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Abstract

Increasing demand for bandwidth-hungry applicationspglwith the bandwidth scarcity,
has generated a certain momentum toward designing bardefiittient techniques. Re-
cently, multi-way relay channels (MWRCs) have been progdseimprove the spectral
efficiency in wireless systems. The main focus of this dissien is studying the achiev-
able rates of MWRCs as well as proposing methods to improve it

In the first part of our work, we focus on the users’ bit map@nd propose a new map-
ping for phase-shift keying modulation which increasesatlievable rate and decreases
the bit error rate of a pairwise MWRC. Interestingly, our pweed mapping outperforms
the well-known Gray mapping in terms of both metrics on antaddwhite Gaussian noise
(AWGN) channel.

Then, the achievable rates of a pairwise MWRC, with a simearyless relay, where
the communication happens over a fading channel with AWGH§udied. For this setup,
we determine what relaying strategy suits best based ory#ters’s signal-to-noise ratio.

Later, we extend our rate analysis to the case where theigetagre complex and has
memory. First, a symmetric MWRC with AWGN is considered. &g setup, the capacity
gap of different relaying strategies are derived and they #ine compared with that of one-
way relaying. Second, we consider a pairwise MWRC whereittks bBre asymmetric. We
show that the system’s achievable rate is dependent on #r8’ ilsansmission pairing in
this case. An optimal pairing to maximize the achievable iaglso found.

In the last part of our contributions, erasure MWRCs are thigest of interest. For
such channels, we derive an upper bound on the system’srabléerate and also propose
low-latency data sharing schemes based on fountain coBumgher, we define a measure,
called end-to-end erasure rate, which is used to comparngeitiermance of our proposed
schemes with the rate upper bound and the achievable rateefay relaying.

Summarily speaking, in the MWRCSs’ setups studied in thisefigtion, multi-way
relaying is beneficial when the number of users and the eerais(re) rate are not large.

Otherwise, one-way relaying may provide higher data rates.
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Chapter 1

Introduction

Bandwidth and energy are the two most precious resourcesnimeinication systems. The
exploding demand for high-speed data communications neugfimedia-rich data applica-
tions, has exposed a serious challenge into the teleconeatioris and information theory
communities across the globe. On one hand, bandwidth-kiumgplications constantly
take bite on the currently available frequency range. Orother hand, expansion of the
communications networks has led to an increasing energsucoption and C@emission
by information communications technology (ICT) indusirie

The importance of achieving energy-efficient communicetibas two folds: i) Envi-
ronmental causes: It has been reported that ICT-relatagsinds have three percent of
the world-wide energy consumption causing two percent®fjibbal carbon emission [3].
Although the share of ICT in energy consumption looks snitls expected to rapidly
increase specially in developing counties resulting irhigcarbon emission. ii) Oper-
ational cost: Extension of the communications networks @moatiding higher data rates
have caused the energy cost to hold a significantly high sifale operating expenses for
communications service providers. To sustain affordabteises for their customers and
increase their revenue, service providers are also ingetes developing energy-efficient
methods by researchers.

To overcome the energy consumption issue, there have bkeets @ communications
society toward reachingreen communicationgn green communications, we look for new
communication paradigms to lower the energy consumptiolCih systems. Figure 1.1
presents a relation between the consumed energy and thextttatver the time. As seen in
this figure, it is forecasted that while data rate and powasuomption proportionally have
been increasing in the past years, using new green techieslage can save on the power

consumption and still increase the data rate.
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Figure 1.1: Relation between bit rate and power consumtven time (figure is from [1]).

The importance of bandwidth lays on its direct connectiotinwhe data rate in a com-
munication system. In early days of digital communicatjdisannon showed that the data
rate is directly proportional to the system’s available dwidth. Thus, it is always desir-
able for a wireless operator to have as much bandwidth agpm$sr being able to provide
high data rate service to its costumers. However, the batidviias a limited operational
range and cannot be freely dedicated to the operators. Terbetlicate the bandwidth
scarcity, we bring the attention of the reader to Figure h@ssng the frequency alloca-
tion in US. For the map of frequency allocation in Canadajtterested reader is referred
to [4]. As seen in this figure, for each communication appilica a fixed frequency chunk
has been assigned and packed into the crowded spectrum roapadh application, the
system should be designed in a way that the application neagents, e.g. data rate, are
met without exceeding its assigned frequency band.

Nowadays, wireless operators are faced with a challengieghcha. While emerging
popular broadband services, like mobile TV or social nekivay, have found their way
through the consumers’ market, the operators’ availabdetspm has not been much ex-
tended by governing organizations. Thus, to cope with tbeeasing data rate demand, the
operators are eager to find ways in order to acquire more hdtidar use the available
spectrum more effectively.

One solution for the operators is to acquire the bandwidtthefless popular services
through spectrum auctions. A well-known example of thesgians isAuction 73for the
700 MHz, previously used for analog TV broadcast [5]. Thetiancwas organized by the
Federal Communications Commission (FCC) in 2008 and mai@less operators in US
took part in the auction. Auction 73 raised around 20 billailars in total. Consider-

ing the increasing data rate demand, it is not surprisingnmikthat FCC is planning to



1NHLO3S 0I0YH IHL oS ULpY UoLIO PUE SuGESULIOSSle
o . ary 2 3OH3WWOD 40 INIWLHVd3a

NOILVYNDIS3A 39YSN NOILYOOTIY

awrocsavezson [l

3009 ALIAILDY

w0 ol

HosEH D

mELs
RO

IR —
) |

e ] oy

(AN3931HO100 S30IAY3S Olavd

:
!

NNHLO3dS 0IavH FHL
SNOILYOOTIV

AONIND3HA
S31IVIS

ol o o v aawoomvion D m — — Z _ —
Tneo 3L 80N A1
0N v | L

neon L

ZH1 008 e

TBOR ML

Figure 1.2: Frequency allocation for communications sewvin US (figure is from [2]).



hold another auction in 2014 to sell another part of the an&l broadcast spectrum [6].
Although operators are able to resolve some of their barttivisdues through auctions, it
costs the operators a significant money to bid on the spe@nehalso makes the bandwidth

even pricier!

1.1 Techniques to Provide more Bandwidth Access

Following the above discussion on the bandwidth scarcitiiacreasing demand for broad-
band data services, researchers are well-motivated bgtirydio develop methods for com-
munication over frequency bands which are not currentlizati due to technical issues as
well as using the current available bandwidth in a more sfaation. In the following, we

briefly discuss the state of the art on the developed techeituachieve these goals.

1.1.1 SHF and EHF Communications

As seen in Figure 1.2, many different frequency chunks haem lassigned to mobile ser-
vices across the spectrum map. Current mobile systems @&n8 4G systems) use
frequency bands in the ultra-high frequency (UHF) band,3@0 MHz to 3 GHz. How-
ever, there are still many unused sections in the super hégjuéncy (SHF), i.e. 3 GHz to
30 GHz, and extremely high frequency (EHF), i.e. 30 GHz to @&, bands which are
licensed for mobile applications.

The most important feature of SHF and EHF frequency secimttiseir significantly
large bandwidth. While the frequency chunks in the UHF bamedirathe order of tens of
MHz, SHF and EHF can provide bandwidth in the order of hunsliigdviHz and even GHz.
Such large bandwidths can easily support broadband dalieatmms. However, there is a
major barrier to use the SHF and EHF frequency bands for daainications. As we go
higher in the frequency, the signal strength attenuateshrfaster over the distance. This
makes SHF and EHF bands mainly applicable to very-shorterangymunication applica-
tions. This limits the possible applications of SHF and EldRds. However, academic and
industry researchers plan to employ SHF and EHF bands alihdemtocell design [7] to

achieve significantly high data rates in cellular systems.

1.1.2 Dynamic Spectrum Access

Spectrum measurements over different municipal areas $laeen that while for each
application a fixed frequency portion is assigned, most®etitine the channel is indeed not

in use. For instance, a spectrum measurement between ARQasid September 1, 2004

4



in New York City revealed that only 13 percent of the dedidaspectrum were utilized

[8,9]. This means that fixed spectrum assignment could ledd7 percent of spectrum
waste. Measurements over other locations across the glebéhg same outcome on the
inefficient use of frequency bands.

To improve the spectral-efficiency in the system and fill tineestwhen spectrum sits
idle, some ideas were suggested promoting dynamic chassiginement for users [10, 11].
The idea has been developed since then and novel spectruingshad dynamic spec-
trum access schemes have been developed unleashing imaavatv products and ser-
vices [12, 13]. For instance, a thorough study on the dynapéctrum access was con-
ducted by defence advanced research project agency (DARIR#ge main goal was devel-
oping techniques for dynamic spectrum access in militapfiegtions. Later, based on the
idea of dynamic spectrum acce€ngnitive Radio Systenf€RSs) were proposed which
have gained a significant attention in communications $p¢i&l—16]. The basic idea be-
hind CRSs is to prioritize users based on their quality ofiserrequirements and allow
them to access the spectrum according to their prioritiesigBig CRSs into reality is still
an ongoing research field facing its own challenges suchaafeng spectrum sensing

techniques, new physical layer design, and multiple-acsesemes.

1.1.3 Efficient Use of Acquired Bandwidth

After acquiring a frequency bandwidth, regardless of tleeidhether the bandwidth access
is static or dynamic, it is desirable to use the bandwidthfastively as possible. Design of
bandwidth-efficient methods have been considered sindg @éays of digital communica-
tions. One important measure in this regardpsctral efficiencyndicating the information
rate (reliably) transmitted over a given bandwidth.

Over that past few decades, various technigues have beeloged to improve spectral
efficiency. One recent development is the ideaetwork coding17]. The fundamental
notion of network coding is to allow data mixing at intermegtei nodes of the network
instead of only blindly forwarding it. In some situations has been shown that network
coding can actually achieve the ultimate data throughpthehetwork [18] which was not
feasible through conventional data forwarding schemes.

Since the proposal of network coding, the communicatiossarch community has ap-
plied the concept of network coding into different applicas including relay networks. A
good example of the network coding’s application in relagwmeks is calledwo-way relay
channelg TWRCs) [19-21]. In a TWRC, two users (fully) share theiradtitrough a relay



without having direct links. It is shown that TWRCs are aldesignificantly increase the
data rate compared to the conventional one-way relaying RRW fact, TWRCs exploit
the interference, instead of avoiding it, in order to elevhe system throughput.

Later, Gunduzt al. extended the setup of TWRCs to more than two users and seggest
multi-way relay channel@WRCs) [22]. In a multi-way relay channel, several usersitva
to (fully) share data with the help of one or more relays.dadtof treating the data of each
user individually, in an MWRC, relay applies the concept efwork coding to deal with
the users’ data in a more smart fashion. Unlike OWR where we baparate sets of data
source and destination, each user serves as both data sadrdestination in an MWRC.

MWRCs are still in their early stage of development. Due teirtipotential impor-
tance in improving the spectral efficiency, design of rdfieient MWRCs is considered
in this dissertation. A summary of our work as well as the oigation of the presented

contributions in this thesis are provided in the next sectio

1.2 Summary of Contributions and Thesis Organization

In this thesis, we first describe the concept of MWRCs in mataitl Then, we pro-
ceed with presenting our contributions that are mostly $ecduon proposing rate-efficient
schemes to enable data communications for different setupBVRCs. We also suggest
some ideas for future research directions.

Chapter 2 focuses on the preliminaries of MWRCs. We presketature review on the
development of MWRCs and summarize the state of the art ifiglte Then, we describe
MWRCs in more detail and provide a brief review on differeniltaway relaying (MWR)

techniques employed in MWRCs: i) amplify-and-forward (Ak) decode-and-forward
(DF), iii) compress-and-forward (CF) and iv) functionaedde-forward (FDF). For each
relaying scheme, its achievable rate is also presented.

One of the first challenges in an MWRC is signal demodulatibthe relay. An im-
portant example of these challenges is the existence ofgarobs point(s) in the received
constellation at the relay. The ambiguous point repregéetsuperposition of two or more
different transmitted symbols by users. Thus, the relaytsable to correctly demodulate
the received signal. Our first concern is to make sure thatebeived constellation at the
relay is ambiguity-free by choosing proper mapping at ttex sgle. Then, we will discuss
design of a set of mappings to decrease the system bit eteo(B&R) and also increase

the achievable data rate. The result of our symbol mappisgddéor TWRCs and pairwise



MWRCs with phase-shift keying modulation (PSK) is discusseChapter 3.

We present an analysis for the achievable rate of memoryilééRCs in Chapter 4.
Memoryless relaying is important in low-complexity netk®r e.g. sensor networks, and
delay-intolerant systems. We compare the achievable fafg~cand demodulate-and-
forward (DMF) which can be considered as DF for memorylessesgs. Our results show
that unlike memoryless one-way relaying, increasing ussgsal-to-noise ratio (SNR)
benefits AF more than DMF. Another interesting observat®ithat while with DMF a
higher data rate is provided for the user whose channel tonds better, with AF the sit-
uation is the reverse. That is, the user with worse chanmalitton can receive at a higher
data rate. Further, we find that for a TWRC with asymmetrigsisghannels, AF can take
advantage of power back-off at the users, without degrattinglata rate, to save energy
while power back-off is not beneficial for DMF. Please notatitie results are applicable
to the pairwise MWRCs as well.

Another research problem that we address in this thesitaigdeto the achievable rates
of MWRCs with symmetric channels and additive white Gaussiaise (AWGN). More
specifically, considering an MWRC witlV users, we prove that similar to CF, FDF guar-
antees a gap less th%r(a]\}Tl) bit from the capacity upper bound while DF and AF are
unable to ensure this rate gap. For DF and AF, we identif\asiins where they also have
a rate gap less thaﬂNlTD bit. Then, we compare the performance of the aformentioned
MWR techniques with OWR. We show that although MWR has higk&rying complex-
ity, surprisingly, it can be outperformed by OWR dependimg\é and the system’s SNR.
Summarily speaking, for larg&” and small users’ transmit power, OWR usually provides
higher rates than MWR.

In addition, we consider the situation where the links betwthe users and the relay
are not symmetric and have different SNRs. For instancefdadiag environment, different
users most likely have channels with different gains resylin different received SNRs.
In Chapter 6, we first study the achievable common rate of anR\considering the
possible difference between the condition of the usersicbs. Our common rate analysis
reveals that for pairwise MWRCSs, the achievable common da&depends on the order
of users’ transmission pairing (scheduling). This mo@gats to find the optimal users’
transmissions pairing maximizing the achievable commtmaoéthe system.

In Chapter 7, we consider an erasure multi-way relay cha(fE€IWRC) in which
several users share their data through a relay over erdaigse IAssuming no feedback

channel between the users and the relay, we first identificlialenges for designing a



data sharing scheme over an EMWRC. Then, to overcome thederges, we propose
practical low-latency and low-complexity data sharingesoles based on fountain coding.
Later, we introduce the notion of end-to-end erasure rai#=(®) and analytically derive it
for the proposed schemes. Using EEER and computer simudatiloe achievable rate and
fountain coding overhead of our proposed schemes are cechpdth the ones of OWR.
This comparison implies that when the number of users andtihanel erasure rates are
not large, our proposed schemes outperform OWR over EMWRCs.

The conclusion of this dissertation along with the futureeggch directions are pre-
sented in Chapter 8. Furthermore, the proofs of the theopgesented in this dissertation

are brought in the appendix to improve the readability.



Chapter 2

Background

In this chapter, we first provide the history of the developmef MWRCs. Then, we
present a general system model for MWRCs and then explastirgxirelaying strategies

for them. The achievable rates of these relaying strategealso presented.

2.1 Development of MWRCs

Conventionally, relays are used to assist the data commtimricin only one direction. That
is, a group of users, serving as data sources, send thetodatather group of users, called
data destinations, with the help of one or more relays. Indbtup, there is a data flow in
one direction from data sources to the data destinations sthheme is often called one-
way relaying (OWR). The relaying paradigm eventually chexhgyith the introduction of
two-way relaying (TWR).

Before proceeding with the literature review on TWR and tineulti-way relaying
(MWR), we first provide an intuition on how the spectral effiacy of a simple relay net-
work can be enhanced. In Figure 2.1, usérsnd B want to exchange their data, called
andzp respectively, through a relay, denoted By Different relaying approaches can be
employed by the relay to accomplish the task. Figure 2.1ép)ats OWR where the users
share their data in four time slots. Firsty is sent toB in two time slots and thenp is
delivered toA in two other time slots. This approach can be enhanced byagingl the
concept of network coding [17] (Figure 2.1(b)) in whigh does some operations on the
data instead of simply forwarding them. First, users tran#mir data to the relay in two
time slots. Then, the relay XORsy andxp and broadcasts, ¢ x5 to both users. Now,
having its own data, each user derives the other user’s datathe transmitted XORed
signal. In this scheme, data exchange between the usersamplished after three time

slots and its spectral efficiency gstimes better than OWR. This is a simple form of TWR



where both users are data sources and data destinationspétteal efficiency in this ex-
ample can be further improved by employing the network ogdithe physical layer. This
scenario is shown in Figure 2.1(c). In this case, insteadooflining the users’ data at
the relay, the wireless media is exploited to perform tha dambining. For this purpose,
both users transmit simultaneously and their data is in X&2Red at the physical layer.
After receiving the XORed data, relay broadcasts it to thersusUsing network coding at
the physical layer, the data exchange between the usersdsidmnly two time slots and
its spectral efficiency is two times better than OWR. Notd th& solution consumes the

minimum number of time slots for data exchange between thiesus

o
Time Slot 1

T
@ e A ° Time Slot 2
B
@ e ° Time Slot 3
rB
‘ ¢ ‘ Time Slot 4
(a) Conventional one-way relaying
TA
Time Slot 1
TB
@ e ° Time Slot 2
rADxB TADTB
@: @ ;@ Time Slot 3
(b) Two-way relaying with network coding
TA B
@ :@: @ Time Slot 1
rA DB rA DB
@: @ ;@ Time Slot 2

(c) Two-way relaying with physical-layer network coding
Figure 2.1: Different Relaying Approaches.
Employing TWR to improve the spectral efficiency in a relaywark first appeared
in [19, 20]. In these contributions, authors first considéwa-way relay communication

between two users and exploit network coding and the phiylsigar broadcast property of

the wireless channels to improve data throughput. Thetr&salsignificant enhancement
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over conventional OWR. They further proposelgysical piggybackingo extend the con-
cept to the networks with more than two users, however, thenzenication between the
users still happen in the form of TWR.

TWR has been usually studied under a standard framewordc&iio-way relay chan-
nel (TWRC). Basically, a TWRC is similar to the scenario @égil in Figure 2.1 where two
users exchange their data with the help of a relay. Theré exiensive studies on TWRCs
considering different aspects of them [21, 23-27]. Furthmirlti-pair two-way relaying is
considered in some recent works where several pairs of ezelgnge their data based on
the concept of TWR [28].

A more general scheme, called multi-way relay channel (MV)/R@s later proposed.
In an MWRC, several users exchange their data via the relaig Setup is the extension
of TWRCs to more than two users. MWRCs were first studied bydoaet al. in [22]
where they consider a relay network with several clustenssefs. The users within each
cluster want to fully exchange their data with each othehiite help of a relay. For
this setup, the authors find the upper bound on the achiecabhenon rate as well as the
achievable rates of different relaying strategies whenlitiies between the users and the
relay are symmetric with AWGN. Later, the achievable ratdgl¥/RCs have been studied
for different scenarios, e.g. binary symmetric [29], synmeeGaussian [30], and finite
field channels [31].

Use of MWRCs is counted as a promising approach to enablecasting in wireless
networks. Some applications of MWRCs are in the deviceeiad communications [32],

file sharing between several wireless devices, or conferealts in a cellular network.

2.2 Data Sharing Model in an MWRC

Inan MWRC,N > 2 users communicate their data without having direct usesstr links.
We name users by, us, ..., uy and their information message by, mo,...,my. TO
overcome the effect of the noiseg, applies channel coding on; which results in the coded
message:;. To enable data communication between users, a Rl&/employed. Here,
each user aims to decode all other users data as well as sitdts data to all other users.
In this MWRC, data communication consists of uplink and diowknphases. In the
uplink phase, users transmit their coded data over a meiliptess (MAC) channel. Each

user has a limited poweP, thus, for alli, E[mf] < P. Assuming a zero-mean Gaussian
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noise with unit variance for relay,,, the received signal & is

N
i=1

Please note that (2.1) is also valid for fading MWRCs wherfeptmpower control [33]
at the users is applied. The system model for MWRCs with fadind imperfect (or no)
power control is discussed later.

Depending on the relaying stratedy, forms its message;,, based ony,. Then,z, is
broadcast to all users during the downlink phase. The dateimission in the downlink
is in fact a broadcast (BC) channel where each user has diolen@tion, i.e. its own

information. The received signal hy in the downlink phase is
Yi = Ty + 1y (2.2)

wheren; is u;’s receiver Gaussian noise with zero mean and unit varidfeee, relay has
also a limited power,, thus, E[z2] < P,. Figure 6.1(a) and 6.1(b) depict the uplink and
downlink phases in an MWRC. Here, we presented a simple syrieneodel for MWRCs
to ease the discussion. However, in Chapter 6, we consideasyammetric MWRC with

different channel gains for the users.

L1 T Ti JTiv1l TN-1 TN

up  u2 Ui Uit UN—1UN
(a) Uplink phase.

uyp  ug Ui Uil UN—-1UN
(b) Downlink phase.

Figure 2.2: Demonstration of the uplink and downlink phases

In this dissertation, we mainly focus on the common rate cigpaf MWRCs. The
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common rate capacity is the data rate at which all users easrtrit and receive data reli-
ably. According to this definition, if we denote the uplinkefor«; by R and the downlink

data rate bngl, then, the common rate capacify;, is
R¢ = sup{min{RY, RY, ..., R%, R}, RS, ... R }}. (2.3)

For more details on common rate definition and its applicatim MWRCs, the reader
is encouraged to see [22] and [34]. Please note that even $pmanetric MWRC with
AWGN, R is yet to be known. However, an upper bound&hcan be derived using the

cut-set theorem [35]:

Theorem 2.1 The upper bound on the achievable common data rate of thenessMWRC,

c .
UB, IS

e . Jlog(14+ (N —-1)P) log(1+P)
ftys = m { oN—1)  2(N-1) } 24)

Proof: Please see [22].

2.3 Relaying Strategies in MWRCs

As mentioned, after receiving the users’ transmitted sigmnte uplink, the relay forms its
message based on the relaying strategy and forwards it tes#rs in the downlink. Differ-
ent relaying strategies provide different levels of the@anance in the system. In the fol-
lowing, we describe the relaying strategies used in MWRQCkeiail and also present their
achievable common data rate when the links are symmetric N\Wannels. A detailed
comparison between the achievable rates of the followitayireg schemes is provided in
Chapter 5.

2.3.1 Amplify-and-Forward

Amplify-and-forward (AF) is the simplest relaying strayem terms of the relaying com-
plexity. AF was first proposed for OWR and is easily adopteIWRCs. With AF, all
users simultaneously transmit their data over the chanrtékl uplink phase. After receiv-
ing the users’ signals, the relay then simply amplifies tloeied signal and broadcasts it
back to all users. The amplification is done such that thestrgnpower of the relay does

not exceedP,. Thus,z, = a(zf\il x; + ny) where

| b
a= NP1 (2.5)
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After receiving the relay’s broadcast signal, each usar gubtracts its own message from
the broadcast message and then decodes the data of all edter Wfter subtracting its

own signal, the received signal@tis modeled as

yi = a(z xj+ng)+n; =« ij + (an; + ny). (2.6)
J#i J#i
The signal model in (2.6) is similar to the signal model for AWGN multiple-access

channel withN — 1 users where the noise i&», + n;. Thus, it is easy to show that the

achievable common data rate of A 1, is as follows.
Lemma 2.1 In an N-user MWRC with AWGN channels,

(2.7)

o (14 (1P

. 1
AE 9N = 1) 1+ NP+P,

is the maximum common data rate that AF can achieve.

2.3.2 Decode-and-Forward

Decode-and-forward (DF) is another relaying strategy comignused in relay networks.

In DF, all users simultaneously transmit their coded pacteethe relay in the uplink phase.
After receiving users’ signals’R decodes the data of all users. To broadcast in the down-
link phase, relay employs a broadcast scheme based on 1Mol coding [36] where
mi,ms, ..., my are treated as source messagesrans considered as the correlated side
information atu; [22]. After receivingz,, each user then decodes the data of the rest of the

users.

Lemma 2.2 The maximum achievable common rate for a DF MWRC with AWGN i

log(1+ NP) log(1+ P,) }

ON ' 2(N—1) (2.:8)

RHp = min {

Proof: See [22].
In (2.8), the first term inside the braces reflects the uplofkevable rate and the second

term is related to the downlink achievable rate.

2.3.3 Compress-and-Forward

Compress-and-forward (CF) was proposed many years age @atly stages of relay chan-
nels by Cover and El Gamal in [37]. Recently, its applicafi@nTWR and MWR has been
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studied [22,38]. In CF, relay quantizes its received sigmtie uplink and then compresses

it. Naming the quantized version ¢f by ¢, we have

N
o= mi+n+ng (2.9)
i=1

wheren, is the quantization error. Then, without attempting to diecasers’ messages,
relay applies a source coding schemegp@and formsz,. The source coding scheme can
be lossless, e.g. Slepian-Wolf [39], or can be lossy like ¥aaiv [40]. Then, the relay
broadcasts:, to the users and they decode the other users’ data througtoiye version
of the compressed relay’s observation. The interesteceraadeferred to [41] for more
information on the application of CF in relay networks. Hoe tachievable rate of CF in

MWRCs, the following lemma is proved.

Lemma 2.3 The maximum achievable common rate by CF for the describe® G4

(N —1)PP,
LHN—UP+H>

bg<1+ (2.10)

A 1
CF 7 2(N —1)
Proof: Please see [22].
It can be shown that for an MWRCs with symmetric channels aniN, CF achieves

the common rate capacity to Withgﬁ@NlTU bit.

2.3.4 Functional-Decode-Forward

Ong et al. propose a relaying strategy for MWRCs, called functioredatie-forward
(FDF) [29, 34]. FDF is based on the use of nested lattice cpt#jsat the users to encode
their messages. Lattice-based relaying was initially ic@med for TWRCs resulting in sig-
nificant performance improvement [27,43]. Natal. show that nested lattice codes indeed
achieve to within% bit of the TWRCs’ capacity even when the users’ channels syma
metric. Lattice-based relaying can also be used for datesimession from several sources
to a destination in a cooperative network and is often caltedpute-and-forward [44].

For an MWRC with FDF, the uplink and downlink phases are diditchto/N — 1 MAC
and BC slots respectively [34]. Users encode their data avithecial class of lattice codes
and in each MAC slot, a pair of users transmits their codedtgiado the relay. Denoting

the relay’s received signal &h uplink slot byy, ;, we have
Yrg = ) + Tyq1 + N0y (2.11)

fori = 1,2,...,N — 1. Due to the special structure of nested lattice co@ss able to

directly decode the sum of the users’ data instead of degatiem separately. Thus, the
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relays message &h downlink slot isz, ; = x; @ x;4;. After N — 1 downlink time slots in
whichR sends its messages, each user has recéived independent linear combinations
of the other users’ data. Hence, it can decode the data of tileo. Please note that each
user on average transmits in onj%/ of the uplink phase, hence, it can upscale its transmit
power to¥ without violating the users’ average power constraintaBdenote that in the
MWRCs with FDF, users transmit to the relay in pairs. In othverds, only two users
transmit their data to the relay at each uplink slot. We ré&dethis approach bypairwise
MWRCs

The following theorem is proved [34] for the achievable raft&DF.

Lemma 2.4 The maximum achievable common rate of FDF over an MWRC witG MW

links between the users and the relay is

log (3 +5F) log(1+ P,) } (2.12)

Ripp = mm{ 2N —1) ' 2(N 1)
Proof: Please see [34].
Similar to DF, the first and second terms between the bradkef®.12) present the
uplink and downlink achievable rates by FDF respectively.
Later, we consider a simpler version of FDF, called demddtdad-forward (DMF),
used for memoryless relaying. In DMF, the relay simply deolatks the modulo-sum of
the users’ transmitted symbols and broadcasts it to thes.ufae scheme is explained with

more details in Chapter 4.
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Chapter 3

Bit Mapping Design for FDF
MWRCs with PSK Modulation

In a system employing physical-layer network coding, theesimposed constellation at
the relay may have ambiguity where one received signal scéed with more than one
possible combination of users’ data. In this chapter, we timednecessary and sufficient
condition on a user bit mapping which removes this ambidioityphase shift keying (PSK)
modulation. Further, we introduce the concept of semi-Gnaypping which improves the

system BER performance and achievable rate.

3.1 Introduction

As mentioned in the previous chapter, in an FDF MWRC, theyrdigectly decodes the
modulo-sum of the users’ transmitted messages. Beforeeeding to the decoding, the
relay needs to first demodulate the sum of the users’ tratesirstymbols. Note that due
to simultaneous users’ transmissions, relay receivesupersnposed version of the users’
transmitted constellation.

For a fixed modulation scheme at the users, the performanteeadecoding at the
relay depends on the users’ symbol mapping. The first pegoos issue which needs
consideration is the ability of demodulating the moduloasaf the users’ data without
ambiguity. For conventional modulation schemes and assyperfect power control and
synchronization at the user side, the generated congtallat the relay usually has at least
one point associated with more than one combination of tleesugonstellation points.
This in turn causes a demodulation ambiguity at the relaxkbkhould be resolved. When
power control and synchronization at the users are impeiifestead of ambiguity points,

constellation points at very small distance from one aroiti# be formed at the relay.
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This will significantly increase the bit error rate (BER) bktsystem. Thus, resolving the
ambiguity in the ideal case would immediately benefit angfical case too.

The signal ambiguity at the relay can be handled by using ebimary demodulation at
the relay proposed in [24] when users apply pulse amplitudéutation (PAM) or quadra-
ture amplitude modulation (QAM). While a binary system resiinple XOR operation,
non-binary schemes are not as simple. Hence, it is a mattetepést to design binary de-
modulation schemes without ambiguity. For this purpose aiithors propose a new PAM
scheme in [45] which modifies the spacing between PAM cdasiteh points. Although
this method can remove the ambiguity, the non-uniform spgpof PAM points results in
a smaller noise margin and higher BER at the relay. It shoalddded that the proposed
demodulation schemes in [24] and [45] do not include phasguration, e.g. PSK.

In this work, we focus on designing simple modulation/deniation scheme for FDF
TWRCs (and similarly pairwise MWRCs) when PSK modulatiomsed for data commu-
nication. To this end, we resolve the ambiguity through fteuapping of the symbols by
finding the necessary and sufficient condition of the mapfwngn ambiguity-free demod-
ulation at the relay. A user mapping holding this conditisicalled degitimatemapping.

Since our solution is not based on maodifying the spacing eetwconstellation points,
the BER is not compromised. In fact, we find a set of legitinratgpings that even im-
prove the BER. For this, we use a symbol labeling at the ubatsesults in a superimposed
constellation at the relay whose minimum-distance poirgasGray-labeled. Thus, the la-
beling of minimum-distance points differs in only one hitin this case, the superimposed
constellation is said to bsemi-Graymapped. Notice that the user constellation may not
be Gray-labeled. Our simulation results confirm that theigeray scheme outperforms
binary reflected Gray mapping (BRGM) which is shown to be théneal mapping for
conventional systems over AWGN channels in high SNR regiiié [Further, under bit-
interleaved coded modulation (BICM), our proposed senay@napping achieves higher
rates than BRGM. Convergence to the achievable rate of caombellilation (CM) also oc-
curs at much lower SNRs.

This chapter is organized as follows: Section 3.2 descthmesystem model and defines
the considered problem. The properties of the receivedrsnpesed constellation at the

relay are identified in Section 3.3. Our proposed symbol rimgppnd some analytical

The bit error rate of a constellation in the high SNR region loa written in the form ok: k2 Q(dmin/20)
[46]. Here,dmin is the minimum distance of the constellation arfdis the noise variance. Als#; represents
the average number of constellation points at distahge andk- is the average number of mapping bits that
the points in distancém,in differ. The minimum value ok is 1 which is achieved by our proposed labeling.
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performance analysis are presented in Section 3.4. Se®toavaluates the performance
of our proposed set of mappings through simulations. Thé&wbihis chapter is concluded

in Section 3.6.

3.2 Preliminaries
3.2.1 System Model

Here, we consider a FDF TWRC with a rel&and two users,; andus communicating
over AWGN channels. The system model can be readily extetalgahirwise FDF in
MWRCs. Users apply power control and are synchronized asyh#&ol and phase level
[48], however, our symbol mapping study is still helpful whitnese assumptions do not
hold perfectly. Users and the relay apply-PSK modulation)/ > 4 andM = 2%, where

k is a positive integer.

Without loss of generality, it is assumed that the usersstalation has one point on
(1,0) which is assigned to the all zero symbol. We name thstetlation points, starting
counter clockwise from the point on (1,0), by, C1, ..., Cay—1. We assume similar sym-
bol mappings for both users. We like to have binary operadiotie relay such that users
send their data symbols to the relay in time slot 1 while iretisiot 2, relay broadcasts the
bit-wise XOR of the users’ transmitted symbols. Denoting disers transmitted symbol by
Sy, andsS,,, the relay wants to sent} = S,,, ¢ 5, back to the users. Having} and their

own data, each user can extract the other user data by a dityplese XOR.

3.2.2 Statement of the Problem

The received constellation at the relé&y, is the superimposition of the two users constel-
lations. Although the size df, is larger thanM, only M XOR sequences are associated
with it. Thus, the relay can still use a constellation with points to transmitS; to the
users. Figure 3.1 shows when 8-PSK is used and the synchronization and power control
are accurate. Notice that in Figure 3.1, there is a constellpoint at (0,0) associated with
eight different pairs of S,,,, S,,). If the XOR value of these pairs differ from each other,
an ambiguity will occur, i.e., the relay cannot decide whi¢tihe possible XOR values is
correct.

If the synchronization or power control is not perfect, gheray not be any ambiguity in
C, but small minimum Euclidean distance is an issue. FigizesBows one such case with

a small power control error. If the XORs of the opposite mintthe constellation are not
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equal, the points formed arourtd, 0) will have different mappings causing a smélli,
and therefore a high error probability. Thus, a mapping Wwiianoves the ambiguity under
perfect power control is helpful in the case of imperfect powontrol by ensuring that the
closest points i, (points around0,0) in Fig. 3.2) have the same labeling. As a conse-
guence, the minimum distance among the points with norticiiabels is improved. In

the rest of this chapter, we assume perfect synchronizatidrpower control.
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Figure 3.1: Transmitted and received constellations fB-8&8K system.
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3.2.3 Definitions

Later, we use the known BRGM and set-partitioning mappimgsperformance studies.
Hence, we review them.

A BRGM of order M is derived byM — 1 recursive reflections of the binary mapping,
(0,1). In the recursive reflection to construct the mapping of oideom i — 1, first we
reflect the mapping of order— 1. Then, we add 0 to the left of each mapping in the first
half of the resulted sequence and put 1 at the left of the mappn the second half. BRGM
has a unique property where neighboring labels are difftéreonly one bit. Examples of
BRGM for 8-PSK and 16-PSK are presented in Table 3.1 and 3pzuntively.

Another important mapping proposed for applications inetbchodulation (CM) sys-
tems is the set-partitioning mapping proposed by Ungetbaef49]. The purpose of this
mapping is partitioning the constellation points into stbswith increasing minimum dis-
tance. The importance of set-partitioning labeling is tivater sequential decoding it results
in the maximum achievable rate. Please notice that satipanig mapping for an\/-PSK
constellation results in natural mapping for the condtieliapoints from 0 taM — 1. Table

3.1 and 3.2 give examples for set-partitioning mapping8fISK and 16-PSK.

3.3 Properties of the Relay’s Received Constellatiorc()

Now, we briefly describe the structure@ffor any arbitrary PSK modulation under perfect

power control and synchronization and then find its minimwnliean distance.

Lemma 3.1 C, has%2 + 1 points. One of these points is located at (0,0) and the rest ar

located on% co-centered circles with different radii.

Proof: See Appendix. |
We denote thégi groups (circles) stated in Lemma 3.1 8§y ¢, . .., gu Starting from
2

the closest group to the center. All pointsdnare associated with a unique combination
of users pair of symbols except the center point which reptssthe combination of any
two opposite points on th&/-PSK constellation. Since the mappings of these points are
different, their XOR cannot be all zero symbol. In fact, degiag on the users’ mapping,
the center point can take any possible— 1 XOR values, namely, As, ..., Ayr—1, Other
than all zero symbol4,.

Theorem 3.1 gived,,;, of C;, but we state the following lemma first.
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Lemma 3.2 The distance between a pointgnand its neighbor frony;; is independent

d, = \/2 {1 — cos (%)] — 2sin (%) . (3.1)

Proof: AssumeP; = Cj + C)y/24.j—;—1 represents an arbitrary pointgn. The closest

of 7 and equal to

pointto 1 ong; 1, called P, is in the form of P> = C +Cy /24— Thus, if we denote
the distance between two points éfy, -), thend(Py, P») = d(Chrja1j—i—15 Crrjo+j—i—2)-
This is the distance between two neighboring points omMth@®SK constellation which is
equal tod,, in (3.1). |

Theorem 3.1 The minimum Euclidean distance®fis

dmin = 2 [1 — cos <2M7T>} (3.2)

anddi, happens between two neighboring pointgpand also between two neighboring

points which one of them is located gn _, and the other oy .
2 2

Proof: See Appendix. |

3.4 Symbol Mapping Strategy for PSK
3.4.1 Legitimate Mappings

Since the only ambiguity point i€, is the (0,0) point, for an\/-PSK mapping not to
cause any ambiguity, the XORs of its opposite points mugieatqual. We refer to such a
mapping as a legitimate mapping.

It has been shown in [47] that BRGM is the optimal mapping f&KFn terms of
BER. We show that it is also a legitimate mapping. It is easghtow that for a 4-PSK
(QPSK) constellation, BRGM is a legitimate mapping. Now,@R for any M > 8, S, is

constructed from BRGM fo#!, 5, as follows, wher® < i < 2L-PSK
S =(008)), Su ;= (018), Sy =(115), S, =(108). (33

Now, for any0 < j < % S; @ S%H = (110...0). Thus, BRGM is legitimate.
Set-partitioning is also a legitimate mapping because énstt-partitioning mapping,
the mapping of every two opposite points differ in their lagt Hence, the XOR of any
two opposite constellation points gives). .. 0).
To this point, we discussed what mappings do not cause aitpiguhe system. Com-

paring the performance of different legitimate mappingaddressed in the following. In
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fact, we find out that BRGM, although a legitimate mapping)o$ a desired mapping in
terms of the BER and achievable rate. As a consequence hifpigritant to look for other

legitimate mappings that improve these performance nsetric

3.4.2 Semi-Gray Mapping forC,

Itis shown in [50] that BRGM is optimal for PSK, PAM and QAM madtion and gives the
lowest average probability of error. Also, Caét al[51] show that BRGM is BER-optimal
when BICM is used and they conjecture that it maximizes tipaciy.

Even if users apply BRGM, it does not mean that the superisgbasnstellation at the
relay is Gray-labeled or has its desired properties. Thtshhat a careful mapping must be
performed at the user side, which in turn motivates us todhice the concept semi-Gray
mapping.C, is semi-Gray mapped if any two points of it with distantg,, differ in only
one bit. While in BRGM any point differs in maximum one bit fnaits closest neighbors,
here, the focus is only on pairs with the minimum distangg,. Please notice that we
use the semi-Gray mapping term for both user and relay im@geably. By semi-Gray
mapping for users, we mean a legitimate mapping at the udgchwesults in a semi-Gray

mapped constellation at the relay.

Theorem 3.2 A legitimate mapping at the users results in a semi-Gray nmgppt the
relay if and only if foranyi = 0,1,..., M — 1, S; and S;» differ in only one bit. Here, if

i+2> M — 1, we considelS; oy instead ofS; ;5.
Proof: See Appendix. |

Corollary 3.1 The superimposition of two PSK constellations with BRGMait semi-

Gray.
Proof: In BRGM, for anyi, S; andS;, - differs in two bits. [ |
Corollary 3.2 Except for QPSK, set-partitioning mapping is not semi-Gray

Proof: Since set-partitioning mapping for PSK results in naturapping, clearly, not
all S; andS; - differ in one bit. [ |

We like to find a legitimate mapping fa -PSK such that it results in a semi-Gray map-
ping at the relay. To this aim, we use a technique similar éoajhproach used for generat-
ing BRGM [50]. Assume that7y, G1, . .. ,G%_l denotes BRGM fof‘g—PSK modulation.

To build the desired mapping, we assigfiy, 0G1,...,0G u _, to the even constellation
2
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points andlGo, 1G1,...,1G u _, to the odd constellation points. Now, it is easy to show
that the XORs of every two o2pposite constellation pointseapeal. Also, according to The-
orem 3.2, the mapping is semi-Gray. We call this mappéilgcted semi-Gragnapping.

In addition to the above example, one can find other legitnmaappings resulting
in semi-Gray mapping. In Section 4.4, we compare the pedoga of some of these

mappings.

Remark 3.1 our discussion can be extended to other modulation schesmnding on
the constellation shape. For instance, Figure 3.3(a) anguié 3.3(b) show two different
constellations for 8-QAM [52]. It can be shown that while araa find a semi-Gray map-
ping for the constellation in Figure 3.3(b), there is no s&anay mapping for Figure 3.3(a).
Both constellations, however, have legitimate mappingsabse they cause ambiguity only
at (0,0).
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(a) Lattice 8-QAM
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(b) Aligned 8-QAM

Figure 3.3: Two different constellations for 8-QAM.

3.4.3 Achievable Uplink Rate Analysis

The symbol mapping at the users can also affect the achevat# of the system in the
uplink, i.e. users to relay transmission. To this end, we firelachievable rates of our
proposed mappings under CM and BICM in the uplink. Then, wethe derived rates to
compare the performance of different symbol mappings. #ssumed that a user sends

each of the PSK constellation points with equal probability
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It is worthy to mention that the FDF rates presented in Chigptae for the ideal case
where the relay uses Gaussian modulation. In a practictdrsyslue to the infeasibility of
the Gaussian modulation, the achievable rates are smdilen ommon modulations are
used. Note that CM and BICM can be built based on the (nestétthd codes [53].

Assumez, € {Ap, Ay,...,Apy—1} is the bitwise XOR of the users data. Notice that
x, is the desired information to be decoded at the relay. Ajsaepresents the received
signal at the relay. Thus, the transmission from the usetlei@elay can be viewed as a
virtual single-input single-output channel whose input,sand its output ig;. Then, the
achievable rate of this channel is

R=1I(xv;yr) = Eyp . {logQ %] . (3.4)

Notice that for a point from C, with mappingz,, the relay receives the correct symbol if
it detects any of the constellation points with mappingvhich may not necessarily be
Thus,

plyela) = > %, py) = > p(u:|2)p(2) (3.5)

2€CTT 2€Cy

whereC?r denotes the points ¢f with mappingz,. Now, considering(z,) = 1/M, vV, €
{Ap, Aq, ..., Ar—1}, (3.4) can be rewritten as

> p(y:l2)p(2)

ZECr

> p(wl2)p(z)

2€CTF

R =logy M — E_ . |logs (3.6)

Similarly, when BICM is applied, ib denotes a binary random variable for the users

data bits, we have

g 1 > oyl 2)p(2)
R=1I(ziy) =logy M — Y By, |log, == (3.7)
P > pwl2)p(2)
zECﬁb

whereC}zb represents the constellation pointsCinwhoseith bit of mapping ish. For the
simplicity of presentation, we skip deriving the analytiftam of the probability distrivu-

tions and derive the capacity for the proposed schemesghrocomputer simulation.

3.5 Simulation Results

In this section, we compare the performance of different pivggs in terms of their BER

and achievable rate. Please note that the BER and achiaabiare calculated at the
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relay. While many user mappings result in semi-Gray mapgintpe relay, we consider
two of them. The first mapping is reflected semi-Gray mapping the second one is
an arbitrary semi-Gray mapping, both presented in TableaBdlLTable 3.2. We compare
the BER performance of these two semi-Gray mappings with BR&so, for achievable
rates’ comparison, we compare the performance of semi-@Gagyping with BRGM and
set-partitioning mapping under BICM and CM. The simulasi@re performed for 8-PSK
and 16-PSK.

BRGM (000)(100)(101)(111)(110)(010)(011)(00DR)
Reflected semi-Gray (000)(100)(001)(101)(011)(111)(010)(110)
Arbitrary semi-Gray| (000)(111)(001)(110)(101)(010)(100)(011)

Set-partitioning | (000)(001)(010)(011)(100)(101)(110)(211)

Table 3.1: Different mappings for 8-PSK.

BRGM (0000)(0001)(0011)(0010)(0110)(0111)(0101)(0100)
(1100)(1101)(1111)(1110)(1010)(2011)(2001)(2000)
Reflected semi-Gray (0000)(1000)(0100)(1100)(0101)(1101)(0111)(11112)
(0110)(1110)(0010)(1010)(0011)(1011)(0001)(20012)
Arbitrary semi-Gray| (0000)(1111)(1000)(0111)(1100)(0110)(0100)(1110)
(0101)(1010)(1101)(0010)(1001)(0011)(0001)(20112)
Set-partitioning | (0000)(0001)(0010)(0011)(0100)(0101)(0110)(0111)
(1000)(1001)(1010)(1011)(1100)(2101)(2110)(21112)

Table 3.2: Different mappings for 16-PSK.

Figure 3.4 shows the BER of BRGM, reflected semi-Gray and tbigrary semi-Gray
mappings in terms of the user transmitted SNR. We considdr tases of perfect and
imperfect power control at the users. Here, both semi-Gragpimgs outperform BRGM
in higher SNRs and have the same BER performance in high Sji@reHowever, in low
SNRs, we can see that while BRGM and reflected semi-Gray mgpgiave almost the
same performance, the arbitrary semi-Gray mapping hastehBER. This comes from
the mapping of th&, points with the second smallest distance aftgy,, calledd,. With
BRGM, points with distancé, are all Gray-mapped (i.e., differ in only one bit) at the yela
while for the chosen arbitrary semi-Gray mapping, hone e$¢hpoints are Gray-mapped.
On the other hand, using the reflected semi-Gray mappinfohtde points with distance

ds are Gray mapped. Hence, it has a lower BER compared to theaaybsemi-Gray
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mapping and a slightly higher BER compared to BRGM.

10}

BER

10 "k

| —¥— BRGM

10°H —&— BRGM with 10% power control error

F| —%— Arbitrary semi-Gray mapping

L| —©— Arbitrary semi—Gray mapping with 10% power control error

|| —+— Reflected semi—Gray mapping

|| —8— Reflected semi-Gray mapping with 10% power control error
I I I I I I

\ \ \
10 11 12 13 14 15 16 17 18 19 20
SNR

10

Figure 3.4: BER performance of the relay when users appl$R-Rodulation.

Figure 3.5 represents the BER performance of three differeappings for 16-PSK
modulation. Similar to the previous case, here, we have BR@Nected semi-Gray map-
ping and the arbitrary semi-Gray mapping. Again, we see fopeance improvement
by both reflected semi-Gray and arbitrary semi-Gray magpindiigh SNRs compared to
BRGM. Since the superimposed constellation for 16-PSK igersensitive to power control
error than 8-PSK, in this figure we use a smaller deviatioth@gower control compared
to Figure 3.4.

Figures 3.6 and 3.7 depict the comparison between the adtiiesrates of BRGM, semi-
Gray and set-partitioning mappings under BICM and CM. As & see, in higher SNRs,
reflected semi-Gray outperforms other mappings and dezse¢he gap between BICM and
CM.
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Figure 3.5: BER performance of the relay when users appli 38-modulation.

3.6 Conclusion

In this chapter, we studied the symbol mapping for applyintpte bitwise XOR detection
at the relay when PSK modulation is used. First, we charaetbthe received constellation
at the relay. Then, we found a set of mappings for the usellgddagitimate mappings,
which prevent decoding ambiguity at the relay. Further, ntoduced the concept of semi-
Gray mapping at the relay where the constellation point$ wistanced,,;, are Gray-
mapped. The necessary and sufficient condition for a legigmrmapping at the users which
generates a semi-Gray mapping at the relay was also foundsiulations showed that a
semi-Gray mapping can generally improve the BER and acbievate in high SNRs, but
the performance of different semi-Gray mappings variesw$NRs. Finding the optimal
semi-Gray mapping is an open problem for future work. Simnm@munication systems
typically operate in small error rate regions, this optimeadpping should guarantee the

lowest BER in medium to high SNR regime.
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Figure 3.6: Achievable rates of 8-PSK modulation.
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Figure 3.7: Achievable rates of 16-PSK modulation.
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Chapter 4

Achievable Rates of Memoryless
TWRCs

In this chapter, we study AF and DMF, in terms of their achidealata exchange rate, for a
memoryless TWRC. Our results show that unlike memorylessveay relaying, increasing
users’ SNR benefits AF more than DMF. Another interestingeolzion is that while with
DMF a higher data rate is provided for the user whose charmmdittion is better, with
AF the situation is the reverse. Further, we find that for a T®OMKth asymmetric users’
channels, AF can take advantage of power back-off at the us@hout degrading the data

rate, to save energy.

4.1 Introduction

In a memoryless relaying scenario, the relay performs daniple operations on its current
received signal. Such systems are found in delay-intalerasensor network applications
[48]. Since AF relay just amplifies its received signal, ihdee readily used in memoryless
MWRCs. To use DF in a memoryless MWRC, demodulate-and-fia@MF) [24,54] is
proposed. In DMF, the relay first demodulates its currergived signal and then forwards
it to the users. The main focus of this chapter is studyingaitigevable data rate of AF
and DMF for practical memoryless TWRCs. While we discuss TW8Rhe arguments are
valid for pairwise MWRCs as well.

In this chapter, it is assumed that users want to exchangetiatugh a memoryless
relay over a fading environment with AWGN. For simplicity thie analysis, similar to [48]
and [54], we assume that BPSK is used for DMF. However, oeraaalysis approach can
be easily extended to other modulations schemes.

Based on the considered TWRC setup, we find the achievalderele¢ption rate for

31



each user, which is defined as the rate that the user can eetaia from the other user.
Then, we determine the users’ data exchange rate which mmithiemum of the two users

reception rates. Note that the data exchange rate repsegbentommon rate at which both
users can share data.

Our study reveals that for memoryless relaying over a Rgligliding environment, AF
generally achieves better performance. More specifidaiyncreasing the users’ SNR, AF
achieves higher data exchange rates than DMF for a fixed 8M\d¥. This is opposite to
the behavior seen in memoryless one-way relaying [55]. Alsoshow that, surprisingly,
the user with worse channel condition has a higher data tiecemate than the other user
when AF is used.

A practical application of our rate analysis is for TWRCshnalsymmetric users’ chan-
nels. When users have asymmetric fading characteristiexbserve that DMF provides
almost equal reception rate for both users while users hiffezaht reception rates in AF.
Now, if a symmetric data exchange rate is intended, AF can ¢t power-efficient by
decreasing the transmission power of the user with bettanrati condition without de-
grading the data rate. This is a valuable observation forggranited systems like sensor
networks.

Here is the organization of the chapter. Section 4.2 pregbetsystem model and de-
scribe AF and DMF in more detail. Then, the rate analysis fBralhd DMF is presented
in Section 4.3. Numerical examples are provided in Sectidn Binally, Section 4.5 con-

cludes the chapter.

4.2 System Model

Here, we denote users hy andu, and the relay byR. In the first time slot, called
multiple access (MAC) phase; andusy simultaneously transmit their coded data hitg,
andzs, with power P; and P, respectively. We assume that each user transmits 0 or 1 with
equal probability. Also, there is no direct link between tisers. ThenR broadcasts the
amplified version of the received signal (for AF) or the XORtloé messages (for DMF)

in the broadcast (BC) phase with powr. Please note that the relay does not attempt to
decode the users data. Knowing its own data, each user thdacts its data from the
relay broadcast message and retrieves the other usemnitigaisbit and proceed with data
decoding.

The communication between the users and the relay takes plac a fading channel
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with Gaussian noise. The channel gains fremto R and fromus to R are0 < h; and
0 < ho respectively. Further, the channels are assumed to bewealp As we discuss later,
in AF, each user has to know its own channel gain, but thisnagsan is not necessary
for DMF. Also, the relay knows both, and h,. Without loss of generality, we assume
hiP; < hoPs.

To evaluate the data exchange rate in a memoryless systeneeueo take the effect
of the modulation into account. Although the Gaussian matihrh gives the highest rate, it
is not feasible in practice. Using BPSK is appropriate fommoeyless relaying [48,54] and

we accommodate it here for the relay and users.

4.2.1 Signal Modeling in the MAC Phase

When the users transmit their data to the relay, channelrisojpeses their transmitted

signal. Thus, the arrived signal Rtin the MAC phase is

yr = hiv/ Prxy + haon/ Poxo + ny (4.2)

wheren, is the Gaussian noise with varianeg. Although the MAC phase is similar for
both AF and DMF, their BC phases are different. In the follogyiwe present the BC model
for AF and DMF separately.

4.2.2 Signal Modeling for AF in the BC Phase

To keep the output power limited 8., R amplifies the received signal by

P,
— r . 4.2
@ \/h%Pl +h%P2 —|—O'1? ( )
and then transmits
xy = ayy = a(hi\/ Pixy + hoy/ Paxg + ny). 4.3)

Now, if u; andus know their own channel gains as well asthey can subtract their own
signal from the broadcast signal. Thus, the final receivgalasibyu, andus, calledy, and

Yo respectively, are

Y1 = ah1h2 vV PQJEQ + Oéh1nr + nq, (4-4)
Yo = ahihor/ Pix1 + ahong, + no (4-5)

wheren; andn, are the Gaussian noiseat anduy with variances? ando3 respectively.
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4.2.3 Signal Modeling for DMF in the BC Phase

In DMF, R receivesy, and then demodulates it. The demodulated bR a&ian be modeled
asx, = 1 P x2 D z Wherez, represents the effect of the detection error. Thegnis
modulated byR with BPSK modulation and broadcast to the users. The regeaignals

by u; andu, are

Y1 = hq V P.ay +nq, (46)
Y2 = hg\/ Prl’r + no. (47)

Finding the error probability foe, is necessary to characterize this binary channel.
While u; andusy use binary constellation for data transmissi@receives a constellation
with four points {—hav/Po — hiv/Pi, —hov/Ps + hi/Pi, hav/Ps — hi/Pi, ha /Py +
hi+/Pi}. Assuming that -1 is assigned to 0 and +1 to 1, receivitig/P> — hi/P; or
hay/Ps + h1+/P; means that both users have sent either 0 or 1. Thus, their XORndR
sends -1. SimilarlyR sends +1 when it receivesha\/Ps + h1+/P; or hoy/Py — h1/P
(Figure 4.1).

—hz—h1 _hz+h1 h2—h1 h2+h1

Figure 4.1: The received signal at the relay wiign= P, = 1.

Now, knowing the channel gains at the relay, the conditiggrabability of wrongly
detectingr; ¢ xo = 1, whenx; & 25 =0, is
01— Q <h1VP1> 0 <2h2\/P2 + h1\/P1)

0 ivot
Oy Oy

(4.8)
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whereQ(+) is the Gaussian Q-function. Similarly, the conditional ability of detecting
z1 ® 2o = 0whenitisindeed 1 is

P70 = 0 <h1;/171> L0 <2h2\/ﬁ— hl\/ﬁl> '

T O_r

(4.9)

4.3 Analysis of the Data Exchange Rate

In this section, we analytically find the data exchange ra#&Foand DMF schemes using

the system model described in Section 4.2.

4.3.1 Analysis of the AF Data Exchange Rate

AssumeX; and.X, are random variables representing input bits;andus. Also, random
variablesY; andY5 stand for the received signal sequence@andus. For a givenh; and

hs, the achievable reception ratewf is
Rip(h1,hy) = HY1) — H(Y1|X3). (4.10)

Given X5, the only source of ambiguity aboldi is the noise ternachn, + n1, which is a

Gaussian noise with variane€h?o? + o} becauser; andn, are independent. Hence,
1
H(Yi|X3) = 5 logy (2mea®hio? 4 2mea?). (4.11)
On the other hand, the entropy Yf is

H(Y) = - /_ 7 () 10gs i () dy (4.12)

where fy, (y) is the probability distribution function (pdf) df;. Now, to find all terms in
(4.10), we need to derivéy, (y). Due to the independency of andn,, it can be shown
that

1 _ (y+(x\/P2h1h2)2 _ (y*(X\/PQ}Ll}LQ)Q
— 2a2h2o'r2 o2 2a2h20'3 o2
= SR T re TR @y
T« g g
1%r 1

le (y)

Replacing (4.13) in (4.12)H(Y;7) can be found. In a fading environment, the average

reception rate is derived by integration over the distrdubf h; andh- as follows

Rip = / / RY (P, ho) fiy (2, ) dizdly (4.14)

wherefy,, n,(z,y) is the joint distribution of.; andh,. Whenh, andh, are deterministic,

RYp = Rhp(hi, he). Similarly, R is found. Now, the exchange rate is

Rip = min{ Rjp, RAp}. (4.15)
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Remark 4.1 In (4.13),a?h?0? + o2 is a measure of the noise at for i = 1,2. On the
other hand, a user with a larger signal to noise ratio recsitike data with a higher rate.

If o1 =09 and P, = P, sincehy < hs
a?hio? 4+ % < a’h3o? + o3. (4.16)

Thus,u; has a higher reception data rate. It means that the data exgbaate is limited

by the reception rate ai,; which has a better channel condition.

4.3.2 Analysis of the DMF Exchange Rate

Notice that hereY; is an estimation of; & Xs. In fact, we can assume that, @ X5 is
transmitted over the channel. Sinegknows its own data, the only ambiguity &y & X, is
related toX>. Hence, assuming that andh, are given and considering that, is binary,
the reception rate af; is

fY1|X2(y‘ )

@) dy (4.17)

Rpypi (b, he) = / fyvi1x. (y|7) logy

wherefy, x, (y|x) is the conditional distribution of; given X». Now, one can show that

1— p0—>1 (Mhl) po_>1 _(yf\/Pighl)Q
rixoylee=0)= € 27 € 21 (4.18)

271'0'% \/ 27?0%

and
p1—>0 (y+\/P_r2h1)2 1—p1_>0 _<y7¢1>—7.2h1)2
Mxylra=l)="F=e 1 +-—==e T . (4.19)

\/ 27‘(’0’1 \/ 2#0%

Notice thatfy, (y) is easily found from (4.18) and (4.19). Similarly, for thetaléransfer
from u, to uo, the conditional reception rate is

Jye1x, (W)

ol W @20

Rpyp2 (ha, he) = / fyvaix, (y]x) log,

where fy,|x, (y|x) can be found similar to (4.18) and (4.19).:lf andh; follow a random
fading distribution (e.g. Rayleigh distribution), thenesaging over; andh; can be done
in the same way as (4.14) to obtain the unconditional resepttes,R, ;1 and Ry p2.

Finally, RPMF = min{Rpyp1, Rpyp2 }-

Remark 4.2 Since the broadcast signal from the relay is identical fothbosers, unlike
AF, the signal to noise ratio at the users is proportional beit channel gains. In other
words, ifo; = o9, the user with smaller channel gain, herg, receives data with smaller

reception rate and dictates the exchange data rate.
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4.4 Simulation Results

Here, we compare the users’ achievable reception and egehrates of AF and DMF. The

fading on the users’ channels are independent and have aigagistribution as follows

fr(@) = e 27 i=1,2 (4.21)
Vi
whereE[h?] = ~2 is the power gain of the fading. Alsé = P» = 1 and P, = 3 except
stated otherwise.

Figure 4.2 shows the rates when = o, = 0.5, 72 = 0.75 and+2 = 1, i.e. we
have asymmetric users’ channels. As seen, DMF has a betfermpance in high relay
SNRs but AF gives higher rates in low and medium SNRs. Theviehaf the users in
terms of the reception rate is as mentioned in Remark 4.1 &xdtdneans that for ARy
(user with smaller channel gain) achieves higher receptites whileus (user with larger
channel gain) has higher reception rates when DMF is used.

There is an interesting point about the curves in Figure Bven with unequal channel
conditions, users have almost equal achievable recepdit®s at low to medium SNRs
when DMF is used. This is due to the bottleneck on the rateechbyg the demodulation
decision at the relay. It means that the demodulation etribiearelay limits the rate, not the
downlink fading channel from the relay to the users. Hensersl exchange rate is almost
equal to their individual reception rates.

On the other hand, for AF, the user with better channg|has a lower reception rate
thanwu,. Using this fact,us can back off its output power without affecting the data ex-
change rate. This point is significantly helpful in scenamihere users have limited power
resources, e.g. in sensor networks. The power adjustmefEfis studied more thoroughly
in Figure 4.3. In this figurey3 = 1 and1/0? = 10 dB. Then, by changing?, the users’
channels become asymmetric and we find the valué slistaining the same data exchange
rate over the asymmetric channels a®if= 1. For instance whei/o? = 1/03 = 20 dB
and+? = 0.1, up can save its transmission power by almost 80 percents.

The rate curves for? = 0.5 andv2 = 1 are presented in Figure 4.4. For AF, the
data reception rate of both users decreases compared @ Bigls For DMF, changing;
decreases the reception rateugf but the reception rate ef; is not noticeably affected in
high SNRs. This is because of the small noise power at the védtech keeps the error rate
low despite smallety; .

The curves for the achievable reception rates are presamtéidure 4.5 wherv; =
oo = 0.1. For DMF, despite high SNR at the users, the users’ recepditas are limited by
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Figure 4.2: Users’ achievable reception rates when= o2 = 0.5 and+? = 0.75 and
2

the relay decision. As a consequence, both users have adopostrates. However, for AF,
users have different reception rates and power adjustntentia advantageous. Further-
more, comparing Figure 4.2 and 4.5 shows that AF has a significbetter performance
over DMF in awide range of relay SNRs when users SNR incredsgs behavior is differ-

ent from the memoryless one-way relaying [55] where DMF shawuperior performance
over AF when users’ SNR increases. To better investigateffieet of increasing users’
SNR on the data exchange rate, Figure 4.6 is presented. s filepicts the comparison
between the data exchange rates of AF and DMF for a fixed\s seen, by increasing the
users SNR, AF starts outperforming DMF and the gap betwesngkrformance increases

by increasing the users SNR.
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4.5 Conclusion

We studied the data exchange rate between the users in a giessof WRC. For this
purpose, we assumed that the users transmit their dataBBiaK modulation over a fading
channel with AWGN. Our study showed that AF outperforms DMFaiwide range of
practical SNRs for a Rayleigh fading environment. In factlike memoryless one-way
relaying, the advantage of AF over DMF becomes even more ¢rgasing the SNR at
the user side. In addition, our analysis revealed that whensAused, power back-off at
the users can significantly save energy without affectirgaithievable data exchange rate.
The importance of this observation is more notable for gnéngited systems like sensor

networks.
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Chapter 5

Achievable Rates of Symmetric
MWRCs with AWGN

In this chapter, we compare OWR and MWR in terms of their acthk rates. First,
we prove that for MWR, lattice-based relaying ensures a gap ihanm bit from
the capacity upper bound while MWR based on decode-andafdn{DF) or amplify-and-
forward (AF) is unable to guarantees this rate gap. For DFAdRdve identify situations
where they also have a rate gap less tB&%‘—T) bit. Later, we show that although MWR
has higher relaying complexity, surprisingly, it can bepauformed by OWR depending on
K and the system SNR. Summarily speaking, for lakgand small users’ transmit power,

OWR usually provides higher rates than MWR.

5.1 Introduction

The performance of MWRCs in terms of their achievable rat lteen widely studied.
In[22], it is shown that for an MWRC, CF can achieve to wit%\}_—l) bit of the capacity
whereN is the number of users. Also, for TWRCs with FDF, it is showattthe capacity
gap is less thaé bit [56] while FDF achieves the capacity for binary MWRCs][29ng et
al. show that under some conditions, FDF achieves the capachi¥RCs with AWGN
[34]. Furthermore, they briefly discuss the capacity gaplf Fvhen all users and the relay
have equal power.

In this chapter, a detailed performance comparison betwdatk and OWR is pro-
vided. More specifically, we focus on the achievable rateyofireetric MWRCs with
AWGN under both relaying schemes. Note that the system nfodelur analysis in this
chapter is similar to the model described in Chapter 2. ForRIWe prove that similar to
CF, FDF assures a gap less tlﬁﬁl_—l) bit from the capacity. For AF and DF, we first show
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that they may have a larger th% bit capacity gap and then we find the SNR regions
where a gap smaller thaﬁlel) bit is guaranteed. In the next step, we study the achievable
rate of the system using OWR. For this purpose, we consideR®Wth AF and DF and
show that for the considered MWRC setup, DF always outpe$sokF when OWR is used.
Then, the achievable rate of MWR with CF and FDF (guarantgeifess tha@ﬁ-bit
gap) is compared with the rate of DF OWR. Surprisingly, iriespif a higher relaying com-
plexity, MWR is not always superior to OWR and we find the SNBiaas where OWR
indeed outperforms MWR. According to our study, by decreg@$$NR or increasingV,
we may see OWR surpassing MWR.

The chapter is organized as follows: The capacity gap aisdtysMWR is discussed in
Section 5.2 and Section 5.3 focuses on the rate study for QRdR. comparison between
MWR and OWR is presented in Section 5.4 and Section 5.5 cdaeslthis chapter.

5.2 Rate Analysis for MWR

In this section, we summarize our results on the capacityagabysis for different relay-
ing strategies. The capacity gap of the relaying schemdwisneasure of their perfor-
mance compared to maximum possible data rate of the systiee Be exact capacity of
MWRCs is yet to be known, here, we use the capacity upper btuddrive the capacity
gap of the relaying schemes. In the following, we consideFHDF, and AF for the capac-
ity gap study. The capacity gap for the aforementioned selsemstudied for a MWRC
where the links are AWGN channels. Note that the capacityajdpF has been studied
previously [22].

5.2.1 Capacity Gap of FDF

Using the achievable rates of FDF presented in Chapter 2,anepoove the following

theorem on the capacity gap of FDF.

Theorem 5.1 The gap between the achievable rate of FDF and the capacey of-user
symmetric Gaussian MWRC is less tfﬁﬁ_—l) bit.

Proof: See Appendix.
For numerical illustrations, the achievable rate of FDF gedcapacity upper bound for
several cases are depicted in figures 5.1, 5.2 and 5.3. Imd=gll, users’ SNR effect on

the capacity gap is studied while the effect of the relay SN&R/s are presented in Figure
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5.2 and Figure 5.3 respectively. As seen, the achievalaeofdtDF always sits above the

m-bit gap. Further, when downlink limits the rate, FDF ackigthe capacity.

3

T T
Upper bound
R WNIA) -bit gap
= ® = FDF rate
DF rate
o5l — A - AF rate
: = © = CF rate

15
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K
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2 4 6 8 10 12 14 16 18 20
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Figure 5.1: Achievable rates of relaying schemes wNes 3 and P, = 15 dB.

5.2.2 Capacity Gap of DF

Our analysis reveals that depending on SNR ahdDF may not be able to guarantee a

m-bit gap toRg;5. The following theorem summarizes the result.

Theorem 5.2 The gap betweekf,; and R{ is less than2(N—1_1) bit if either P, <
N—-1

min{2(1+NP)"~ —1,(N=1)P} or (N—1)P < P,and(N—1)P < 2(1+NP) "~ —1.

Proof: Please see Appendix.
As the numerical results in figures 5.1, 5.2 and 5.3 indidatespme SNR regions and

depending on the number of users, the capacity gap mightgmlthan%N—l_l) bit for DF.

5.2.3 Capacity Gap of AF

For AF, we state the following theorem on the capacity gap.
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Figure 5.2: Achievable rates of relaying schemes wNes 3 and P = 10 dB.

Lemma 5.1 In an N-user symmetric Gaussian MWRC,

1 (N —1)PP,
Ch=—— log 14 _TTT
R 2(N —1) 0g< +1+NP+PT>

is the maximum common rate that AF can achieve.

(5.1)

Now, the following theorem is presented on the capacity dajFo

Theorem 5.3 The gap betweeR}; and R{; is less thanz(Nl—_l) if P, < (N —-1)Pand
P?—(N-2)PP, < NPor(N—-1)P < P.andN(N-1)P?*-P-1< P,+(N—1)PP,.

Proof: Please see Appendix.
Depending on the SNR anil, the achievable rate of AF may fall under tﬁg}_—l)-bit
gap from the capacity upper bound (figures 5.1, 5.2 and 5.3).

5.3 Rate Analysis for OWR

In this section, we study the achievable rate of OWR. In a MWRIG OWR, transmission

time in both uplink and downlink phases is divided imbslots. In each slot, one user
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serves as the source and the rest are the data destinatiosts.thié source user transmits
in the uplink slot and therR broadcasts the data back to the users in the downlink slot.
Since each user transmits in only one uplink slot and stdgstsh the rest, it can upscale
its power to/N P during its transmission turn without violating the powenstraint.

When DF is employed for OWRR first decodes the received data from the source in
the uplink and then broadcasts it to the users. Then, déstinasers decode the received

signal from the relay. It is easy to show that the achievadie of DF OWR is

(5.2)

. flog(1+NP) log(1+ P;)
Rpr, —mln{ 5N , 5N

For AF, R amplifies and forwards the received signal in the uplink wathfurther
processing. The decoding is done at the destination useng. athievable rate of this
scheme is

NPE > (5.3)

1
=—1 14+ —
Raro = 55 Og( Ty NP+R
It can be shown that OW (with DF or AF) does not guarant%—bit gap.
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Now, we like to compare the performance of AF and DF for OWndghe achievable

rates in (5.2) and (5.3), we can derive the following thearem

Theorem 5.4 In a symmetric Gaussian MWRC with OWR, DF always outperfagki

terms of the achievable rate.

Proof: See Appendix.

5.4 Comparison Between the Rate of OWR and MWR

In this section, we compare the performance of OWR and MWROWR, we consider
DF which has the superior performance over AF. Also, FDF aRda& considered for

MWR since they provide a guaranteed rate performance (tsymEp).

5.4.1 Comparison of DF OWR and FDF MWR

First, assume’, < &E. Thus,

log(1 + P.
Rpr, = % (5.4)

R _ log(1+ Pr)
FDF = oN-1)

In this region, it is clear that MWR outperforms OWR due todtealler pre-log factor.

However, increasingV decreases the gap between MWR and OWR. Consider the second

SNR region wherd}> < P, < NP and

log(1 + &F) log(1+ P,)

Rypr = 2IN=1) Rprg = ——— (5.5)

In this SNR region, FDF MWR surpasses DF OWR if

P < (HT)% —1 (5.6)

Since the right hand side of (5.6) is an increasing functiof? at can be concluded that for
a fixed P, decreasing® reduces the chance of holding the inequality (5.6). It mehat
when the relay’s received SNR decreases, OWR may startrpenfp better than MWR.

Now, we consider a third region wheréP < P,.. Here,

log(1 + 2F) log(1+ NP)
_ _osb Tl 5.7
FDF = 5N 1) Rprg 5N (5.7)
Thus, MWR performs better if
NP
1+ NP)~ < (1+T)N31. (5.8)
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From (5.8) and noticing that +x)% is a decreasing function ar;ijg)(l + x)i = e”, itcan
be concluded that decreasifyor increasingV (without violating K P < P,) is in favor of
OWR. Numerical results for the comparison between the sahle rate of DF OWR and
FDF MWR are presented in Figure 5.4 and Figure 5.5. As seeenwh= 2, for small P
(low receive SNR at the relay), OWR performs close to MWR areheoutperforms FDF.
Increasing SNR causes the gap between OWR and MWR to largesetBng N = 8, we
see that for a significant SNR region OWR surpasses FDF.

3

Bits

Capacity upper bound
= ® = FDF achievable rate

= © = CF achievable rate
— A - OW DF achievable rate
I

| | I I
0 2 4 6 8 10 12 14 16 18 20
P (dB)

Figure 5.4: Comparison between the achievable rates of OWRVBNVR whenP, = 15
dB andN = 2.

5.4.2 Comparison of DF OWR and CF MWR

To compare the performance of DF OWR and CF MWR, we use two Sgkms. First,
assumeP,. < NP. Thus,

(N —1)PP,
1+ (N—1)P+ P,

> , Rpr, = log(1+ Fr) PT). (5.9)

Rcr =

log (1—1— 5N

1
2(N — 1)
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From (5.9), we can conclude that MWR outperforms OWR in tiNgkSegion when

(N —1)PP, >NN1_1

P, 1
<< TTT NP+ B

(5.10)

In (5.10), if P. > 1, using the derivative of the right hand side of (5.10), it t@nshown
that whenP decreases, MWR may lose its advantage over OWR.

Now, we consider the second SNR region what® < P,. Thus

1 (N —1)PP, _ log(1+ NP)
Rer = 5y —1yloe (1 Ly Pr> » fioro = =5 G.11)
MWR with CF performs better than DF OWR if
N-1
I+ (N-1)P)((1+NP)~ —11) <P, (5.12)

(N—1)P+1—(1+NP)'~
It can be concluded that for low SNRs, (5.12) does not hold@WR outperforms MWR.

Further, the left side of (5.12) is an increasing functionNof Thus, by increasingV,
we may start seeing higher rates from OWR than MWR. Figurésabd 5.5 depict the
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comparison between the achievable rate of DF OWR and CF MW&Rse&n, when the
number of users increase frodd = 2 to N = 8, the superiority of OWR over MWR

extends to a wider range of SNRs.

5.5 Conclusion

In this chapter, we compared the performance of OWR and MWAsymmetric Gaussian
MWRC where several users share their data through a relayhiF@nd, we first proved
that FDF always have a capacity gap less IQ@@_—I) bit while depending on the users’
and relay SNR, AF and DF may have a capacity gap Iarger%. Furthermore, for
OWR, we showed that DF is always superior to AF. By comparireggachievable rate of
DF OWR with CF and FDF MWR, we concluded that MWR is likely taperform OWR

in high SNR regions or for smalV. Conducting a similar study for fading AWGN channels

is considered as a direction for future research.
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Chapter 6

Optimal User Pairing to Maximize
the Achievable Rate in Asymmetric
MWRCs with ANGN

We study an asymmetric multi-way relay channel where usars tifferent channel condi-
tions. For both FDF and pairwise DF, we first show that due &gual channel conditions,
the achievable common rate of the pairwise strategy dependbe order in which the
users are paired. This motivates us to find the pairing sfyateaximizing the achievable
rate. This rate is then compared with the capacity upperdbama the achievable rate of a

random user pairing.

6.1 Introduction

An efficient approach to enable data communication in an MVidR@airwise users’ trans-
mission which is adopted in FDF. In [25], the authors argus thhen there is no direct
user-to-user link, pairwise network coding is the optimahtegy for the considered net-
work setup. Furthermore, it is shown in [57] that for a clasnalti-way relay channels,
which can be converted to deterministic broadcast chanpeisvise network coding is the
optimal approach. Pairwise transmission also has a reblgodacoding complexity since
the relay needs to simultaneously decode only two usersraea Further, due to its simple
transmission scheduling, pairwise transmission can leamdituation where the number of
users dynamically changes or significantly increases.

Here, we study the performance of pairwise relaying for MVgR@er asymmetric
channels with AWGN. We consider two different scenarios gairwise relaying: FDF
[29, 34] and pairwise decode-and-forward (PDF). In bothesués, at each uplink trans-

mission, only two users communicate with the relay. Theed#iice between these two
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approaches lay in the way that the relay treat the usersSinated messages. While in
FDF the relay directly decodes the sum of the users’ messagd2DF, it decodes the
users’ data separately and then forms the sum of them. Natetin considered pairwise
DF is different from full DF where all users simultaneousigrismit their data to the relay.

For these two schemes, we first show that the achievable fdlbe system depends
on how users are paired for transmission. Furthermore, tbtfia ultimate performance
of pairwise relaying, we find the optimal user pairings forf=8nd PDF maximizing the
achievable common rate. We also derive an upper bound orothenon rate of the con-
sidered asymmetric MWRC and compare the performance of FFPDF (with their
optimal pairings) with this bound. Furthermore, the achi@e rates of FDF and PDF with
their optimal pairings are compared with the rates of FDFRD& when random pairings
are used to investigate the performance improvement madeityroposed pairings. Our
study shows that the optimal pairing improvement is moreiicant in low SNR region
for FDF while it is more pronounced in high SNRs when PDF isliagp

The organization of this chapter is as follows: The preliamies and system model are
presented in Section 6.1. Common rate analysis for FDF arteldid their proposed opti-
mal pairings are brought in Section 6.3 and Section 6.4 otispdy. Numerical examples

are presented in Section 6.5. Finally, Section 6.6 congltitie chapter.

6.2 Preliminaries

Here, it is assumed th&f > 2 users, called:, us, . .., uy, want to communicate through
a relay, R, such that each user sends and receives data from all othes. Us/e refer to
the users’ data by, zo, ...,z and to the relays transmitted datady Each user has a
limited average transmit powét while relay’s average transmit powerfs. Further, users’
channel gains to the relay ahg, ho, ..., hy respectively. Without loss of generality, it is
assumed thdh; | < |ho| < ... < |hy|. The received signals at the users and the relay are
contaminated by Gaussian noise with varianée

For an MWRC with FDF or PDF, the uplink and downlink phasestiwreled into/NV —1
MAC and broadcast (BC) slots (phases) [29, 34]. In a MAC sqtair of users transmits
their data to the relay. With FDF, relay directly decodesgshm of the users’ data using
nested lattice coding [42] while relay decodes the mességaah user separately [35]
(similar to conventional full DF relaying) when PDF is usaaldhen forms the sum of the

messages. In the BC phageproadcasts the sum message to all users. One round of users’
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communication is accomplished aftdr — 1 MAC and BC phases. Now, since each user
has receivedV — 1 independent linear combinations of the other users’ datan decode
the data of all of them. Please notice that in FDF and PDF sebeosers do not transmit
in all MAC slots. Thus, to have an average user powdPaii;’s can upscale their power to
¥ in their transmitting slot without exceeding the averagegaPl [34].

We denote the transmission sequence:by u.s, . . . , uon, Meaning that the consecu-
tive users in the sequence are paired for transmissioRu€ w2 }, {2, Uo3 }, -..). Here,
the channel gains fai,;, ue2, . . . , uon are denoted b¥i,i, hoo, .. ., hon. Notice thatu,,
is not necessarily the same as Figure 6.1(a) demonstrates the MAC phase for pair

(tois Uo(i+1)) @nd the BC phase is shown in Figure 6.1(b).

Relay

T Tit+1

U1 U2 Uoi Uo(i+1)  Uo(N-1) UoN
(a) ith MAC phase

Relay

U1 U2 Uoi Uo(i4+1)  Uo(N—1) UoN
(b) ith BC phase

Figure 6.1: Demonstration of thith MAC and BC phases

In this chapter, we are interested in the common rate cgpaigitairwise MWRCs. The
common rate capacity is the data rate that all users carbheli@nsmit and receive data.
According to this definition, if we denote the maximum achige data rate during thi¢h
MAC phase byrRM and the maximum achievable rate in ttie BC phase byz?, then, the
rate during theth MAC and BC phases iR¢ = min{R}, R®}. Now, one round of data

communications happens ovar — 1 MAC and BC phases and the users’ common-rate

54



capacity of pairwise relayingz®, is defined aft® = 1+ min;{R¢}.

For the described MWRC, we derive the following bound on tbemon data rate.

This bound is later used to evaluate the performance of thgaged optimal pairings.

Theorem 6.1 DefiningC(z) = 3 log(1+x), the common rate of the aforementioned fading

MWRC with AWGN is bounded by

PN hl? B |?
R%B:me{q 22;1 il (Bl )}. 6.1)

N -1 2 o2
Proof: See Appendix. |

N—1 |
Corollary 6.1 SinceC(w) < C(le';iW), whenP, < (N —1)P, we have

o2

RYp = ﬁC(%@F). In this case, the bound is forced by downlink.

6.3 Common Rate Analysis for an MWRC with FDF

In this section, we first study the achievable rate of FDF #eah tdiscuss how the order
of users’ transmissions affects the achievable rate. Asraim result of this section, an

optimal user pairing to maximize the common rate is found.

6.3.1 Common Rate of FDF

In theith MAC phase,; andu, ;1) transmit. According to [58]RM satisfies the follow-

ing conditions

1 |hoi|? N P|hy|?
M<—1 + o1 | 01 6.2
= =% (|hoi|2+|ho(i+1)|2 202 ) (6:2)
1 |hogi1) 2 NP|hyi1)]?
M<_1 + O(H‘ ) O(H' ) 6.3
o e T 202 ) €3)

wherelog™ (z) = max{log(x),0}.
Transmission in théth BC phase is a broadcast channel with no private message for

users. ThusR transmits with the rate of the user with the worst channetid@mm. Hence

Pr‘th

P.lhi|?
2 ):C( | 1|

RE < min (( 5

j=1,2,.,N o

- ). (6.4)

Now, common rate of FDHRgp, is derived using the rate definition in Section 4.2.

Theorem 6.21f 0 < P, < ¥ — ‘;L’f'Q, FDF achieves the capacity upper bound.
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Proof: From Corollary 6.1, RVE = 1 C(%’?F) is the rate upper bound. Also, for &l

- N—-1
we have ) ) ,
NP|h| |hoi N P|hoi
log (— =1 ) <1 6.5
R R (e v ©9)
; NP o?
Now, if 0 < P, < R then
P, |hy|? NPy |?
log ( 1+ Brlll™ o log NP|ul” (6.6)
02 202
and R = v C(2E) Thus,Re,, = RVE. |

Remark 6.1 Whenos — 0 and P, < N P/2, pairwise FDF achieves the upper bound.

6.3.2 Optimal User Ordering

The order of users pairing affects the boundij's in (6.2) whenN > 2. This in turn can
influence the achievable common ral%;. As a consequence, by carefully choosing the

users’ pairing, one can maximize the achievable rate.
Theorem 6.3 The optimal user transmission sequence for FDF, cafledis
(Uoty -y uoN) = (ur,ug, ..., un). (6.7)
Proof: See Appendix. |

Remark 6.2 For FDF, the effect of the optimal pairing is more significambhen1 /o2 is
small. In this situation P|h;|*/o* and P|h,1)|*/o? are small. Thus, the terms within
the logarithm in (6.2) heavily depends (1] / (|oi |+ hio(i+ 1) |*) @nd | o1y 2/ ([ hos| 24

|Po(iv1) ) and consequently user pairing.

6.4 Rate Analysis for an MWRC with PDF

Here, we find the optimal user pairing maximizing the rate Bf Bor this purpose, we first

find the achievable rate of DF over an asymmetric MWRC with AWG
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6.4.1 Common rate of PDF

When PDF is used, the transmission in ttieMAC phase is a conventional multiple access

transmission. Thus [35],

NP|hyi|?
) < (MMl (6.9)
NP|hyiion|?
RM < C(7|20(2+”| , 6.9)
1, NP(|hoi* + |hoiir1)?)
R < S 5 GRLIAY (6.10)

The BC rate constraint iB? < C(%@P), similar to FDF. Now, the achievable rate region

of FDF is derived using the common rate definition in Secticgh 4

Theorem 6.4 If P, < < 1+ PA;'Q”P - 1> ‘;L’f'Q, then PDF achieves the upper bound.
Proof: Note that from (6.10)

NP|h1|2 NP(‘hoiyz"i_‘ho(H—l)P)

Vi: C( 2 ) <C( 552 ). (6.11)
Also, ) )
. 1 _ NP|h] N P|hy|
= C(———) < (——— .
Vi 2C( 2 ) < C( 552 ) (6.12)

Meaning thatQ(A}_l)C(NJjQ”Q) is a lower bound for the rate in the MAC phase. Now, if

the condition in the theorem holds, we ha&(e%) < %C(%). As a consequence
1 2

Rip= mC(ﬂ:;—) and Corollary 6.1 completes the proof. |

Remark 6.3 The above theorem shows the optimal region for PDF in terntiseochiev-
able rate. Unlike FDF, for a fixed®., wheno increases (lower SNRs), the condition in

Theorem 6.4 is more likely to hold, decreasing the gap betiaia- and the upper bound.

6.4.2 Optimal User Ordering

The achievable rate of PDF in (6.10) is affected by the ordlersers’ pairing. Thus, by

choosing a proper user pairing, the achievable common ndi@nees.

Theorem 6.5 The optimal transmission sequence for maximizing the comate of PDF,
called Sy, is

(uol, ce ,UON) = (ul,uN,ug,uN_l, ce ’ul_%ﬁ-l)' (613)
Proof: See Appendix. |
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Remark 6.4 For smallo, the term inside the logarithm in (6.10) can be well apprcadea
by P(|hoi|* + |hogi+1)|?)/0”. As a consequence, the improvement of the achievable rate

made by the optimal pairing is more significant.

6.5 Simulation Results

To evaluate the performance of the proposed optimal orgeriwe now present some ex-
amples. In our simulations, it is assumed that the chanretigden the users and relay are
Rayleigh fading with average power gain equal to 1. More i§jgadly, in each round of
communication, users’ channel gains are assigned bas&drealization of a Rayleigh ran-
dom variable. Notice that the fading is slow and users’ ckagains stay unchanged during
one complete round of data exchange between the users1i( MAC and BC phases). We
use Monte Carlo simulation to average the achievable ratethe channel gains.

Figure 6.2 presents the plots for the normalized gap betwezachievable rate of the
optimal pairing and a random paring whéh= P, = 1. Denoting the achievable rate
of optimal pairing and random paring by, and R respectively, the normalized gaf,
is defined a7 = (RS — RY)/RS. The normalized gap is a measure of improvement by
optimal pairing over a random pairing. As mentioned in Réa@g®, for lower SNRs, the
improvement over by the optimal pairing is more significamt FDF. As we expect from
Remark 6.4, in high SNR region, optimal pairing results in @renvisible improvement
over random pairing when PDF is used.

Figure 6.3 depicts the comparison between the achievatdeofgpairwise relaying,
achievable rate of full DF and the rate upper bound. As expefiom Remark 6.1 and
6.3, FDF has a better performance over high SNR region anddae® rates close to the
upper bound, while PDF is more efficient in low SNRs. By insieg the number of users
while keeping the SNR fixed, downlink will more likely limibe rate (Corollary 6.1). As a
consequence, the gap between FDF and the upper bound @scréasseen, with a higher
complexity cost, full DF provides higher data rates.

In Figure 6.4, we consider the situation whéte= N. In other words, relay linearly
increases its power based on the number of users. As seésfigtite, by increasing/o?,
the gap between pairwise relaying and upper bound increls#ss case, the condition in
Corollary 6.1 does not hold and uplink is the bottleneck. idéthat the uplink achievable
rate is always less than its associated upper bound.

The achievable common rate based on the number of usersigetem Figure 6.5.
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Figure 6.2: Normalized gap for optimal and random pairinggwR,. = P = 1.

Since we are in the low SNR regionis,o? = 5 dB, as we expect, PDF outperforms FDF.
Similarly, for larger SNRs, say/c? = 20 dB, simulation results show the superiority of

FDF over PDF. These results are omitted here in the favorarfesp

6.6 Conclusion

Here, we proposed optimal user pairings to maximize the comrate of FDF and PDF
over asymmetric fading MWRCs with AWGN. Their achievableeravith optimal pairing

were then compared with the rate upper bound as well as thevatte rate of random
pairing. The performance improvement by optimal pairinpp@re significant in low (high)
SNRs for FDF (PDF). Also, we concluded that PDF (FDF) is adogitiirwise strategy in
low (high) SNRs. Finding optimal user pairing in order to nmaize the sum-rate in an
asymmetric MWRC with AWGN is possible for future work.
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Chapter 7

Low-Latency Relaying Schemes for
Erasure MWRCs

In this chapter, we consider an erasure MWRC (EMWRC). Asagmb feedback channel
between the users and the relay, we first identify the chgdierfior designing a data sharing
scheme over an EMWRC. Then, to overcome these challengesropese practical low-
latency and low-complexity data sharing schemes based umtdim coding. Later, we
introduce the notion of end-to-end erasure rate (EEER) aadl/tically derive it for the
proposed schemes. EEER is then used to calculate the duleieade and transmission
overhead of the proposed schemes. We further find an uppadlmuthe achievable rates
of EMWRC and observe that depending on the number of userstaarthel erasure rates,

our proposed solutions can perform very close to this bound.

7.1 Introduction

MWRCs have been initially proposed and studied for Gaug&i2y84] and binary symmet-
ric [29] channels when the channel state information is kmatvhe relay as well as users.
Hence, they can use this information to apply appropriatenchl coding. However, the
channel state information may not be always known, e.g. \tmetinks between the users
and relay are time-varying. Under this situation, chanwoeling fails to provide error-free
communication. From the viewpoint of higher network laydhss is seen as an erasure
channel where the data (packet) is received either perfectompletely erased. Another
possible situation where the erasure channel fits is a fagimgonment when one or more
users experience a deep fade resulting in the signal loke atlay. Thus, recently erasure
models for multi-user relay communication has been consitlf59-61]. In this work, we
focus on erasure MWRCs (EMWRCs) and seek effective datanghschemes for them.
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Packet retransmission protocols are a simple solutionrttoab erasure. However, these
protocols are wasteful in EMWRCs especially in the broatdphase. To be more specific,
if any user misses a broadcast message, a retransmisstongriorces the relay to broad-
cast its message to all users again. Further, implemenanogep retransmission schemes
or fixed-rate codes to combat erasure requires having fekdtbeannels between the users
and the relay [62]. Having such feedback channels is notyaigasible. Fountain coding
(e.g LT codes [63] or Raptor codes [64]) is another well-kn@slution which is shown to
be near-optimal for erasure channels without the need &milfack [62]. Considering the
benefits of fountain coding in broadcast scenarios, in tlikywwe assume that data sharing
is done with the help of fountain codes. As we discuss latgpjementing fountain coding
for EMWRCs has many challenges. These challenges arefiddraind considered in the
design of our strategies.

The notion of fountain coding for wireless relay networks baen originally proposed
in [65] where one source sends its data through one or maagsréd a destination. It is
shown that the presented fountain coding scheme is sinedtesty efficient in rate and
robust against erasure. In [66], a distributed fountainirgpdpproach is suggested where
two (four) users communicate to a destination via a relay evasure channels. Also,
fountain coding can be exploited to relay data across meltipdes in a network [67].

In addition, [68—70] consider fountain coding scenariadifferent setups of relay net-
works over fading channels. Molis@t al. consider a cooperative setup in [68] where one
source sends its data to a destination through multiplgsedad argue that using fountain
coding reduces the energy consumption for data transmigsim the source to the desti-
nation. Also, in a fading environment, [69] and [70] applymbain coding to improve the
performance in a four-node (two sources, one relay, and estndtion) and a three-node
(one source, one relay, and one destination) setup regplgcti

Applying fountain coding to EMWRCs, however, has its ownldmges. First, it is
undesirable to perform fountain decoding and re-encoditigearelay as it requires waiting
for all data packets of all users. To avoid this latency, weiaterested in data sharing
solutions that can work with fountain coding/decoding oaf\the users. Second, if users’
fountain codes are not synchronized, each user needs kottimcombinations of packets
formed at all other users. This means either extra trangmisserhead or extra hardware
complexity. Third, since data of all users are mixed durimg transmission, fountain de-
coding will almost surely fail at some users as the receivegrek distribution will differ

from that of the transmitted one. In particular, the weightiegree-one equations will be
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very small (due to mixing at the relay), causing the decodetdp at early stages. Thus,
the users’ data sharing strategies must be designed to ttmgproblem. Finally, we like
to have data sharing strategies that are readily scalalietd number of users.

It is important to notice that the existence of the side imfation in each user (i.e. each
user knows its own data) makes EMWRCs different from on-vedgyr networks in which
a set of users, called sources, send their data to anotheaBetl destinations. An efficient
data-sharing strategy for EMWRCs should make use of thesisidrmation effectively.

The focus of this chapter is on devising efficient data trassion strategies based on
fountain codes for EMWRCs. Considering the design chaiergpinted above, we devise
two data-sharing scheme that (i) need fountain codingfiagoonly at the users’ side (thus
they have low latency) (ii) can decode each user’s data atgbar(thus fountain decoding
will not fail) and (iii) are easily scalable with the numbdrusers. We also show that the
system’s performance can be further improved by performsingple matrix operations at
the relay as well as shuffling the users’ transmission order.

To evaluate the performance of the proposed schemes, wduce the concept @nd-
to-end erasure ratéEEER). Using EEER, we compare the achievable rate of owersek
with the existing conventional one-way relaying (OWR). thermore, we derive an upper
bound on the achievable data rate of the considered EMWRE athievable rate of our
schemes are then compared with this bound to determinepgdgormance gap. This com-
parison reveals that depending on the uplink and downliakwee probabilities and number
of users, our proposed data sharing strategies can getlesgy/to the rate upper bound and
outperform OWR. The proposed schemes are also comparedOWtR in terms of their
transmission overhead. The implication of this comparisaimat for small erasure prob-
abilities or small number of users, the proposed schemesraalish data sharing between

users with a smaller overhead.

7.2 System Model

In this chapter, we study an EMWRC wifki users, namely, us, ..., uy. The users want
to fully exchange their information packets with the hel@dfow-complexity) relay. Each
user haskK information packets and we assume that the information giackre seen as
data bits. It means that for thigh packet at:;, denoted by, ,, we havem, ;, € {0,1}.
Also, at a given transmission turn, the transmit messagg, aferived from its information

messagesn; 1, ..., m; i, is denoted byr; € {0,1}. Although the channel inputs are

65



binary, the channel outputs are from a ternary alphdbet, £'}. Here, E denotes the
erasure output.

To share their data, users first send their transmit messatjes uplink phase. In each
uplink phase, some (or all) users send their data to the.ré&lag transmitted packet af;

experiences erasure with probabiligy in the uplink phase. Thus, the relay receives

N
ye =Y aibix; (7.1)
i=1

where the summation is a modulo-2 sum. In (7dl)is a binary variable showing whether
x; is transmitted in the uplink or not. Far;, a; = 1 indicates thatz; is transmitted and
a; = 0 otherwise. Also, the Bernoulli variablg represents the erasure status:pfHere,

b; = 1 (with probability 1 — €,,) means that; has not been erased in the uplink. In (7.1),
if all transmitting users experience erasufe= E.

Please note that a similar transmission model has beendesadiin [59—61] to model
erasure two-way relay and multiple-access channels. Tdsuer multiple access channel
in (7.1) models a wireless multiple-access channel whegesusansmit their data over a
fading environment [60]. When some users go into the deeg thé relay loses their signal
and their transmitted data are erased. In the case of deevVad all users, the relay does
not receive a meaningful signal and declares erasure.

After receiving the users’ data in the uplink phase, theyrdams its message, based
ony,. Inthe downlink, relay broadcasts its message to all usemsisses relay’s broadcast
message with erasure probabildy and receives it with probability — €4, .

After receiving the relay’s broadcast message, each usetrfis to separate different
users’ data from each other and then decodes them. The @pichownlink transmissions
should continue until each user is able to retrieve the médion packets of any other user

(full data exchange).

7.3 Data Sharing Schemes

In this section, we propose our data sharing schemes folishessed EMWRCs. Our pro-
posed data sharing schemes consist of four principal gafsuntain coding at the users,
i) Users’ transmission strategy, iii) Relay’s transmigsistrategy, and iv) Data separation
at the users. In the rest of this section, we discuss eactesé tparts in detail. The perfor-
mance of these schemes is later evaluated by comparingaitig#vable rates with a rate

upper bound derived in Section 7.5.
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7.3.1 Fountain Coding

To sustain reliable communications in an EMWRC, an appab@rscheme should be em-
ployed to combat erasure. Retransmission protocols are@esapproach for this purpose,
however, they are wasteful for EMWRCs due to the signifigalatige number of transmis-
sions that is needed to ensure receiving data by all uselng iIB€ phase [62]. Furthermore,
implementing retransmission protocols as well as congaati erasure correcting codes
(e.g. Reed-Solomon codes) requires a feedback channetéetine users and the relay.
Another approach for combating data erasure is fountaiingogthich provides reliable
data communication without the need for a feedback chamméhie following, we describe
how fountain coding is employed in our proposed data shawhgmes.

If relay wants to perform fountain decoding and re-encodtiefpre forwarding the data
to the users, it should walit to receive all data packets frbmsars and then decode them.
This causes a significant delay in the data sharing procdsss, Th our proposed solution,
the fountain encoding and decoding are performed only atiiees. More specifically,
u; encodes its information packets; ;, wherek = 1,2,..., K, with a fountain (e.g. a
Raptor [64]) code and forms its transmit messageAs mentioned previously, we denote
the packets by binary symbols for the sake of simplicity.

In addition, the fountain encoders at the users are coresiderbe synchronized. With
synchronized encoders, each user can easily keep track obthbinations of the packets
formed at the other users without exposing extra hardwangptzxity or overhead to the
system. Knowing the combination of the formed packets isoirtgmt to proceed with the
fountain decoding at the users. To implement synchronipedtiin encoders, users have
identical random number generators with equal initial séed

After encoding their packets, users send them in the uplivase. They continue trans-
mitting fountain-coded packets until the data sharing issfied and all users have the
full data of any other user. Assuming information packets at each user, if data shar-
ing is accomplished after sending tl#€'th encoded packet, the overhead is defined as

0 = K2K [62]. Please note that here, we consider the transmissiernead to evaluate

the performance of the data sharing strategies. As we saebgtreducing EEER, our pro-
posed strategies can effectively decrease the transmissi&rhead. Another commonly-

used measure for fountain codes is the reception overhegth wWlbpends on the character-

*An alternative to our synchronized scheme couldlistributedfountain codes, where the data of multiple
sources are independently encoded in a way that the regudtirstream would have a degree distribution
approximating that of the fountain code [66]. The schemeoiseasily scalable and its performance suffers
from uplink erasures.

67



istics of the underlying fountain code. Since we do not de#i the fountain code design,

reception overhead is irrelevant to our discussions.

7.3.2 Users’ Transmission Strategies

In our proposed data sharing schemes, we defirmeiad of communicatioconsisting of
L uplink and L downlink transmissions (time slots). During one round ahoounication,
users want to exchange one of their fountain coded packeigerming on the users’ trans-
mission strategy, a set of users simultaneously send thaitdéin coded packets to the relay
in each of thesd time slots. A users’ transmission strategy is determinethbytransmis-
sion matrixA = [a;;]rxn. According toA, u; transmits inith uplink slot if a;; = 1.
Otherwiseu; stays silent and does not transmit.

In thelth uplink slot, the relay’s received signal is

N
Yrl = Z ay; by ;. (7.2)
i1

In (7.2), b, ; is a Bernoulli random variable representing the erasuteistt z; in the ith
uplink slot. Here,b;; = 0 with probability ¢,, andb;; = 1 with probability 1 — ¢,,.
Definingx = [z;]nx1 andy, = [y:ilx1, (7.2) can be rewritten in the following matrix
form

Yy, = (A®B)X=AX (7.3)

In (7.3),B = [bi]xn and® represents the Hadamard product. Al8g,is the relay’s
received matrix.
In this work, we consider three different users’ transnoissstrategies: conventional

one-way relaying and our proposed pairwise transmissiaesgfies.
One-Way Relaying (OWR)

In this scheme = N, and the data of each user is solely sent to the relay in onleeof t
uplink slots. For OWR, the uplink transmission matfixs an N x N identity matrix, i.e.
A =I(N).

Minimal Pairwise Relaying (MPWR)

The scheme divides the uplink and downlink idte= N — 1 transmissions. A sequential
pairwise data communication to the relay is used in MPWR drtiqular, in time slof of

the uplink,u; andugy transmit to the relay. The scheme is shown to be capacityacig
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when the links are binary symmetric [29]. The MPWR'’s uplinkrismission matrix is

1 1 00 ... 00
0O 1 10 ... 00

A = . . (7.4)
0 1 1

(N-1)xN
One-Level Protected Pairwise Relaying (OPPWR)

By using one extra uplink time slot compared to MPWR and sendi pairwise combina-
tion of the first and the last users, OPPWR has an extra prateagainst erasure compared
to MPWR. More specifically, it can tolerate at least one emr@gither in uplink or in down-

link transmissions, which does not hold for the MPWR schelrm.this scheme,

11 0 0 0 0
0 1 1 0 ... 00

A = . (7.5)
0 1 1

—_
o
o
—_

NxXN
7.3.3 Relay’s Transmission Strategy

After receivingy, in the uplink phase, relay forms its message= [z, ]1.«1 based ory,..
Then, X, is sent to the users ih downlink transmissions. As mentioned before, we like to
sustain a low-latency and simple relaying. To this end, wesitter two different scenarios
for the relay to form its message,.

In the first scenario, relay simply forwards its receivechalgi.e. x,; = y,;, in each
time slot. In this case, relay does not need to buffer theivedesignals in the uplink slots
and has the minimum relaying latency.

In the second case, relay has a buffer with lengtbr its received signal and is capable
of performing simple elementary matrix operations. By étifig the received signals in
the uplink slots and knowing which packets have been erdbedelay formsA,.. Now,
if any erasure has happened in the uplink, relay performmaiéary matrix operations
on A, and tries to retrieve the original transmitted math»or at least some of its erased
elements. The result of the matrix operationsAgnis calledA. Relay then performs the
same matrix operations on to form x,. In other wordsx, = Ax. We call this method
matrix reconstruction Since relay may be able to retrieve some of the erased eterokn
A, doing matrix reconstruction can lower the effective uplarasure rate. Note that no

fountain decoding is needed at the relay and the low-latezgyirements are still met.
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Example 7.1 Consider an EMWRC wittv' = 3 users and OPPWR is used as the users’

transmission strategy. In this case,
1 1 0
A=10 11 |. (7.6)
1 0 1
Now, assume that in the third uplink transmissiag’s data has been erased. Thus
110
A=011]. (7.7)
100

If the relay does the modulo-2 sum of the first and second rdw#s,dt can retrieveA.
Thus, in this casé& = A. Note that if the relay does not perform reconstruction anpd is

erased in the downlinkgs will be lost, but with reconstruction, it can be retrieved.

7.3.4 Data Separation

After receiving the downlink signal from the relay and knogiits own transmitted packet,
each user first separates the data of users before proceeitlinipe fountain decoding. If
the data separation is not done, the user should treat alffictah all other users as a large
stream of fountain coded packets. This can result in thar&ibf fountain decoding due
to not receiving enough degree-one packets. After sepgrdita packets, the user stores
them to proceed with the fountain decoding.

Here, it is assumed that the users know mafixThis can be achieved in practice by
adding an overhead of sizZ8V to each packet. For practical cases, this extra overhead is
negligible compared to the size of the packets.

Lety, = [y1.:].x1 be the received vector at after one round of communication. Here,
eithery,;; = x,; ory,; = E. The received downlink signal ai; can be written in the
following matrix form

Y; = A X (7.8)

whereA,, is the received matrix at;. Here, the rows of\,, are equal to the rows A
except that some rows are erased.

Without loss of generality, we consider the data separatian. Knowing its own data
packet,u; tries to find other users’ transmitted data by solving théofaihg system of
linear equations

Arx = [z1y,]" (7.9)
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where
10 ... 00
A = ( A, > . (7.10)

The transmitted packet of usgrz;, is erased at; when it cannot be retrieved by solving
(7.9). From (7.10), it is seen thatshould be at leasy — 1 to make data separation feasible.
After separating the data packets of each ugemvaits until receiving enough packets to

proceed with the fountain decoding.

Example 7.2 Consider an EMWRC witlv = 4 users. In this EMWRC, MPWR is used
and the relay simply forwards its received messages wittlourlg reconstruction. In this
case,
1 1 0 0
A=10 110
0011
Now, assume that; is erased in the second uplink transmission. Alsg, has been erased

(7.11)

in the downlink and the received signalatisy, = [01 E]”. Assuminge; = 1, u; forms

the following system of linear equations to fing x5 andx,:

1000 ) 1
1100 z | | o
0010 s || 1| (7.12)
0000 24 E

From (7.12),u; finds thatzy, = 3 = 1 while z4 is declared as erasure.

7.4 End-to-end Erasure Rate

To study the performance of the three aformentioned schenwestroduce a useful con-
cept called end-to-end erasure rate (EEER). This concéptpdul in: i) finding the achiev-
able rates of the schemes, and ii) calculating their trassion overhead. Consider an ar-
bitrary user,u;. For anyj # 14, if we are able to identify the erasure ratewgfs packets
atu;, denoted by; ;, we can simply model the communication between this pairsefsi
with an erasure channel with the erasure probability; of The achievable data rate over
this channel is them — ¢; ;. Also, the transmission overhead of an ideal fountain code f

data transmission from; to u; over this channel is

O = —2l (7.13)

1—eij
Based on the above discussion, we define pairwise EEER whible ierasure rate between
a pair of users where one of them serves as the data sourcbenther one as destina-

tion. Having NV users in the systems resultsivﬁzg;l) pairwise EEERs. Now, we define
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maximum EEER, which we simply call EEER and denote it pyas the maximum erasure
rate over all pairs of users. In other wordg,= maxe; ;. Since the achievable common
data rate,R, is determined by the data transmigéion rate between the egperiencing

the worst erasure, we have= 1 — ¢;. With a similar argument, the overall transmission

overhead is

0o=-S_ (7.14)
1—¢f

Please note that in practice, the transmission overheagerl than (7.14) due to using

non-ideal fountain codes.

7.4.1 EEER Calculation for OWR

Using OWR, a packet sent from users received by usej if it is not erased neither in
the uplink nor in the downlink. Thus, defining, = 1 — ¢,, andEdj =1—e¢q;, We have

€ij = 1 —€,€q,.- Now, EEER is

eI = maxe; j = 1 — mine,,eg; . (7.15)
2,7 J

)

Note that the reconstruction process at the relay is noffilelghen OWR is used since
the relay receives the data of a specific user in only one kigliannel use. Further, for a
symmetric EMRWC where for all, ¢,, = ¢, ande;, = ¢4, pairwise EEERs are all equal

for any pair of users.

7.4.2 EEER Calculation for MPWR

For MPWR, the relay receives the data of each user (excegirghe@nd the last ones) in
two uplink time slots. Thus, it may be able to employ data nstwction forus to w1 in
order to retrieve their data if it is erased in only one uplirdnsmission. In the following,
we study EEER for both cases when the relay does not perfotanrdeonstruction and
when it does.

MPWR without ReconstructionFirst, we studye; 1, the pairwise EEER ofy;, i =
2,..., N, atu;. Then we extend the analysis to other users. For decoding &t us call
the probability of findingr; atith or (i + 1)th rows ofA; by Pl (i) and P} (i) respectively.

First, we calculate”]! (i). Notice thatP] (1) = 1 sincex; is always known at;. For
i > 1, z; is found in rowi when this row is not erased in the downlink phase and : (i) No
erasure has happened in roduring the uplink phase and the valueigf ; has been found

from rowi — 1 or (ii) In the ith row, z;_ was erased in the uplink phase, whilghas been
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perfectly received (only; exists in this row). Hence,
Pll(z) = €4, (Euiguiflpl(i - 1) + Euieuifl)' (7.16)

Having P} (1) = 1, by solving the above recursive equation for 2,..., N, all Pl(i)'s
are found.

Now, we calculateP;} (7). Sincexy appears just once in (7.9) when MPWR is used,
P}(N) = 0. Also P;(1) = 1. By a logic similar to the one used for the calculation of

P(i), fori=2,...,N — 1, we have
P21 (Z) = €d, (EuiEuiJrlPZ(i + 1) + Euieui+l)' (7-17)

Now, to complete the pairwise EEER calculation, we just rtedfthd P! (i) represent-
ing the probability of findingz; atu, in bothi and (i 4+ 1)th equations. Hereg; can be
retrieved from bothth and(i + 1)th rows if none of these rows is erased in the downlink
andx; does exist in both rows. Also, one of these situations shioajben: (iy; 1 in row
tandz; ;1 inrowi+ 1 are both erased in the uplink phase, (ii) Eitker; or z;; is erased
in the uplink phase and the other one was found before sothimgorresponding equation,
(i) Nothing is erased in the uplink phase amgd ; andx;,; have been previously found.

Thus, fori = 2,..., N, we have
Pl (i) =83,E | €us 1 €usyy +Eussrus PL(i— 1)+ €u; 1 Euyyy Py (i+1) (7.18)
s Funy PLI— 1) PY (it )].
Now, the probability of findinge; atu; is
PY(i) = P} (i) + P5 (i) — P}(3) (7.19)

ande;; = 1 — P1(i).

Let us derive the probability of finding; at userj, called P/(i). Sincex; is known
at userj, finding the values of;_1,z;_2,...,2; can be seen as findingp, z3,...,z;
at u; when there are only users in the system trying to exchange their data. Thus, for
i=1,2,...,5—1, Pi(i) = PY(j — i+ 1) where P!(-) is calculated when there aye
users in the system. Similarly, for=j + 1,5 +2,..., N, we haveP’ (i) = P'(i — j + 1)
when only N — j + 1 users exchange their data. Hengg, is derived. Similar to OWR,

fIPWR — max €; ;. Furthermore, the average erasure rate that each useiesqesr is

)

(MPWR _q  JELELA (7.20)




The importance of MW E js |ater discussed in Subsection 7.4.4.

ave

Remark 7.1 Assume a symmetric EMWRC whege = ¢, andeg, = ¢4 for all 4. In this
case, unlike OWR, pairwise EEERSs are not necessarily equethWIPWR is used. Further,
it can be shown that

min P7(i) = PY(N) = PN(1). (7.21)
752

Thus,elj\c/ﬂ)\’vR = maxe; j = 1 — PY(N).

Zhy

MPWR with ReconstructiorReconstruction at the relay is performedAnand gives
A. Its purpose is to reduce the uplink erasure rate withoettffg the downlink. In the
following, we find the equivalent uplink erasure rate whenWR along with relay recon-
struction is used. The equivalent uplink erasure prolgtifi z; in jth pairwise transmis-
sion is the probability of not being able to retrieve ijtit equation even after reconstruction
at the relay. Notice that; appears ir{i — 1)th andith equations oA. Thus,j € {i —1,}.

First of all, if z; or zy is erased in its associated transmission, it never can beved
since these data packets appear in only one rotv. ow, assume that;, 2 <i < N —1,
is erased ini — 1)th equation. To findc; from the rest of equations, one of these cases
should happen: i};; is erased inth equation whiler; exists there, ii) Both:; andx;, 1
exist inith equation, and only; ., is received by the relay ifi + 1)th equation, and so on.
This continues until the case whereajls in theith to (N — 2)th equations exist andy is
erased from thé N — 1)th row of A while 25— exists. Thus, the probability of retrieving
x; in the (¢ — 1)th row of A, when it has been originally erased in the uplink transmissio
is

j—1

N
Qi1 _ = _ 2 _ 2 _2 - _2
P! =Eu, €usr Hu €y Curro e €y, T By Cun = Euy E {euj H euk}.
j=it+1 k=i+1
(7.22)

Having PY1 the equivalent uplink erasure ratexfin (i — 1)th equation is

il = ¢, (1 — PH7Y), (7.23)

u

Now, assume that; is erased irith equation. It can be found if: &); appears irfi—1)th
equation whilex;_; is erased, ii) Both:; andx;_; appear in(i — 1)th equation and only
x;—1 is received by relay it — 2)th equation, and so on. The last possible situation is when

x1 is erased in the first equation whitg exists and none of;’s in the second tg: — 1)th

74



equations is erased. Thus, the probability of erasure ciwrefor x; at equation is
i—1 i—1
i — - =2 - =2 =2 — =2
P =%y €y, TEu €y Cup ot T EE. | E €y = By Z{euj H Cup )
j=1 k=j+1
(7.24)
Similarly, the equivalent uplink erasure ratewgfwhen it experiences erasureith uplink
transmission is

el = ¢, (1 — P, (7.25)

Notice thatP>' = PNV=1 = 0. To apply the effect of reconstruction on EEER calcula-

ii—1

tion, we should properly replaeg, with eithere,;, ~ or ei'. In other wordsg; experiences

ii—1

erasure in théth row of A; with ;' and withel;" in the (i 4 1)th row.

Remark 7.2 For a symmetric EMWRC with MPWR, it can be shown that in thé lin

N — oo, we have

€u

E(P» 1) = 7.26

( C ) 1"‘67 ( )
i €y

E(P;") = —— (7.27)

wheree, = 1 — ¢, and E(-) is the expected value. As a consequence, Hgth and e}’

approach

€y
€y "

22—
7.4.3 EEER Calculation for OPPWR

OPPWR without Reconstructio@onsider one round of communication for OPPWR which
consists of N pairwise user transmissions. Since for OPPWRIis a circulant matrix,
without loss of generality, we find; ; for : = 2,3,..., N. Other pairwise EEERs are
similarly found by proper circulation af; ;.

Havingz; (the first row ofA; in (7.10)),u; can findz; either in rowi or i + 1 of (7.9)
fori =2,3,..., N. Let us denote the probability of finding in row i and: + 1 by P, (¢)
and P (i) respectively. Thus, the probability of retrieviagin u,, P (i), is

P(i) = Pi(i) + Pa(i) — P(3) (7.28)

whereP, (i) is the probability of being able to retriewg in bothith and(i + 1)th rows of
A
Py (i) is found similar to (7.16). Further, due to the cyclic stuetof A, it can be

shown thatP (i) = Py (N — i+ 2) fori = 2,3,..., N. Derivation of P.(7) is also similar
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to (7.18). To calculaté’.(i) in (7.18), we should substitutg,(: + 1) by P,(1) = 1 when
1 = N. This is because; appears with: for the second time and is always knownuat
Having all terms in (7.28)¢; 1 = 1 — P(4). Further, using the circulant structure Af it
can be shown that; ; = ¢;,_j11,1. Having the pairwise EEERs""W — max and

users’ average erasure rat8-"WR  is simply calculated similar to (7.20).

Remark 7.3 For a symmetric EMWRC, pairwise EEERs are not equal when ORRBN

used. In this case, it can be shown tR@t™ V& = €|y o),y 1.

OPPWR with ReconstructiorSimilar to MPWR, we calculate’;’ ' and¢%’ to derive

the uplink equivalent erasure rate. With a similar logicah be shown that for OPW

iie1_ = _ 2 - 2 _2 _2
Prt =%y €u, HEuCy Cuipa T H B0y BBy Ey oy (7.29)
N+i—2 j—1
- _2
=€y, g {eumm+1 eum(k)+l}' (7.30)
j=i k=i
and
Qi = _ -2 _ -2 2 2 2
Pt =€y €u;_y +€u; €y, Cuy_ot- + iy €0 Cun " CugpoCuit (7.31)
N-1 7j—1
_ - 2
= €u; Z{Eum(ifj) H Eum(ifk)} (7'32)
j=1 k=1

wherem(-) represents moduld¢ operation. Other stages of EEER calculation are similar
to what described for MPWR.

Remark 7.4 In a symmetric EMWRC with OPPWR, it can be shown that for, &' =
PY" = P.. Further, in the limit of N — oo,
€y

(7.33)

C

As a consequence, similar to MPWAR, " = ¢}' = v

2—€qy "
7.4.4 Numerical Examples

Here, we present some numerical examples for EEER of prdpgdeemes. Further, we
discuss how EEER can be decreased by modifying the usensniiasion scheduling and
employing a shuffled transmission schedule for users. Th@afimg cases are for a sym-
metric EMWRC with uplink and downlink erasure probabiliig, ande, respectively.
Figure 7.1 depicts EEER (maximum pairwise EEER), averag®vjz® EEER and the
minimum pairwise EEER among the users when MPWR is used. &g $eere is a signif-

icantly large gap between EEER and average pairwise EEBRIaBiresults are presented
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in Figure 7.2 when OPPWR is used. Having such a large variagiveeen pairwise EEERs
noticeably limits the achievable rate of the system. Please that for OWR, all pairwise

EEERs are equal, thus, numerical results are omitted here.

0.7 T T T
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..... Maximumerasurerate:su=sd=0.1
0.6H = =" Average erasure rate:e =€, = 0.1 |-t —

—s— Minimum erasure rate: €, T €T 0.05
—— Maximum erasure rate: €, 584" 0.05
0.5 —— Average erasure rate:su =g,= 0.05
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Figure 7.1: EEER, average pairwise EEER and minimum EEERIPWR.

To improve the system’s achievable rate, it is desired toadse EEER. For this pur-
pose, we suggest using a shuffled (random) transmissiownlgaig to narrow the gap be-
tween the EEER and the average pairwise EEER. In this appralicisers have psuedoran-
dom number generators with the same initial seeds. Thugutpeit of number generators
are equal at all users. For each round of communication,dosardom number genera-
tors give a random permutation of numbers from 1Mo We denote this psuedorandom
sequence by Sy, Se, ..., Sy}. This random sequence specifies the order of transmission
by users. For our proposed pairwise schemes, in the firstkuptinsmission, use¥; and
userS, transmit, in the second uplink transmission, uSeand userS; transmit and so on.
For OPPWR, usefy and uselS; also transmit together in the last uplink slot.

In the abovementioned shuffled scheduliridp, row of A is assigned to the pairwise

transmission of.s, andug,,, for each round of communication. Note thaf, andug

i+1 i+1
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Figure 7.2: EEER, average pairwise EEER and minimum EEERRPWR.

can be any arbitrary two users from to uy in each round. Thus, by doing shuffled
scheduling over large number of communication rounds, vpeexEEER and minimum

pairwise EEER to converge to the average pairwise EEER. Asnaetjuence, shuffled
transmission scheduling significantly evens out the paewérasure rates resulting in a
lower overall EEER.

Effect of the reconstruction on the equivalent uplink eragurobability is presented in
Figure 7.3 and Figure 7.4 for MPWR and OPPWR, respectivalyhése figures, the aver-
age equivalent uplink erasure probability over all usedeicted versus the uplink erasure
probability and the number of users. As seen, for smallreconstruction is not much
helpful when MPWR is used. For instance,Nf = 2, reconstruction does not improve
the performance at all since the data of each user (here,g@rs)uexist in only one uplink
transmission. Hence, there is no redundancy for retriethiegisers’ data from other uplink
transmissions if it is erased. On the other hand, recorgirucauses the best improvement
in terms of erasure rate for OPPWR wha&h= 2. This is due to the repetitive transmis-

sion of users’ data (each user’s data packet is sent twice)nuinber of users increases,
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performance improvement by reconstruction increases BN while it decreases for
OPPWR. However, generally speaking, reconstruction atdlay has a more significant

improvement for OPPWR.

o
N

0.15

o
-

0.05

Reconstructed equivalent uplink erasure probability

Number of users (N)

Uplink erasure probability

Figure 7.3: Equivalent Uplink erasure probability for MPWR

7.5 Rate Upper bound

In this section, we derive an upper bound on the achievabieroan data rateR, for the
described EMWRC. This bound is later used to evaluate thienmeance of the proposed
data-sharing schemes. To find the rate bound, we apply tthemem [37].

To start, we first consider data transmission from othersues; and derive the rate
upper bound in this case. For this user, two cuts are comsld@¥igure C.1): the cut
considering the relay and as receivers of a multiple-access channel interested woiteg
the data of othelV—1 users, and the cut considering the relay as the transnutigr £or
the first cut, the data rate is limited by the user with the wopdink erasure rate as well as
the sum-rate condition. Using similar arguments as [613,ésy to show that the sum-rate

for the first cut is bounded by—H;.V:L#i €u;- Thus, by denoting the transmitted common
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Figure 7.4: Equivalent Uplink erasure for probability OPRW

data rate from other users i by R;, we have

N
1
R; < mi in {1—¢,},—(1— I} 7.34
’_mmggﬁﬁ %J%N—&% .JI.%»} (7:34)
J=1j#i
The second cut is a simple single user erasure channel. Thus,

i <
Ris 51

(1—eq). (7.35)

Now, if we repeat the cut-set discussion for @jis, the achievable common rate i& =

min R;.
7.6 Performance Analysis

In this section, we study the performance of the three afotimeed schemes (i.e. OWR,
MPWR and OPPWR) in terms of their achievable rate and thesitnégssion overhead for
the data exchange between the users. Here, we assume a sgntivBtVRC with uplink
and downlink erasure probabilities ande,.

The achievable rate of the schemes is determined by the wrastre rate between

a pair of users which is reflected in EEER. In addition to EE&#R,number of consumed
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Figure 7.5: Cut-sets used to find the rate upper bound

uplink and downlink slots (number of channel uses) for dathange between users is also
important for to make a fair comparison between the schefeethis end, we consider the
normalized achievable rate which is the carried data overupiink and downlink time
slots. According to this definition, the normalized achkdearate for OWR, MPWR and
OPPWR areftyg = (1 - E?WR)/N’ Rypwr = (1 —€§APWR)/(N— 1) and R ppwr =

(1 — €QPPWR) /N respectively.

Figure 7.6 depicts the comparison between the normalizbig\able rates of OWR,
MPWR, OPPWR, and the rate upper bound (derived in Sectionfdrzan ideal channel
with no erasure, i.e; = ¢, = 0. As seen, MPWR can actually achieve the upper bound
for such an ideal channel since its division factdr— 1, is equal to the division factor of
the upper bound. Also, OPPWR and OWR provide equal ratesvahicays fall under the
upper bound and the achievable rates of MPWR.

By increasing the erasure rate of channels, MPWR is no lotiigebbest approach. The
results are shown for a more realistic channel wijtk= 0.1 ande; = 0.1 in Figure 7.7. As
seen, forV < 4,5 < N <8, and9 < N, MPWR, OPPWR, and OWR achieve the highest
normalized rate. To investigate the effect of reconstouct the relay as well as the shuffled
transmission scheduling, numerical results for symmetiannels withe, = ¢; = 0.1
are presented in Figure 7.8. Using reconstruction and slufftheduling improves the
achievable rates of proposed pairwise scheme, specialyRIP

To better illustrate the performance improvement of randbwrfling and relay recon-
struction, a comparison between EEER for MPWR, OPPWR and O8\fiResented in
Figure 7.9 whenV = 6. Without reconstruction or shuffled transmission, EEER W
resides under the EEER of MPWR. However, using these twanigabs significantly re-

81



1Q T I
—8— OWR
—6— MPWR
0.9 =—#— OPPWR H
= = = Upper bound
0.8 |
E
© 071 |
]
©
c
8
S 06 .
o
@
(o8
3]
b 0. .
Q@
Q
g
2 04 .
e
Q
<
0.3 .
0.2 .
0.1 | | | | | |
2 3 4 5 6 7 8 9 10

Number of users (N)

Figure 7.6: Achievable rates whep = ¢; = 0.

duces MPWR’s EEER and for some erasure probabilities, MBMEER is less than
OWR'’s EEER. Similar behavior is observed for OPPWR wheragiséconstruction and
shuffled scheduling results in outperforming OWR by OPPWEr@ll erasure probabili-
ties.

Figure 7.10 depicts the simulation and analytical resultgte transmission overhead
of different schemes when, = ¢; = 0.1. Transmission overhead can be considered as a
notion of delay in EMWRC. Similar to the achievable ratesghéhe transmission overhead
for different schemes are normalized due to the differen¢lka number of uplink transmis-
sions for different schemes. It means that to fairly comphesoverhead of MPWR with
OPPWR and OWR, the MPWR'’s transmission overhead is scal€§By For simulation,
a Raptor code with information length 14000 and an outer ¢bB¢C) of rate 0.9872 has
been used for fountain coding. Also, in the simulation sefughuffled transmission sched-
ule is used and the relay performs reconstruction to recheceffective uplink erasure rate.
The analytical results are calculated using EEER as exgddmSection 7.4. Note that there

is a gap between the analytical and simulation results dasgsoming ideal fountain code
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Figure 7.7: Achievable rates whep = ¢; = 0.1.

in the analytical overhead calculation. However, using REt&e transmission overhead of

the schemes can be evaluated well without the need for tedimmputer simulations.

7.7 Conclusion

In this chapter, we studied low-latency data sharing sckeiorEMWRCSs. To this end,
we first mentioned the challenges confronting the use oftinrcoding for EMWRCs.
Then, we proposed two simple and low-latency data sharihgrses, nhamely MPWR and
OPPWR, based on fountain coding. We also showed that by rparfg simple matrix
operations at the relay and shuffling the order of usersstrassions, the performance of
MPWR and OPPWR can be further enhanced. To find the achiexateland transmission
overhead of our solutions, we introduced EEER and calaiiasnalytically for our strate-
gies. In addition, an upper bound on the achievable rate OWR@s was derived. The
achievable rates of MPWR and OPPWR were then compared vistbolind as well as the
achievable rates of OWR. This comparison along with conmgatie transmission overhead
of MPWR, OPPWR and OWR revealed that for smré|IMPWR has the best performance.
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Figure 7.8: Achievable rates whep = ¢, = 0.1 and reconstruction and shuffled schedul-
ing are applied.

By increasing\V, first OPPWR and then OWR outperform the other two schemekiigg
methods to improve the performance of data sharing scheveeE£MWRCs, for instance
through smarter users’ and relay transmission strategyrisidered to future research di-

rections.
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Chapter 8

Conclusion and Future Work

In this chapter, we first summarize the contributions of thigsertation and conclude our

work. Then, new problems are described for future researeltobns.

8.1 Conclusion and Summary of the Contributions

The main focus of this thesis was studying the achievablesrat MWRCs for differ-
ent channel types including symmetric channels with AWG$&nametric channels with
AWGN, and erasure channels. We compared the performandtesédt relaying schemes
and also tried to improve the system’s achievable rate.

Designing a new constellation mapping for PSK modulatiom\MRCs and pairwise
MWRCs was the focus of Chapter 3. First, we addressed the reglarding possible am-
biguity points in the received constellation. For this mgp, we found the necessary and
sufficient condition on a user bit mapping which removes #mwiguity. Further, we in-
troduced the concept of semi-Gray mapping which improvesyistem BER performance
and achievable rate. The necessary and sufficient conditibaving a semi-Gray mapping
was also found. Interestingly, the widely used binary réfléGray mapping does not sat-
isfy the semi-Gray mapping condition resulting in a poorerf@rmance compared to our
proposed semi-Gray scheme.

In Chapter 4, we studied the achievable rates of memoryl42ds. More specifically,
we studied AF and DMF in terms of their achievable data exghaates and showed that
unlike memoryless one-way relaying, increasing users’ ®HRefits AF more than DMF.
Another interesting observation was that while with DMF ghteir data rate is provided for
the user whose channel condition is better, with AF the 8dnas the reverse. That is, the
user with a worse channel condition can receive at a higharrdée. Further, we found that

for a TWRC with asymmetric users’ channels, AF can take agpnof power back-off
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at the users, without degrading the data rate, to save endngg power back-off is not
beneficial for DMF.

Assuming an MWRC withV users, OWR and MWR were compared in Chapter 5 in
terms of their achievable rates. First, we proved that for RIWDF ensures a gap less
than2(N—1_1) bit from the capacity upper bound while MWR based on DF or ARriable
to guarantee this rate gap. For DF and AF, we identified stilnatwhere they also have a
rate gap less thag(]\}fl) bit. Later, we showed that although MWR has higher relaying
complexity, surprisingly, it can be outperformed by OWR @eging on/NV and the system
SNR. Summarily speaking, for larg’ and small users’ transmit power, OWR usually
provides higher rates than MWR.

In Chapter 6, we studied an asymmetric MWRCs with AWGN whegers have dif-
ferent channel conditions. To enable data communicatichignscenario, we considered
two different strategies: FDF and PDF. For both FDF and PRHirst showed that due to
unequal channel conditions, the achievable common rateeopairwise strategy depends
on the order in which the users are paired. This motivatea dmd the pairing strategy
maximizing the achievable rate. The maximum achievable cdeach scheme was then
compared with the capacity upper bound and the achievatgdlefa random user pairing.

We proposed practical low-latency data sharing strategaked MPWR and OPPWR,
for EMWRCs based on fountain coding in Chapter 7. To evaltl&eyerformance of our
proposed schemes, we introduced the notion of end-to-esdier rate (EEER) which is the
probability of missing the transmitted data of a user in haobne. EEER was analytically
derived for MPWR and OPPWR and was later used to derive tbkiegable rate and trans-
mission overhead. We further showed that by performing Empatrix operations at the
relay and implementing a shuffled users’ transmission sdimed EEER can be decreased.
We also found an upper bound on the achievable rates of EMWid®laserved that when
the number of users is not large or the channel erasure phtpabsmall, our proposed
schemes operate close to this bound. The results of the cmmpdetween our proposed
schemes and OWR suggested that MPWR and OPPWR can outpédifi when the
number of users and the links’ erasure rates are not large.

A general conclusion of our work in this thesis is that MWRpmrforms OWR when
the error rate as well as the number of users are not largee tlat large error rate is
associated with small SNRs in AWGN channels while it is iatkcl by large erasure rate
in the erasure channels. To get the best of both worlds, foaetipal relayed data sharing

system, users can take a hybrid approach and switch betw®@¢R &hd OWR depending
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on the systems circumstances.

8.2 Future Research Directions

Since MWRCs are a new field in wireless communications, @iffeaspect of them are still
unexplored. In the following, we define several researclblpras which can be studied to

extend the scope of our presented work.

8.2.1 Optimal Symbol Mapping for MWRCs with PSK Modulation

Different legitimate mappings have different performantérms of BER and achievable
rate. Thus, it is desired to find the users’ symbol mappingigiog the lowest BER and

highest achievable rate. As we discussed in Chapter 3, dejgean the systems SNR, the
effect of second closest points in the constellation becommgportant. Thus, depending
on the system SNR, finding a unique optimal mapping for all SRy not be possible.

However, one can think of designing an adaptive symbol nmapat the user side. In this
adaptive scheme, the mapping is chosen based on the cuysteitns SNR such that the

performance is improved.

8.2.2 Generalized FDF for Pairwise MWRCs

In Chapter 6, the focus of the study was on pairwise stradagiere the users have (almost)
equal number of transmissions in the uplink phase. It mdatsatmost all users transmit in
two uplink time slots. We are interested to see whether usitglanced pairwise strategy
improves the performance or not. To this end, a generaliiéfd (&FDF) can be consid-
ered. In a GFDF scheme, users still communicate with they ialgairs and one round
of communication consists @f — 1 MAC and BC transmissions. The difference between
GFDF and FDF is the number of transmissions that each usezsnakhile in FDF each
user has at most two MAC transmissions, it can transmit up/tg> 2 times in a GFDF.
However, the total number of users’ uplink transmissiortils (N — 1), i.e two transmis-
sions in each MAC slot. When/ = 2, GFDF and FDF are equivalent. Please note that
in GFDF, different users may have different number of uptir@smissions which leads to
unbalanced power expenditure at users. Thus, GFDF can lpaveah for heterogeneous
networks where users in the network have different (powespurces and requirements.
Studying the achievable rates of GFDF and finding its optitredismission strategy to

maximize the achievable rate over asymmetric channelsnisidered for future work.
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8.2.3 Optimal User Pairing to Maximize the Sum-Rate

Another measure to evaluate the data rate performance imenuoaication system is the
sum-rate. Itis usually considered a measure for the oveeailNork data transfer capacity.
First of all, we need to conduct a sum-rate analysis for MWR&Specially for the asym-
metric case. Then, we are interested to find the optimalrmasson strategy to maximize
the network sum-rate over asymmetric channels. The optiaigihg strategy for sum-rate

is expected to be different from the one for common rate.

8.2.4 Improving the Proposed Data Sharing Schemes for EMWRC

In Chapter 7, we improved the performance of our proposea staring schemes through
shuffling the users’ transmission order as well as the réngeton at the relay. However,
the achievable rate of our proposed data sharing schertidmsta gap with the rate upper
bound. Another solution which we did not explore is to desigmore effective transmis-
sion matrix,A, in the first place. To design a better transmission marieEER can be
effectively used. To this end, an optimization problem canfdrmulated whose goal is
to minimize EEER of a transmission matixsuch that the data separation at the users is

accomplished without difficulty.

90



Bibliography

[1] “ICTs as a clean technology.” [Online]. Available:
http://www.itu.int/themes/climate/docs/report/05¥iClean Technology.html

[2] “Frequency allocation.” [Online]. Available: httpgh.wikipedia.org/wiki/Frequency-
allocation

[3] “Gartner estimates ICT industry accounts for 2 percenglobal CO, emissions.”
[Online]. Available: http://www.gartner.com/it/pagep?id=503867

[4] “Canadian  table of frequency  allocations.” [Online].  valable:
http://www.ic.gc.ca/eic/site/smt-gst.nsf/eng/h-§@&.html

[5] “United States 2008 wireless spectrum auction.” [Oa]in Available:
http://wireless.fcc.gov/auctions/default.htm?jobstian-summarzid=73

[6] “F.C.C. moving forward on a UHF spectrum auction.” [Qvd].
Available: http://www.nytimes.com/2012/09/08/busisiesedia/fcc-to-consider-uhf-
spectrum-auction.html?-r=0

[7] V. Chandrasekhar, J. Andrews, and A. Gatherer, “Fentitoeévorks: a survey,JEEE
Commun. Mag.vol. 46, no. 9, pp. 59 —67, September 2008.

[8] “Spectrum occupancy measurements location 4 of 6.” i@l Available:
http://ww.sharedspectrum.com/wp-content/upload$®F~-NY C-Report.pdf

[9] O. lleriand N. Mandayam, “Dynamic spectrum access mmdelward an engineering
perspective in the spectrum debat&EE Commun. Mag.vol. 46, no. 1, pp. 153 —
160, January 2008.

[10] D. Cox and D. Reudnik, “Dynamic channel assignment ghtdapacity mobile com-
munications systems;The Bell System Technical Jounrabl. 50, pp. 1833-1857,
July/August 1971.

[11] D. Everitt and D. Manfield, “Performance analysis oflakr mobile communication
systems with dynamic channel assignmetiEEE J. Select. Areas Communmol. 7,
no. 8, pp. 1172 —-1180, October 1989.

[12] C.Raman, R. Yates, and N. Mandayam, “Scheduling virigdie links via a spectrum
server,” iNIEEE Intl. Symp. on New Frontiers in Dynamic Spectrum Acbess/orks
(DySPAN) November 2005, pp. 110 —118.

[13] M. Buddhikot and K. Ryan, “Spectrum management in cowtéd dynamic spectrum
access based cellular networks,”IBEE Intl. Symp. on New Frontiers in Dynamic
Spectrum Access Networks (DySPANYvember 2005, pp. 299 —-307.

[14] I. Mitola, J. and J. Maguire, G.Q., “Cognitive radio: kimag software radios more
personal,”IEEE Personal Commun. Mag/ol. 6, no. 4, pp. 13 —18, August 1999.

[15] S. Haykin, “Cognitive radio: brain-empowered wiredesommunications,IEEE J.
Select. Areas Commuyvol. 23, no. 2, pp. 201-220, February 2005.

91



[16]

[17]

[18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

A. Ghasemi and E. Sousa, “Spectrum sensing in cognitiae networks: require-
ments, challenges and design trade-offEEE Commun. Magvol. 46, no. 4, pp. 32
-39, April 2008.

R. Ahlswede, N. Cai, S.-Y. Li, and R. Yeung, “Network anfation flow,” IEEE
Trans. Inform. Theoryol. 46, no. 4, pp. 1204 —1216, July 2000.

R. Appuswamy, M. Franceschetti, N. Karamchandani,kandeger, “Network coding
for computing: Cut-set bounddEEE Trans. Inform. Theorwol. 57, no. 2, pp. 1015
—1030, February 2011.

Y. Wu, P. A. Chou, and S. Kung, “Information exchange ineless networks with net-
work coding and physical-layer broadcast,” Microsoft Resh, Tech. Rep., August
2004.

Y. Wu, P. Chou, and S.-Y. Kung, “Minimum-energy multstan mobile ad hoc net-
works using network coding/EEE Trans. Communvol. 53, no. 11, pp. 1906 — 1918,
November 2005.

B. Rankov and A. Wittneben, “Spectral efficient signglifor half-duplex relay chan-
nels,” in Asilomar Conference on Signals, Systems, and CompiNekember 2005,
pp. 1066 — 1071.

D. Gunduz, A. Yener, A. Goldsmith, and H. Poor, “The mulay relay channel,” in
IEEE Intl. Symp. on Information Theory (IS Tuly 2009, pp. 339 —343.

P. Popovski and H. Yomo, “The anti-packets can incrélas@chievable throughput of
a wireless multi-hop network,” itEEE Intl. Conf. on Communications (ICGjol. 9,
June 2006, pp. 3885 —3890.

S. Zhang, S. C. Liew, and P. P. Lam, “Hot topic: physikgler network coding,” in
ACM Intl. Conf. on Mobile Computing and Networking (MobiQo®eptember 2006,
pp. 358-365.

S. Katti, H. Rahul, W. Hu, D. Katabi, M. Médard, and J.o@xcroft, “XORs in the
air: practical wireless network coding,” ®hCM Conf. on Applications, technologies,
architectures, and protocols for computer communicatiaes. SIGCOMM '06, Oc-
tober 2006, pp. 243-254.

S. Katti, S. Gollakota, and D. Katabi, “Embracing was$ interference: analog net-
work coding,” iInACM Conf. on Applications, technologies, architecturas] proto-
cols for computer communicatiornser. SIGCOMM '07, October 2007, pp. 397-408.

W. Nam, S.-Y. Chung, and Y. Lee, “Capacity bounds fortway relay channels,” in
IEEE Intl. Zurich Seminar on Communicatigridarch 2008, pp. 144 —-147.

S. J. Kim, B. Smida, and N. Devroye, “Capacity bounds aritiapair two-way com-
munication with a base-station aided by a relay,I&EE Intl. Symp. on Information
Theory (ISIT) June 2010, pp. 425 —429.

L. Ong, S. Johnson, and C. Kellett, “An optimal codingagtgy for the binary multi-
way relay channel JEEE Commun. Lettvol. 14, no. 4, pp. 330 —332, April 2010.

L. Ong, C. M. Kellett, and S. J. Johnson, “On the equé&-reapacity of the awgn
multiway relay channel,JEEE Trans. Inform. Theoryol. 58, no. 9, pp. 5761 5769,
September 2012.

L. Ong, S. Johnson, and C. Kellett, “The capacity reggdmultiway relay channels

over finite fields with full data exchangd EEE Trans. Inform. Theoryol. 57, no. 5,
pp. 3016 —3031, May 2011.

92



[32] K. Doppler, C. Ribeiro, and J. Kneckt, “Advances in daghununications: Energy
efficient service and device discovery radio,’livil. Conf. on Wireless Communica-
tion, Vehicular Technology, Information Theory and Aesxsp Electronic Systems
Technology (Wireless VITARYlarch 2011, pp. 1 —6.

[33] N. Bambos, “Toward power-sensitive network archisees in wireless communica-
tions: concepts, issues, and design aspetfE&EE Personal Commun. Magvol. 5,
no. 3, pp. 50 =59, June 1998.

[34] L. Ong, C. Kellett, and S. Johnson, “Capacity theoremstifie AWGN multi-way
relay channel,” INEEE Intl. Symp. on Information Theory (IS|TQune 2010, pp. 664
—668.

[35] T. Cover and J. Thomaklements of Information Theary Wiley-Interscience, 2006.

[36] E. Tuncel, “Slepian-wolf coding over broadcast chdeafidEEE Trans. Inform. The-
ory, vol. 52, no. 4, pp. 1469 —-1482, April 2006.

[37] T. Cover and A. Gamal, “Capacity theorems for the relagrmel,”IEEE Trans. In-
form. Theoryvol. 25, no. 5, pp. 572 — 584, September 1979.

[38] D. Gunduz, E. Tuncel, and J. Nayak, “Rate regions for gbparated two-way re-
lay channel,” inAllerton Conference on Communication, Control, and Corimgpt
September 2008, pp. 1333 —1340.

[39] D. Slepian and J. Wolf, “Noiseless coding of correlatefbrmation sources,JEEE
Trans. Inform. Theoryol. 19, no. 4, pp. 471 — 480, July 1973.

[40] A. Wyner and J. Ziv, “The rate-distortion function foowce coding with side infor-
mation at the decodendEEE Trans. Inform. Theoryol. 22, no. 1, pp. 1 — 10, January
1976.

[41] R. B. Serrano, “Coding strategies for compress-amdsiod relaying,” Ph.D. disser-
tation, KTH Royal Institute of Technology, 2012.

[42] U. Erez and R. Zamir, “Achievinélog (1+SNR) on the AWGN channel with lattice

encoding and decoding/EEE Trans. Inform. Theoryvol. 50, no. 10, pp. 2293 —
2314, October 2004.

[43] M. Wilson, K. Narayanan, H. Pfister, and A. Sprintsompifl physical layer coding
and network coding for bidirectional relayinEEE Trans. Inform. Theorwol. 56,
no. 11, pp. 5641 -5654, November 2010.

[44] B. Nazer and M. Gastpar, “Compute-and-forward: A nasteategy for cooperative
networks,” in Asilomar Conference on Signals, Systems, and CompuBatober
2008, pp. 69 —73.

[45] H. J. Yang, Y. Choi, and J. Chun, “Modified high-order mafior binary coded
physical-layer network coding/EEE Commun. Lettvol. 14, no. 8, pp. 689 —691,
August 2010.

[46] J. R. Barry, E. A. Lee, and D. G. Messerschmidigital Communications3rd ed.
Springer, 2003.

[47] E. Agrell, J. Lassing, E. Strom, and T. Ottosson, “Gragliag for multilevel constel-
lations in Gaussian noiselfEEE Trans. Inform. Theoryol. 53, no. 1, pp. 224 235,
January 2007.

[48] T. Cui, T. Ho, and J. Kliewer, “Memoryless relay stratgfor two-way relay chan-
nels,”IEEE Trans. Communvol. 57, no. 10, pp. 3132 —3143, October 2009.

[49] G. Ungerboeck, “Channel coding with multilevel/phasgnals,”IEEE Trans. Inform.
Theory vol. 28, no. 1, pp. 55— 67, January 1982.

93



[50] E. Agrell, J. Lassing, E. Strom, and T. Ottosson, “On dpimality of the binary
reflected gray codeJEEE Trans. Inform. Theoryol. 50, no. 12, pp. 3170 — 3182,
December 2004.

[51] G. Caire, G. Taricco, and E. Biglieri, “Bit-interlead€oded modulationJEEE Trans.
Inform. Theoryvol. 44, no. 3, pp. 927 —946, May 1998.

[52] N. Jacobsen and U. Madhow, “Coded noncoherent comratiaic with ampli-
tude/phase modulation: from Shannon theory to practicdlitctures,1EEE Trans.
Commun.vol. 56, no. 12, pp. 2040 —2049, December 2008.

[53] K. R. Kumar and G. Caire, “Structured lattice spacestitrellis coded modulation,”
in IEEE Intl. Symp. on Information Theory (IS|Tune 2007, pp. 1931 —1935.

[54] K. S. Gomadam and S. A. Jafar, “Optimal relay functidiyaior SNR maximization
in memoryless relay networkslEEE J. Select. Areas Communol. 25, no. 2, pp.
390 —401, February 2007.

[55] ——, “On the capacity of memoryless relay networks,1HEE Intl. Conf. on Com-
munications (ICC)vol. 4, June 2006, pp. 1580 —1585.

[56] W. Nam, S.-Y. Chung, and Y. Lee, “Capacity of the Gausgiao-way relay chan-
nel to within 1/2 bit,”IEEE Trans. Inform. Theorwol. 56, no. 11, pp. 5488 —5494,
November 2010.

[57] V. R. Cadambe, “Multi-way relay based deterministiodxdcast with side informa-
tion: Pair-wise network coding is sum-capacity optimat,Ainnual Conf. Information
Sciences and Systems (C138arch 2012.

[58] W.Nam, S.-Y. Chung, and Y. Lee, “Capacity of the Gaussigo-way relay channel to
within % bit,” IEEE Trans. Inform. Theoryol. 56, no. 11, pp. 5488-5494, November
2010.

[59] A. Khisti, B. Hern, and K. Narayanan, “On modulo sum cartgtion over an erasure
multiple access channel,” IEEE Intl. Symp. on Information Theory (IS|Duly 2012,
pp. 3013 -3017.

[60] B. Hern and K. Narayanan, “Joint compute and forward thee two-way relay
channel with spatially coupled LDPC codes,” May 2012. [@e]i Available:
http://arxiv.org/pdf/1205.5904v1.pdf

[61] B. Smith and S. Vishwanath, “Unicast transmission aveiftiple access erasure net-
works: Capacity and duality,” ilEEE Information Theory Workshop (ITW§eptem-
ber 2007, pp. 331-336.

[62] D. MacKay, Information Theory, Inference and Learning AlgorithmsCambridge
University Press, 2003.

[63] M. Luby, “LT codes,” InNIEEE Symp. on Foundations of Computer Sciehmvember
2002, pp. 271 — 280.

[64] A. Shokrollahi, “Raptor codes/EEE Trans. Inform. Theoryol. 52, no. 6, pp. 2551—
2567, June 2006.

[65] J. Castura and Y. Mao, “Rateless coding for wirelesayr@hannels,” inEEE Intl.
Symp. on Information Theory (ISIT3eptember 2005, pp. 810 —814.

[66] S. Puducheri, J. Kliewer, and T. Fuja, “The design andgmmance of distributed It
codes,"IEEE Trans. Inform. Theoryol. 53, no. 10, pp. 3740 —3754, October 2007.

[67] R. Gummadi and R. Sreenivas, “Relaying a fountain camess multiple nodes,” in
IEEE Information Theory Workshop (ITWilay 2008, pp. 149 —153.

94



[68] A. Molisch, N. Mehta, J. Yedidia, and J. Zhang, “Coopmearelay networks using
fountain codes,” iINEEE Global Communications Conf. (GLOBECQNDecember
2006, pp. 1 -6.

[69] C. Gong, G. Yue, and X. Wang, “Analysis and optimizatmina rateless coded joint
relay system,1IEEE Trans. Wireless Commuwol. 9, no. 3, pp. 1175 -1185, March
2010.

[70] M. Uppal, G. Yue, X. Wang, and Z. Xiong, “A rateless codgedtocol for half-duplex
wireless relay channelslEEE Trans. Signal Processingol. 59, no. 1, pp. 209 —222,
January 2011.

95



Appendix A

Proofs for Chapter 3

A.1 Proof of Lemma 3.1

Cy can be superimposed with/ points, including itself. Also(; can be superimposed
with M — 1 constellation points (all constellation points excépf) to give new points
on Cr. Continuing on the same fashion and noticing that the soypersition of any%
opposite pairs gives the central point®f at (0, 0), the total number of distinct points on
Cris

M
M M2
- 1= — 41 Al

Now, notice thatCy + C%—1 and Cy + Cj give (0,0) and (2,0) irCr. Also, for any
0<i< % — 1, Cy + C; andCy + Cyy—;_1 gives two points inCr which are equally
distanced from the center. Each differemésults in a pair with different distance from the
center. Now, one can show that by producing the rest of thetp@i Cr through rotation,

% circles are formed withd/ points on each of them.

A.2 Proof of Theorem 3.1

First, we claim that the neighbors of a pointgnare either in the same group, or can be in
one or two groups away from it. Assume this claim is not truewNake an arbitrary point
Py in Cr whose neighbo#, belongs tag;; (or g;—; if © > 2), such thatj > 2. From the
geometry ofCg, there is a point?; on g;1 ;2 (gi—;+2) Which is on the same line passing
through P, and(0, 0). Clearly, P5 is closer thanP; to P;. This contradicts our assumption
that P, is a neighbor ofP; .

Now, to find d.in, We find three types of minimum distances ©g: d; = minimum
distance between two neighboring points@nds = minimum distance between two near-

est points ory; andg; ;1 andd; = minimum distance between two nearest pointgoand
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Ji+2-
For dy, notice that all of the constellation circles@ haveM points on them. Thus,

the neighboring points og have the smallest distance equal to
2T Lo T
dy =2 [1 e (Mﬂ — 4sin (M) . (A.2)
Also, from Lemma 3.2, the distance between two nearestpoimy; andg; 1 is
. T
dy = 2sin (H) . (A.3)

Fords, letus takeP’ = Cj+Chyjo4j—i—1INgiandPe = Cj11+ Cprjaqj_i—2 IN givo.

It can be shown thad(P;, P») is decreasing with. Fori = % — 2, this distance has its

dy =2 [1 e (%)} — 4sin? (%) . (A.4)

Now, dmin = min{dl, ds, dg}.

smallest value

A.3 Proof of Theorem 3.2

First, we assume that the mapping is legitimate and foraay), 1,..., M —1, S; andS; 1
differ in only one bit. We show that this results in a semi~Gmaapping at the relay. As
mentioned in Theorem 3.4,,;, is the distance between two neighboring pointgiiror a
point fromg%_2 and another frong%. The mapping of a point ip; is Si@S%H_l. Now,
we show that the mappings of two arbitrary consecutive gaimj;, shown bySi@S%H._l
andS;y1 @ S%H, differ in just one bit. Assume th&t denotes the mapping of the central

point of Cr. Since the mapping is legitimate, we have
Si+1 =5® 5%4_@'_’_17 S%—i—l =5® SZ (A5)
Now, using (A.5),

SrHEBS%_H—:S@S%_H-_’_l@s@si:si@S% (A.6)

+i+1"

Recall thats%ﬂ._1 andS%HJrl differ in just one bit. As a consequencs;, © Sy i
andsS; ® S%+i+1 differ in only one bit as well.

On the other hand, all the points g)% are mapped to the all zero sequence. Also, the
mapping of a point iry%_2 is in the form ofS; @ S,;12. SincesS; andS;, differ in just
one bit, S; ® S; 12 has just one non-zero bit. Hence, the mapping generates isCGsam

mapping at the relay.
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Now, assume that the mapping is semi-Gray. Thus, all pomts.i_,, has only one
2
non-zero bit. Considering that the pointsgix _,, are in the form ofS; © S; 2, it turns out
2
that for alli, S; @ S;1 9 has just one non-zero bit. This concludes thiaand.S; . » differ in

just one bit.

98



Appendix B

Proofs for Chapter 5

Before presenting proofs, we state the following proposgibased on Lemma 2.1, 2.4 and
2.2.

Proposition B.1 If P, < (K — 1)P, i.e. downlink is the rate bottleneck, we have

e log(1+P)
Rtp = 2K —1) (B.1)

Otherwise
. log (1+ (K —1)P)

UB ~ 2(K — 1)
Proposition B.2 In a Gaussian MWRC with FDF MWR, i, < %P — % then downlink

(B.2)

is the bottleneck resulting in

10g(1—|-P7")
C =_2\ T B.3
K 1
fEp-L<p R
1 ES EAY ol
0g (2 + 2 ) (B4)

Proposition B.3 WhenP, < (1+ KP)% — 1, downlink constrains the rate of DF MWR

and
. log(1+P)

br= 5w 1) (B:5)
Further, when(1 + KP)% — 1 < P,, uplink is the rate bottleneck and
log (1 + KP)
= — 7 B.6
Rije 7 (8.6)

B.1 Proof of Theorem 5.1

We start the proof by partitioning the range Bf and P using Proposition B.1 and B.2.
Then, the achievable rate of FDF and the rate upper boundampared in each region in

order to complete the proof. The partitions specify whichstraints in (2.4) and (2.12) are
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active. Sincek’ > 2, we have%P — 3 < (K — 1)P. To this end, the regions of interest
are specified a®, < £pP—-1, &p -1 < p <(K—-1)P,and(K — 1)P < P,. These
partitions are denoted byiP¥, ATPY and ALPY respectively.

Capacity Gap onAYPY: The achievable rate of FDF as well as the upper bound is
determined by downlink on this region. Using Propositiod Bnd B.2, we conclude that
Ripnr = Rfp. Inother words, FDF achieves the capacity upper bound angeh between
RSy and RSy, G = RSy — RS, is 0.

Capacity Gap onAYPY: For this region, the achievable rate of FDF is bounded by

uplink while the rate upper bound is forced by downlink. Thus

1 1 K 1 1+ P
= —— |log(1+F) —log(z +—=P)| = 1 . (B.7

Sincelog(-) is an increasing function, the maximum@f; happens whe®, has its maxi-
mum value ord,. SinceP, < (K — 1)P, itis easy to show that

1+ P,
1 K
1+ &p

< 2. (B.8)

1
As a consequencés; < TR

Capacity Gap on4{PY: Both Rgp,. and R¢;; are limited by the uplink in this case.

Thus, using Proposition B.1 and B.2

B 1 1+(K—-1)P
GU_Q(K—1)10g< %—I—%P > (B.9)
Now, it is inferred from (B.9) that < m |

B.2 Proof of Theorem 5.2

Similar to FDF, we partition the SNR region and study the céapaap for DF over different
partitions. First, we point out thatl + KP)% < (K — 1)P. To this end, we define
three SNR regions namelPF, ADF, and ADF denotingP, < (1+ KP)“% — 1, (1 +
KP)*® —1< P, < (K —1)P, and(K — 1)P < P, respectively.

Capacity gap omAPY: R{;5 and Ry are limited by downlink. Using propositions B.1
and B.3, itis concluded thdt; = Rfz — Rip = 0.

Capacity gap omMP¥: For this partition

Clog(1+P) log1+KP) 1 ( 14 P,
(

v= 2(K —1) 2K 2K —1) lo 1+KP)%>. (B.10)
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Now, the capacity gap is less thgﬁ{l_—l) bit if
P <21+ KP)% —1. (B.11)

Considering that1 + KP)% < P, < (K —1)P, itis easy to show that (B.11) does not
necessarily hold for all values @f. and P in this region.

Capacity gap ondP¥: Here, uplink is the rate bottleneck for the upper bound a$ wel

as DF. Thus, ) L (K —1\P
Gy— L og [LEE-DP (B.12)
2(K —1) (1+KP)'x
andGy < m if (K—-—1)P<2(1+ KP)% — 1 which does not necessarily hold for
all P and P, values withinADY . ]

B.3 Proof of Theorem 5.3

We again define SNR regions, callet;f‘F and AQF based on Proposition B.1. The first
region is whereP, < (K — 1)P and the second region includes” — 1)P < P,.

Capacity Gap onA{*F: In this region, we have

1 1+P)(1+KP+P)
AF c c
= — = B.13
¢ Rup — Rar 2(K — 1) Og(l—i—KP—l—Pr-l-(K—l)PPr (B.13)
Now, from (B.13), one can show that}¥ < m if P2 - (K —2)PP, < KP.
Capacity Gap omd4F: On this partition,
1 (1+ (K —1)P)(1+ KP + P,)
AF
= 1 B.14
G0 =5k -y Og<1+KP+PT+(K—1)PPr (8.14)

Using (B.14), it is easy to conclude thatif(K —1)P? — (K —1)PP. < 1+ P, + P then
AF has a capacity gap smaller thgﬁ{l_—l). |

B.4 Proof of Theorem 5.4

First assumé’. < K P. Since

KPP,
— < P, B.15
I+ KP+D (815
holds, thenRpr, > Rar,. FOrKP < P,,
KPP,

is always correct. As a consequence, for this SNR re@ign, > Rar,, Still holds. H
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Appendix C

Proofs for Chapter 6

C.1 Proof of Theorem 6.1

Let us definelU/' = {uq,uq,...,un,R}. Now consider Cut 1 in the network separating
Ui = U — {u;, R} from {u;, R}. Assuming that users send data with a common Rite
from the cut-set theorem [35], we have

P ZiEUZ' |h7«|2

o2

(N — )R° < C( ). (C.1)

Please notice that to derive (C.1), we use the fact that datadVer Cut 1 is a multiple
access channel frol; to R. Now, consider Cut 2 separatiig— u; andu;. Applying the
cut-set theorem to Cut 2 givésv — 1)R° < C(%@F). Hence, the upper bound for the

data rate fornU; to u; is

. 1 . P> v, |hi]? Prlhi|?
RUBZ' = mmm {C( 0_2 ),C( 0_2 ) . (CZ)
Noticing R{;g = min R{jg, andhy < h;, fori > 1, the proof is complete. |

Cut2

Figure C.1: Network cut-sets
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C.2 Proof of Theorem 6.3

If Sy is limited by (6.4), there is no better pairing thap since all pairings will be limited

by the same constraint. If not, from (6.2), the optimal payris the one which maxi-
|h0i‘2
|hoi‘2+|ho(i+1)|2

] 2
Ihogi+y)| } . We claim thatS; minimizesW. Assume thats; results in

mizesV = mini{ } which is equivalent to finding the pairing that mini-

|h0i‘2
min{max|hois1)|*/|heil*} = |hjz1]*/|h;[*. Recall that inSy, he; = h;. Now, consider

mizesW = max; {

another pairings’. To outperformS;, S” should not havéu;, u;41). It also should avoid
any other pair resulting in a larger gain ratio. To this end,make a swap and pair;_

with u; wherel > j. This swap results itV 11|?/|h|*> < |hj+1|%/|h;|?, but on the other

hand forms theu;, u;1) pair which results in havingf, 1 [%/|h;|> > |hj1]?/|h;|?. This
contradicts with the assumption thét outperformsS;. If S’ wants to minimizelv by
making more swaps t61, the pigeonhole principle guarantees thathas always a pair
(hg, hy) such thate < j andm > j + 1. Thus, it cannot do better thaffy .

C.3 Proof of Theorem 6.5

Assume that the rate @, is limited by (6.10), otherwise any other pairing has the sam

rate limit. With .Sy, the transmission pairs are in the form of

(u1,un), (un, ug), (uz2, un—1), ..., (Uj, unN—_j11),. .. (C.3)

where(u;, un—;+1) is the pair whose MAC phase limits the rate. To have a stratétiy
a higher common rate, we must connegtwith a user having a larger channel gain than

un—j+1. This change forms the following transmission pairs

(ul, uN),(uN,ug), ey (uj,uN_l+1), ey (ul,uN_j+1), e (C4)

Since the channel gain af; is smaller thanu;’s channel gain, the common rate in (C.4),
due to pair(u;, un—j+1), is smaller than the rate ¢ forced by pair(u;, un—;+1). Thus,

the common rate is degraded by swappingnd;. Trying to improve the rate by making
more swaps, the pigeonhole principle guarantees that iheteays a paiu,,, ux—n+1)
wherem < j andn > j. The rate constraint forced by this pair is surely smallantbr
equal to the rate constraint 6f;, uy—_;4+1). Hence, no other pairing strategy can have a

higher rate tharb,, and consequently, is optimal.
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